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“Four thousand holes in Blackburn, Lancashire

And though the holes were rather small

They had to count them all

Now they know how many holes it takes to fill the Albert Hall.”

The Beatles, A Day in the Life



Abstract

Low energy antiprotons are an essential tool for antimatter research but they are hard

to produce and store. The introduction of the new low energy antiproton storage ring

(ELENA) at CERN will deliver low energy, high quality antiproton bunches to the

antimatter experiment and increase their trapping efficiency by up to 100 times. In

order to reduce the energy of the antiparticles without losses in the beam, electron

cooling is employed. With the aim to guarantee the best possible beam quality from

ELENA and for other next generation ultra-low energy antiproton and ion facilities,

it is necessary to deeply understand the characteristics of the cooling process and to

realistically include errors and imperfections in the simulation models. For this purpose,

different simulation codes, as Betacool and RF-Track, were employed to investigate the

effects impacting on beam, establishing realistic models of beam storage and cooling.
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Chapter 1

Introduction

1.1 Introduction

The focus of this thesis project is on simulations of the Extra Low ENergy Antiproton

storage ring (ELENA), an anti-matter synchrotron operating at unprecedented low en-

ergies [3]. The project’s goal is to fully characterise the performance of the machine and

obtain accurate predictions of the expected beam parameters, helping to improve the

efficiency of the related antimatter experiments (described in section 1.4.1).

Existing low energy storage rings, operating at similar beam energies, found limitations

on beam intensity and life time in experimental studies. When the energy is very low,

the self interaction of the particles in the beam becomes relevant and many approxima-

tions used at higher energies are no longer valid. This renders the description of the

beam dynamics particularly tricky. Additionally electron cooling on antiprotons at such

low energies had never been performed before but was successfully demonstrated in the

first run of ELENA. Electron cooling plays an essential role in the success of ELENA,

reducing the antiproton beam emittance and energy spread. To obtain the best quality

antiprotons for experiments it is important to be able to deeply understand the char-

acteristics of the cooling process and to realistically include errors and imperfections in

the simulation models. For this purpose, different simulation codes, for example Beta-

cool [4] and RF-Track [5], were employed to investigate the effects impacting on beam,

establishing realistic models of beam storage and cooling.

Additionally, considerations at other low energy storage rings are also discussed, in

order to develop a reliable model applicable to any low energy storage ring. All the

tools developed were formulated for an overall optimisation of beam handling at low

energies.

1



2 Chapter 1 Introduction

The introduction of the new ELENA ring will be essential in the pursuit of answers to

the fundamental questions about antimatter. The new ring will dramatically increase

the antiproton trapping efficiency of the related experiments by up to a factor of 100

[3], allowing for more detailed studies. The characterisation of the beam dynamics and

optimisation of the ring operations, which is the aim of this thesis, is hence key to the

successful study of antimatter.

1.2 Matter and Antimatter

Many unanswered questions are still hindering the way to a better understanding of the

universe and its laws. Baryon asymmetry is one of the greatest unsolved problems in

modern physics [6]. It is well known that matter and antimatter particles, which have

equal mass but all additive quantum numbers opposite (e.g. the electric charge), are

are always observed being created in pairs [7]. In other words, energy can transform

into matter only when the latter is accompanied by its counterpart antimatter. The

opposite holds true as well: when a particle and its antiparticle are brought together,

they annihilate completely into energy. However, the universe we observe is entirely

made of matter and there is no significant amount of detectable baryonic antimatter [8],

even though our theoretical models expected that equal amounts of both should have

been formed in the Big Bang [9].

1.2.1 Brief history of antimatter theory, experiments and production

The possibility of the existence of “antiparticles” was initially discussed by Sir F. A. F.

Schuster in two letters to the journal Nature in 1898 [10]. He hypothesized the existence

of antiatoms and entire solar systems made of antimatter, with the property of yielding

energy when combined with “regular” atoms. However the mathematical formulation

and the concept of antimatter that we are familiar with was proposed by P. A. M.

Dirac in 1928 [11], by considering the negative energy state solution of the quantum

mechanical equation which bares his name [12]. Just two years later, C. Y. Chao with

an experiment on hard γ-rays and heavy elements found a much higher absorption

coefficient than predicted by the accepted theories, including the Klein-Nishina formula

[13]. This anomalous behaviour can be explained by the production of electrons and

positrons in pairs. Two years later came the direct observation of the positron in a cloud

chamber by C. D. Anderson and his study on cosmic radiation [14].

A paper titled “Observation of antiprotons” by O. Chamberlain, E. Segrè et al., members

of the Radiation Laboratory of the University of California at Berkeley in the USA,
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appeared in the 1 November 1955 issue of Physical Review Letters [15]. It announced

the discovery of a new subatomic particle, identical in every way to the proton —

except its electrical charge was negative instead of positive. A month before the paper

appeared, The New York Times had put the news on the front page: “New Atom Particle

Found” [16]. With the discovery of the antiproton, Segrè et al. had further proof of the

essential symmetry of nature, between matter and antimatter. Segrè and Chamberlain

were awarded the Nobel prize in physics in 1959 “for their discovery of the antiproton”

[17]. It is very complex to produce and store heavy antiparticles like antiprotons and

antineutrons. Because of this it is very important to maximise the efficiency of machines

such as ELENA by means of accurate models and detailed characterisation.

In 1964, J. Cronin and V. Fitch at Brookhaven National Laboratory in the USA per-

formed an experiment with neutral K-mesons, or kaons [18]. They started with two

types of kaon that had seemingly identical masses but different lifetimes. Kaons of the

long-lived type exist for 5.2× 10−8 s before each decays into three pions. Kaons of the

short-lived type exist for only 0.89× 10−10 s before each decays into two pions. Cronin

and Fitch shot the two types of kaon down a 17 m beam line and detected the resulting

pion-decays at the other end. Given the different lifetimes of the kaon types and the

length of the beam line, you would expect only to see decays from the long-lived kaon

type at the detector. Cronin and Fitch anticipated that the short-lived kaons would

decay long before reaching the end of the beam line, and so their decay products would

not be detected. Specifically you would expect to detect only three-pion decays and no

two-pion decays at all. But in their experiment, Cronin and Fitch did detect two-pion

decays. In total 45 two-pion decays were observed in 22,700 events — a ratio of 1 in 500.

This showed that kaons transform into their antiparticles (composed of the correspond-

ing antiquarks) and vice versa, but that such transformation does not occur with exactly

the same probability in both directions. The result violated a fundamental principle of

physics called charge conjugation parity symmetry (or CP)—the symmetry between

matter and antimatter. They shared the 1980 Nobel prize in physics “for the discovery

of violations of fundamental symmetry principles in the decay of neutral K-mesons” [19].

In 1967 Sakharov showed that CP violation is part of a possible reason why the universe

is made of matter rather than equal amounts of matter and antimatter. He proposed

a set of three necessary conditions that a baryon-generating interaction must satisfy to

produce matter and antimatter at different rates [20]. The three necessary “Sakharov

conditions” are:

• Baryon number B violation.

• C-symmetry and CP-symmetry violation.
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• Interactions out of thermal equilibrium. This means that the rate of a reaction

which generates baryon-asymmetry must be less than the rate of expansion of

the universe. In this situation the particles and their corresponding antiparticles

do not achieve thermal equilibrium due to rapid expansion hence decreasing the

occurrence of pair-annihilation.

CP violation is also predicted to occur in the leptonic sector, for example in the os-

cillations of neutrinos and anti-neutrinos [21]. Although experiments are ongoing, no

observations have been made [22, 23]. If discovered, CP violation in neutrinos could also

be part of the Sakharov mechanism [24]. Another possibility to generate a baryon asym-

metry rests on CPT violation, that is violation of the combined CP and Time Reversal

Symmetry (T) [25].

To shed light onto the possible mechanism responsible of the baryon asymmetry we

need to create and study atoms of anti-hydrogen, the bound state of an antiproton and

a positron, the most stable bound state of pure antimatter that presently can be pro-

duced in laboratories. Further its matter counterpart, the hydrogen atom, is the most

abundant, simple and well-understood atom in the universe from both theoretical and

experimental perspectives [26]. Its spectrum has been measured to very high precision

and by comparing its properties and transitions with antihydrogen it is possible to under-

stand if they obey the laws of physics in the same way. For this purpose the Low Energy

Antiproton Ring (LEAR) was created at CERN in Geneva, Switzerland [27]. In 1995

the PS196 experiment at LEAR became the first experiment to successfully create and

detect atoms of antihydrogen [28], beating the E862 experiment at Fermilab in Chicago,

USA, which also successfully created antihydrogen atoms in 1997 [29]. However, these

antihydrogen atoms were extremely energetic and therefore not suitable for precision

studies of the properties of antihydrogen to be compared with those of hydrogen. For

such investigations, it is essential to have trapped and cold antimatter atoms at rest.

1.3 The antiproton production and deceleration chain at

CERN

The production of antiproton beams at CERN starts with protons accelerated in a

linear accelerator, the so-called Linac4 which replaced Linac2 during CERN’s Second

Long Shutdown(LS2) [30]. The proton source is a bottle of negative hydrogen ions at

one end of Linac4. By the time they reach the other end, the H− have reached the

energy of 160 MeV. The ions are then injected horizontally into the Proton Synchrotron

Booster (PSB) by means of a charge-exchange injection system, where a stripping foil
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converts the ions into protons [31]. The PSB, the next step in CERN’s accelerator

chain, takes the obtained proton beam to a higher energy. The PSB is composed of four

superimposed synchrotron rings that accelerate the proton beam to 2 GeV for injection

into the Proton Synchrotron (PS).

Figure 1.1: CERN accelerator complex [32].

With a circumference of 628 m, the PS has 277 conventional (room-temperature) elec-

tromagnets, including 100 combined function dipoles to bend the beam round the ring.

The accelerator operates from 2 to 26 GeV. The highly energetic beam of protons is fired

onto an iridium target [33], which is a very dense and corrosion-resistant metal. The

high energy collision of the proton beam with the atoms of the target creates a shower of

secondary particles, and among which are antiprotons. The generated antiprotons are

collected downstream by magnetic focusing, after which they are selected and magneti-

cally transported via the injection line to the Antiproton Decelerator (AD) [34]. Only a

fraction of the produced particles have the right energy to be injected into and stored in

the AD, therefore many of the antiprotons are lost. The AD is a 182.4 m long ring and

the worlds only source of low energy antimatter. It has been operational since the year

2000. In contrast to other machines at CERN which accelerate particles to high energies,

the AD slows them down. The ADs bending and focusing magnets keep the antiprotons

on the same trajectory, while strong electric fields decelerate them. Sideways motion
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and spread in energies are reduced by electron and stochastic cooling [35]. Eventually,

antiprotons are slowed down to 10% of the speed of light and the lowest possible beam

energy that can be achieved is 5.3 MeV. The antimatter production chain is part of the

CERN accelerator complex depicted in Fig. 1.1. Before the introduction of the ELENA

ring, antiprotons were sent directly to the experiments. Most of the experiments need

antiprotons with a kinetic energy of 3–5 keV, which is significantly lower than what the

AD can achieve. Because of this, experiments used sets of degrader foils to further de-

celerate the antiprotons [36]. Unfortunately, such a method is very inefficient and 99%

of antiprotons are lost.

1.4 The Extra Low ENergy Antiproton storage ring

ELENA is a 30.4 m magnetic synchrotron ring designed to further decelerate the an-

tiprotons supplied by the AD from 5.3 MeV down to 100 keV and deliver them to the

experiments. Figure 1.2 shows the schematic layout of the ring.

Figure 1.2: 3D sketch of the ELENA ring and its components.

Most of the challenges and possible issues of the ELENA project are a consequence of its

low energy, small size and low intensity. Figure 1.3 shows the ELENA lattice functions

calculated with MAD-X [37]. The low beam energy makes the beam very sensitive to

perturbations such that even the Earths magnetic field has a significant impact. The

circumference of the machine has therefore been chosen to be as small as possible, thus

demanding higher-field magnets, to mitigate these effects. On the other hand, the ring
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Figure 1.3: Optical functions of ELENA combined with horizontal dispersion at the
nominal working points (Qx = 2.3, Qy = 1.3). Solid lines represent values from single

particle dynamics and dot values were obtained from bunch tracking.

had to be long enough to install all necessary components. The main parameters for

ELENA operations are listed in Table 1.1.

The additional deceleration in ELENA will allow the experiments to increase their an-

tiproton capture capabilities by one to two orders of magnitude. Furthermore, ELENA

will provide beam almost simultaneously to all experiments in the AD hall, which as a

result will significantly increase the integrated beam time for each experiment. The ring

was installed in 2015 and its commissioning came to an end at the start of CERN Long

Shutdown two (LS2) in November 2018. ELENA is situated inside the circumference

of the AD and receives 5.3 MeV antiprotons through a magnetic transport line. The

antiprotons are decelerated in two stages. Electron cooling on an intermediate plateau

is applied to reduce emittances and losses during deceleration to the final energy. Once

the final energy is reached, electron cooling is applied again to generate dense bunches

with low emittances and energy spread, which are then transported to the experiments.

At the final energy, so-called intra-beam scattering (IBS) caused by Coulomb interac-

tions between different particles in the beam that increases the beam emittances and

the energy spread, which, in turn, increases the beam size. This phenomenon is the

dominant source of beam degradation in ELENA, and the equilibrium between IBS and

electron cooling determine the characteristics of the bunches sent to the experiments.

The improved availability of trapped antiprotons will allow experiments to greatly im-

prove measurement statistics and achieve meaningful results in a shorter time frame.

Currently the AD beam time is divided by experiments in eight hour shifts whereas
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ELENA will be capable of distributing four bunches amongst four experiments per AD

shot, allowing for almost continuous beam time.

Table 1.1: ELENA parameters [3].

Particle Antiproton
Ring Circumference (m) 30.4

Energy (MeV/u) 5.3–0.1
Relativistic βrel 0.106–0.015

Revolution frequency (MHz) 0.166–0.024
Vacuum (Torr) 3× 10−12

Intensity (Charges) 2× 107

Tunes QH = 2.3, QV = 1.3

1.4.1 Antimatter experiments in the ELENA era

Several antimatter experiments investigate whether CPT invariance and the WEP (weak

equivalence principle) hold. The systems probed are antihydrogen, antiprotonic helium

and individual antiprotons. In this section an overview of the experiments located at the

AD hall are given highlighting the increased efficiency with the introduction of ELENA

in the antiproton accelerator chain. Figure 1.4 shows the plan of the AD hall, including

ELENA and the experimental areas. The ALPHA [38], ASACUSA [39] and BASE [40]

experiments are primarily focused on precision tests of CPT symmetry comparing anti-

matter with matter. Any deviation in a property of antimatter from the same property

in matter, e.g. the resonance frequency of the 1S to 2S spectroscopy in (anti)hydrogen,

would immediately indicate CPT symmetry violation [41]. The AEgIS [42], ALPHA-g

[43] and GBAR [44] experiments instead pursue tests of the WEP by determining the

sign and absolute value of the gravitational acceleration g of antimatter in the Earths

gravitational field. So far no conclusive direct test of the WEP has been carried out,

so it cannot be excluded that an antibaryon-antilepton system like antihydrogen may

break CTP invariance and WEP.

AEgGIS

The AEgIS (Antimatter Experiment: Gravity, Interferometry, Spectroscopy) experiment

is designed to test the WEP with antimatter by studying the free fall of antihydrogen

in the Earth’s gravitational field. In the first phase of the experiment, the AEgIS team

is using antiprotons from the AD together with a pulse of laser-excited positronium

atoms (obtained by shooting positrons onto a nano-structured target [45]) to make a
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Figure 1.4: ELENA in the AD Hall and the beam lines transporting the antiprotons
to the different experiments.

pulse of horizontally-travelling antihydrogen atoms. They then pass the antihydrogen

beam through an instrument called a Moire deflectometer coupled to a position-sensitive

detector to measure the strength of the gravitational interaction between matter and

antimatter to a precision of 1%. A system of gratings in the deflectometer split the

antihydrogen beam into parallel rays, forming a periodic pattern. From this pattern,

the physicists can measure how much the antihydrogen beam drops during its horizontal

flight. Combining this shift with the time each atom takes to fly and fall, the AEgIS

team can then determine the strength of the gravitational force between the Earth and

the antihydrogen atoms. The operation of ELENA will allow the number of trappable

antiprotons to be increased by more than a factor of 50. For the antihydrogen pro-

duction scheme chosen by AEgIS, this will be reflected in a corresponding increase of

produced antihydrogen atoms, leading to a significant reduction of measurement times

and providing a path towards high-precision measurements.

ALPHA

The ALPHA (the Antihydrogen Laser Physics Apparatus) experiment is a successor

of an earlier antimatter experiment, ATHENA [46]. Set up in late 2005 with similar

overall research goals as its predecessor, ALPHA makes, captures and studies atoms

of antihydrogen and compares these with hydrogen atoms. The simple hydrogen atom

is hugely significant in fundamental physics, underpinning the modern atomic picture.
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Its spectrum is characterised by well-known spectral lines at certain wavelengths, corre-

sponding to the emission of photons of a certain frequency when electrons jump between

different levels [47]. Measurements of the hydrogen spectrum agree with theoretical pre-

dictions at the level of a few parts in a quadrillion (1× 1015)—a stunning achievement

that antimatter researchers have long sought to match for antihydrogen. Comparing

such measurements with those of antihydrogen atoms tests a fundamental symmetry

of CPT invariance. The ALPHA team makes antihydrogen atoms by taking antipro-

tons from the AD and binding them with positrons from a sodium-22 source. Next

it confines the resulting antihydrogen atoms in a magnetic trap, which prevents them

from coming into contact with matter and annihilating. Laser light is then shone onto

the trapped antihydrogen atoms, their response measured and finally compared with

that of hydrogen. Thin foils of material are used to slow down and trap antiprotons in

a Penning-Malmberg trap [48], where they can be used for antihydrogen creation and

measurements. The reduced initial kinetic energy of the beam coming from ELENA will

increase the percentage of trappable antiprotons by up to two orders of magnitude.

ALPHA-g

The ALPHA experiment has recently entered an expansion phase of its experimen-

tal studies, driven in part by the expected benefits of conducting experiments in the

framework of the new AD+ELENA antiproton facility. ALPHA-g is very similar to

the ALPHA experiment, extending the physics programme to include a measurement

of antimatter gravitation. The goal is to perform a precise measurement of antimatter

gravitational acceleration with the aim of achieving a test of the WEP at the 1% level.

ALPHA-g, will be an additional atom-trapping apparatus located at the ALPHA ex-

periment. It consists of the same type of apparatus for making and trapping antiatoms,

except that it is oriented vertically. With this vertical setup, the ALPHA-g collaboration

can precisely measure the vertical positions at which the antihydrogen atoms annihilate

with normal matter once the traps magnetic field is switched off and the atoms are

under the sole influence of gravity. The values of these positions will allow them to

measure the effect of gravity on the antiatoms. With the introduction of ELENA, the

increased 24h beam availability to experiments is critical in enabling operation on mul-

tiple fronts: spectroscopic measurements and the focus on gravitational acceleration in

tandem, advancing the knowledge base on antimatter.
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ASACUSA

This experiments approach is different as ASACUSA is able to create very special hy-

brid atoms made of a mix of matter and antimatter: these are the antiprotonic helium

atoms composed of an antiproton and an electron orbiting a helium nucleus. They are

made by mixing antiprotons with helium gas. In this mixture, about 3% of the antipro-

tons replace one of the two electrons of the helium atom. In antiprotonic helium, the

antiproton is in orbit around the helium nucleus, and protected by the electron cloud

that surrounds the whole atom, making antiprotonic helium stable enough for precision

measurements. By using lasers to excite the antiproton from one orbit to another and

precisely measuring the atom’s transition frequencies, and comparing the results with

quantum-electrodynamics (QED) calculations, ASACUSA tests CPT though a precise

determination of the antiproton-to-electron mass ratio. The consistency of the fun-

damental matter-antimatter symmetry has been so far tested to a precision below 1

part-per-billion. The ASACUSA collaboration also intends to measure the ground state

hyperfine splitting of antihydrogen (the energy difference between the two states with

parallel and antiparallel electron and proton spins [49]). The hydrogen ground state

hyperfine splitting of about 1.42 GHz had been measured very accurately with a relative

precision of about 1 part in 1012. It was also determined recently by ASACUSA, albeit

with a more modest precision of a few parts per billion [50] in a hydrogen beam by

using the Rabi resonance method, which will also be applied to determine the hyperfine

transition frequency of antihydrogen. Positrons are obtained from a sodium-22 source

and stored in the positron accumulator. Together they form antihydrogen in the mixing

trap. The neutral antihydrogen atoms escape the trap and get spin polarised by the

strong magnetic field gradients of the CUSP trap. Low-field seekers enter the spectrom-

eter consisting of a microwave cavity—to induce hyperfine transitions—and an analysing

sextupole magnet. The force from magnetic field gradients exerted on the magnetic mo-

ments separates the antihydrogen atoms according to their spin states (Stern-Gerlach

effect [51]), the sextupole magnet focusing the low-field seeking states and defocusing

the high-field seekers. A detector records the annihilation signal at the end of the beam

line, as a function of microwave frequency. Additionally the ASACUSA collaboration

has built a beam of cold atomic hydrogen with the initial aim to test the components

of the antihydrogen hyperfine spectroscopy line. The operation of the antihydrogen hy-

perfine spectroscopy apparatus is a basic prerequisite for the proposed CPT test and

it requires a careful characterization of every component of the experiment, which can

be done with hydrogen (with the obvious exception of the annihilation detector). The

setup can be also used to investigate a possible dependence of the hyperfine transition

frequencies on the orientation of the external magnetic field, which will constrain some
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coefficients of the non-minimal Standard Model Extension that have never been deter-

mined experimentally [52]. The ELENA will provide a lower beam energy and a higher

beam availability which will be beneficial to the ASACUSA experiment on three fronts:

a higher number of low energy antiprotons, a round-the-clock antiproton availability

which will avoid the daily time consuming beam-tuning through the ASACUSA compo-

nents and a separate beam line for the second ASACUSA activity, sparing the bi-annual

disassembly and assembly of the entire apparatus and therefore allowing for necessary

developments throughout the year. With the lower energy and emittances of the ELENA

antiproton beam, the antiprotonic helium would then be formed in a smaller volume, so

that lasers of lower power and higher precision could be used in the experiments. The

high stability of the antiproton beam should ensure a high signal-to-noise ratio on the

antiprotonic helium spectral lines. By using this high-quality antiproton beam and new

diode-pumped solid-state lasers, the precision of the laser spectroscopy experiments may

be improved to approximately 10−10.

BASE

The Baryon Antibaryon Symmetry Experiment (BASE) [40] compares the magnetic mo-

ments of protons and antiprotons to look for differences between matter and antimatter.

Using an experimental setup with two Penning traps—devices that hold particles in

place with electromagnetic fields—the team aims to measure the antiproton magnetic

moment to a hitherto unreachable part-per-billion precision. A direct measurement of

the magnetic moment requires the measurements of two frequencies: the Larmor fre-

quency, which characterizes the precession of the spin of a particle, and the cyclotron

frequency, which describes a charged particles oscillation in a magnetic field. BASEs

double Penning trap separates the measurements of the Larmor as well as the cyclotron

frequency from the spin-state analysis. Two traps are used for the measurements: the

analysis trap which will identify the spin state of the particle and the precision trap

which will flip the spin of the particle while measuring the cyclotron frequency. Two

further traps are used. The monitor trap will check for any variance in the magnetic

field caused by external sources, allowing the BASE team to make instant adjustments

to the core traps while measurements are under way. The reservoir trap will store an-

tiprotons for months on end, allowing the BASE collaboration to continue operating

even without beam. With the introduction of the ELENA ring in the antiproton cycle

and after the successful implementation of the double-trap method, fractional precisions

on the parts per billion level will be reached, with the potential to be further improved

by at least a factor of ten. Highly stabilized superconducting trap magnets together with

elegant phase-sensitive detection techniques applied to measure the proton/antiproton
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oscillation frequencies will allow further reduction of the resonance line-widths. The

implementation of sympathetic cooling of antiprotons by coupling the particles to laser-

cooled Be+ ions using a common endcap method [53] or by direct Coulomb coupling in a

micro-fabricated Penning trap [54], which are currently being prepared by collaboration

members of BASE, will enable measurements at an improved rate. Combining all these

techniques magnetic moment measurements at the ten part-per-trillion level will become

possible, in the long term.

GBAR

The GBAR project (Gravitational Behaviour of Antimatter at Rest), aims to measure

the free fall acceleration of ultracold neutral antihydrogen atoms in the terrestrial grav-

itational field. It is a direct test of the WEP for antimatter. The experiment first

combines the antiprotons with two positrons, to form antihydrogen ions with a positive

charge. Although more difficult to produce than the simpler antiatoms, the antimat-

ter ions can be more easily manipulated. Using laser-cooling techniques, these ions are

brought to µK temperatures before they are stripped of the additional positron, trans-

forming them into antihydrogen atoms. These antihydrogen atoms are then allowed to

fall from a height of 20 cm and their annihilation at the end of the fall is recorded. The

first step of the experiment is to produce an antihydrogen ion H̄
+

and catch it in a Paul

trap, where it can be cooled to µK temperature using ground state Raman sideband

sympathetic cooling. The µK temperature corresponds to a particle velocity in the or-

der of 1 m/s. Once such velocity is reached, the antihydrogen ion can be neutralised

and starts to fall. Due to the low temperature, a fall from 10 cm height corresponds to

approximately a 0.14 s time of flight. Such a long free fall allows achieving 37% error

on the measurement of the gravitational acceleration ḡ for antihydrogen after only one

event. With this method, the aim is to reach 1% precision with about 1500 events [55].

GBAR aims to test the so-called Equivalence Principle put forth by Albert Einstein,

which states that the trajectory of a particle is independent of its composition and in-

ternal structure when it is only submitted to gravitational forces. Observing a difference

in the way hydrogen and antihydrogen fall under gravity would demonstrate that this

principle is violated. The second goal of the experiment is to reach 10−5–10−6 precision

in the measurement of the gravitational quantum states of cold antihydrogen.

GBAR is the first experiment which has been connected to the ELENA ring. The first

antiproton beam reached the experiment in June 2018 and was tested until November

2018. This beam gets further deceleration to 1–10 keV energy in order to obtain the

highest possible H̄
+

formation rate. Still, given the expected number of order 5× 106
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low energy antiprotons available per burst, a high density of 1012 cm−3 of positronium

is necessary to produce one H̄
+

, making the role of ELENA essential for the operations.

1.5 Project goals and overview

The primary goal of this project is the characterisation and optimisation of beam quality

for extra low energy antiproton beams in presence of electron cooling. The bulk of this

thesis is an in depth analysis of relevant effects acting on low energy beams and electron

cooling and their correct implementation into simulation tools.

Chapter 2 introduces the underlying theoretical concepts used for this work. In Chapter

3 the model used for the simulations is described in detail focusing on the cooling force

and the heating effects relevant for low energy storage rings. Chapter 4 presents the

simulation tools used for the beam dynamics studies and its algorithms. The model

and simulation programs are then tested and benchmarked against data taken at the

Low Energy Ion Ring (LEIR) in Chapter 5. The simulation results for ELENA are

discussed in Chapter 6, including a few supporting measurements. Finally Chapter 7

gives a summary of the work presented in the previous chapters.

The work described here is done in the context of the ELENA ring, but is generally of

interest for future low energy ion and antimatter facilities. For example, the Facility for

Low-energy Antiproton and Ion Research (FLAIR) is a future addition to the Facility for

Antiproton and Ion Research (FAIR) [56, 57]. FAIR is currently under construction at

the GSI Helmholtz Centre for Heavy Ion Research in Darmstadt with FLAIR proposed

as a phase 2 upgrade [58]. Furthermore the simulation model and new implemented

components for simulating the transport of extra low energy antiprotons and ions may

also be built upon and adapted for future experimental, commercial and medical facilities

in the future.
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Theoretical Background

This chapter presents the basic concepts and relevant theories in the field of particle

beams and accelerators. This branch of physics examines the motion of charged par-

ticles in electric and magnetic fields. The main focus of the chapter is to introduce

the fundamental quantities and effects required to model electron cooling and for the

derivation of the cooling force.

2.1 Beam Dynamics

Particle beams are used to explore matter at the molecular, atomic and subatomic level.

Accelerators were invented in the 1930s to provide high-energy particles to investigate

the structure of the atomic nuclei. Since then, high-energy accelerators have led to the

discovery of the fundamental building blocks of the universe and the exploration of the

forces acting between them. More than 30,000 accelerators are currently used to diagnose

and treat cancer as well as other diseases [59], improve manufacturing processes [60],

in addition to study energy, environmental and security issues [61–63]. Beam dynamics

describes the physics underpinning the behaviour of particles inside accelerators. The

fundamental problem is to represent the motion of charged particles through the electric

and magnetic fields in an accelerator on the transverse and longitudinal plane, taking

into account the impact of interactions between the particles within the beams. The

discipline combines electromagnetism, special relativity, classic mechanics and non-linear

physics.

15



16 Chapter 2 Theoretical Background

2.1.1 Co-ordinate System

We consider two co-ordinate systems when describing a beam traversing an accelerator

or transport line. In both systems the transverse plane is described by the horizontal

co-ordinate x and the vertical position co-ordinate y. In all accelerators there is a single

ideal path taken by a hypothetical perfectly centred particle with the design momentum

and no initial divergence known as the reference particle. The path it traces out through

the machine is called the closed orbit in the case of a ring (since it ends exactly where

it began) or the reference orbit for a linear machine. This path defines x = 0, y = 0 and

z = 0 along the machine.

Figure 2.1: Curvilinear co-ordinate system applied in synchrotrons. x and y specify
the transverse distance from the design orbit, z the longitudinal offset

In the frame of reference which travels with the reference particle, we define a co-moving

system x, y, z where the z component describes a particles longitudinal offset from the

reference particle. When considering a beams position around a ring or along a transport

line we may use x, y, s where s defines a distance along or around the machine from some

arbitrary point, s = 0. Typically s = 0 will be at the injection point or the start of

a beam transfer line and follows the path of the reference particle. It should be noted

that z is a curvilinear co-ordinate and is always parallel to the reference particles closed

orbit, as illustrated in Fig. 2.1. Each particle of the beam may be described at any single

point along s by a set of six phase space co-ordinates

(x, x′, y, y′, z, δ), (2.1)

where x′ = dx
ds = px

mcβrelγrel
, y′ = dy

ds =
py

mcβrelγrel
with px and py the components of the

transverse momentum, m the mass of the particle, c the speed of light in vacuum, βrel

the relativistic velocity as a fraction of the speed of light and γrel the Lorentz factor
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1/
√

1− β2
rel. δ = pi−p0

p0
, with pi as the momentum of the particle and p0 as the design

momentum, δ is known as the longitudinal momentum offset.

2.1.2 Transverse Beam Dynamics

The basic expression for the particle trajectories, having the design momentum p0 (i.e.

δ = 0), under the influence of the focusing properties of the quadrupole and dipole fields

are the so-called Hill’s equations [64]

x′′(s) +Kx(s)x(s) = 0, (2.2)

y′′(s) +Ky(s)y(s) = 0. (2.3)

The parameter K combines the focusing strength k of the quadrupole and the weak

focusing term 1/ρ2 of the dipole field. (Note that by convention a negative value of k

is a horizontal focusing magnet.) The value of K in the horizontal and vertical planes

is given by Kx(s) = 1
ρ2(s)

− k(s) and Ky(s) = k(s). They are periodic functions of the

s-coordinate due to the orbit being a closed curve: Kx,y(s) = Kx,y(s + C) where C is

the circumference of the machine.

2.1.3 Transverse Emittance

Emittance is the property of a particle beam that characterizes its phase space area. It

is used to describe a beam because unlike the physical dimensions of the beam, which

vary with location in an accelerator, emittance is invariant in the absence of dissipative

or cooling forces [65]. The general solution of the equations 2.2 and 2.3 for the single

particle transverse position (as a function of s, the longitudinal location) is the following

x(s) =
√
ε
√
β(s) cos(ϕ(s) + ϕ0), (2.4)

x′(s) = −
√

εx
βx(s)

(αx(s) cos(ϕ(s)− ϕ0) + sin(ϕ(s)− ϕ0)) . (2.5)

The position and angle of the transverse oscillation of a particle at a point s are given

by the value of the so-called beta function β(s) which varies around the ring as a result

of the focusing properties of the accelerator elements. In any case, like the lattice itself,

it has to fulfil the periodicity condition

β(s+ L) = β(s). (2.6)
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Inserting the solution 2.4 into the Hill’s Eq. 2.2 and rearranging, we get

ϕ(s) =

∫ s

0

ds

β(s)
(2.7)

which describes phase advance of the oscillation between point 0 and s in the lattice. It

should be emphasized that ϕ depends on the amplitude of the particle oscillation. At

locations where β(s) reaches large values, i.e., the beam has a large transverse dimension,

the corresponding phase advance will be small; and vice versa, at locations where we

create a small β(s) in the lattice, we will obtain a large phase advance. The number of

oscillations that the particle performs per turn in each plane are known as the horizontal

and vertical tunes of the lattice which may be calculated by integrating Eq. 2.7 around

the ring

Qx,y =
1

2π

∮
C

1

βx,y(s)
ds (2.8)

where C is the circumference of the ring [66].

We define the horizontal emittance by combining the Hill’s equations solution for x and

x′ to get

εx = γx(s)x2 + 2αx(s)x(s)x′(s) + βx(s)x′(s)2. (2.9)

Here we follow the usual convention in the literature and introduce the two parameters

[65]

α = −β′x(s)/2, (2.10a)

γx =
1 + α2(s)

βx
(2.10b)

called the alpha and gamma function respectively and together combined with beta

these are known as the Twiss parameters [65].

Plotting Eq. 2.9 gives an ellipse which a particle will trace out in phase space when

measured many times at a given position s around the lattice. The ellipse will be

centred around the closed orbit of the beam (x0 or y0) and has the properties shown

in Fig. 2.2. As a particle moves through the machine the ellipse will change shape yet

the area πεx,y will remain constant as long as conservative forces are considered. The

conservation of emittance around the machine is known as Liouvilles theorem [65] and

applies only for a closed system, where the energy is constant.
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Figure 2.2: Properties of the horizontal phase space ellipse.

In an accelerator a beam is made up of a number of particles all with different co-

ordinates and momentum offsets. Typically it is the case that the distribution of these

two quantities can be approximated by Gaussian distributions [67]. The overall emit-

tance of a beam must be defined by how much of the beam distribution is being con-

sidered. For example, the phase space area of the 95% emittance contains 95% of the

particles in the distribution. Here the RMS (root mean square) definition is used where

we consider the area containing one standard deviation of the beams particles. We may

compute the statistical RMS emittance of a distribution of particles using

εx =
√
〈x2〉〈x′2〉 − 〈xx′〉2, (2.11)

where 〈...〉 denotes the weighted averages and are the second order moments of the

beam. Units of emittance for machines like ELENA are typically given in mm mrad.

The momentum spread of the beam σδ is defined as the RMS width of the momentum

offset distribution and in unitless as is δ.

2.1.4 Longitudinal Momentum Spread

Until now we have treated the beam and the equations of motion as a mono-energetic

problem. Unfortunately, in the case of a realistic beam, we have to deal with a consid-

erable distribution of the particles in energy/momentum

∆p

p
= δ 6= 0. (2.12)
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This momentum spread will lead to several effects notably in the bending of the dipole

magnets and the focusing strength of the quadrupoles. An on-axis yet off-momentum

particle will have some modified divergence x′ after a sector bend due to its exit angle

being slightly different from the design angle for the reference momentum p0. The

equation of motion, which was a homogeneous differential equation until now, will have

a non-vanishing term introduced on the right hand side. We must then rewrite Eq. 2.4

as [64]

x′′(s) +Kx(s)x(s) =
δ

ρ(s)
. (2.13)

The orbit of the particle is now adjusted and so we redefine the original on-momentum

co-ordinate as the betatron position xβ, which traces out the phase space ellipse. It is

possible then to define a new closed orbit around which a hypothetical particle of δ = 1

would follow. This path is referred to as the dispersion function and denoted by D(s).

It should be noted that in reality particles with δ = 1 would be immediately lost in the

machine. D(s) is a property of the lattice and is usually accounted for in the design of

the machine. A particle with some small δ would then have a position

x(s) = xβ(x) +Dx(s)δ. (2.14)

at some point s along the machine. The dispersive term Dxδ(s) causes a shift in the

horizontal position of the ellipse traced out by xβ. The quantity xβ(s) + Dx(s)δ may

be thought of as the momentum-dependent closed orbit of a particle. In the case of a

Gaussian beam the emittance at any point along s may be estimated from the RMS

beam widths σx,y with

εx =
σ2
x

βx
−
σ2
δD

2
x

βx
, (2.15)

εy =
σ2
y

βy
. (2.16)

The dispersive effects in the horizontal plane are accounted for by the second term.

From these equations it is clear to see that the RMS beam width varies as a function of

βx,y (noting that εx,y is constant in absence of cooling and heating effects).

2.2 Heating Effects

The beam in ELENA is decelerated from the injection energy of 5.3 MeV to an extraction

energy of 100 keV in two stages (see Fig. 2.3) to allow for an intermediate cooling plateau

at 650 keV [68]. The adiabatic blow up of the beam is inversely proportional to the

change in momentum of the beam.
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Figure 2.3: Example of a typical ELENA cycle.

The particle beam can be considered as an ion plasma circulating in the storage ring [69].

Its temperature is defined as the energy spread of the ions in the frame moving with the

particles and is a measure of the beam quality (with lower temperature corresponding

to higher quality). Interactions with targets and rest gas, IBS and space-charge effects

are examples of processes that heat the ion plasma. Moreover, the lifetime of the beam

in a storage ring can be limited by IBS, transverse instabilities, incoherent space charge

tune-shifts and resonances. At the low energy region in which ELENA operates, these

dispersive effects become significant.

2.2.1 Intrabeam Scattering

IBS is a beam heating effect produced by multiple small-angle Coulomb scatterings of

charged particles within the beam itself [70]. It causes an exchange of energy between

the transverse and longitudinal planes, leading to the growth of the beam phase space di-

mensions. This phenomenon places fundamental limitations on the achievable minimum

beam emittance in a storage ring [71].

Charged particles within the beam can scatter via Coulomb collision. It is important to

distinguish between two cases:

1. large-angle single scattering events

2. multiple small-angle scattering events

Treatment of both kinds of collisions is a well known subject in plasma physics [72].

The effect where particles are lost in a single collision is typically called the Touschek

effect [73]. In this case the energy transfer from horizontal to the longitudinal direction
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is amplified due to relativistic γ. When scattering angles are sufficiently small, random

addition of many small-angle collisions causes beam dimensions to grow (similar to

diffusion in gas). In circular accelerators, multiple Coulomb scattering (MCS) was first

applied to explain emittance growth in electron machines: Bruck and Le Duff in 1965

called it “multiple Touscheck effect” [74], and was later generalized by Piwinski (1974)

[70] for proton machines calling it IBS. IBS is well explained in literature with models

developed by Piwinski [75], Martini [76] and later by Bjorken and Mtingwa [77]. Beam

growth rates due to this effect may be approximated by

1

τx,y,p
∝

r2
pcλ

32π3/2β3
relγ

4
relεxεyσδ

, (2.17)

βrel = v/c and γrel is the Lorentz factor. For coasting beams λ = N/C and for bunched

beams λ = Nb/(2
√
πσs). N is the total number of particles in the beam and Nb in

each bunch, σs is the bunch length and C is the ring circumference. The speed of

light in vacuum is classically represented with c and rp is the classical proton radius.

The inverse dependence on γ4
rel highlights the significance of this effect for low energy

machines where γrel approaches one and so understanding the magnitude of this effect

is crucial at an energy of 100 keV where γrel = 938+0.1
938 .

2.2.2 Space-charge Forces

An ensemble of identically charged particles experiences a Coulomb repulsion, which

is commonly known as direct space charge effect. However, if the particles are non-

stationary, their movement also constitutes an electric current, which is accompanied by

a magnetic field. The charge and current of the beam create self-fields and image fields

which alter its dynamic behaviour and influence the single-particle motion as well as

coherent oscillations of the beam as a whole. Due to the defocusing force that is caused

by the space charge of the beam, the tune of the oscillating particles is changed. This

change must be minimized such that tune resonances which can result in beam losses

can be avoided. The maximum number Ni of ions that can be stored is determined by

the incoherent tune shift ∆Q given by:

Ni ≈
A

Z

2π

rp
Bfβ

2
relγ

3
relεx,y (−∆Qx,y) , (2.18)

∆Qx,y ≈ −
Z

A

rp
2π

Ni

Bfβ
2
relγ

3
relεx,y

, (2.19)
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where A is the mass number of the ions, Z the charge number, Bf the bunching factor

(Bf = 1 for coasting beams) and εx,y the transverse beam emittances.

Figure 2.4: The ELENA tune diagram showing resonance lines up to third order.
The black x marks represent the initial (Qx = 2.3, Qy = 1.3) and final working points
(Qx = 2.25, Qy = 1.25). The incoherent tune shift is due to the space charge effect at

100 keV for the emittance decrease during electron cooling.

In Fig. 2.4 the tune diagram of ELENA is shown. Resonance lines up to the third

order are plotted together with the chosen working point (Qx = 2.3, Qy = 1.3) and the

incoherent tune shift due to space charge forces ∆Q = −0.05 calculated at 100 keV for a

beam intensity Ni = 2× 107 and the emittances εx = 0.55mm mrad, εy = 0.53mm mrad

obtained after cooling. The chosen working points are placed on the coupling resonance

Qx −Qy = 1 and it is observed that the tune shift moves the working points away from

the third order resonance lines.

2.2.3 Rest Gas Scattering

The interaction of the beam particles with the molecules of the residual gas (rest gas

scattering) may have a detrimental effect at such low energies and leads to stringent vac-

uum requirements [78]. Beam particles can interact with residual gas molecules through

two types of force: the strong and electromagnetic interactions. The first is relevant
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only for hadron beams which interact with the nuclei of the residual gas molecules. The

strong interaction’s range is short, about 10−15 m or 1 fm, which is approximately the

size of a nucleon. The electromagnetic interaction instead is relevant for all charged

beams. The beam can interact with both atomic nuclei and atomic electrons of the

residual gas. The strength of the electromagnetic interaction is typically reduced by the

factor α = 1/137 compared with the strong interaction but has infinite range. At large

impact parameter (>1 fm), where the strong interaction becomes inactive, the electro-

magnetic interaction becomes visible and will be dominated by elastic scattering. This

is what causes multiple scattering when a charged particle passes through matter. The

emittance growth due to rest gas scattering is usually considered to be caused mainly by

MCS. In [79], the RMS transverse emittance (1σ) growth rate due to MCS on residual

gas is given by
dεrms
dt

= 2π〈β⊥〉nms ln

(
280

α

)
r2
e

(mec
2)2

βrelcp2
(2.20)

with me the electron mass, re the classical electron radius, α the fine structure constant,

βrel = v/c the relativistic velocity factor of the beam and p the beam momentum. Here

〈β⊥〉 =
〈βx〉+〈βy〉

2 represents the average betatron function over the ring and nms is the

multiple scattering density given by the following expression

nms =
∑
i

ni
Z2 ln

(
280

α(AZ)1/3

)
ln(280/α)

(2.21)

with ni the density of each residual gas component i in the vacuum pipe. In Eq. 2.20, note

that the rate of emittance blow-up due to scattering on the residual gas is independent

of the beam intensity and the initial emittance. However, it is strongly momentum

dependent (∝ p−2), and increases rapidly at lower momenta. But with the extremely low

nominal pressure of 4× 10−12 mbar obtained with a carefully designed ELENA vacuum

system [80], at low energies and emittances, rest gas effects are small compared with the

dominant performance limitation of IBS. Figure 2.5 shows a comparison between IBS

and rest gas scattering growth rates in the horizontal plane. The ELENA vacuum system

is based on the NEG-coating technology [81], and a typical residual gas composition of

this kind of system was considered in the calculations: 95% H2, 2% CO, 2% CO2 and

1% CH4. As the energy decreases, the growth rate due to rest gas scattering becomes

negligible compared to IBS and will not be considered in the rest of this thesis.
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Figure 2.5: IBS and rest gas scattering growth rates for ELENA. At 100 keV the IBS
effect is dominant.

2.3 Beam cooling

2.3.1 Introduction

The main obstacle for beam focusing is the transverse velocity of the beam caused by the

initial temperature leading to thermal motion. As a consequence of Liouville’s theorem

the momentum spread and the emittance in charged-particle beams cannot be reduced

by magnets [82]. Beam cooling can overcome this obstacle. The ability to increase the

phase space density that results from the application of cooling methods can be required

for many purposes such as accumulation of antiprotons or other particles to increase

the beam current or the luminosity in the case of colliders. It is also a very valuable

tool when there is a need to counteract heating effects that follow interactions with an

internal target or during the deceleration process. Cooled beams are also preferable

in the pursuit of improved precision measurements. It is a technique to reduce the

energy spread, transverse size and divergence of a charged particles beam. During this

process, the particles are compressed into a beam with less energy spread and less angular

divergence. It is used to compensate various heating and intensity-limiting effects acting

on circulating beam as:

• IBS (discussed previously in sections 2.2.1)

• space charge effects (2.2.2)

• residual gas (2.2.3)
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There are various methods to achieve a cooled beam: radiation cooling, electron cooling,

stochastic cooling, laser cooling, muon cooling are among them. ELENA, for its design

requirements and the low energies at which it operates, uses electron cooling.

2.4 Electron Cooling

One method to cool a plasma is to mix it with a plasma of much lower temperature.

This is accomplished by aligning a low temperature electron beam with the ion1 beam

along a straight section in the accelerator. The large mass ratio between ions and

electrons makes it possible to accelerate electrons to the same velocity as the ions using

a static electric field. The temperature of the electron plasma will then be given by the

temperature of the electron source. The technique to cool ion beams with electrons was

Figure 2.6: Schematics of the electron cooler system [83].

invented by G. Budker in 1966 at the Budker Institute of Nuclear Physics (BINP) in

Novosibirsk, Russia [84, 85]. It has been used successfully in LEAR [86, 87] and the AD

[88] to reduce and maintain the emittance of low energy antiproton beams and so is well

understood technology at CERN and the natural choice for ELENA. As the density in

the ion beam increases as a result of cooling, the heating due to IBS increases rapidly.

The ion plasma will therefore be cooled towards an equilibrium temperature at which

1To distinguish between electrons and electron cooled particles, the term ion is used for any electron
cooled particle, including antiprotons.
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the heating counteracts the cooling. The circulating beam is superimposed with a co-

moving electron beam in a cooling section of about one to two meters in length. The

electron beam is guided through this section by a magnetic field of about B = 0.02 –

0.2 T and separated from the ion beam thereafter as shown in Fig. 2.6. A close-up of

the overlap region shows the ions traversing, under different angles and velocities, the

stream of parallel electrons, all moving with the same velocity. However, if observed

from a frame moving with the velocity of the electrons (rest frame),the latter are at rest,

whilst the ions pass through the electron gas from any direction and with a variety of

velocities, resembling the motion of particles in a hot gas. In the rest frame, one can

associate an ion temperature T , which is normally of the order of 1× 106 K, with the

width of the ion velocity distribution. In the rest frame of the beams the cooling process

may be regarded as a thermal equilibration between the ion beam and a cold electron

plasma, or in a more detailed and microscopic view as the stopping of ions in an electron

plasma with a density of about ne = 106−107 cm−1. Owing to the Coulomb interaction,

their temperatures become equal, i.e., the energy of the thermal motion is transferred

from the proton beam to the colder electron beam.

As the proton mass is greater than the electron mass a factor of ≈ 1836, when their

temperature is equal, the velocity of thermal motion of the proton beam and its angular

spread are much smaller than those of the electron beam. The cooling rate depends

on charge and the mass of the ion, the electron density ne of the electron beam and

the ratio ηe = L/C of the length L of the cooling section to the ring circumference C.

The cooling rate is particularly sensitive to velocity deviations ∆v of the ion from the

average electron velocity in all degrees of freedom. In Table 2.1 are listed the nominal

parameters of the ELENA electron cooler at intermediate and ejection cooling plateaus.

In a traditional electron cooling system the electrons are emitted from a thermal gun

which is immersed in a longitudinal magnetic guiding field, as in the ELENA electron

cooler case pictured in Fig 2.7. It was experimentally and theoretically investigated that

the magnetic field affects the cooling power and increases the cooling force experienced by

ions [89]. Although electron cooling is routinely used at many facilities, the peculiarity

of the interaction between the heavy particles (ions or antiprotons) and the electron

beam makes the modelling of the cooling process particularly difficult. There are two

complementary pictures in which the passage of charged particles through a plasma can

be treated: the binary collision approximation (BC) and the dielectric theory (DT). In

the BC approximation the focus is on the pairwise interaction of the particles. But in the

presence of an external magnetic field
#»

B even the non-relativistic problem of two charged
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Table 2.1: Nominal electron cooler parameters for ELENA.

Intermediate plateau Ejection Plateau

Momentum (MeV/c) 35 13.7
Electron beam energy (eV) 355 55

Electron current (mA) 5 1
Electron beam density (1012 m−3) 1.38 1.41

Bgun (G) 1000
Bdrift (G) 100

Expansion Factor 10
Cathode radius (mm) 8

Electron beam radius (mm) 25
Electron beam temperatures (eV) T⊥ = 0.01, T‖ = 0.001

Twiss parameters (m) βx = 2.103, βy = 2.186, Dx = 1.498
Flange-to-flange (mm) 2330

Drift solenoid length (mm) 1000
Effective length (mm) 700

particles cannot be solved in a closed form as the relative motion and the motion of the

centre of mass are coupled to each other. The DT, also referred to as Vlasov technique,

takes into account the collective interaction of the electrons in the plasma. A charged

particle induces a displacement of electrons, whose electromagnetic field acts back on

the particle. The connection between the inducing field from the ion and the induced

electric field in the plasma is mediated through a dielectric function, which is a property

of the plasma only. Unfortunately, there exists no closed solution of this problem that

is uniformly valid for any strength of the magnetic field and the Coulomb force between

the particles in either of the models [69].

2.4.1 Binary Collision approximation

In the BC, the momentum transfers from individual electrons scattered against one ion

are summed. The method does not take into account screening effects of the electric

potential induced by the ion. As a result, an upper integration limit for the impact

parameters needs to be introduced.

Consider a single electron-ion collision for the un-magnetised cooling case in the electron

beam rest frame. The ion moves with a velocity vi and scatters from the electron at

impact parameter b. The momentum transfer is

∆P =

∫ +∞

−∞
φcdt =

1

4πε0

∫ +∞

−∞

Ze2

s2 + b2
, (2.22)
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Figure 2.7: Picture of the electron cooler during installation in ELENA

φc being the Coulomb force. As we consider times from negative to positive infinity we

can neglect the longitudinal part of the force and we can replace the Coulomb force with

the transverse component

φ⊥ = φc
b√

s2 + b2
, (2.23)

to get

∆P =

∫ +∞

−∞
φ⊥dt =

ze2

4πε0Vi

∫ +∞

−∞

b ds

(s2 + b2)3/2
=

2Ze2

4πε0Vib
. (2.24)

The energy transferred from the ion to the electron is then

∆E(b) =
∆P 2

2me
≈ 2Z2e4

(4πε0)2meV 2
i b

2
, (for b� bmin). (2.25)

So far we have only considered a single electron-ion collision. When an ion passes through

a large number of electrons, we have to integrate over all possible impact parameters to

obtain the energy lost as it travels a length ds through an electron cloud of density ne

− dE

ds
= 2π

∫ bmax

bmin

b ne∆E(b) db =
4πz2e4

(4πε0)2mev2
i

ne ln

(
bmax
bmin

)
. (2.26)

The logarithmic ratio of maximum to minimum impact parameters ln
(
bmax
bmin

)
is called

the Coulomb logarithm and its typical value is LC ≈ 10. We have considered electrons

has being stationary. However, they have a finite temperature Te and hence a velocity
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distribution f(ve) which can be considered to be Maxwellian characterised by its velocity

spread ∆e. The expression for the unmagnetised cooling force can be then written as

#»

F (
#»

Vi) = − 4πZ2e4ne
(4πε0)2me

∫
LC( #»v rel)f( #»ve)

#»v rel
v3
rel

d3 #»ve. (2.27)

Numerical calculations have been performed for BC between magnetized electrons [90,

91] and for collisions between magnetized electrons and ions [92, 93]. A different situation

arises for the BC between an electron and uniformly moving heavy ion. As an ion is much

heavier than an electron, its uniform motion is only weakly perturbed by collisions with

the electrons and the magnetic field. The BC considers the interaction between electrons

and heavy ions as a perturbation to the helical motion of the magnetized electrons. We

will show in the next chapter the derivation of a cooling force formula in case of a finite

magnetic field.

2.4.2 Dielectric Theory

The DT is a continuum theory in which the response of charge and current densities to

external perturbations is calculated. While this requires cutoffs at small distances (or

large wave numbers in Fourier space) to exclude hard collisions of close particles, the

collectivity of the excitation can be taken into account.

For a physically meaningful comparison between DT and BC we adhere to the following

terminology: the basic, but generally unobserved quantity in BC is the energy or velocity

transfer ∆Ei or ∆vi, respectively, to the test particle in a collision with specific initial

data. Averaging with respect to quantities like the phase angle ϕ of the cyclotron motion

and integration with respect to the impact parameter b yields the energy loss dEi/ds

of the test particle with monochromatic electrons. Here d #»s = #»v idt is the path element

of the test particle moving with velocity vi in a time interval dt. Then averaging with

respect to the electron velocity distribution f( #»v e) yields the stopping power S and the

stopping force or cooling force F

S = −F · V̂ i −
dEi
dl

= −
〈

dEi

dl

〉
. (2.28)

2.5 Beam Diagnostics

Beam diagnostics are all the instrumentation used for the observation of particle beams

with the precision required to tune, operate, and improve the accelerators and their as-

sociated transfer lines. Beam diagnostics are an essential constituent of any accelerator.
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These systems are like organs of sense that allow measurement of the properties of the

beam and to be observed inside the accelerator. There exists today a vast choice of

different types of diagnostic devices, each usually in many variants. To ensure that the

low emittance required by the antimatter experiments is reached in ELENA, different

diagnostics systems were implemented in the ring:

• Eight combined beam postion monitors (BPMs) for reliable orbit measurements

• Longitudinal Schottky pick-ups for intensity measurement and cooling control

• Ionisation profile monitor (IPM);

• Beam Scraper for beam profile and emittance measurements

2.5.1 Beam Position Monitors

BPMs are the non-destructive diagnostics used most frequently at nearly all linacs,

cyclotrons, and synchrotrons. BPMs deliver the centre of mass of the beam and act

as a monitor for the longitudinal bunch shape. The signal generation by the beams

electromagnetic field is described using the transfer impedance concept [94]. In the

early days a BPM monitoring system simply consisted of an oscilloscope linked directly

to the pick-up signals. Since then, enormous advances in the acquisition and processing

electronics have been made, turning beam position monitors into very complex systems.

The measurement of beam position relies on processing the information from pick-up

electrodes located in the beam pipe [95]. A great variety of devices can be used:

• Optical techniques:

– scintillating screens (all beams)

– synchrotron light monitors (for e−)

– optical transition radiation (e−)

– residual gas fluorescence monitors (for protons)

– residual gas monitors (protons).

• Electronics techniques:

– secondary electron emission grids

– wire scanners (all beams)

– grids with gas amplification (protons).
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As the beam passes through the accelerator vacuum tube, it produces electromagnetic

fields that depend on the beam position and geometry. The beam locations are detected

by a number of electrodes around the beam pipe composing the BPM device. The

beam should be ideally located at the pipe centre. To assure proper positioning of

the beam, the beam position should be monitored continuously in real time. A BPM

normally provides information about the beam phase and beam transverse position by

using position sensitive detectors (PSDs). In most accelerators, each BPM setup consists

of four PSDs symmetrically placed 90 degrees apart, followed by an electronic system

for signal processing in order to determine the beam transverse position. The beam

position is achieved by comparing the picked up voltages of either horizontal or vertical

directions.

2.5.2 Ionisation Profile Monitor

IPMs are non-destructive devices unsed in proton synchrotrons: the circulating particles

interact with the residual gas of the machine creating pairs of ions and electrons. The

idea is to collect one of these two species or even both to measure the beam profile [96].

In a simple detector the ions are preferably used, as their transverse speed is smaller.

The ultrahigh vacuum (less than 10× 10−11 mbar) needed in the low-energy machines

limits the ionisation rate to some 10× 104 s−1 in a monitor of 50 mm length. One way

to amplify the signal consists of accelerating the ions to a Micro Channel Plate systems

(MCP) where electrons are created, their number amplified and then collected on the

detector.

2.5.3 Schottky monitor

Diagnostics performed with the use of Schottky pick-ups have the advantage of being

non-perturbative, i.e. there is no change in the beam parameters. The method is based

on statistical information extracted from RMS noise. In ELENA the Schottky monitors

are used to measure the longitudinal momentum spread, used also to calculate the

emittance [97]. The signals detected for a coasting beam may be summed around the

ring, making corrections for time of flight between pick-ups and allowing for the data to

be analysed as a single Schottky pickup measurement. The signal may then undergo a

fast Fourier transform (FFT) resulting in a spectral density distribution, with Schottky

peaks at harmonic frequencies. Averaging to account for the 20 BPMs, an estimate for

the longitudinal momentum spread may be made by measuring the RMS of a frequency
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peak in the data, ∆fh, of known harmonic number, h

σδ =
1

η

∆fh
fh

(2.29)

where η is the frequency dispersion or phase slip factor and fh is the centre frequency

of the peak [98]. In ELENA the system is able to measure up to h = 111, and where

possible a higher harmonic will be selected to allow for more frequent measurements,

since the required acquisition time is inversely proportional to h.

2.5.4 Scraper system

Beam scraping allows the transverse phase space of the beam to be probed by either

moving a scraper blade transversely into the path of the beam, or creating a local orbit

bump using steering magnets to progressively shift the beam into a fixed position blade as

in the BEAMSCOPE of the PSB [99]. For the scraper in ELENA, the moving mechanism

had been chosen [100, 101]. The movement of the scraper blades is slow in comparison to

the beams revolution frequency to ensure all particles with a maximum amplitude equal

to, or greater than, the scrapers position are eliminated. As the beam is intercepted,

the intensity of the subsequently generated secondary particle shower is measured as a

function of the position of the scraper blade. By taking the intensity of this particle

shower as an indicator for the intensity of the beam along the corresponding scraper

position, the transverse phase space density for the direction of the scrapers movement

can be obtained. The emittance and other useful information may then be inferred

through analysis, for example by estimating the 95% beam width as in the AD system,

or by making a fit to the data assuming a specific beam profile. Although scraping

destroys the beam being measured, it has the advantages of being simple to use and

is suitable for low energy and low intensity machines. The main hardware comprising

the scraping system in ELENA consists of two scraper blade windows at right angles to

each other, each attached to a motorised arm, four MCPs, two scintillator detectors, a

stainless steel vacuum tank, and the associated support structures.

In the next chapter it will be illustrated how these effects can be accurately modelled in

order to be able to perform predictive simulations for beams in low energy storage ring.
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The Model

The previous chapter introduced electron cooling and the cooling force (also called fric-

tion force or drag force) exerted on the circulating ions. This chapter presents how the

electron cooling process is treated in different theoretical frameworks. The models used

to describe the beam geometry and machine imperfections are also introduced together

with collective effects impacting the beam.

3.1 Cooling Force

It has been already shown how the theories used to describe the cooling process cannot

provide closed form solutions to express the force in case of a finite magnetic field inside

the cooler (see section 2.4). In this section the models and approximations used to

provide accurate predictions for electron coolers are discussed.

The change in the ion energy is calculated under the assumption of a constant ion

velocity. Alternatively this energy transfer can be expressed by the velocity transferred

to the electrons during the collision.

We will approximate the distribution of electrons assuming an axial symmetry. The

electron distribution function can then be written in the following form

f(ve) =

(
1

2π

)3/2 1

∆2
⊥∆‖

exp

(
−

v2
⊥

2∆2
⊥
−

v2
‖

2∆2
‖

)
, (3.1)

where ∆⊥ and ∆‖ are the electron rms velocity spreads in the transverse and longitudinal

direction, respectively.

In the case of an ultracold electron plasma, i.e. in a plasma where the rms electron

velocity is negligible compared to the ion velocity, both BC and DT give the same

35
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expression for unmagnetized cooling [102]

#»

F (
#»

Vi) =
Z2e2ω2

p

4πε0
L(Vi)

#»

Vi
v3
, (3.2)

except for the Coulomb logarithm which is model dependent:

L(Vi) =


ln

(√
1 +

(
V 2
i bmax
Zrec2

)2
)
, BC

ln
(
Vikmax
ωp

)
, DT

(3.3)

where re = 2.82× 10−15 m is the classical electron radius, Z is the charge number of the

ion, Vi its velocity and ωp =
√

4πnee2

me
is the plasma frequency. The cut-off parameters

bmax and kmax = 1/bmin are given by

bmin = Zrec2

V 2
i
,

bmax = Vi
ωp
.

(3.4)

In the regime of electron cooling the logarithm is large leading to agreement as shown

in Fig. 3.1. The two formulations differ when Vi � 1. The upper integration limit bmax

is given by the Debye screening length while the lower limit bmin can be identified as

the closest distance in an electronion collision for Z < 0. For positively charged ions the

corresponding cut in wave number k can be understood as a threshold for an electron

to become captured by the Coulomb potential. Until now, the acceleration and the

solenoid field, which prevents the electron beam from diverging, have not been taken

into account.

Figure 3.1: Plot of the two expression for the Coulomb logarithm. In blue is the
result from the BC and in red from the DT.
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The velocity spread in the longitudinal direction decreases by several orders of magni-

tude when the electrons are accelerated. The resulting anisotropic velocity distribution

does not equalize in all directions due to the magnetic field. Since the mobility of the

electrons in the transverse directions is suppressed by the magnetic field, the effective

velocity spread is small compared to the initial velocity spread given by the cathode

temperature. As a consequence, the cooling force is enhanced and reaches its maximum

at the velocity determined by the rms angle of solenoid field imperfections. The effect

of the solenoid field and the anisotropic electron velocity distribution was implemented

into the theory of electron cooling by Derbenev and Skrinsky in 1978 [89, 103]. The

presence of a strong external magnetic fields constitutes a theoretical challenge [89], as

its influence on the cooling which the magnetized electrons exert on the ions is not so

obvious as earlier models might suggest [104]. In the DT the drag on the ion is due to

the polarization it creates in its wake. This can be either calculated in linear response

(LR) [105, 106] or numerically by a particle-in-cell (PIC) [107, 108] simulation of the

underlying nonlinear Vlasov-Poisson equation [109]. While the LR requires cutoffs to

exclude hard collisions of close particles the collectivity of the excitation can be taken

into account in both approaches. In the complementary BC approximation the drag

force is accumulated from the velocity transfers in individual collisions. This has been

calculated by scattering statistical ensembles of magnetized electrons from the ions in

the classical trajectory Monte Carlo method (CTMC) [93], and by treating the Coulomb

interaction as a perturbation to the helical motion of the electrons [69, 110, 111]. The

observed cooling force
#»

F on an individual ion is obtained by integrating with respect

to the impact parameter and the electrons velocity distribution. The ion velocity
#»

Vi

is measured with respect to the centre of that distribution. As in an electron cooler

the electrons are accelerated from the cathode, their velocity distribution is flattened

longitudinally, but the spread does not vanish.

3.1.1 Parkhomchuk Formula

Due to the limitations of the Coulomb logarithm approximation, the general practice is

to use the empirical formula by Parkhomchuk [112, 113]

#»

F (
#»

Vi) = −
Z2e2ω2

p

4ε0
ln

(
1 +

bmax
bmin

) #»

Vi(
V 2
i + ∆2

eff

)3/2 (3.5)

which has become the standard for analysis of electron cooling data. It was derived from

parameter fitting of measured data and includes magnetic field imperfections.

The Coulomb logarithm, with impact parameters given by
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Figure 3.2: Representation of the impact of the Parkhomchuk’s fitting parameter ∆eff

on the cooling force trend.

bmax =
Vi

ωp + 1/τ
,

bmin =
Z2rec

2

V 2
i

+
∆⊥
ωc

,

(3.6)

is written such that it will always be positive and is applicable for small ratios of max-

imum to minimum impact parameters. Here τ = lcool
βrelγrelc

is the ion time of flight inside

the cooling section in the particle rest frame, ωc = eB
2me

is the cyclotron (or Larmor)

electron frequency and ∆eff is the effective velocity spread of the electron Larmor circles

and can be expressed as

∆eff =
√

∆2
‖ + ∆2

⊥. (3.7)

The effective velocity spread takes into account the magnetic field imperfections and the

longitudinal velocity spread of the electrons. In general, ∆eff is difficult to evaluate a

priori and is used for parametrisation of measured data but as seen in Fig. 3.2 it has a

huge impact on the resulting force.

3.1.2 Erlangen Formula

The treatment of the electron-ion interaction in the presence of a magnetic fields requires

several considerations. In a strong magnetic field the electrons’ transverse motion is
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quenched and they are constrained to move along the field lines. Thus for reliable

results on the influence of the magnetic field on the energy loss the scattering must be

studied on a deeper level, as in the approach chosen by the Erlangen University group

[69, 92].

Consider collisions of electrons with an ion moving along the field lines (vi⊥ = 0). The

process is completely symmetric, the energy gained in approaching the ion is again lost

on the way out. Therefore in this situation the magnetic field suppresses the energy

loss completely [89]. It is important to note that this argument is only valid for the

attractive interaction of electrons with positively charged ions. For the repulsive case,

e.g. electrons and antiprotons, there will be reflections for small impact parameters.

Such violent changes in the trajectories cannot be treated as perturbations of the helical

motion of the electrons. The modification introduced to treat this case are presented in

the next section.

It is useful to distinguish three regimes of trajectories depending on the relative size of

the distance of closest approach, the cyclotron radius and the pitch of the helix as shown

in Fig. 3.3.

(a) Weak field, the cyclotron
radius a is larger than the

impact parameter s.

(b) Strong field with respect
to the transverse motion, but
weak with respect to the lon-
gitudinal motion. The helix

is stretched.

(c) Tight helices in case
of strongly magnetised colli-

sions.

Figure 3.3: Schematic trajectories of relative motion of electrons and ions for different
intensity ranges of the magnetic field.

The unperturbed motion of electron is a helix with the Larmor radius

s̄ =
cmv⊥
eB

(3.8)

and whose pitch is determined by the longitudinal velocity. The small v represents the

electron velocity and its components. The three regimes for electron collisions are: weak

field, stretched helices and tight helices.

If the cyclotron radius is much larger than the distance of closest approach (as in

Fig. 3.3a) the influence of the magnetic field is weak and the energy loss in this Coulomb

regime is the same as the unmagnetized case. This can also be seen at high ion velocities
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(V/ωc >> 2e2/mV 2). In this case the components of the cooling force (in cylindrical

coordinates) can be written as [4]:

F⊥ = −
√

2

π

Z2e4ne
m∆2

⊥∆‖

∫∫∫
ln

(
ρmax
ρmin

) (V⊥ − v⊥ cosϕ) exp

(
− v2

⊥
2∆2

⊥
−

v2
‖

2∆2
‖

)
(
(V‖ − v‖)2 + (V⊥ − v⊥ cosϕ)2 + v2

⊥ sin2 ϕ
)3/2 v⊥dϕdv‖dv⊥,

(3.9)

F‖ = −
√

2

π

Z2e4ne
m∆2

⊥∆‖

∫∫∫
ln

(
ρmax
ρmin

) (V‖ − v‖) exp

(
− v2

⊥
2∆2

⊥
−

v2
‖

2∆2
‖

)
(
(V‖ − v‖)2 + (V⊥ − v⊥ cosϕ)2 + v2

⊥ sin2 ϕ
)3/2 v⊥dϕdv‖dv⊥.

(3.10)

Here both impact parameters — minimum and maximum — are functions of the electron

velocity

ρmin =
|Z|e2

me

1

(V‖ − v‖)2 + (V⊥ − v⊥ cosϕ)2 + v2
⊥ sin2 ϕ

,

ρmax = s̄ =
cmv⊥
eB

.

(3.11)

If the magnetic field is strong enough that the motion of the electrons is observed as

helical also from an ion based reference system it is possible to define two limiting casesδ =
cm
√
V 2
⊥+(V‖−v‖)2

eB � s̄

δ � s̄
(3.12)

where δ is the pitch of the helix as seen from the ion.

• If the helices are stretched so that their pitch is larger than the impact parameter

δ � s̄ (see Fig. 3.3b) the trajectories are quite similar to those of the Coulomb

regime in the vicinity of the scattering centre. When the ion velocity Vi � ∆‖,

the electron distribution can be approximated by the delta-function f(v‖) = δ(v‖).

The formulae for collisions with stretched helices can be then written in the form

F‖ ≈ −V‖
4πZ2e4ne

m

1(
V 2
i + ∆2

‖

)3/2

[
ln

(
ρmax

〈s̄〉

)
+ ln

(
ωp
ωB

)]
, (3.13)

F⊥ ≈ −V⊥
4πZ2e4ne

m

1(
V 2
i + ∆2

‖

)3/2

[
ln

(
ρmax

〈s̄〉

)
+ ln

(
ωp
ωB

)]
(3.14)

where ωp is the plasma frequency and ωB = eB
m is the cyclotron frequency. This

formula is valid for Vi
∆⊥
� 1 and its structure is similar to semi-empirical formula

by Parkhomchuk Eq. 3.5.
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• More interesting is the case of tight helices, where δ << s̄ (as represented in

Fig. 3.3c). The force on the ion must be modified as the electrons are only al-

lowed to move in the direction of the magnetic field. The resulting cooling force

components can be expressed in the following form

F‖ = −V‖
4πZ2e4ne
mV 3

i

V 2
⊥
V 2
i

LM , (3.15)

F⊥ = −V⊥
4πZ2e4ne
mV 3

i

V 2
⊥ − V 2

‖

V 2
i

LM . (3.16)

Here the Coulomb logarithm is evaluated as

LM =
1

∆2
⊥

∫ ∞
0

ln

(
ρmax

max(s̄, δ)

)
exp

(
−

v2
⊥

2∆2
⊥

)
v⊥dv⊥ ≈ ln

(
ρmax

〈s̄〉

)
. (3.17)

3.1.2.1 Modified formula for antiprotons

It is immediately expected for there to be a significant difference between the attractive

and repulsive interactions in a binary collisions picture just by simple symmetry argu-

ments. In fact in the presence of a strong magnetic field, the electrons move parallel to

the magnetic field. For reasons of symmetry, no velocity can be transferred to positively

charged ions which also move parallel to the field, with ve⊥ = 0. The energy transfer

and hence the stopping power within BC treatment must therefore vanish.

In the case of a weak field the process can be approximated as a fast collision and the

treatment for attractive or repulsive interaction is the same and the force components

can be written as in Eq. 3.9 and Eq. 3.10.

But if the magnetic field is stronger, the relative velocity vr between ions and electrons

decreases, the minimum impact parameter ρmin = |Z|e2
mev2

r
grows and the unmagnetized

approximation does not apply any more. The Coulomb logarithm used in the fast

collision approximation goes to zero LC → 0 at vr = v⊥

(
2e2ωc
me

)1/3
. With further

reductions of the velocity the Coulomb logarithm for the magnetized collisions decreases

and vanishes at vr ≈ v2 =
(

2e2ωp
me

)1/3
.

In this region the kinetic energy of the relative motion is comparable to the potential

interaction energy

v2 =

(
2e2ωp
me

)1/3

∝

(
2e2n

1/3
e

me

)1/2

. (3.18)
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For large magnetic fields the electrons tend to move like beads on a wire along the

magnetic field lines, as depicted in Fig. 3.4.

Figure 3.4: In a strong magnetic field electrons are constrained to move along the field
lines. For an attractive potential there is no scattering (left), for a repulsive potential
(as the one due to the negative charge of the antiprotons) low energy electrons are

back-scattered (right).

For attractive interactions and for ions also moving along the magnetic field lines the

acceleration of the electron when entering the potential is fully cancelled by the subse-

quent deceleration when leaving it. In this case the velocity and energy transfer between

ion and electron vanishes. For a repulsive interaction, however, large velocity transfers

occur when the particles are reflected from each other which results in a non-zero ve-

locity and energy transfer between ion and electrons. For negatively charged ions, the

electron can either pass over the potential well, which gives again no energy transfer,

or it is reflected with a momentum transfer of two times its initial momentum. This

effect leads to the appearance of an additional contribution to the cooling force for the

negatively charged particles

∆F‖ = −πρ2
minZ

2nevr (2mevr) = −8πnee
4

mv2
r

. (3.19)

This happens when the Larmor radius of the helical motion of the electrons s̄ is smaller

than the minimum impact parameter ρmin = |Z|e2
mvr‖

, where vr‖ is the initial relative veloc-

ity between the electron and the ion. Under these circumstances the electron is reflected

by the potential well with a momentum transfer of two times its initial momentum,

resulting in a backscattering event. The additional contribution (Eq. 4.21) gives rise to

a significant increase of the cooling force as shown in Fig. 3.5.
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Figure 3.5: Comparison of the Erlangen cooling force model for protons and antipro-
tons with ELENA electron cooler parameters.

3.2 Performance limiting factors

3.2.1 IBS

During machine operation the beam will undergo IBS. Since the growth rates introduced

by IBS are inversely proportional to the fourth power of the Lorentz factor, γ4
rel, they

are much more significant for lower energy machines such as the AD or ELENA. IBS is

expected to be a limiting factor in the final emittance when it is in equilibrium with the

electron cooling force.

Bjorken and Mtingwa developed an approach to IBS using the scattering matrix formal-

ism from quantum electrodynamics (B-M model) [77]. Both B-M and Martini’s models

are in good agreement with one another. One important question is “in what way is IBS

in particle beams different from similar scattering of gas molecules?” The difference lays

in the fact that in circular accelerators, the curvature of the orbit produces a dispersion.

Because of this dispersion, a change of energy leads to change in the betatron amplitude.

In other words, the longitudinal and transverse motion are coupled. For the analysis

presented in this thesis the Martini model was applied to simulate this effect. This model

extends the Piwinski model, taking into account derivatives of the lattice functions. The

rms emittance growth is calculated assuming Gaussian beams and considering only the

BC, so that multi-particle interactions are ignored. A detailed treatment of the Martini

model is beyond the scope of this thesis and can be found in [4, 76].



44 Chapter 3 The Model

3.2.2 Space Charge in an Electron Beam

The overall electron cooling system is embedded in a longitudinal magnetic field aimed

to counteract the electron beam space charge forces and to magnetize the electrons.

Space charge effects are a specific case of Coulomb interaction in a multiparticle system.

The net effect of the Coulomb interaction in a multiparticle system can be classified into

two regimes [114]:

(i) the collisional regime, dominated by binary collisions caused by close particle en-

counters, i.e. single-particle scattering,

(ii) the collective regime or space charge regime, dominated by the self-field produced

by the particle distribution, which varies appreciably only over large distances

compared to the average separation of the particles.

The collisional part of the total interaction force arises when a particle is scattered by its

immediate neighbours. This force will cause small random displacements of the particles

trajectory and statistical fluctuations in the particle distribution as a whole, leading for

example to IBS effects in high-energy storage rings [70]. On the other hand, space charge

forces lead to collective behaviour of the beam, driving for example envelope oscillations

and emittance [115]. The cooling efficiency depends drastically on the fluctuation inten-

sity in the electron beam caused by the space charge effect. The fluctuations present in

the cooling region cause the stochastic heating of the ions, which adversely affects the

cooling efficiency and may even annihilate the ion beam.

The space charge effects lead to dependence of the mean electron velocity and electron

velocity spread on co-ordinates inside the electron beam. There are two general effects

related to the space charge of electron beam:

1. Electron longitudinal momentum shift due to potential distribution inside the

beam.

2. Drift motion of the electrons in the crossed guiding longitudinal magnetic field of

the cooler solenoid and radial electric field of the electron beam.

The electron drift motion leads to two effects: electron beam rotation with the drift

velocity around its axis and increase of the transverse velocity spread by the value

depending on conditions of the electron beam injection into the magnetic field. In the

worst case additional transverse velocity spread is equal to the drift velocity value. The

space charge effects can be calculated accurately for electron beam of uniform density
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distribution. In this case the relative longitudinal momentum shift of the electrons at

the point (x∗, z∗) is calculated in accordance with

δθs = (1− ηn(r∗))
eI

β3γmec3

(
r∗

a

)2

(3.20)

where

r∗ =
√

(x∗)2 + (z∗)2 (3.21)

I and a are the electron beam current and radius correspondingly, ηn is a factor indicating

the electron beam space charge neutralisation by ions of residual gas. The relative

coherent drift velocity is calculated as

θd = (1− ηn(r∗))
2I

cBβγ2

r∗

a2
(3.22)

where B is the magnetic field value. Both quantities δθs and θd do not depend on the

longitudinal coordinates.

Figure 3.6: Distribution of an ensemble of 1000 modelled antiprotons in the cooler
at t=0 s a) and at t=4 s b) for the second cooling plateau. The parabola represents
the momentum spread of the electrons due to space charge. The straight orange line
represents the dispersion line ∆p/p = x/Dx for the antiproton beam, where Dx is the

rst order optical dispersion at the electron cooler position.

Figure 3.6 shows the distribution of modelled antiprotons in the space x−∆p/p at the

beginning (t=0 s) and at the end (t=4 s) of the second cooling plateau. The parabolic

momentum spread of the electrons due to space charge is also represented in Fig. 3.6.

Antiprotons in the centre of the beam distribution cool faster than those in the tails,

which is due to the strength of the electron-antiproton interaction as a function of

the relative velocity. In other words, because of the space charge parabolic velocity

distribution of the electrons, beam particles at large amplitudes experience a weaker

cooling force than in the core.
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3.2.3 Electron Beam Shape

Typical numerical approximations of electron cooling processes assume that the density

distribution of electrons in analytical form and the velocity distribution space to be

Maxwellian (Eq. 3.1). But since the cooling force and the process of ion cooling depends

critically on the details of the electron velocity distribution, a treatment employing a

more realistic distribution is desirable.

Figure 3.7: Schematic representation of electron beam distribution models used for
the simulations.

It is not possible to perform direct measurements of the electron beam profile inside of

the electron cooler. However, it is possible to see a clear dependence of the emittance

evolution on the electron beam distribution, an understanding of the true shape of the

distribution is therefore needed. Several analytical models of the electron beam profile

can be considered and are shown in Fig. 3.7. The models of electron beam need to

be accounted for in the simulations, which calculate the list of parameters required for

cooling force evaluation. The local electron beam density is determined by the geometry

of the electron beam. The local velocity spread is a function of co-ordinates inside the

electron beam and space charge effects are also taken into account. The space charge

effects can also lead to a shift of the electron mean velocity. This does not change the

beam velocity spread and it is used to correct the longitudinal component of the ion

velocity. For the studies presented in this thesis four distribution models are considered:

• Uniform beam, where the electron beam density is assumed to be independent

of the ion co-ordinates inside the electron beam. The local electron beam density

in the lab reference frame is constant and determined by the expression

ne =
Ie

eπa2βrelc
, (3.23)
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where Ie is the electron current and a is the electron beam radius.

• Gaussian beam, which is a more realistic model to represent the case of elec-

tron cooling with magnetized circulating electron beam. The local electron beam

density in a position (x, y) is calculated in accordance with

ne =
λe

2σxσzγrel
exp

(
− x2

2σ2
x

− y2

2σ2
y

)
, (3.24)

where λe is the number of electrons per unit of length, related to the electron

current by Ie = eλeβrelc and σx, σy are the rms dimensions of the cylinder cross

section.

• “Hollow” beam, which represents the electron distribution as an infinite cylinder

which has non-uniform radial density distribution. It can be described as two

cylinders inside one another, each having a different uniform electron density. The

electron current is given by

Ibeam = Iring + Ihole, (3.25)

where Iring = enringπ(a− rhole)2βrelc and Ihole = enholeπr
2
holeβrelc.

• Parabolic distribution, that considers the density in the centre of the electron

beam as

n0 = 2
Ie

πa2eβrelc
, (3.26)

and the dependence of the electron density on the beam radius is defined as

ne(r) = n0

(
1− r2

a2

)
, (3.27)

where r is the radial distance of the ion from the centre of the electron beam.

3.2.4 Misalignments

When modelling the performance of a machine like ELENA it is very important to

simulate realistic scenarios, since at such low energies even small imperfections can lead

to a significant changes in the orbit and evolution of the antiproton beam profile. One

of the more common causes of a limitation in the cooling performance is the presence

of misalignments between the ion and electron beam. There are two main sources of

misalignment in the cooling section: one is the displacement of the electron and ion

trajectories due for example to imperfections in the electron cooler assembly the other



48 Chapter 3 The Model

is the presence of a shift and angle in the solenoid magnetic centre in respect of the ideal

electron beam trajectory.

θ

Figure 3.8: Schematic representation of misalignments between the ion and the elec-
tron beam trajectories. On the left is represented an offset ∆x, on the right an angular

displacement.

The displacement of the particles’ trajectories can result in an angle or an offset be-

tween the ion and electron beam (schematically represented in Fig. 3.8) or both. An

offset between ions and electrons will give rise to the probing of a smaller fraction of the

electrons. If the ion beam is much smaller than the electron beam, this will only lead

to small changes in the cooling time, which is caused by the increased initial velocity

difference between the circulating beam and the electron beam. With an angular mis-

alignment between the two beams the circulating beam experiences a higher effective

electron temperature because part of the longitudinal velocity is now experienced as

transverse velocity spread. The physical overlap as well may be altered, and the cooling

time therefore increased. This effect will be further enhanced if there is dispersion in

the ion beam, as parts of the electron beam may be offset. Finally, the longitudinal and

transverse degrees of freedom of the electron beam are mixed, and as the longitudinal

temperature is much smaller than the transverse this may lead to less efficient cooling.

3.2.5 Magnetic field imperfections

Another source of misalignment may be the presence of an imperfection in the electron

cooler solenoid magnetic fields. The solenoids are used to minimize divergence of elec-

tron beam due to the transverse space charge force of the electron beam itself, stability

and guidance of the electron beam, and also to decrease the electron transverse temper-

ature via adiabatic expansion. In the presence of transverse components of the guiding

magnetic field at the axis of the cooler solenoid, the electron beam is characterized by

co-ordinates of its centre position and an angle between electron beam axis and ion

equilibrium orbit. In this case the ion transverse angles in the frame referenced to the

electron beam orbit have to be corrected by the values of the angular misalignment δθ
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between electron and ion beams

θ∗α = θα − δθα(s), with α = x, z (3.28)

where θ∗ is the ion angle in the electron beam reference frame. In chapter 4 the impact

of these imperfections on the calculations of emittance evolution will be shown.





Chapter 4

Simulation Methods for Low

Energy Synchrotrons

To obtain reliable results and fully understand the impact of the effects acting on the

ELENA antiproton beam during cooling, the model presented in the last chapter needs

to be implemented into simulation tools. The following sections illustrate the programs

used for the calculation of cooling force and emittance evolution.

4.1 Simulation tools for electron cooling

As had been shown previously, it is not possible to fully model the electron cooling

process without the use of numerical methods. The magnetised cooling force, which

is important to determine the physical conditions in which the cooling process take

place, can only be calculated through simulations. Several codes have been developed

to simulate beam dynamics under the influence of electron cooling. Betacool is one of

them, specifically designed to simulate cooling processes and has been in use since 1994

[116]. Betacool had been benchmarked in many machines [117–120], and implements

several models of the cooling force including: Parkhomchuk, non-magnetised, Erlangen

as well as user-written formulae.

More recently at CERN a novel tracking code called RF-Track has been developed

for the optimisation of low energy accelerators in presence of space-charge effects [5]. It

performs the calculations of the cooling force acting on the ions by numerically evaluating

the formula derived by H. Nersisyan et al. in “Interactions between charged particles

in a magnetic field” [69]. Both of the computer programs have been used to simulate

51
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the behaviour of the cooling force varying the relative ion-electron velocity for numerous

settings, corresponding to existing storage rings equipped with electron coolers.

4.2 Betacool

The code was developed by JINR (Joint Institute of Nuclear Research, Dubna, Russia)

electron cooling group and has been successfully used to simulate electron cooling in

many laboratories worldwide. The general goal of Betacool is to simulate long term

processes in ion storage rings leading to a variation of the ion distribution function in

six-dimensional phase space. The ion beam motion inside the storage ring is supposed

to be stable and is treated in the linear approximation. The program represents the

ion beam as an array of macro-particles which undergo a transformation of co-ordinates

when interacting with the cooler. The cooling process leads to changes of the particle

momentum components, which are calculated at each step of the dynamics simulation

over time. The cooling force can be chosen from a library of formulae or user written.

The code is written in C++ and was initially developed as a program for simulations

of particle dynamics in ion storage rings under the action of the electron cooling force.

Further development led to the inclusion of additional effects such as stochastic and

laser cooling, and numerical algorithms, like the molecular dynamics tracking feature.

4.2.1 Betacool algorithms

The program includes three basic algorithms:

- RMS Dynamics which simulates evolution in time of the second order momentum

of the ion distribution function (rms emittances) under the action of a few heating or

cooling effects. Such effects are described in terms of characteristic times of the beam

rms parameter variation.

- The Model Beam (MB) algorithm simulates the evolution of the distribution function

shape. The beam is presented as an array of model particles. The evolution of the

particle momentum components is described in terms of the Langevin equation [121].

Each heating or cooling effect is characterized by friction and diffusion components.

The friction leads to regular momentum variation, the diffusion is simulated using a

random number generator.

- The Tracking algorithm provides tracking of a particle array along the ring circum-

ference with arbitrary steps using molecular dynamics technique for IBS simulation.
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4.2.1.1 Model Beam Algorithm

For the analysis presented in this thesis, the beam dynamics simulations have been

performed using the MB algorithm. It was based on the SIMCOOL code which was

originally developed by V. Parkhomchuk et al. (Budker Institute of Nuclear Physics,

Russia) [122]. This algorithm uses a few thousand test particles with arbitrary distri-

bution and the action of IBS and electron cooling on each test particle is calculated. It

can reach a very good accuracy when the distribution of the test particles is close to

Gaussian. More recently, some modifications of this method were made for simulations

of IBS in the specific case of non-Gaussian distributions [123].

The evolution of the ion distribution function is described using the Fokker-Plank equa-

tion [124, 125]. Friction and diffusion terms in the general case depend on the distri-

bution function. However, in some cases, when the effects acting on the distribution

function do not lead to change of its shape, the Fokker-Plank equation can be reduced

to an equation of the second order moments of the distribution function. In the general

case the Fokker-Plank equation can be reduced to the Langevin equation in invariant or

momentum space [121]. The MB algorithm realizes a solution of the Langevin equation

in momentum space using the Monte-Carlo method [126]. In the frame of this algo-

rithm the ion beam is presented as a particle array. Each particle is described by a

six co-ordinate vector: ~X =
(
x, pxp , y,

py
p , s− s0,

∆p
p

)
, where x and y are the horizontal

and vertical co-ordinates, px and py are corresponding momentum components, s − s0

is the distance from the bunch centre (in the case of coasting beam the distance from a

reference particle), ∆p is the particle momentum deviation from momentum of reference

particle p. The action of each effect considered is simulated by calculating the particle

momentum variation in accordance with the following equation [4]:(
px,y,s
p

)
fin

=

(
px,y,s
p

)
in

+ Λx,y,s∆t+
√
Dx,y,s∆tξx,y,s, (4.1)

where ps is the particle longitudinal momentum deviation (subscript in corresponds to

initial momentum value, subscript fin relates to the final particle momentum after the

action of the effect), Λ and D are the drift and diffusion terms for the corresponding

degree of freedom, ∆t is the step of the integration over time, ξ is a Gaussian random

number at unit dispersion. The MB algorithm has a few obvious advantages in com-

parison with the Monte-Carlo one. The main one is simplicity and as a result high

calculation speed. Therefore, the results of simulations using the MB algorithm can be

effectively used for bench-marking of the Monte-Carlo calculation. The basic scheme for

the MB calculations is:
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1. In the first stage the beam is generated as a six-component vector, using user-

defined parameters. The initial emittance and particle distribution are evaluated;

2. In a selected point of the ring, the impact of active effects is calculated and kicks

are applied to the beam momenta (co-ordinates and angles of every particle are

changed correspondingly);

3. The obtained vector of co-ordinates ~X is multiplied by the transformation param-

eters of the optical elements of the whole ring per number of revolutions in the

machine;

4. The final emittance and particle distribution are evaluated;

4.2.1.2 Kick procedure for IBS

IBS calculations are done using mean growth rates, which are calculated in accordance

with the analytical Martini model and the ring optical functions loaded from a MAD

output file. When the growth rates are known, one can calculate the mean square of the

scattering angle. The mean square angle after one revolution in the ring is equal to

〈θ2
i 〉 = 2

ε

β

Trev
τi

, (4.2)

where β is the beta function and τi is the characteristic growth time in the corresponding

degree of freedom. Here, the angular deviation of the particle trajectory means relative

momentum components: θx,y =
px,y
p , θs = ∆p

p . After Nturn revolutions in the ring the

square of the scattering angle is equal to the sum of the square angles at each revolution.

The variation of the particle trajectory angular deviation is then calculated in accordance

with

∆θi =
√
〈θ2
i 〉ξ, (4.3)

where ξ is again a random value from a unit normal distribution.

4.2.1.3 Runge-Kutta Methods

Runge-Kutta methods are a class of iterative methods, implicit and explicit, used in

numerical analysis to integrate ordinary differential equations [127]. They are well known

and reliable, based on the concept of using a trial step at the midpoint of an interval to

cancel out lower-order error terms [128]. One of the most widely used methods for the

solution of initial value problems is the fourth order Runge-Kutta (RK4) [129], which is

one of the method that can be chosen in Betacool to solve the ion motion equations.
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The procedure can be written as the following formula

yi+1 = yi +
1

6
(k1 + 2k2 + 2k3 + k4), (4.4)

where

k1 = hf(xi, yi), (4.5)

k2 = hf(xi +
h

2
, yi +

k1

2
), (4.6)

k3 = hf(xi
h

2
, yi +

k2

2
), (4.7)

k4 = hf(xi + h, yi + k3), (4.8)

(4.9)

and h being the step size. Fj(X) represents the forces corresponding to external fields,

which are derived by differentiating the Hamiltonian.

4.2.1.4 Mapping the cooling section

The map of the cooler takes the initial ion co-ordinates at the entrance and returns the

ion coordinates at the exit of the cooler. The probability of ion loss due to recombination

with electrons is also calculated, under the assumption that the ion velocity is less than

the velocity of the electrons. The map of the cooler is used as a representation of the

electron cooling effect acting on the ion distribution function. The action of the electron

cooler is evaluated through two separate procedures. One of them computes the kick of

the momentum components for all the ions in the model beam and calculates the particle

losses due to recombination in the cooling section. The other procedure calculates the

characteristic times of the ion beam emittance variation and the beam lifetime. The

characteristic times can be evaluated using two models of the ion beam: single particle

cooling times and cooling times for Gaussian beam obtained using the Monte-Carlo

method.

The map of the cooler provides transformation of the ion co-ordinates from the entrance

to the exit of the cooling section. This transformation is based on the solution of the ion

motion equation in the cooling section. The ion motion inside a storage ring is described

in the canonically conjugated variables:

~X = {x, θx, y, θy, s− s0, θs}, (4.10)
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where x, y are the horizontal and vertical co-ordinates,

θx,y =
Px,y
P

, (4.11)

θs =
∆P

P
, (4.12)

P = βrelγrelMc (4.13)

P is the longitudinal component of the reference particle momentum, Px,y are the trans-

verse components of the ion momentum, ∆P is the longitudinal momentum deviation,

s − s0 is the ion longitudinal distance from the reference particle, βrel = V0/c, γrel are

the relativistic Lorentz parameters, V0 the velocity of the reference particle. Under the

assumption, that the transverse components of the particle momentum are substantially

smaller than the longitudinal one, the ion motion equations can be presented in the

following form:

dx

ds
=θx

dθx
ds

=
Fx

Mc2β2γ

dy

ds
=θy

dθy
ds

=
Fy

Mc2β2γ

d(s− s0)

ds
=
θs
γ2

dθs
ds

=
Fs

Mc2β2γ

(4.14)

where Fx,y,s are the force components in the laboratory reference frame. The force acting

on the ion inside the cooling section is the sum of the Lorentz force from the solenoid

magnetic field, the electron beam space charge force, the cooling force and the force

randomly distributed around zero value, which determines the diffusion in the electron

beam.

4.2.1.5 Model of the cooler

The model of the electron cooler provides a choice of numerical methods for the in-

tegration of the system of equations in Eq. 4.14. The system takes into account the

misalignment of the electron beam position in the cooling section. The system can be

solved in the frame of two different models of the cooler:

1. Electron cooler as a thin lens,
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2. Electron cooler as a system of non-zero length.

If the cooling force variation along the cooling section is negligible and the relative

change of the particle momentum is small, the electron cooling section can be treated as

a thin lens. This model assumes also that the ion transverse co-ordinates do not change

during motion inside the cooler. Thus, the ion angle variation is calculated as following:

∆θ =
F

Mc2β2γ
lcool (4.15)

where F is the cooling force in the lab reference frame, M is the ion mass, lcool is

the cooling section length, Nturn is the number of revolutions around the ring. The

circulating particle co-ordinates are not changed inside the cooler. At non-zero length

of the cooler the ion motion equation can be solved using one of the numerical methods:

Euler or Runge-Kutta. Numerical integration of the ion motion equations is necessary

in the case when the electron beam trajectory does not coincide with the ion equilibrium

orbit. The cooler model provides the ion co-ordinates transformation from the frame

referenced to the ion equilibrium orbit to the frame referenced to the electron beam

trajectory.

The ion transverse co-ordinates relative to the electron beam trajectory are calculated as

functions of its longitudinal co-ordinate (independent variable in the system of Eq. 4.14)

in accordance with the angles between electron and ion beam axis

θe,i,x =
xf − x0

δl
,

θe,i,y =
yf − y0

δl
(4.16)

where the subscripts f and 0 correspond to final and initial co-ordinates of the electron

beam trajectory in the sub-interval of length δl, calculated from the ion equilibrium

orbit.

The ion velocity components in the frame referenced to the electron beam trajectory

are corrected by these angles. We assume that the angles between the electron beam

trajectory and the antiproton equilibrium orbit are sufficiently less than unity. In this

case correction of the antiproton longitudinal velocity is not necessary.

Under the assumption that both angles are sufficiently smaller than the ion angle, the

ion co-ordinates in the sub-interval are calculated as
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x = x+ x0 + θe,i,xs

y = y + y0 + θe,i,ys (4.17)

θx = θx + θe,i,x

θy = θy + θe,i,y

where the co-ordinate s is calculated from the entrance of the corresponding sub-interval.

The MB algorithm presumes that the ion geometrical co-ordinates do not change after

crossing the cooling section and the action of the cooling leads to a change of the ion

momentum components only. The kick in the ion beam momentum after crossing the

cooler is calculated on the base of the map of the cooling section. The map transforms

the initial ion co-ordinates in 6D phase space to the final ones

M · ~Xin = M · {xin, θx,in, yin, θy,in, (s− s0)in, θs,in}

= ~Xf = {xf , θx,f , yf , θy,f , (s− s0)f , θs,f}
(4.18)

The MB algorithm ignores the ion geometry co-ordinate variation (x, z, s − s0) and

multiplies the ion momentum components by the factor

θξ = θξ,0 × e
(

(θξ,f−θξ,in) ∆t
Trev

)
, (4.19)

where ξ = x, z, s− s0 and ∆t is the step over time of the dynamics simulation.

4.2.1.6 Betacool modifications

Some modifications have been introduced in the program as part of this study in order

to be able to accurately simulate the antiproton beam inside of ELENA. The negative

charge of the antiprotons needed to be correctly inserted in the various cooling force

formulae to evaluate the different effects acting on the beam. First of all the absolute

value of the electric charge of the circulating beam was taken into account for the relevant

calculations. The negative sign in the particle electric charge in fact created problems in

the calculations of the cooling force (independently of the force model) and of the space

charge effects. The modified impact parameter threshold in the Erlangen formula of the

cooling force (see section 3.1.2.1) needed to be added. The maximum impact parameter

below which the momentum transfer is twice the initial momentum is:

ρmin =
|Z|e2

m(Vi,‖ − ve,‖)2
. (4.20)
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The negatively charged ions of the simulated beam which satisfy this condition contribute

to the force calculation with

∆F‖ = −πρ2
minZ

2nevr (2mevr) = −8πnee
4

mv2
r

. (4.21)

Additionally a function to calculate the space charge effect for Gaussian distributed

electrons was included in the program, similarly as for the other possible electron dis-

tributions.

4.3 RF-Track

RF-Track can simulate beams of particles with arbitrary energy, mass, and charge,

even mixed, solving fully relativistic equations of motion. It can simulate the effects

of space-charge forces, both in bunched and continuous-wave beams. It can transport

the beams through common elements as well as through special ones: 1D, 2D, and 3D

static or oscillating radio-frequency electromagnetic field maps (real and complex), flux

concentrators, and electron coolers. It allows element overlap, direct and indirect space-

charge calculation using fast parallel algorithms. RF-Track is written in optimized and

parallel C++. It uses the scripting languages Octave or Python as user interfaces. The

approach used to develop the RF-Track electron cooling routine is the following: the

cooling force formula is based on the Erlangen group formulation in which the integrals

are solved numerically using a Monte-Carlo technique and tabulated in appropriate 2D

meshes (to be interpolated linearly at run time). In this case the, cooling force formula

is described by

~F = − 4πneZ
2e4

(4πε0)2me

{∫∫∫ [
LF

~U

U3

]
f(~ve)d~ve︸ ︷︷ ︸

Funmagnetized

+

+

∫ [
LM

U2
⊥
U5

(
U‖ +

U⊥
2

(
1−

U2
‖

U2
⊥

))]
f(ve‖)dve‖︸ ︷︷ ︸

Fmagnetized

}
, (4.22)

where U is the ion-electron relative velocity, and

LF =
1

2
ln

(
1 +

r2
F

r2
min

)
, (4.23)

LM =
1

2
ln

(
1 +

rmax
r2
F

)
. (4.24)
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Here rF =

√
U2
‖+∆2

‖
ωe

is the pitch of the electron helix, rmin = Ze2

4πε0meU2 represents the

minimum impact distance and rmax the maximum impact parameter calculated as

rmax = min

(
raprt, λD

√
1 +

3U2

∆2
e

, U∆t

)
, (4.25)

where raprt is the beam aperture and λD is the Debye screening length. In the program,

the ion beam is represented as an ensemble of macroparticles in 6D phase space in order

to provide an accurate tracking and capturing non-linearities. The electron beam is

represented as a fluid (plasma) on a 3D cartesian mesh that enables arbitrary electron

densities and velocity distributions to be considered. The evolution of the electrons is

performed following the Euler equation of fluid dynamics.

RF-Track was developed to optimize the design and beam transport of the TULIP

backward travelling-wave linac [130, 131]. The main requirements were:

1. Being able to track particles in backward-travelling radio-frequency field maps;

2. Being able to transport protons as well as light ions in a fully relativistic regime;

3. Being able to dynamically tune the radio frequency parameters in order to perform

non-trivial optimizations of the linacs transport efficiency.

Given the limited number of codes capable of tracking in oscillating electric and magnetic

field maps, it was decided to develop a new ad hoc tool, optimized and tailored for the

TULIP project.

The code was carefully designed to fulfil the above requirements and can offer 6D tracking

in 3D electromagnetic field maps. The developer also focused on the possibility to

maximise the transmission tuning of the following parameters:

• RF input power

• quadrupole strength

• quadrupole position

• input distribution.

RF-Track is a flexible and fast simulation program, fully relativistic, which allows the

tracking of particles of any kind. It was successfully tested with electrons, positrons,

antiprotons and ions at various energies, allowing the tracking of mixed-species beams

[132–134].
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By default the program uses a so-called “leapfrog” integration algorithm, which is fast,

second-order and symplectic (it conserves the energy of dynamical systems). Leapfrog

integration is a second-order method, in contrast to Euler integration which is only

first-order, yet requires the same number of function evaluations per step. When the

leapfrog algorithm is not accurate enough, RF-Track offers several other alternatives:

explicit and implicit algorithms from the GNU Scientific Library [135] and exact ana-

lytic integration of the equations of motion in a locally constant electromagnetic field.

These powerful high-level languages are ideal for numerical and scientific experimenta-

tions. They offer a large number of off-the-shelf toolboxes to perform complex numerical

tasks: e.g., multidimensional optimizations, nonlinear fits, complex data processing, etc.

The accelerator physics capabilities embedded in RF-Track, together with these expres-

sive and rich scientific languages, make the simulation possibilities offered by RF-Track

extensive.

A dedicated element called “Electron Cooler” has been implemented: it simulates the

Coulomb interaction between a bunch of heavy particles and an arbitrary plasma. The

electron beam is represented as a fluid (plasma) on a 3D cartesian mesh which enables

arbitrary electron density/velocity distributions to be considered. Each cell (i, j, k) of

the 3D mesh is characterised by: electron density, average electron velocity, electron

transverse temperature and electron longitudinal temperature. Automatic tri-cubic in-

terpolation of each quantity is performed, allowing it to work at any arbitrary location

(e.g. ion positions). The integrals of the cooling force are then solved numerically, using

a Monte-Carlo technique. Computationally it is relatively fast (about ten seconds), and

it is performed just once.

Unfortunately the program does not include an IBS routine yet, making it unsuitable

for long term beam tracking in the case of low energy storage rings, where IBS is a

dominating factor.

4.4 Benchmarking

The RF-Track implementation of electron cooling and Betacool have been benchmarked

against the experimental results detailed in [69]. As an example, the measurements of

longitudinal cooling forces for a beam of fully stripped heavy 131Xe54+ ions conducted

at the electron cooler of the ESR storage ring [136] are shown in Fig. 4.1. Two different

methods have been used here to determine the cooling force. At low ion velocities the

cooling force is extracted from the equilibrium between cooling and longitudinal heating

with RF noise. At high relative velocities between the rest frames of the beams the

cooling force is deduced from the momentum drift of the ion beam after a rapid change
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of the electron energy. Details of these methods are given in references [137, 138]. The

measured cooling forces are shown in Fig. 4.1, where the data (black dots) are compared

with simulations performed using both Betacool and RF-Track.

Figure 4.1: Cooling force for xenon ions as function of the relative ion velocity in the
ESR storage ring at GSI. Measured data (black circles) are compared with simulations

performed using Betacool (blue and orange lines) and RF-Track (red line).

The electron beam in these experiments has a typical density of ne ≈ 1× 106 cm−3 and

can be described by an anisotropic velocity distribution with T⊥ = mev
2
th⊥ ≈ 0.11 eV and

T‖ = mev
2
th‖ ≈ 0.1 meV. The strength of the magnetic guiding field was B =0.1 T over

a drift region of length L = 1 m. The measured longitudinal cooling force represents an

average over the stopping forces on individual ions. For a comparison with the simulation

models the cooling force is thus interpreted as the average 〈F‖〉 of the component F‖

of the stopping force parallel to the beam axis (and the magnetic field) over the ion

distribution fi(V‖, V⊥) in the beam.

For low ion velocities this average is taken with respect to the transverse ion velocity

only and the cooling force depends on the parallel ion velocity, i.e. 〈F‖〉 = 〈F‖〉(V‖). In

the experimental procedure used for high ion velocities the cooling force is an average

over the complete ion distribution. This average 〈F‖〉 = 〈F‖〉(〈V‖〉) depends now on

the velocity of the centre of mass of the ion beam relative to the rest frame of the

electron beam. To perform the average the distribution must be known. However, in the

experiment this distribution was not determined in detail, but an estimate of the beam

angular divergence was made: 〈ϑi〉 . 0.5 mrad [138]. This yields, after transformation

to the rest frame of the ion beam, for the transverse ion velocities 〈V⊥〉 ≈ γrelβrelc〈θi〉,
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where, γrel, βrel are the relativistic factors related to the beam velocity in the lab frame

and c is the speed of light. In the experiment considered here, the xenon ions had an

energy of 250 MeV/u (βrel = 0.615, γrel = 1.268) resulting in 〈V⊥〉 . 1.17× 105 m/s.

Very good agreement is observed at low relative velocities for both the codes. The

semi-empirical Parkhomchuk formula curve overestimates the maximum of the force

and expects it at higher relative velocity. As shown in Fig. 3.2, this formula exhibits

some shift when varying the parameters, namely ∆eff, while essentially retaining its

shape. It is a derived formula, very useful for electron cooling approximation but not

taking into account the different impact regimes considered in the BC model from which

the Erlangen formula is derived. The Erlangen formula, based on the full equations of

motion in the presence of a magnetic field, exhibits a much more intricate structure. The

RF-Track implementation of the cooling force appears to better fit the data around the

maximum and but the Betacool version is very similar. It is important to note that the

deviations of the theoretical formulae for the cooling force (solid curves) from the ESR

data (black circles) can be mainly ascribed to the rather unknown distribution function

of the ions in the beam which has been modelled here in the form of an anisotropic

Maxwell distribution. Indeed the actual velocity spread in ion beams may essentially

differ from the Maxwellian.

The agreement of the simulated cooling forces with the experimental data is rather

good. The comparison of the two codes with the data, considering the differences that

can be essentially ascribed to the deviations of the model distribution function from the

experimental distribution, validates the Erlangen formula. The different implementation

of the aforementioned cooling force expression induce small deviations in the curves but

overall a good agreement is observed.

In the next chapter the measurements and analysis of data from another storage ring

will be shown, further improving the codes benchmarking.





Chapter 5

LEIR Measurements

In this chapter measurements performed on LEIR during the final measurement period

before CERN’s LS2 are detailed. This measurement campaign took place during Autumn

2018 and subsequently the diagnostics output was analysed off line using Python. The

details of the data acquisition process are presented, followed by an explanation of how

the collected data are treated and compared to simulations. Additionally, measurements

of the cooling force performed by the CERN cooling group are used for simulation model

benchmarking [139].

Figure 5.1: Layout of the LEIR machine and its main components

65
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5.1 LEIR

The Low Energy Ion Ring (LEIR) is a 78.54 m accumulator ring (Fig. 5.1) and was first

proposed in 1993 as a conversion of a then-existing machine, the Low Energy Antipro-

ton Ring (LEAR). After the completion of the antiproton physics programme at the

end of 1996, LEIR was modified for a final series of experiments to test the lead ion

accumulation scheme that was foreseen for the LHC. The goals of the 1997 experiments

were to test a new combined transverse and longitudinal multiturn injection scheme, the

stacking of lead ions [140] and the optimisation of the electron cooling device for fast

and efficient reduction of the beam emittance. Following the series of tests in 1997 [141],

LEIR underwent a major upgrade in order to prepare dense bunches of lead ions by the

transformation of ion beam pulses from the Linac3 into short high-brightness bunches

using multi-turn injection, cooling and accumulation. A typical cycle in LEIR for lead

ions is show in Fig. 5.2. This cycle includes: injection, electron cooling acceleration and

extraction.

Electron Cooling

4.2 MeV/u

Acceleration

72 MeV/u Extraction

t

Energy

Injection

Figure 5.2: Schematic of a typical LEIR cycle.

The conversion of LEIR required new magnets and power converters, a high-current

electron cooling system produced by BINP, Novosibirsk [142], broad-band RF cavities,

upgraded beam diagnostics and vacuum equipment to achieve a pressure of <10−12 mbar.

The electron cooler is based on the design used by BINP for the electron cooler which

it built for IMP Lanzhou in China and was delivered to CERN at the end of 2004.

Subsequently a new electron gun design was implemented in 2006, opening up the pos-

sibility of investigating the influence of the electron beam size and density profile on the

cooling process. It uses a high-perveance, variable-density gun followed by an adiabatic

expansion provided by an additional solenoid. The high perveance aims at providing an

electron beam with a high density in order to decrease the cooling time. The parameters

for LEIR operations are listed in Table 5.1.
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Table 5.1: LEIR parameters [143].

(Main) Ion particle 208Pb54+

Ring Circumference (m) 78.54
Energy (MeV/u) 4.2–72.2
Relativistic βrel 0.09–0.37

Revolution frequency (MHz) 0.36–1.42
Vacuum (Torr) 1× 10−12

Intensity (Charges) 1.5–2× 1010

Tunes QH = 1.82, QV = 2.72

5.1.1 LEIR cooling force

For an accurate understanding of the cooling process, a detailed description of Coulomb

collisions in a strong magnetic field are required, this is a topic of great interest both

for accelerator and plasma physics. Coulomb collisions in a magnetic field are described

by the cooling force which ions experience when moving through the electron beam of

the cooler. This section presents measurements of the longitudinal cooling force — the

component parallel to the magnetic field and the direction of propagation of the electron

beam — for lead ions at injection energy in LEIR performed by the CERN cooling group

in August 2018. In this experiment the longitudinal cooling force between the ions and

the electrons was measured directly following the electron energy-step method [137],

and benchmarked with simulations in Betacool and RF-Track. First, the ion bunch was

cooled until two conditions were reached: its transverse emittance was reduced, and

its average velocity reachesd equilibrium with the electrons’ velocity. To improve the

estimate of the cooling force the electron energy needs to be changed after cooling has

been completed. In this way most particles in the ion beam have the same velocity

and behave like a single particle, which enabled the measurement of the average cooling

force. Once these two conditions were reached, the electron energy was changed rapidly

by changing the cathode potential, creating a well defined velocity difference between

ions and electrons. The energy of the electrons is controlled by varying the voltage

of the electron gun grid. This velocity difference induced a cooling force that could

be measured by tracking the variation of the ions’ momentum in time, for different

ion-electron velocity differences. The ion-electron velocity difference was measured as

the difference in equilibrium ion momentum before and after the electron velocity step,

determined by Schottky spectra from the change in revolution frequency per unit time.

The cooling force was measured as the time derivative of the ion momentum during

the first 50 ms after the step. When the relative ion-electron velocity is large, the ions

experience the full range of forces.
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Table 5.2: Nominal electron cooler parameters for LEIR [144].

Momentum (MeV/c) 88
Electron beam energy (keV) 2.3

Relativistic β 0.094
Electron current (mA) 600

Electron beam density (m−3) 4.3× 1012

Bgun (T) Up to 0.23
Bdrift (T) 0.075

Expansion Factor 3
Cathode radius (mm) 29

Electron beam radius (mm) 14-25
Electron beam temperatures (eV) T⊥ = 0.01, T‖ = 0.001

Twiss parameters in the cooler (m) βx = 5, βy = 5, Dx = 0
Flange-to-flange (m) 7

Drift solenoid length (m) 2.5

The change of the electron velocity causes an acceleration of the ion beam as a whole

until the new average velocity is reached. Assuming that this drag force exerted on the

ions is constant over the observed momentum interval, the cooling force is

F‖(v) =
∆p

∆t
∝ ∆f

∆t
. (5.1)

The frequency shift ∆f is determined by a Schottky scan delayed by a time ∆t = 50 ms

with respect to the voltage step event. The scanned velocity range is ∆v = 6×103−4×
105 m/s. It is very important to consider the response time required for the electrons to

reach the new velocity, thus the finite time response of the electron beam to a change

in gun voltage is taken into account. Otherwise, considering the electron response as

instantaneous with respect to a slower/faster one leads to an over/under estimate of the

force in the high velocity range with respect to the cooling force peak. It was observed

that the velocity rise time is about 20 ms, so the time step of 50 ms is sufficiently large

to avoid this systematic error.

In Fig. 5.3 the experimental data (black circles) together with simulation results obtained

with both Betacool (blue and yellow lines) and RF-Track (red line) are shown. The

simulations were performed with the nominal beam parameters listed in Table 5.2.

The simulated force appears to be in good agreement with the data up to a relative

velocity of 1× 105 m/s. For higher velocities, the Parkhomchuk formula departs consid-

erably from the data. As already observed for the ESR case, the Parkhomchuk approach,
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Figure 5.3: Longitudinal cooling force for LEIR lead ion beam as function of the
relative ion velocity with respect to the rest frame of the electron beam. Black circles:
experimental data. Blue and orange curves: simulations with Betacool. Red curve:

simulation with RF-Track.

compared to the Erlangen formulation, underperforms in predicting the force peak. Be-

tacool and RF-Track implementation of the Erlangen cooling force are in reasonable

good agreement and exhibit similar behaviour.

5.1.2 Emittance Measurements

After injection into the machine the beam was electron cooled and stacked before being

bunched and accelerated. At the end of the accumulation process, the transverse emit-

tances and momentum spread of the beam reached an equilibrium between the cooling

and heating processes such as SC and IBS. In order to benchmark the simulation model

presented in chapter 3 and correctly evaluate cooling and heating effects in LEIR, mea-

surements of the lead ion beam parameters were performed for the cooled ion beam.

The beam was composed of a single injection from Linac3 (1.5–2× 1010 ions). The

transverse emittances were calculated with the optical functions of the model and the

measurements of the transverse beam sizes obtained with a horizontal and a vertical
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ionisation profile monitor (IPM) at a sampling rate of 200 Hz. IPMs measured the dis-

tribution of free electrons created by ionization of the residual gas (see section 2.5.2).

These electrons were swept from the beam line by a transverse electric field, amplified

by a microchannel plate (MCP), and collected on an anode consisting of 64 strips ori-

ented parallel to the beam axis. The MCP is a device that is constructed from a glass

substrate with channels cut through it.

Figure 5.4: Lead beam profiles measured by the IPM during electron cooling. A
shrinkage in the size is visible.

The MCP requires a potential between the two sides which creates an electric field in

the channels. When a charged particle enters a channel on the input side of the MCP it

will start an avalanche of electrons inside the channel which are expelled from the other

side, effectively multiplying the input signal. The gain varies with the applied electric

field and the properties of the MCP that is used. A plot of the raw data obtained

by one of the IPMs is shown in Fig. 5.4. The electron cooler was on and it is clearly

visible how the width of the beam was reduced over time. The data from the IPMs was

then imported into Python, where the analysis code fitted a Gaussian function to the

measured profile after subtracting noise signals as shown in Fig. 5.5. The emittance was

calculated using the rms width of the fit and the beta function βx,y from ring lattice

function calculations. The rms beam width σx,y is related to the emittances by

εx, rms =
1

βx,y

[
σ2
x −

(
Dx

∆p

p

)2
]
, (5.2)

εy, rms =
σ2
y

βy
. (5.3)
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The beta functions at the IPM position are βx = 15 m and βy = 6.5 m and the dispersion

Dx is 0.4 m.

(a) Beam profile measured with the IPM at t =
0. (b) Beam profile measured at t = 300ms.

Figure 5.5: Example of the horizontal IPM signal transformation and Gaussian fit
for emittance evaluation at different times during cooling.

To benchmark the simulation model for LEIR the emittance measurements taken dur-

ing cooling for 500 ms were compared with simulations performed with Betacool. The

data were taken from from selected measurements where no instability arose during the

cooling time observed and the intensity losses did not exceed 20%. The electron gun was

regulated to produce an electron beam with a uniform transverse distribution, which is

the basic operational setting for LEIR electron cooler. The resulting plots are presented

in Fig. 5.6. The simulations show very good agreement with the observations which val-

idates the simulation model and confirms that Betacool correctly evaluates the cooling

force for the evolving ion beam.

Figure 5.6: LEIR emittance measurements compared with Betacool simulations for
uniform electron distribution.
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5.1.3 Electron Beam Distribution

The same phase-space cooling characteristics measurements were performed to investi-

gate the influence of the electron beam profile on the ion beam lifetime [145].

The cooling time is influenced by a number of machine and cooler parameters [146]. The

electron current Ie, and the relative angle difference between the ions and the electrons

θ, for example are two parameters that are accessible for experiments. This naturally

leads to the question of whether the electron beam velocity distribution f(ve) can be

controlled/modified.

The new electron gun installed in the electron cooler in 2006 is equipped with a control

electrode used to vary the density distribution of the electron beam. The electron

beam intensity and density distribution can be varied by applying voltages to the grid

and control electrodes. Broadly speaking, the grid determines the intensity whilst the

control electrode changes the density distribution by enhancing the emission from the

edge of the cathode. The electron beam profile is determined by the ratio between the

grid and the anode potential.

The electron beam density in the central part can be decreased without causing a reduc-

tion of the cooling rate of the whole ion beam. Thus the recombination losses in the core

of the stored ion beam can be reduced. In this way the intense ion beam interacts with

a hollow electron beam with a reduced central density that can decrease undesirable

coherent oscillations. The electron gun with variable beam profile design was applied

previously on the CSR cooler (IMP, China) [147]. The control electrode is situated near

the cathode edge, so its potential strongly affects the emission from this area. By varying

the potential of this electrode it is possible to vary the electron beam profile from the

simple uniform cylinder distribution to a hollow or parabolic distribution. The ratio of

the control to grid voltages determines the the shape of the electron beam, for example

[148, 149]:

• Vc/Vg = 0.3 leads to a uniform distribution.

• Vc/Vg = 1 leads to a hollow distribution.

• Vc/Vg = 0.08 leads to a parabolic distribution.

The IPM data for the different electron distributions were extracted and analysed fol-

lowing the same procedures described in the previous section. The simulations were

performed using Betacool with the different electron beam models but maintaining the

same electron current hence the same overall electron density (4.3× 1012 m−3). The
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Figure 5.7: LEIR emittance measurements compared with Betacool simulations for
hollow electron beam distribution.

Figure 5.8: LEIR emittance measurements compared with Betacool simulations for
parabolic electron distribution.

results of the measurements and simulations are shown in Fig. 5.7 for the hollow distri-

bution and Fig. 5.8 for the parabolic case.

The simulations of the emittance evolution of the lead particle beam in presence of

electron cooling show a very good agreement with experimental data. This indicates

that the cooling process, together with the collective effects acting on the beam, are

correctly taken into account in the simulation model. Since the agreement is consistently

good for all the three different control electrode configurations, this also suggests that

the Betacool electron beam models accurately represent the actual distributions used in

the experiments and their resulting cooling forces.
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5.1.4 Cooling maps

Traditionally, electron cooling is used with the heavy-particle and the electron beams

overlapping concentrically, i.e. with the antiprotons’ reference orbit aligned with the

centre of the electron distribution. It was shown in chapter 3 how systematic errors re-

lated to element misalignment can interfere in the cooling process and how the electron

velocity distribution has to be taken into account to accurately simulate the emittance

evolution. In order to understand the impact of such misalignments on the performance

of the electron cooler, simulations of the emittance evolution for different electron ve-

locity distribution and with different beam displacements have been performed. From

these scans of the parameter space “cooling maps” have been generated, representing

the equilibrium emittance (achieved after few seconds with the electron cooler on) as a

function of the orbit of the ion beam in the cooler. Translational and angular misalign-

ments of the electron and ion beams are realised through the use of orbit bumps on the

antiproton beam.

5.1.4.1 Orbit bumps

It is often necessary to shift the beam deliberately in a certain position of the accelerator

without affecting the rest of the ring – this is called a closed orbit bump. It can be

performed using small dipole magnets which are added to the existing lattice of the

accelerator. For example one of the major performance limitations for operating the

LHC at high energy are the so called Unidentified Falling Objects, or UFOs, presumably

micrometer sized dust particles which lead to fast beam losses when they interact with

the beam [150]. Aperture measurements revealed the presence of an unidentified lying

object (ULO), at the bottom of the beam pipe. The interaction of this object with the

beam triggered UFOs. To mitigate the problem a local orbit bump (horizontally and

vertically) was implemented to bypass the ULO, which reduced the UFO rate and solved

the problem [151]. At LEIR four orbit bumpers are installed, to modify the horizontal

orbit. Those magnets are able to kick the beam by a certain angle. To control this

effect LEIR is equipped with orbit knobs, which act on certain correctors to create orbit

bumps and shifting the position of the ion beam inside of the accelerator pipes. The

beam orbit position can then be measured and optimised using BPMs, also called pick-

ups. Around the LEIR ring 32 ceramic-based electrostatic pick-ups are installed. Eight

horizontal and vertical pick-ups are placed in the bending magnets, four combined pick-

ups are installed in the straight sections and another four around the electron cooler.

The electronics system consists of head amplifiers with three different gains followed by

an analogue normaliser whose output is proportional to the average beam position. The

front-end software has to read the digitised values from the normaliser and to compute
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the 32 positions using scaling factors and offsets measured in the calibration process.

Figure 5.9 shows the data from the horizontal and vertical pick-ups calibrated to zero

offset and angle inside the electron cooler.
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Figure 5.9: LEIR electron cooler bump knob, calibrated to no offset and no angle

5.1.4.2 Results

The cooling map studies were performed with one injection into LEIR from Linac3. The

offset and angle were systematically varied at each measurement cycle, spanning through

a set of positive and negative angles and offsets. Due to beam stability issues the scans

in the horizontal plane were of limited use and no additional beam time was available to

repeat the measurements. The emittances were calculated at the equilibrium between

cooling and IBS, which was observed after 500 ms of cooling. The resulting cooling maps

obtained with the different electron beam configurations (uniform, hollow and parabolic)

are shown in Figs. 5.10, 5.11 and 5.12.

In Fig. 5.10 are the cooling maps for the uniform electron beam case. There seem to

be clear regions of larger and of smaller emittances, indicating regions of more or less

effective cooling. It is interesting to observe that the maps are not symmetric, which

could be explained by an existing misalignment inside of the cooler. This could be

mainly explained due to a misalignment of the solenoid. If the magnetic field is not well
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(a) Equilibrium horizontal emittance vs. vertical orbit, uniform electron distribution

(b) Equilibrium vertical emittance vs. vertical orbit, uniform electron distribution

Figure 5.10: Vertical cooling maps for uniform electron beam distribution.

aligned the electron velocities will mix resulting in less efficient cooling (transverse and

longitudinal temperatures).

The maps for the hollow electron beam configuration are shown in Fig. 5.11 where again

an asymmetry is present indicating a systematic error present in the cooler. The most

efficient cooling is located at a vertical offset of -1 mm, which suggests that the electron

and ions fully overlap when the ion orbit is shifted a millimetre downwards. Compared

to cooling maps for the uniform electron beam, the presence of a central area with a

smaller electron density in the hollow beam distribution leads to a higher emittance at

smaller offset. This is due to the fact that the misalignment of the electron and ions

results in a fraction of ions being outside the interaction area of the electrons and a
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(a) Equilibrium horizontal emittance vs vertical orbit, hollow electron distribution

(b) Equilibrium vertical emittance vs vertical orbit, hollow electron distribution

Figure 5.11: Vertical cooling maps for hollow electron beam distribution

fraction of ions which still overlap experiencing a reduced electron density (in the centre

of the hollow beam).



78 Chapter 5 LEIR Measurements

(a) Equilibrium horizontal emittance vs vertical orbit, parabolic electron distribution

(b) Equilibrium vertical emittance vs vertical orbit, parabolic electron distribution

Figure 5.12: Vertical cooling maps for parabolic electron beam distribution.

In the parabolic electron beam cooling maps (Fig. 5.12) the ≈1 mm shift in the negative

vertical direction observed previously is confirmed by the smallest emittances being

found about the vertical offset value of -1 mm. As for the hollow beam case the obtained

equilibrium emittances are higher than the ones measured with the uniform beam. In

this case is in the external part of the electron beam that the density decreases, hence

the lead ions experience a cooling force induced by a smaller number of electrons when

displaced from the nominal orbit.

This concludes the measurements taken at LEIR. The cooling force data were compared

to simulations and showed good agreement with the Erlangen formula. This approach

was then adopted for simulating the emittance evolution in presence of electron cooling

for different electron beam profiles by acting on the control and grid voltages. The
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Betacool simulations provided effective predictions for the emittances on both horizontal

and vertical planes. The impact of misalignments and orbit displacements between

electron and circulating ions was investigated by measuring the equilibrium emittances

while acting on orbit bumps. The observed cooling maps, measured for uniform, hollow

and parabolic electron distributions, demonstrated the most effective cooling when the

beams have a vertical offset of 1 mm, suggesting a small imperfection in the alignment

of the cooler.

In the next chapter, the stimulations performed for ELENA based on the model sup-

ported by the validation observed in the LEIR benchmarking are discussed.





Chapter 6

ELENA studies

In this chapter simulation studies carried for ELENA performance optimisation are pre-

sented. Only a handful of measurements on the ELENA machine suitable for antiproton

beam dynamics studies were available during the preparation of this thesis. The data of

interest are here presented and possible future measurements to confirm the simulation

results are also discussed in the final section of this chapter.

6.1 ELENA cooling force

In this section simulations of the longitudinal cooling force in ELENA are presented.

The simulations were performed with Betacool and RF-Track. The nominal operating

parameters of ELENAs electron cooler used for the simulations are shown in Table 2.1.

Figure 6.1 shows the cooling force simulated with RF-Track and for the different models

available in Betacool. The curves obtained using Erlangen formula for protons in Beta-

cool and RF-Track show good agreement. However, they neglect the negative charge of

the antiprotons, the impact of which is calculated with the modified Erlangen formula

as shown in section 3.1.2.1.

It is worth noting that the Parkhomchuk force model shows a similar peak as the modified

Erlangen, provided that the semi-empirical effective temperature parameter ∆eff is of an

order of magnitude smaller than the electron temperatures (in this case ∆eff=0.0001 eV),

but the relative velocity at which such peak is reached is much smaller. The inability

to calculate ∆eff for the ELENA case makes it a less reliable method for detailed beam

dynamics calculations. Considering these differences, the modified Erlangen formula,

analytically derived from the dielectric theory and the binary collision approximation is

the most suitable for the ELENA case.

81
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Figure 6.1: Longitudinal cooling force for ELENA as a function of the relative ion
velocity with respect to the rest frame of the electron beam.

6.2 Measurements

To validate the accuracy of the simulations with data, measured emittances acquired

with the ELENA scraper were used for comparison. The set of measurements together

with the analysis were made by James R. Hunt and obtained with a scraper during

the 100 keV plateau for an ELENA cycle [152]. The measurements were made in all

transverse directions, twice at the same cycle time t = 28.875 s, with electron cooling

on and off. This approach allows for investigation into the effects of the electron cooler.

Electron cooling began at the start of the plateau at t = 4.897 s and so the measurements

highlight the effects of 3.888 s of electron cooling.

The detector signals can be used to reconstruct the emittance as described in detail

in reference [152]. The first step is to determine which quantity to reconstruct and

when in the cycle, i.e. horizontal or vertical emittance. The analysis program can load

two scraper measurements from opposing directions, in the same transverse plane, and

both taken at a specific time. After transforming the detector data points in terms of

scraper position, it is useful to plot the signals from the different detectors connected

to the scraper blades. This allows one to determine which signals appear clearest for

this measurement and to determine a single detector for use in the analysis program. It

is necessary to apply cuts to the data to ensure that noise detected before or after the

measurement is not included as large amplitude particles in the analysis. Typically for

these measurements data were clipped within 25 mm. Scintillator and MCP data are
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given as signal intensity at a specific time and are not cumulative. Working with a single

measurement direction at a time, the first analysis step is to convert the detector data to

a cumulative signal by a simple summation. All values in the cumulative signal array are

then divided by the total sum in order to normalise and give a cumulative distribution

function (CDF). The CDF is then be converted to a probability density function (PDF),

by differentiation through the finite difference method [153]. From here the algorithm

reconstructs values for the beam size variance σ2 and the mean position in the x plane

of the intercepted particles for this particular scraper direction. This process is repeated

for the scraper measurement in the opposite direction resulting in each direction which

may then be inserted directly into the emittance equation:

εrms =
1

4β

[
σ2

+ + σ2
− +

(x̄+ − x̄−)2

2

]
−
D2σ2

δ

2β
(6.1)

where β is the lattice function at the scraper location in the plane considered, x̄± is

the mean value of the measured density distribution and σ2
± is the variance, D is the

dispersion (which is 0 in the vertical plane) and σδ is the RMS width of the momentum

offset distribution.

The results obtained are listed in Table 6.1. Analysis of the vertical data using the two

scan algorithm gave emittances of 2.55 0.03 mm mrad and 0.53 0.01 mm mrad, without

and with cooling respectively. After 3.9 s of electron cooling at 100 keV the vertical

beam emittance is significantly reduced. At this point after cooling the beam is well

approximated by a Gaussian distribution, due to the cooling being more effective and

correcting IBS more in the core. Also, when the beam size is smaller so is the deviation

in electron velocities interacting with the beam, resulting in more even cooling across

the entire beam.

Table 6.1: Scraper measurements results for the ELENA 100 keV cooling plateau.

Initial Error Final Error

εx (mm mrad) 2.5 0.20 0.55 0.04
εy (mm mrad) 2.55 0.03 0.53 0.01

6.3 Emittance evolution

The model presented in Chapter 3 was implemented in the Betacool code. The obtained

emittance evolution curve is compared with the scraper data in Fig. 6.2. The simulations
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were performed 20 times and for each time step the mean value and standard deviation

were calculated, in order to average out the effect of the random IBS kick.

Figure 6.2: BETACOOL emittance evolution simulations for ELENA compared with
scraper data.

Unfortunately it is clear that the model used for the simulations does not provide full

agreement with the experimental data. This suggests that some of the effects may be

incorrectly represented or an additional element influencing the beam evolution has been

neglected.

As discussed in Sect. 3.2.4 and 3.2.5, the presence of misalignments and magnetic field

imperfections — which even if controlled cannot be completely avoided in a real ma-

chine — have a big impact on a storage ring performance. The difference between the

simulated and the measured emittances could be ascribed to the omission of such imper-

fections in the simulations. To verify if the model is indeed suitable for simulating the

ELENA beam dynamics, alignment and magnetic field imperfections must be included

and correctly evaluated.

6.4 Magnetic field

For fast and efficient cooling special attention must be paid to the quality of the magnetic

field guiding the electrons from the gun to the collector. The ELENA electron cooler

magnetic system was carefully designed and assembled to ensure the best cooling results.

In this section measurements of the magnetic field in the electron cooler are analysed

and implemented in the simulation model.
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Figure 6.3: OPERA model of the ELENA cooler magnet system [83].

6.4.1 The electron cooler magnetic system

The performance of electron cooler in ELENA is greatly influenced by the properties

of the electron beam. Careful design of the electron gun electrodes, the efficient recu-

peration of the electrons in the collector and the quality of the guiding magnetic field

ensure an optimal performance of the cooler. The ELENA cooler is a compact device

incorporating an adiabatic expansion to reduce the electron beam temperature as well

as electrostatic bending plates for efficient collection of the electron beam. The complete

setup of the main magnetic components can be seen in Fig. 6.3 and consists of [154]:

• An expansion solenoid to increase the magnetic field around the electron gun which

is needed for the adiabatic expansion of the electron beam.

• Three main solenoids for the gun, drift and collector.

• Two toroid sections each made up of nine racetrack coils.

• A squeeze coil placed at the collector entrance to ensure that the electrons are

focused as they are decelerated by the repeller electrode.

• Two orbit correctors at the cooler entrance and exit to compensate for the hori-

zontal kick experienced by the circulating beam in the toroids.

The toroid coils come in three different sizes; two medium sized coils near the drift

solenoid, three large coils to allow access by the antiproton beam as well as access for

pumps and finally four small coils near the gun and collector solenoids. To compensate
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for the larger size, the two outer large coils have one extra turn whilst the centre large

coil has two extra turns. To guide the electron beam through the solenoid magnets and

toroids, steering coils have also been integrated into the magnets. These provide a small

deflection such that the electrons can be aligned to the circulating ion beam and steered

correctly into the collector.

6.4.2 Magnetic field measurements

One of the few available measurements from ELENA electron cooler is the magnetic field

inside of the drift chamber and the adjacent beam pipes, taken before it was installed in

the ring. The measurements of the magnetic field
#»

B were taken by the TESLA magnet

division [155] on a cylindrical grid. The measurements started 180 cm upstream from

the centre of the electron cooler and were performed every 5 mm until reaching 180 cm

downstream, with a total extension of 360 cm. At each longitudinal position, a mea-

surement was recorded every 5 mm from the centre to the maximum radial distance of

25 mm on the horizontal plane and 30 mm on the vertical plane. The measurements were

performed using a Gaussmeter with 3-axis Hall probe (1 mG resolution in range up to

300 G, accuracy of 0.1%). The Hall probe holder was equipped with a mirror for precise

alignment. It also allowed four possible rotational positions with three mounting points

(0, 10 and 25 mm), used also in the opposite direction (-10 and -25 mm). The instru-

mentation included a balanced carbon fibre tube to hold probe still. The measurements

were performed in the following steps:

• Power on until thermal equilibrium was reached.

• Probe carrier and tube driven and positioned with a coordinate measurement

machine arm with a 0.5 mm accuracy.

• The angles at which the probe was placed were measured at the start of the line.

• The magnetic measurements for the different positions along line were taken.

• The angles at which the probe was placed at the start end of line were measured.

Precise probe alignments were made with an auto-collimator and spider fixtures.

Figure 6.4 shows the results of the measurements in the form of field maps. The three

components of the field are plotted against the longitudinal (z) and the vertical (y)

position on five distinct horizontal planes. The values of the magnetic flux density are

in Tesla.
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Figure 6.4: Measured magnetic field map inside of the ELENA electron cooler appa-
ratus.

The field maps were then used to create a model in G4Beamline [156]. The software

allows the placement of field maps through the fieldmap command, provided the map

is in a grid format with a constant step in either {x, y, z} or {z, r}. It reads an input

file containing the values of the field components to define electric and/or magnetic

fields. An electron beam was created in the simulation assuming an initial Gaussian

distribution, at z = −500 mm, with the average energy of 55 eV. The electrons propagate

through the central part of the electron cooler, experiencing the effect of the magnetic

field.

With the command virtualdetector it is possible to generate a set of parameters of

any track when it enters the physical volume of the Virtual Detector, an idealized perfect

detector that detects every track that hits it, and measures all of the track properties

with the resolution of a 32-bit float (including position, 3-momentum, particle type,

event number, etc.). It is “virtual” because any material (including vacuum) can be

used and it does not affect the tracking of particles. Figure 6.5 shows the magnetic field

visualisation in G4Beamline, including the electron beam and virtual detectors. Multiple

detectors were used to monitor the behaviour of the electrons along the magnetic field

and track their position along the cooling drift.
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Figure 6.5: G4beamline visualisation of the electron beam (red lines) inside of the
magnetic field (white lines). The red square represents where the electrons are generated

and the green circles are virtual detectors

The output of the virtual detector contains the coordinates and momentum for each

simulated particle,from which it is possible to reconstruct the electron beam distribution,

represented by a histogram. Figure 6.6 shows the obtained electron beam profile at the

beginning of the cooling drift.

Figure 6.6: Profile obtained from the first virtual detector, next to the electron source,
in the G4Beamline simulation

Comparing the distribution right after the electron source at the beginning of the drift

with the output from the virtual detector placed at the end of the drift, 70 cm after, a
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shift in the centre of the distribution is observed as shown in Fig. 6.7. The mean value

for the Gaussian fit of the x position changes from being −0.150 mm to −0.954 mm,

indicating a shift towards the negative direction of 0.804 mm. This is due to the tilt in

the longitudinal component of the magnetic field, introducing a transverse drift to the

electron motion. In order to accurately describe the ELENA electron cooling process,

it is essential to take into account this misalignment.

Figure 6.7: Comparison of the initial and final electron beam profile across the elec-
tron cooler. The orange distribution is detected at 70 cm, the end of the drift solenoid

and good field region.

The Gaussian cylinder electron distribution model has been chosen as it showed better

agreement with the data. It is reasonable to expect that the uniformity of the electron

beam steered towards the cooling drift is not perfect and the Gaussian distribution

model is likely more appropriate than the uniform distribution model. Two procedures

to account for the observed angular deviation along the cooling section could be used in

Betacool: a shift in the circulating and electron beam central axis or a solenoid error. In

Fig. 6.8 and 6.9 it is shown how introducing misalignment of different values impact on

the final achieved emittance on both the horizontal and vertical plane. The simulation

where solenoid imperfection causing a shift in the magnetic field of 0.8 mm (green curve),

as observed in the magnetic field simulation, was included show good agreement with the

data from the scraper measurement. The simulations shown were performed considering

the misalignment on the horizontal axis but the exact same behaviour was observed on

simulations including a shift in the vertical direction.
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Figure 6.8: ELENA horizontal emittance measurements compared with Betacool
simulations for different beam misalignment effects. The figure on the right shows the

portion delimited by the black square in the larger plot.

Figure 6.9: ELENA vertical emittance measurements compared with Betacool sim-
ulations for different beam misalignment effects. The figure on the right shows the

portion delimited by the black square in the larger plot.



Chapter 6 ELENA studies 91

Figure 6.10: ELENA measurements compared with Betacool emittance evolution
simulations. The figure on the right shows the portion delimited by the black square

in the larger plot.

The code Betacool simulates the presence of solenoid errors by introducing coils trans-

verse dislocation in respect of the solenoid central axis. The corresponding field inhomo-

geneities cause a misalignment between the electron and antiproton beam orbits, altering

the relative velocity. In fact, the circulating beam faces a higher effective electron tem-

perature because part of the longitudinal velocity is now experienced as an additional

transverse velocity. Finally, the longitudinal and transverse degrees of freedom of the

electron beam are mixed, which may lead to less effective cooling as described in Sec-

tion 3.2.4. Figure 6.10 shows the ELENA emittance evolution for the second cooling

plateau simulated with Betacool including a horizontal solenoid error of 0.8 mm.

Figure 6.11: Betacool emittance evolution simulations for ELENA with 0.8 mm
solenoid shift and Dx=0 m or Dx=1.498 m.
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Observing the simulations it is notable that the presence of the solenoid error causes a

larger final vertical emittance but a better cooling on the horizontal plane compared to

simulations with no shift. This is related to the presence of a dispersion factor on the

horizontal dimension. When simulating the beam evolution with the dispersion Dx set

to 0, the final cooling emittance is improved on both x and y plane even in presence of

the solenoid imperfection, as shown in Fig. 6.11.

6.5 Cooling Maps

The analysis of the data and the simulation study suggest the presence of a misalignment

inside the electron cooler. Likewise, the observation of the LEIR measured cooling maps

hints that a similar shift is also present. In order to investigate the effect of various

size of shifts and misplacements, cooling maps were simulated for the ELENA machine.

For these simulations the different electron beam distribution models were employed. In

this way the electron cooler performance could be better characterised. The simulations

show a perfect symmetry between horizontal and vertical cooling maps, thus only the

ones with translational and angular misalignments of the electron and antiprotons beams

on the horizontal plane are shown.

Figures 6.12 and 6.13 show the simulated cooling maps in ELENA for uniform and

Gaussian electron distributions, respectively. The behaviour appears very different. In

the uniform distribution case the effects of orbit shifts and tilting angles seem to have

a smaller impact. This can be explain by the fact that the local density is constant

across the whole electron beam hence only big shifts can cause a large difference in the

equilibrium emittances. In the Gaussian distribution case instead we can see how the

impact is given by large tilting angles but not by large offsets. Even for a 4 mm shift

the final emittance is the same as the aligned situation if the angle between the orbits

is under the threshold of ±0.5 mrad

Figure 6.14a presents the cooling maps for horizontal emittance obtained with a hollow

electron beam. In this case two areas of optimal cooling are found separated by an

almost vertical strip of higher emittances. A similar picture is observed for the vertical

emittance (Fig. 6.14b). The particular shape observable in this maps may be due to

the fact that with the hollow electron distribution the a weaker cooling force is exerted

on the antiproton closer to the beam axis. When a shift is introduced the more dense

external regions of the electron beam is overlapped with the centre of the antiproton

beam ensuring a better cooling.
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(a) Equilibrium horizontal emittance vs. horizontal orbit, uniform electron distribution

(b) Equilibrium vertical emittance vs. horizontal orbit, uniform electron distribution

Figure 6.12: ELENA cooling maps for uniform electron beam distribution.
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(a) Equilibrium horizontal emittance vs. horizontal orbit, Gaussian electron distribution

(b) Equilibrium vertical emittance vs. horizontal orbit, Gaussian electron distribution

Figure 6.13: ELENA cooling maps for Gaussian electron beam distribution.
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(a) Equilibrium horizontal emittance vs. horizontal orbit, hollow electron distribution

(b) Equilibrium vertical emittance vs. horizontal orbit, hollow electron distribution

Figure 6.14: ELENA cooling maps for hollow electron beam distribution.
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Figure 6.15 shows the cooling maps simulated using a parabolic electron beam distribu-

tion. The regions of more and less effective cooling are distributed similarly to what is

observed with the uniform electron distribution, but with smaller fluctuations. At bigger

angle values but the horizontal and vertical emittances are slightly reduced. This could

be related to the very intense core of the parabolic electron beam that might over-cool

the central part of the ion beam enhancing the IBS and resulting in an increased emit-

tance. When instead a tilting angle is introduced the cores are not fully overlapped for

the entire drift length and this effect is mitigated. It is also notable that there are two

points of higher emittances, the cause of which can be attributed to the IBS blow-up

caused by the aforementioned unstable over-cooling.
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(a) Equilibrium horizontal emittance vs. horizontal orbit, parabolic electron distribution

(b) Equilibrium vertical emittance vs. horizontal orbit, parabolic electron distribution

Figure 6.15: ELENA cooling maps for parabolic electron beam distribution.
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6.6 ELENA Lifetime limitation effects and mitigations

In order to improve the lifetime of antiprotons in ELENA, one should mitigate the impact

of limiting effects. For instance, the extraction energy of 100 keV represented the optimal

solution to sensibly increase the trapping efficiency of the experiments without meeting

the very strong limitations associated with lower energies. These include: increased IBS,

more stringent limitations due to transverse space charge, even lower vacuum would have

been required together with the difficulties to manufacture stopping foils thinner than

1 µm needed for the trapping.

The ELENA lattice had been designed to meet requirements common to all synchrotrons,

such as suitable tunes and sufficient acceptances, and to deal with strong focusing due

to bending magnets typical for small machines. The solution adopted is a machine with

hexagonal shape and, with two straight sections without quadrupoles for the electron

cooler and the injection elements. The other four straight sections host two fast deflectors

to extract the beam towards the experimental areas, one wide-band RF cavity and one

wide-band longitudinal diagnostic device, among three families of quadrupoles for optics

control [68]. The three quadrupole families allow for the adjustment over a certain range

of the transverse tunes to avoid resonances and of the dispersion at the electron cooler

in order to optimise the cooling process.

Figure 6.16: Distribution of the ELENA antiproton beam in 3D phase space (dP/P,
εx). Scattered points (black) are particle invariants simulated in the frame of the model
beam algorithm. Evolution of rms emittance and momentum spread in time is outlined

by the red circles.
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Nominal acceptance values of Ax,y = 75 mm mrad have been chosen for the ELENA ring

which are enough to accommodate the beam from the AD and to decelerate it avoiding

beam losses down to a momentum of 35 MeV/c, where the beam emittance is at its

maximal value. Then the electron cooling is applied for the first time, particles have

small transverse amplitudes, and nonlinearities are less harmful causing no beam losses.

With beta function values at electron cooler βx,y ≈ 2 m the beam size, for the worst case

scenario of a maximal emittance, is σx,y = (75 × 2)1/2 ≈ 12.5 mm which would still fit

in the electron beam radius of 25 mm. The machine momentum deviation acceptance

given as 2σ RMS is dP/P = ± 9× 10−3.

The behaviour of the 100 keV antiproton beam in 3D phase space is shown in Fig. 6.16

where the distribution of the beam emittance is plotted against the distribution of the

beam momentum spread during four seconds of cooling. The particles are distributed

according to a Gaussian shape and are located below the transverse and momentum

acceptance limits.

Figure 6.17: BETACOOL longitudinal momentum spread for ELENA with and with-
out the 0.8 mm solenoid shift.

Figure 6.17 shows the evolution of the momentum spread over the time span of the

cooling with and without the solenoid misalignment. The imperfection does not impact

the longitudinal spread of the antiprotons. The electron cooling largely reduces the

momentum deviation, reaching very small final values of 2.7× 10−4. In this way, even

with the momentum spread increase due to bunching before extraction, the requirements

of experiments are met.
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This concludes the simulation studies carried out for ELENA. It had been shown how

introducing in the simulation model solenoid field imperfections (as observed in magnetic

field measurements) the agreement with data is excellent. Investigating the impact of

misalignment in the cooling performance, cooling maps were presented for different elec-

tron distribution models, as was done for the set of measurements from LEIR described

in the previous Chapter. Finally, considerations of the effect of the ELENA electron

cooler on the longitudinal plane were presented together with an overview of lifetime

limiting factors and the mitigations implemented in the storage ring.

6.7 Suggested measurements for the future

With the recent restart of the ELENA operations, it is possible to anticipate that nu-

merous measurement campaigns will be conducted, delivering new data that would help

to improve the understanding of the processes influencing the antiproton beam and to

further validate the observations presented in this chapter.

Measurements of the cooling force — as done for LEIR — using the electron energy-

step method [137] would be of great interest to validate the modified Erlangen formula.

Another effective technique to quantify the cooling force on bunched beam is the phase

shift method. This is a wellestablished method, which for example has been used for

measurements of the longitudinal cooling force in the recycler at Fermilab [157], at IUCF

[158], MSL [159] and in TSR [160] in Heidelberg. By combining electron cooling and rf

bunching, an equilibrium will be established for which the rf force balances the electron

cooling force. The longitudinal component of the cooling force can then be related to

the phase ϕ of the antiproton bunch relative to the rf system.

Additional measurements and studies, for example using the scraper, can give better

insight on the cooler performance. These include taking pairs of scraper measurements

in incremental time steps along the energy plateau to build up a more continuous picture

of the emittance evolution in the presence of electron cooling. Similar measurements in

the absence of cooling would allow an investigation into the significance and phase space

growth rates introduced by IBS. The use of the scraper, unfortunately, is destructive and

systematic measurements of emittance evolution along the cycle are time consuming.

Other emittance measurements, also using the IPMs and the Schottky monitors could

be performed with and without cooling. Introducing a controlled orbit bump would help

understanding if it is possible to counterbalance the solenoid field imperfection observed

and to increase the cooling efficiency.
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Summary and Conclusions

A tailored simulation model for the ELENA storage ring has been developed and pre-

sented. The implementation of the different effects acting on the low energy antiprotons

are based on both theoretical derivations and empirical observations of other low energy

storage rings.

In the introductory chapter the ELENA storage ring was presented together with the

motivations for its development and the relevance it holds in antimatter research was

explained. An overview of the antiproton production and deceleration chain at CERN

was also given, including a description of the several antimatter experiments and how

they will benefit from the addition of ELENA to the antiproton chain.

In the second chapter important concepts such as emittance, beta functions, momentum

spread, and dispersion have been introduced. Beam effects specific to low energy storage

rings such as ELENA have also been introduced giving a theoretical framework for the

simulations study. The fundamental concepts of the electron cooling technique were pre-

sented. Additionally a description of the beam instrumentation used for measurements

was presented.

The third chapter went into details describing the model and approximations used for the

electron cooling process and specifically the derivation of different force formulae. The

approaches considered were the dielectric theory and the binary collision approximation,

both of which are valid instrument for treating the cooling process. Along with the

commonly used ones, a modified formula for negatively charged particles in presence

of a guiding magnetic field was derived. The additional contribution to the cooling

force was derived in the framework of the binary collision approximation and based on

symmetry arguments. The resulting force is considerably increased compared to the

101
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version independent on the circulating particle charge and for the ELENA case the

maximum was found to be almost five times larger.

In the fourth chapter the simulation programs used in this study were described and

benchmarked versus established measurements from a low energy storage ring equipped

with an electron cooler. The new formulae derived in chapter 3 together were imple-

mented in the Betacool code with other modifications necessary to correct bugs related

to introducing negatively charged antiprotons in the simulations. Since it was shown

that the simulations reached a good agreement with measurements performed on the

machine, the introduction of the force additional contribution appears a valid choice for

electron cooled storage rings for negatively charged ions and antiprotons.

In chapter 5 the simulation model was validated by comparisons with data taken at

LEIR. The measurement process and the data analysis were described. A novel in-

vestigation on the LEIR electron cooler performance and imperfections was presented

through the cooling maps for different electron beam velocity distributions. The ob-

servation of the cooling maps suggested the presence of a misalignment in the electron

and ion orbits which can be counteracted with orbit corrections to increase the cooling

efficiency. The emittance evolution data from LEIR showed good agreement with the

beam evolution simulations based on the predictive model for low energy beam dynamics

with different electron beam velocity distribution. This indicates that the beam profiles

are correctly represented and the impact of the distribution on the cooling and heating

effects are well implemented in the model.

The last chapter discusses the simulation studies made for the ELENA performance,

comparing the obtained predictions with the limited data available. The simulation

results showed very good agreement with measurements when observed magnetic field

inhomogeneities were accounted for in the electron cooling code, validating the model.

The presence of the magnetic field errors impacted the equilibrium emittances of about

0.1 mm mrad. The observed imperfection in the cooler could be compensated in the fu-

ture ELENA operations improving the cooling efficiency and obtaining lower emittances.

In order to investigate the effect of various misalignments, cooling maps were simulated

for the ELENA machine employing different electron beam distribution models. This

showed how different electron antiproton overlapping patterns can enhance or reduce the

cooling efficiency of the machine. In the perspective of future upgrades in the ELENA

cooler electron production, this maps can be used to identify the conditions for required

performance targets.

Since the simulation models have been shown to have a good predictive ability when

compared with scraper data taken from ELENA, it is proposed that it can be suitable for

use in other low energy storage rings. The updated force formula for negatively charged
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ions has been proved to be a valid instrument for electron cooling modelling and together

with other modifications introduced for antiproton handling, it will be made available

to the Betacool code share folder.

The results of the simulations also gave an accurate characterisation of the beam, es-

sential for the optimisation of the transfer lines to the antimatter experiments. The

importance of ELENA performance, and hence its optimisation, is entirely related to

the delivery of high quality, low energy antiprotons to the antimatter experiments. In

order to transport the cooled 100 keV antiprotons to the six experiments currently

operating in the AD hall, electrostatic transport lines will be used. The use of elec-

trostatic elements in such a large configuration is a relatively recent practice and much

less common compared with the use of their magnetic counterparts. For example, the

racetrack shaped electrostatic storage ring ELISA [161] was the first of its kind and

was constructed as recently as 1998 in Denmark. It has since inspired other facilities

to duplicate its design, such as ELASR constructed in Saudi Arabia between 2014 and

2015 [162]. The use of electrostatic elements was also considered for other design studies

and potential facilities, such as FLAIR at FAIR [56, 163]. The electrostatic rigidity is

independent of mass, so electrostatic elements become more desirable for low energy ion

beams than their magnetic counterparts.

The simulations can be combined to studies of the transport lines to the experiments

in the AD hall and investigate further sources of error, such as the influence of stray

magnetic fields on beam stability [164]. Following the recent trend to apply machine

learning to improve optimisation results [165, 166], with this type of study the antimatter

community is expected to benefit from the beam improved quality at the handover points

to all experiments. Finally, the simulations could extend to beyond the interface with

experiments, for example to include the degrader foils at ALPHA and its antiproton

trap [167]. Such an extension would allow a more comprehensive optimisation process

and could further improve antiproton trapping efficiencies.

To conclude the study some interesting future experiments to expand the ELENA data

pool are suggested, possibly to further validate the observations presented. For example

experiments to measure the cooling force for antiproton in ELENA with different relative

velocity would be of great interest to test the modified Erlangen formula. Additional

time steps for emittance measurements can give an insight into the beam evolution

during cooling and potentially further validate the simulation model.
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7.1 Outlook

Simulations environments are essential for correctly plan, design and optimize the oper-

ations of accelerators. Although the theory has been developed decades ago and coolers

have been successfully implemented in several accelerators, the numerical simulation of

electron cooling remains challenging and the available tools presents limits. The in-

troduction of a modified formula taking into account the repulsive potential between

negatively charged particles and electrons overcomes some of these limits and there is

ample opportunity to expand this work. The implementation of an IBS routine into the

RF-Track code would offer an additional tool for long term simulations and, using the

scripting languages Octave and Python as user interfaces, a more flexible instrument

than Betacool.

The ELENA simulation may be enlarged including the AD antiproton deceleration tai-

loring beam parameters to specific conditions. Field maps of the cooler stray fields could

be implemented into the simulation. Ongoing work to optimise the e-gun is being carried,

aiming to develop a cold cathode gun based on carbon nanotubes. The resulting electron

beam properties should be used for the ELENA antiproton beam characterisation.

Finally, applications of machine learning with the optimisation tools presented in these

thesis would be of great interest and could offer a valuable instruments for improving

the performance of electron cooled storage rings.
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[15] O. Chamberlain, E. Segrè, C. Wiegand, and T. Ypsilantis. Observation of antipro-

tons. Phys. Rev., 100:947–950, Nov 1955. doi: 10.1103/PhysRev.100.947. URL

https://link.aps.org/doi/10.1103/PhysRev.100.947.

[16] W. L. Laurence. New atom particle found; termed a negative proton. The New

York Times, 19 October 1955.

[17] Nature Publishing Group. Nobel prize for physics for 1959 : Dr. Emilio Segrè and
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