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**Abstract**

*Introduction: In 2011, a consensus report was produced on technology-enhanced assessment (TEA), its good practices and future perspectives. Since then, technological advances have enabled innovative practices and tools that have revolutionised how learners are assessed. In this updated consensus, we bring together the potential of technology and the ultimate goals of assessment on learner attainment, faculty development and improved healthcare practices.*

*Methods: As material for the report, we used the scholarly publications on TEA in both HPE and general higher education, feedback from 2020 Ottawa Conference workshops, and scholarly publications on assessment technology practices during the Covid-19 pandemic.*

*Results and conclusion: The group identified areas of consensus that remained to be resolved and issues that arose in the evolution of TEA. We adopted a three stage approach (readiness to adopt technology, application of assessment technology and evaluation/dissemination). The application stage adopted an assessment ‘lifecycle’ approach and targeted five key foci: (1) Advancing authenticity of assessment, (2) Engaging learners with assessment, (3) Enhancing design and scheduling, (4) Optimising assessment delivery and recording learner achievement, (5) Tracking learner progress and faculty activity and thereby supporting longitudinal learning and continuous assessment.*

**Summary of recommendations:**

1. Institutions and individual educators should assess their readiness to adopt technology to enhance assessment. This includes ensuring digital equity and readiness of the programme, its ‘people, processes and products’ involved with assessment.
2. Technology should be the enabler of assessment, not the focus and driver of assessment, with active engagement of students and faculty.
3. Students should be actively involved in the planning and delivery of Technology Enhanced Assessment.
4. The adoption of new technologies in assessment can be associated with substantial risk, as well as opportunity, and can increase the impact of poor assessment practice.
5. Technology should maximise authenticity and personalisation of assessment and must interface effectively with Technology Enabled Healthcare.
6. Technology should enhance the design, scheduling and delivery of assessment and opportunities to provide enhanced feedback and support learner and educator development.
7. A ‘lifecycle’ model of assessment and feedback can support assessment system change.
8. It is essential that the impact of technology enhanced assessment is evaluated, disseminated and accelerated within Health Professions Education.
9. Sharing best practice in technology enhanced assessment globally is the responsibility of all health professions educators.
10. Consideration should be given to learning from, and with, low resource settings with a focus on implementation, upskilling colleagues and reducing gaps in digital equity and accessibility.

**Background**

Since the previous Ottawa Technology Enhanced Assessment (TEA) consensus statement of 2011, technology enhancements have realised previously unimagined possibilities to innovate assessment practices (Amin et al. 2011). Exciting new horizons continue to be revealed as the interface of technology and education develop new approaches to learning, teaching and assessing, connecting staff, learners and institutions (Alexander et al. EDUCAUSE Horizon Report. 2019). This connectivity, coupled with increasingly accessible ‘big data’, presents real opportunities to deliver personalised assessment and timely feedback.

However, an uncritical adoption of (new) technologies in assessment brings substantial risk, from concerns spanning assessment security and systems failure through to their impact on learners and faculty, including academic integrity (Andreou et al. 2021). Opportunities for innovation, or the potential for misuse and misapplication of technology (for example, the use of analytics to drive decision making), brings complex academic and ethical dilemmas for learners, faculty and organisations in settings where education is delivered.

Whilst we might recognize technology as a relatively ‘new’ construct, innovations throughout history have challenged education as we generate ‘rules’ for its application through use and experience, whilst grappling with an increasingly dynamic, accelerating landscape of technology upgrades and innovation. The pace of change of technology continues to be much quicker than educational reform, creating a perpetual sense of ‘catch up’. This continual challenge is reflected in the triadic interface of ‘politics, pedagogy and practices’ as educators seek to innovate assessment practices alongside these changes (Shum and Luckin 2019).

Since the Ottawa conference of 2020, global disruption caused by the Covid-19 pandemic continues to impact every sector of society. Education has affected a cross generational cohort of learners (from pre-school to continuing professional development), necessitating institutions to rapidly adopt and adapt to remote/online education (Aristonvnik et al. 2020; Cleland et al. 2020; Gordon et al. 2020; Rahim 2020; Farrokhi et el. 2021; Grafton-Clarke et al. 2021). Assessment has seen particular challenges, but has embraced technology to deliver creative, innovative solutions in Health Professions Education (HPE) (Fuller et al. 2020; Hegazy et al. 2021). Whilst new discourses have emerged in TEA, for example the ‘online OSCE’ (Objective Structured Clinical Examination) (Roman et al. 2021; Hytönen et al. 2021), these may lack definition or alignment to good assessment practice and the purpose of the OSCE (Boursciot et al. 2020;2021). Other proposed technology solutions such as learning analytics show significant potential, but currently lack a critical evidence base (Archer and Prinsloo 2019; Sonderlund et al. 2019). Consequently, calls have emerged for greater scholarship to underpin the use of technology to innovate education (Ellaway et al. 2020), and this provides a helpful backdrop to explore this refreshed TEA consensus statement.

**Looking back to the future? Lessons from the 2011 consensus and a refreshed framework for a new decade**

Many of the technology innovations forecasted by the previous Ottawa TEA consensus may now be perceived as everyday education practice (including virtual learning environments, computer-based assessment, simulation and mannequins) with growing trends in the gamification of assessment (Wang et al. 2016; Prochazkova et al. 2019; Tsoy et al. 2019; Tuti et al. 2020; Roman et al. 2021). Furthermore, the rapid spread of mobile technology over the past decade has provided learners opportunities to retrieve information in the clinical workplace, but has also created tensions between students, clinical teachers, health care professionals, and patients and carers (Scott et al. 2017; Harrison et al. 2019; Folger et al. 2021).

However, it is important to recognise that resource and technology limitations mean that some institutions have been unable to implement teaching, learning and assessment practices that require new technology. In addition, not all students have access to the latest technology. These factors widen an already established disparity between lower and higher resourced environments through access to technology enhanced learning (Aristovnik et al. 2020). Since the previous consensus, many of the broader ‘hardware’ solutions that have emerged in wider society have radically changed how we can assess learning, e.g., tablet-based marking in OSCEs (Judd et al. 2017; Daniels et al. 2019) and smartphone assisted assessment in the workplace (Mooney et al. 2014; Joynes and Fuller 2016).

Whilst it is tempting to explore a focus on technology ‘tools’, some of the key concepts from the previous Ottawa framework remain at the forefront of implementation and research questions, particularly relating to the application of technology to replicate the existing assessment assignments and practices in an online environment (‘transmediation’) or to the efficiency in the use of technology-assisted assessment tools that speed up examinations and grading (‘prosthesis’). TEA has been suggested to provide authentic assessments (Gulikers et al. 2004) of students' competencies or combinations of knowledge, skills and behaviours required in real life. However, the risks to authentic assessment through TEA remain high, either through unintentional assessment of unintended constructs, or deviation from real life practices that consequently affect learner engagement and behaviours. The 2011 framework also focused on some of the challenges of high cost and high-fidelity assessment technology practices – now particularly challenged by the emergence, and understanding, of digital inequity amongst learners and institutions (UNESCO, 2018). Despite ten years of innovation and scholarship, some of the key questions posed, surrounding authenticity of assessment and impact of learning remain at the forefront of our thinking.

Drawing on these lessons, this refreshed framework draws from broad scoping across assessment, technology and educational practices in the wider environment in which assessment takes place. It draws on a reflection of both the established (educational) technology which shaped the 2010-2020 decade (Auxier B et al. Pew Research 2019), emergent technologies and theories that underpin the practice of active learning.

Sensitised by feedback from in-person workshops in the 2020 Ottawa Conference and subsequent open consultation and workshops, the consensus framework is divided into three key stages, spanning (1) readiness for technology adoption, (2) its application to the assessment lifecycle (supported by illustrative case studies) and (3) processes for evaluation and dissemination of TEA.

**STAGE 1: Assessing readiness to adopt technology to enhance assessment**

Technology has been a common solution to many of the recent COVID related challenges to learning and assessment in HPE, with a whole range of scholarly communications illustrating individual institutional responses across conference and journal platforms (e.g, Khalaf et al. 2020; Jaap et al. 2021). However, other authors have highlighted that many of the concerns around educational practice that existed pre-COVID are unlikely to have been resolved through these approaches (Ellaway et al. 2020). Moreover, technology may increase the impact and risk of poor assessment practises. Automated processes may ‘at the push of a button’ generate substantial error (e.g. through inaccurate score reporting), causing long-lasting damage to learner and faculty trust around assessment processes.

As identified in the previous section, non-critical adoption of technology in assessment means potential benefits could be offset by a range of potential disadvantages (academic, financial and institutional). Critical to the adoption of technology is the need to ‘assess assessment’, to ensure that any sub-optimal assessment practices are identified and resolved.

One of the key recommendations of this Ottawa consensus is to ‘put aside the technology’ and investigate four critical areas associated with TEA:

* The quality of existing assessment practice
* The purpose of introducing TEA
* Engagement with digital equity challenges
* Institutional capacity to adopt technology

**‘Assessment fit for purpose?’**

A review of existing assessment processes is central to readiness for adoption of TEA, and should focus not just on assessment ‘tools’, but the wider programme of assessment, its theoretical underpinning and environments in which assessment may be undertaken (campus/clinical practice/learners’ personal space) including any existing technology used to deliver assessment (e.g., classroom desktop or personal laptop computers, or mobile devices). A broad range of expert, fit for purpose specifications and guidance should support this assessment review (Dijkstra et al. 2012; Norcini et al. 2018; Boursicot et al. 2021; Heenaman et al. 2021; Torre et al. 2021). ‘Assessing assessment’ at the outset helps not just ensure that assessment is fit for purpose in its existing format but identifies potential pitfalls that can be resolved in advance of technology adoption. It also establishes opportunities to explore enhancement of assessment practices or identifies new developments that will be central to the next recommendation of this review.

**‘What is the purpose of adopting TEA?’**

The overriding question ahead of introduction of TEA should be, as with all educational technology, to what extent will the technology enhance students’ learning and faculty’s ability to support this? (Fuller and Joynes 2015). If the purpose of TEA is only to ‘replace’ a paper version of the same assessment, the argument that the assessment would be ‘enhanced’ by technology is already lost, and could likely be an expensive mistake or worse, have longer lasting reputational damage if perceived as a ‘vanity project’. Instead, as educators, we need to return to the principles that guide all well-theorised educational developments, looking at alignment between course content, learning activities, the proposed assessment, and the desired outcomes of the course (Biggs and Tang 2011; Villaroel et al. 2020)). Learners build meaning on what they do to learn. Thus, faculty should intentionally design learning activities and assessment tasks that foster the achievement of learning outcomes, rather than focussing on implementing specific assessment methods.

Using an approach informed by pedagogy will enable teams to look at where investment in technology will be the most meaningful to their courses, either as a one-off bespoke element or as a programmatic approach. Nevertheless, it is worth noting that piecemeal investment is rarely sustainable and risks learners and faculty being asked to learn how to use multiple tools in a single area of a curriculum. If they involve high stakes assessments, this can lead to significant cognitive load on learners (Davies et al. 2010). When new and promising technology emerges, decisions to introduce it to enhance assessment are rarely immediate, potentially delaying innovation. However, of equal concern is a failure to evolve practices beyond merely ‘replacing’ what is, and has always been, done in terms of assessment.

Within considerations of the purpose of TEA in any given institution, there are wider opportunities for educational design that are worth noting. When bringing in either small or large-scale assessment change, it is possible to leverage benefits from the process in terms of wider course transformation through, for example, the introduction of immersive design and even co-production of assessment so that both educators and learners are invested and engaged with the result (Holmboe 2017; Cumbo and Selwyn 2021). This moves away from the perennial challenge of learners feeling that assessment is something that is done “to” them, rather than done “with” them. Through the introduction of technology in assessment, there are also enhanced opportunities to use the data which are gathered through the assessment processes to explore what learning and feedback is taking place. Nevertheless, this should be seen as a positive by-product of the introduction of TEA and *not* the driving force for its introduction.

Within the broader opportunities that exist in developing TEA processes, we must also be cognisant of the challenges such introduction brings. There is a continued need to avoid embracing the myth that the next generation of learners are so called ‘digital natives’ who easily embrace the use of new technology in learning and assessment because they use mobile devices fluently in their personal lives (Tapscott 1998; Prensky 2001; Bennett et al. 2008; Jones 2010; Jones et al. 2010). Whilst learners and faculty have increased technology immersion, this primarily exists in their social/personal spaces; gaps between their use of digital technology in their daily life and in learning have been reported in previous studies (Selwyn 2010; Pyörälä et al. 2019). HPE therefore still needs to focus on the support that all learners and educators will need, to make TEA effective.

There is also a risk that the introduction of TEA will widen the already large attainment gaps, between different groups of learners in an institution or between/across institutions (Rahim 2020; Hegazy et al. 2021). Those already with access to better IT systems, support and connectivity (either through their previous education, or within HPE) will find TEA easier to introduce/adopt than those who face instability or deprivation in the basic infrastructure (Aristovnik et al. 2020). While institutions and educators will inevitably be focused on their own local challenges, one of the larger questions posed by the introduction of TEA is how we could steer and drive technology change that promotes digital equity.

**The importance of digital equity within TEA?**

At an individual programme level, TEA needs to ensure the digital equity of all learners to ensure they have the required skills and comparable access to online technology (Alexanderet al. 2019). When implementing online assessments, a strategy that ensures digital equity is therefore needed to limit the technological differences between learners (and faculty). Strategies need to consider the capacity of devices used for learning (i.e., the generation of devices), operating systems (e.g., iOS, Android) and accessories required (e.g., camera, microphone). The strategy ought to include the digital capabilities students need for each online assessment, given that students’ digital capabilities relate to specific tasks and technologies (Bennet et al*.* 2008). Ensuring digital equity for TEA is a crucial step to ensuring assessment equivalence for learners within a programme in one institution or for candidates sitting for licencing/professional assessments across institutions nationally (Wilkinson and Nadarajah 2021).

Digital equity can be enhanced through online assessments that operate on students’ existing devices and within their digital capabilities, and a device specification that lists devices ranging in capability and cost for students who need to purchase new technology. The successful growth of BYOD (Bring Your Own Device) assessments relied on the deliberate use of community-based technologies, held by learners, that facilitate co-creation and learner connectivity (Sundgren 2017). A programme involving in-home online assessments needs to consider the capacity and stability of learners’ high-speed internet connectivity.

However, there are broader questions around the ability of TEA to ensure equity between institutions situated in different parts of the globe, and these need explicit discussion to ensure that recommendations made here do not leave lower resourced institutions behind. UNESCO noted that there are two dimensions to digital accessibility: technical (infrastructure for connectivity and capacity of devices) and socio-economic (affordability and students’ digital capabilities). Unequal access to technologies and subsequently to TEA are linked to, and can exacerbate, existing inequalities of income and resources between and within communities (UNESCO 2018). Even within areas of high internet use, marginalised communities may be missing out on opportunities; for example, in New York 25% of homes have no internet access (Mozilla 2017). While individual institutions are unlikely to be able to solve these issues alone, it is vital that those who are able to trial different technological solutions share their results when use of technology in TEA goes well - and even more importantly, when it goes less well, to help other programmes avoid making costly mistakes.

**‘Programmes, People, products and processes?’**

Based on experiences of many of the statement’s authors and workshop attendees, considerations regarding readiness to adopt technology are often focused on the *technology* itself rather than the *intended outcome*. The risk of this approach is that the technology becomes the focus and driver of assessment enhancement rather than the enabler. This approach may also result in an over-focus for a particular technology provider, product or solution based on personal preferences and previous experiences. To avoid this, this recommendation proposes a ‘4P’ approach (Programmes, People, Processes and Products) as a comprehensive team-based approach when adopting TEA.

*Programmes*: the first area of consideration should frame the context and educational need. Assessment blueprints can be further expanded to include current implementation gaps, technological solutions (if any), risk assessment and resources needed. Risk assessments should include impact on regulatory compliance locally (challenges of switching/introducing new formats/approval timelines) and externally (where appropriate, continued compliance with national and/or regulatory requirements), and resources (upgrading infrastructure, hardware or software).

*People*: Priorities for change management always focus on people, as their buy-in, participation and feedback are crucial for successful implementation (Er *et al.* 2019) . In the context of enhancing assessments, there are three groups of people to engage with: faculty, professional support staff (e.g., exam office, IT) and students. It is critical that this engagement includes training related to any new skill sets related to the enhancement and opportunities to give feedback after pilot developments. Similarly, engagement of learners and professional support staff should be genuine, with their involvement at the start of the project rather than the end. Students can be successfully co-opted to partner or co develop the assessment enhancements (Er *et al*. 2019; 2021).

*Processe*s: To implement assessments efficiently, there are internal processes that should be shared across relevant stakeholders. However, when technology is used or added for assessments, process change pitfalls often include piecemeal or direct ‘cut and paste approaches’ (transmediation). Assessment data management can be particularly susceptible to changes in such processes. A review of the impact of the technology enhancement on assessment data governance, security, transfer and reporting at different levels can help enable data interoperability and reduce risks of technology assessment failure.

*Products*: The selection of the technology product depends on its alignment to the scope of work, accessibility and affordability to the institution. An evaluation based on the former, can lead to the decision to buy, build or partner with an external organisation to develop the product. In the selection of any product, careful consideration needs to be given to the utilisation of existing institutional technology (e.g. opportunities to better leverage the full abilities of everyday products such as MS Office) and the concept of the ‘modern professional learner’s toolkit’ with an extensive range of technology already available to support personal and professional learning (Hart 2021).

**STAGE 2: Applying technology within the ‘Assessment Lifecycle’**

In keeping with other recent Ottawa consensus statements, this paper provides a framework of core principles to guide the enhancement of assessment with technology. Adopting a broader Higher Education assessment lifecycle model as support is intentional, maximising the applicability of this consensus to multiple educational contexts. The lifecycle provides a readily identifiable ‘helicopter view’ of all key processes involved in assessment, whatever the stakes and purpose of the assessment. The lifecycle process is iterative, enabling a quality improvement approach that spans assessment design, scheduling and delivery through to key academic processes surrounding integrity and conduct, moderation and student progress tracking (JISC 2016). As demonstrated in Figure 1:

Figure 1: The Assessment and Feedback lifecycle (JISC 2016)

This lifecycle approach reflects the changing focus in HPE from assessment ‘tools’ to systems and programmes of good assessment, particularly the holistic approach seen in programmatic assessment (Heenaman et al. 2021). Within medical education, the lifecycle has also been successfully applied to the design, and delivery, of complex assessment interventions such as the OSCE. Applied to the context of TEA, the lifecycle provides five key foci, and targets for application:

1. Advancing authenticity of assessment (an overarching principle)
2. Engaging learners with assessment
3. Enhancing design and scheduling
4. Optimising assessment delivery and recording of learner achievement
5. Tracking and learner progress and faculty activity - supporting longitudinal learning and continuous assessment.

Following feedback from consensus in-person workshops, and the value of theory informed, practice innovation reports, these principles are supplemented by a series of good practice exemplars drawn from the consensus authorship. Recognising that introducing educational innovation at any time is a challenge (and arguably more so in peri/post-pandemic times), these exemplars aim to serve both as inspiration and a potential template, providing case studies of existing good practice in TEA as defined by the criteria outlined above. Not all the examples will work in all contexts, nevertheless it is hoped that readers will be able to find elements of all the case studies and supporting literature which could be adapted to work in their own environments. Following the consensus’ best practice advice in relation to equity, case studies deliberately do not imply one ‘best’ technology for this purpose. The actual hardware and software that works in each location depends upon existing institutional infrastructures and investment, confines under which educators work globally, regardless of context.

***Principle 1: Advancing assessment authenticity***

The design of ‘authentic’ assessment tasks, aligned with the appropriate stage of a curriculum and relevant competencies, is a cornerstone of learner engagement and quality assessment. When technology is used to develop these tasks further (e.g., introduction of virtual reality simulation), the potential benefits of enhanced learner engagement and innovation may be offset by the unintentional introduction of different constructs (including familiarity/navigation requirements of the technology). Educational research continues to examine whether engagement in, and assessment of, ‘authentic’ tasks truly leads to mastery of the task in isolation, or more integrative application to practice and true learner development (Wiliam 2021). Development of TEA in HPE therefore needs to critically examine how it bridges the ‘authenticity interface’ of pedagogy, technology and clinical practice.

**Pedagogically**, the focus of assessment continues to shift from a sole focus of assessment of learning, to greater representation of assessment for learning and thus to ‘sustainable assessment’ (Boud 2000). The goal is not only to give grades on the students’ performance *today*, but to support their *future* learning and growth of self-regulated learning skills, the ability to set goals for their learning and monitor their knowledge, skills and behaviour. Sustainable assessment emphasises that the student should learn the ability to assess their own performance not only in their educational settings but throughout their future working lives (Boud 2000; Boud and Soler 2016).

In TEA, this means that we should ensure less focus on the measurement and technical development of assessment tools, and a greater focus on the qualitative and personified assessment fostering student learning in authentic learning/workplace contexts. The use of alternative learning taxonomies that consider metacognitive function and student engagement as a result of assessment, alongside assessment tools, can inform the selection and design of authentic tools (Marzano and Kendall 2007; Villarroel et al. 2018). The wider experiences of, and approaches to, assessment in Higher and Continuing Education are an additional useful resource for alternative assessment formats including open book and takeaway assessments (e.g., Sambell and Brown 2021), and assessment tools that help teachers track their students' progress whilst allowing learners to develop their own capacity to make judgement about their learning progress and plan improvement (Malecka and Boud 2021).

**Technically**, TEA should leverage key principles that inform educational technology development, minimising ‘navigation’ issues, placing learners and faculty at the heart of design (Divami 2021). Design should allow assessment to be opportunistic (e.g. the use of smartphones to support WBA in a wide range of settings), immersive (e.g. allowing learners to create their own self- and group assessment opportunities) and connected (allowing personalisation and connectivity within learning organisations - e.g. smartphone apps/coaching groups to promote reflection by residents) (Konings et al. 2016).

**Clinically**, there are significant opportunities for TEA to interface effectively with current, and emerging approaches of *technology enabled healthcare*. Much of the current focus of educational technology in HPE assessment focuses on delivery, rather than an opportunity to align to how technology is used to enhance the care of individuals, groups and populations. For example, we suggest the following simple framework to guide assessment opportunities:

*Device augmented car*e: In many health systems, the advent of paperless healthcare systems and cloud based ‘shared care’ (e.g. Philips 2021) spotlight the rapid upskilling needed for online consultation, communication and decision making (Greenhalgh et al. 2016; Darnton et al. 2021). The advent and growth of bedside ultrasound as a bedside diagnostic and therapeutic procedure for undergraduates and professionals alike provides targets for TEA development (McMenamin et al. 2021).

*Expectations, and health technology literacy, of patients and professional*s: A rapidly changing pace of care means the global community of HPE learners and professionals will deliver care using constantly changing guidelines, procedures and drugs, where timely access to online resources and continuing professional development are essential. Demonstrating ‘when, why and how’ such resources are accessed as part of patient care should be a critical target for assessment.

*Health analytics and risk communication*: The use of big data and deep machine learning increasingly contribute to health, guiding algorithms and decision making, and contributing to diagnosis (Rajpurkar et al. 2022). Designing assessments that integrate risk communication, digital literacy and decision making within shared patient-professional consultation models provide opportunities for highly authentic assessment tasks, accepting the ongoing debate about opportunities and limitations of AI (Principle 5).

***Principle 2: Engaging learners with assessment***

In an ideal educational programme, learners would always be fully engaged with assessment throughout their programmes of study (not just when they perceive it matters). The headline principle for each of the good practice case studies presented throughout the consensus reinforces that learner engagement can be facilitated better through TEA given the opportunities for asynchronicity and connectivity. Active learner engagement is strongly associated with deeper learning (Villarroel et al. 2020) and achievement and the use of technology (e.g. through virtual learning environments) to measure and monitor activity highlights the importance of both early, and sustained learner engagement on assessment outcomes (Korhonen 2021). In this first case study, Webb and Valter demonstrate the power of simple, readily available technology to improve participation and creativity in assessment, develop reusable learning resources and connect groups of learners:

**Case Study 1**

Assessment for the You-Tube generation: a case study on student-created anatomy videos (Alex Webb & Krisztina Valter, Australian National University)

**Context**

We sought to modernise a 2000-word individual essay assessment on anatomy topics chosen from a list of five options provided by the teacher.

**What were we trying to achieve?**

We re-designed the assessment task to stimulate student interrogation of the topic and construction of their own knowledge representations utilising a commonly available technology. It was also important that the task empowered student choice, made learning fun, allowed students to be creative and provided an opportunity for students to produce outputs that could easily be shared with peers. In addition, we hoped to make marking more enjoyable in less time!

**What we did**

Students were tasked to create a 5-7-minute entertaining educational video on an anatomy topic of their choice in self-selected groups of five. Each video was graded by the teachers. The videos were provided for the whole cohort for evaluation, and for their revision.

**Ongoing evaluation of impact**

The majority of students enjoyed the activity (93%) and found that it improved their understanding of the topic (90%). The opportunity to research the topic and consolidate their knowledge were key factors aiding their learning. However, time and learning a new technology detracted from their learning. For teachers, marking and providing feedback was more efficient and enjoyable.

**Take home message**

The process of creating videos provided students with a fun and stimulating opportunity to work as a team to construct their own representations of anatomical concepts to aid their own learning, which can be easily shared with peers.

The case study is a powerful example of learner engagement with the assessment process, demonstrating best principles in adapting assessment for a generation who ‘prefer to learn by doing’ (Marzano and Kendall 2007) and the principle that learners construct meaning on what they do to learn (Biggs & Tang 2011). Such tasks (which can be adapted to a range of assessment stakes) have the additional benefit of co-produced content creation, resulting in a bank of resources which can then be used to enhance teaching and assessment engagement for the following cohort. From a health humanities perspective, such tasks also enable students to demonstrate their creative capacities through assessment.

From a digital and geographical equity perspective, TEA presents endless possibilities to share low stakes assessment formats between educators and learners across borders. The use of simple, established technology often requires learners only to access/hold a relatively basic smartphone device (rather than computer or laptop); something which was considered to be feasible worldwide in 2014, given the prevalence of devices in relation to the population (International Telecommunications Union 2014 in Fuller and Joynes 2015). Technology can present opportunities to engage learners differently with feedback; offering quicker ways to request and record in the moment thoughts on what is going well, what can be improved, and how to progress to the next level, through written, audio or ‘speech to text’ functions now common in all mobile devices (Tuti et al. 2020). Such opportunity really opens up the power of technology to positively shape both assessment and learning behaviours, building on established theoretical principles of learner driven, actionable feedback (Sadler 2010; Boud and Molloy 2013).

**Principle 3: Enhancing design and scheduling of assessment**

Many of the technology developments of the last decade have enabled considerable development of approaches to HPE assessment, particularly when viewed through a quality, or validity lens (St-Onge et al. 2016). Software is now used routinely to support the creation of knowledge test item banks (e.g. for single best answer formats) at individual, institutional, consortia and national levels. Working remotely within assessment consortia to design and share assessment items presents substantial cost savings and efficiencies, and sophisticated tagging of items allows arguably better quality in the creation of tests and their constructive alignment (Kickert et al. 2021). The substantial costs associated with the development, emendation and banking of items are now being challenged by the potential of automatic item generation (Lai et al. 2016).

The use of TEA within performance assessment has been particularly impactful using Work Based Assessment (WBA) formats, presenting opportunities to develop more learner centred, opportunistic cultures of performance assessment in clinical practice. Institutional and national models of programme level WBA operate using technology-based platforms and technology-based portfolios (van der Schaaf et al. 2017; NHS eportfolios 2021), with use of mobile devices to capture assessment at the point of patient care (Joynes and Fuller 2016; Harrison et al. 2019; Maudsley et al. 2019). Much of this advancement has been facilitated using ‘Bring Your Own Device’ (BYOD) models (Sundgren 2017) but care needs to be taken to avoid inequity of opportunity, and to ensure sufficient infrastructure to support these approaches as highlighted in Section 1.

The growth in assessment management systems which routinely capture individual, and cohort level progress of learners has enabled meaningful use of large data sets to design newer approaches to assessment. Work to track the longitudinal consequences of borderline and underperformance in programmes of assessment (Pell et al. 2012) has supported the implementation of data driven Sequential Testing formats (Pell et al. 2013; Homer et al 2018), which are increasingly demonstrating impact on assessment quality. Work supporting adaptive knowledge testing systems demonstrates the emergence of potentially highly personalised applied knowledge testing and feedback (Collares and Cecilio-Fernandes 2019).

Large scale, global experience of online testing (and the challenges of ‘closed book’ format testing e.g., through traditional use of Single Best Answer formats) have renewed interest in Open Book test formats and the opportunities that technology may bring (Zagury-Orly and Durning 2021). Whilst previously not a dominant assessment format within HPE, there is substantial evidence about the use of Open Book or ‘take home/take away’ test formats within both medical education (Westerkamp et al. 2013; Durning et al. 2016; Johans et al. 2017), and particularly within wider education (Bengtsson 2019; Spiegel and Nivette 2021), with extensive practical experience on replacement of closed book formats (Sambell and Brown 2021). Arguably, this presents a highly authentic approach to assessment which challenges faculty to design, and learners to solve, complex problems that require research and synthesis, either individually or in groups (e.g., aligning to the use of multi-disciplinary team working in many health cultures, particularly for complex clinical decisions). Technology presents a real lever to redefine the ‘Book’ (e.g., a mobile device). The potential to monitor and understand how learners develop and operate search strategies and collaborate/connect with others to solve problems provides new opportunities for ‘lower stakes’ assessments, as demonstrated in Case Study 2.

**Case Study 2**

Open Book Online Assessments: A case study of institutional implementation across health professions programmes (International Medical University, Malaysia)

**Context**

The university had implemented an online assessment system (OAS) for its health professions programmes in 2018. The OAS was comprehensive in that it allowed for question development, delivery of knowledge based and OSCE assessments with post exam analysis and individual student reports based on learning outcomes. During the early phase of the Covid-19 pandemic, the OAS was modified to be an offsite online test-taking platform for students and staff, as the physical campus space was unable to be used for assessments due to national lockdown restrictions.

**What we were trying to achieve**

A new challenge emerged from this adaptation as we were unable to invigilate the offsite, online assessment as no proctoring feature existed in the OAS. Given the modifications to teaching and learning activities due to Covid-19 and the risks of non-proctored assessment on student progression, we implemented an online, non-proctored time-based open book assessment using existing assessment formats for *low stakes* exams. Open book assessments used knowledge application item formats which were blue printed against learning outcomes.

**Ongoing evaluation of Impact**

The first round of implementation with offsite online test taking highlighted major concerns around data capacity and device limitation of students, ability to provide technical support and concerns of cheating amongst faculty and students. This led to further improvements including additional provisions for students with device or data capacity and the introduction of in-house online invigilation (instead of external proctoring software). Subsequent analysis showed that, with these improvements, individual student and cohort assessment performance correlates strongly with pre-adaption assessments (Er et al 2021).

**Take home message**

When shifting to offsite online open book assessments, faculty were initially more concerned about the use of open book assessments and its impact on student competencies as they progressed. Instead, issues that arose were related to technological shifts from an onsite to an offsite examination. It was beneficial to take the opportunity to adapt during a crisis, but it is also equally important to adapt the assessment after its first implementation to improve it further.

The near wholesale switch to online test delivery in response to the ongoing Covid pandemic has also allowed a fresh look at resources needed for testing (space, staffing) and opportunities to improve timing and deployment of testing. For lower stakes tests, and particularly assessment for learning formats, Webb and Valter demonstrate the opportunities for learner engagement with assessment in non-physical settings. The constraints of booking large exam halls and scheduling multiple assessments within, and across, programmes are liberated through the intelligent use of technology, with emerging evidence about the importance of the physical assessment environment on learner anxiety and emotion (Harley et al. 2021). The importance of support for learners and faculty in the design, preparation and delivery of such assessments cannot be overstated (Tweed et al. 2021), with the opportunity to signpost wider education resources there (Wood 2020; Wood 2020a).

**Principle 4: Optimising assessment delivery and recording of learner achievement**

It would be interesting to look back at 2020-2021 in future iterations of this consensus and review the biggest impact Covid-19 had on assessments - but at this stage, the most visible impacts of TEA have been on assessment delivery. The growth of online knowledge testing has seen the emergence of effectively mass, online testing where technology is used to support the delivery of testing and automated marking. Sophisticated assessment management systems (which also provide item banking) support the automated application of recognised standard setting methods e.g. Ebel, Angoff. Technology has also enabled the delivery and automated marking of alternative knowledge testing formats including VSA (Very Short answer) questions, allowing candidates to answer using free text, and the use of machine learning algorithms to undertake most of the marking (Sam et al. 2018).

Assessment Management Systems also support the delivery of marking and automated standard setting (e.g., using Borderline Methods) in performance assessment, notably OSCEs, e.g, through scoring using mobile devices, which can also capture feedback to learners. The rise of ‘virtual’ OSCEs has demonstrated opportunities to further reconceptualise what can (and cannot) be authentically assessed using a fully virtual format, including the complicated logistics needed to return a high quality, defensible assessment (Boursicot et al. 2020). Arguably, much of this experience has helped focus on a need to align TEA with technology enhanced healthcare (e.g., the routine use of online/virtual patient-professional consultations). As highlighted in Principle 3, the use of mobile devices to facilitate the delivery of WBA has grown progressively, but less well disseminated has been the impact of technology on delivering professionalism assessment, e.g., from fully online systems of 360/multi-source feedback, through to active research into the power of technology connectivity to instantly provide feedback or immediately raise concerns about a learner’s wellbeing or behaviour (JISC 2020).

The use of technology within assessment has also provided powerful benefits to the analysis of assessment quality, *post hoc* metrics and score reporting (Boursicot et al. 2021). The opportunities to record cumulative and longitudinal learner achievement through a range of linked ‘artefacts’ (ie, the performance itself, the ‘score’, assessor feedback and candidate reflection) within a technology-based portfolio presents a powerful repository to influence truly sustainable assessment. A comprehensive repository of assessment and feedback evidence is central to effective decision making about learner progression in programmes of assessment and programmatic assessment approaches. The extensive data captured as a result of TEA provides powerful insights into examiner behaviour and decision making within the OSCE, generating further research (using simple technology such as video) into how technology might further augment OSCE quality, as demonstrated in Case Study 3.

**Case study 3**

Video-based Examiner Score Comparison and Adjustment (VESCA) as a method to enhance quality assurance of distributed OSCEs (Peter Yeates, Keele Medical School, UK)

**Context**

Owing to candidate numbers, most institutions run multiple parallel circuits of Objective Structured Clinical Exams (OSCEs), with different groups of examiners in each. It is critical to the chain of validity that these different “examiner-cohorts” all judge students to the same standard. Whilst existing literature suggests that examiner-cohort effects may importantly influence candidates’ scores, measurement of these effects is challenging as there is usually no crossover between the candidates which different examiner-cohorts judge (i.e. fully nested designs).

**What were we trying to achieve**

We aimed to develop a technology-enabled method to overcome the common problem of fully nested examiner-cohorts in OSCEs.

**What we did**

We developed a three- stage procedure called “Video-based Examiner Score Comparison and Adjustment (VESCA)”. This involved (1) videoing a volunteer sample of students on all stations in the OSCE; (2) asking all examiners, in addition to live examining, to score station-specific comparator videos (collectively all examiner-cohorts scored the same videos); (3) using the linkage provided by video-based scores to compare and adjust for examiner-cohort effects using Many Facet Rasch Modelling.

**Ongoing evaluation of impact**

Camera placement required careful optimisation to provide unobstructed views of students’ performances whilst mitigating intrusion. Scoring videos imposed additional time demands on the OSCE but data supported equivalence of delayed scoring via the internet thereby enhancing feasibility. Students generally welcomed procedures to enhance standardisation. Score adjustments were acceptably robust to variations in the number of linking videos or examiner participation rates. Examiner-cohort effects were sometimes substantial, accounting for more than a standard deviation of student scores. Adjusting scores accordingly could influence the pass/fail decisions of a substantial minority of students or substantially alter their rank position.

**Take home message**

VESCA offers a promising technology-enabled method to assist individual institutions, assessment partnerships or national testing organisations to enhance quality and ensure fairness of multi-circuit or distributed/national OSCE exams. (Yeates et al. 2020, 2021, 2021a, 2022)

Beyond delivery, analysis and score reporting, the extensive use of technology has generated substantial comment about test security, cheating and candidate proctoring (Roberts et al. 2020; Selwyn et al. 2021; Bali 2021). Commentary highlights the careful balance of 5 key, overlapping issues which can be best summarised as:

-**Trust**: In the *institution* delivering the assessment, within and amongst *Faculty* and *candidates* themselves (and the subsequent confidence and trust in future assessments)

-**Professionalism**: and the expectations of candidates and faculty within, and around, the delivery of assessments

-**Active proctoring**: *compassionate and proportionate* responses that do not introduce context irrelevant variance, or additional cognitive load on candidates or Faculty, nor require access to complex browser systems/devices that widen digital inequity

 **-Detection and security**: of both academic malpractice within an assessment, the breach of e.g., a secure test bank, or inadvertent loss of candidate characteristics/performance data that may be stored by third party or cloud-based systems.

- **Consequences**: both in terms of sanctions when academic malpractice is detected, but also to reinforce the trust of learners, professionals and patients

Data to date suggests very mixed experiences across testing institutions in relation to security, with some larger scale national assessments reporting no differences in candidate performance comparing online/offline test delivery (Hope et al. 2021; Andreou et al. 2021; Tweed et al. 2021). More widely, technology has substantially enabled the growth of ‘contract cheating’, requiring a balance of consequences across learners ‘outsourcing’ assessment and those completing the outsourcing (individuals and companies) and challenges both for institutional practices and legislation (Ahsan et al. 2021; Awdry et al. 2021).

**Principle 5: Tracking learner progress and faculty activity - supporting longitudinal learning and continuous assessment**

Whilst the use of technology has been potentially transformational in assessment processes and practice, the advent of technology-driven “decisions” on learner progress present significant challenge and concern. The use of “artificial intelligence” (AI) more widely in healthcare presents potential benefits in the early detection of disease or more accurate diagnosis (e.g. Liu et al. 2019; Yan et al. 2020). However, Broussard highlights that all data is ultimately generated by humans, so the challenge for ‘AI’ of poor decision making, the responsibility for coding and use of any outputs remains with humans (Broussard 2018).

In education, AI based technologies have heralded opportunities to predict learner success or detect those in need of targeted support, whether relating to learning or wellbeing (JISC 2020). However, there is little high quality, empirical research that looks at the outcomes of such technology on learners and faculty (Sonderlund et. 2019). Within assessment, commentaries have focused on either machine-based decision making within individual assessments (Hodges 2021) or through the analysis of longitudinal data sets (Hope et al. 2021a).

Within wider education, there have been several approaches to how data processing and learner analytics have been used as part of TEA. Poor design of systems, data processing or understanding/application of outcomes can lead to failure in ‘**profile and predict**’, resulting in either unclear outcomes for learners (Foster and Francis 2020), negative impact on learners (through reinforcing fear of failure) or development of ‘gaming behaviours’ (Archer and Prinsloo 2019). Of equal consequence is poor understanding and application of such systems by faculty and institutions (Lawson *et al*. 2016). In contrast, intelligent systems design and purposeful use of data can be used to ‘**gather and guide**’, using data to identify and meaningfully support learners at risk of future failure (Foster & Siddle 2020) or support self-regulation and better learner choices (Broos et al. 2020), as shown in Case Study 4. A current challenge is that this principle is situated within a limited published evidence base which highlights mixed outcomes for education in terms of meaningful impact on learning (Shum and Luckin 2019).

**Case study 4**

Online formative assessment for continuous learning and assessment preparation, guided by student feedback and learning analytics (Karen Scott, University of Sydney, Australia)

**Context**

Students in the four-year Sydney Medical Program undertake an 8-week paediatric block. Most of the 70-80 students are at The Children’s Hospital at Westmead, Sydney for the Day 1 orientation, Week 5 teaching and Week 8 examinations; 8-12 students are at rural hospitals. For the remaining block, students undertake clinical placements at the Children’s Hospital, metropolitan and rural hospitals, and community health centres.

**What were we trying to achieve?**

Paediatrics comprises general paediatrics, paediatric surgery and over 30 sub-specialties. Across this broad curriculum, students need to prepare for a range of face-to-face and virtual small- and large-group teaching sessions, and consolidate, review and extend upon their learning. Students also need to prepare for end-of-block written and clinical examinations, and final-year written examinations.

**What we did**

Substantial online self-directed formative assessment has been developed: most comprise unfolding, case-based learning, enabling application of core knowledge to clinical cases; some integrate core knowledge with practice activities for consolidation and extension of learning. All include extensive automated feedback, some with supplementary web-links. Online materials focusing on core knowledge development (primarily short format recorded lectures) include formative assessment for self-testing and through this, long-term knowledge retention.

**Evaluation of impact**

Learning analytics and student surveys show most students do most formative assessments - and want more! Recent comparison of learning analytics and assessment results highlights that students’ assessment results generally correspond with the extent to which they use formative assessment.

**Take-home message**

This finding is being communicated throughout the Medical Program to encourage all students (especially those taking a minimalist approach) to make good use of online formative assessment.

When aligned to pedagogic principles and good technology design, TEA can provide substantial benefits in collecting the ‘right data’, freeing up the cognitive load of humans to better understand the data and therefore focus faculty time on learner support. This can include data driven rapid remediation (Ricketts and Bligh 2011), coaching and mentoring approaches (Malecka and Boud 2021), *considered* use of behavioural nudges (Damgaard and Nielsen 2018) and specialist case management to be applied *ahead* of a (potential) end of year point of failure as a preventive intervention (Winston et al. 2012). However, extensive data collection may cause tensions between those responsible for management of studies and learners themselves as independent agents (Tsai et al. 2020). This question of data ownership remains largely unanswered by the literature but is of paramount importance.

However, the intelligent application of technology to assessment design can transform the longitudinal engagement of learners themselves, particularly through the development of portfolio tools. Driessen (2017) highlights the pitfalls of portfolios depending on whether they are seen as bureaucratic tools or a true enabler of learning **and** assessment. Drawing on the lessons from music and arts education, seeing portfolios as communication tools about learning and feedback, Silveira (2013) presents powerful opportunities to actively engage learners and promote better self-regulation, ownership/curation and longitudinal development (Clarke and Boud 2018). Caution however needs to be exercised about the requirement of reflection (as a component of assessment) in an easily accessible portfolio, and the psychological harm of ‘reflection as confession’ (Hodges 2015). Supporting learners, supervisors and competence committees in the effective use of portfolio assessment is essential (Ouderk Pool et al. 2020; Pack et al. 2020).

With the ability to collect and understand extensive data about learners, technology, by default, provides a powerful lens into assessors (both in the workplace and simulated assessment) and the responses of the institution to driving assessment quality. In a parallel mechanism to supporting learners, this data can drive targeted support e.g., focused OSCE examiner training (Gormley et al. 2012), or redesign of TEA (e.g. webforms, apps) to facilitate better assessor engagement.

The fourth industrial revolution (McKinsey 2022) highlights the future that educators face, coexisting with devices recording larger volumes of (assessment) data and algorithm-based outcomes helping faculty coordinate learner progression and decision making. Key challenges of educational assessment focus on how we visualise, connect, influence and research this interconnectivity. Better understanding of the pitfalls and potential of augmented and artificial intelligence between developers, technologists and educationalists needs to interface with the ethical challenges that continue to arise (Selwyn 2021).

**STAGE 3**: **The impact of TEA usage needs evaluating, disseminating and accelerating within Health Professions Education**

Despite (and indeed because of) the global pandemic, 2020 saw a return to the rapid growth of innovation reports in technology use in education, including technological solutions to assessment (Fuller et al. 2020). What can we learn from this period of productivity? That crisis leads to creative responses is unsurprising, but a requirement that technology-based creativity requires substantial resources overlooks the value of ‘frugal innovation’ (Tran and Ravaud 2016). However, central to any learning from this creativity is a requirement to move beyond ‘description’ and maximise its impact through dissemination and meaningful scholarship (Ellaway et al. 2020).

Dissemination of scholarly work in TEA across HPE has largely been dominated by publications from individuals and small groups across North America, Europe and Australasia. While there is a growing trend of output from the Asia Pacific region, publications from Africa and South America remain few. For TEA to truly benefit HPE globally, the narratives of design, implementation and evaluation of technology enabled assessments need diversity too. This diversity is reflected within HPE (e.g., thematic calls, innovation reports) and from adoption of scholarship from cues in the fast-changing realm of instructional design and social media. Such approaches mean that scholarly publications focused on TEA can be built collaboratively and progressively with input from practitioners.

The experimental nature of continually adopting new technologies within education lends itself well to frameworks of short- and long-term intended and unintended consequences. There is no agreement across HPE on the “best” way to do this, but different frameworks offer suggestions for course or programme level evaluations (Cook and Ellaway 2015) or for evaluation of a single resource (Pickering and Joynes 2016). The key point of these frameworks remains that evaluation and assessment of impact needs to occur in some form, and that consideration is given to whether a TEA innovation has truly made a difference to learning experiences, behaviours or processes, or whether some positive elements have been lost from the assessment which came before (William 2021).

**Concluding remarks**

With wider education continuing to be shaped by the pandemic, what does the future hold? The international higher education information technology group Educause propose three models - ‘restore’, ‘evolve’ and ‘transform’ - to explore how digital technologies may continue to shape education, and assessment (EDUCAUSE 2021). The authors point to a series of alternative, post pandemic futures, but where issues of affordability, digital security, digital equity and equitable access to education will be the driving forces that must shape our strategic approaches to TEA.

Whilst predictions around technology trends of the next 10 years may highlight broader changes to work, (health) and society (Gartner 2015), more fundamental to HPE is how learning technologies will shift their axes to focus on **people** - transformative competencies (e.g. creativity and innovation), learner agency and wellbeing (OECD 2015). These present interesting potential for TEA, thinking about how we ‘assess’ learners' ability to engage with these technologies to support their self-regulation, development, contribution and self-care. Technology futurists point to ‘human only traits’ (e.g compassion, creativity) as increasingly valuable as we learn, and provide healthcare, using more automation (Leonhard 2021). How we ‘assess’ these traits, practice-based ethics, decision making (and abdication from automated systems) in our co-existence with technology will prove major challenges for assessment in HPE.

A key theme throughout the development of this consensus from all contributors points to the need for technology to truly enable ‘better assessment futures’. In HPE, this translates to focus on the learning and skills needed to deliver this, and to ensure that truly transformative TEA considers not just the assessment lifecycle, but the needs of learners, faculty and patients in the pursuit of authentic assessment using technology.
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