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bDepartment of Mathematical Sciences, University of Liverpool, Liverpool, L69 7ZL, UK

E-mail: ∗heliudson@hep.physics.mcgill.ca,
†suddhasattwa.brahma@gmail.com, ‡keshav@hep.physics.mcgill.ca,
�mir.faruk@mail.mcgill.ca, ?Radu.Tatar@Liverpool.ac.uk

Abstract: We provide further evidence to support the fact that a four-dimensional effec-

tive field theory description with de Sitter isometries in IIB string theory, overcoming the

no-go and the swampland criteria, can only exist if de Sitter space is realized as a Glauber-

Sudarshan state. We show here that this result is independent of the choice of de Sitter

slicings. The Glauber-Sudarshan state, constructed by shifting the interacting vacuum in

the M-theory uplift of the scenario, differs from a standard coherent state in QFT in the

sense that the shape and size of the state changes with respect to time, implying changes

in the graviton and the flux quanta. Despite this, the expectation values of the graviton

and flux operators in such a state reproduce the exact de Sitter background, as long as

we are within the temporal bound set by the onset of the strong coupling in the dual type

IIA side, and satisfy the corresponding Schwinger-Dyson’s equations in the presence of

hierarchically controlled perturbative and non-perturbative quantum corrections.

Additionally, we provide a detailed study of the fluxes supporting the Glauber-Sudarshan

state in the M-theory uplift of the IIB scenario. We show explicitly how the Bianchi iden-

tities, anomaly cancellation and flux quantization conditions, along-with the constraints

from the Schwinger-Dyson’s equations, conspire together to provide the necessary temporal

dependences to support such a state in full M-theory. We also discuss how our analysis

points towards a surprising connection to the four-dimensional null energy condition, for a

Friedman-Lemaitre-Robertson-Walker state in the IIB side, as a consistency condition for

the existence of an effective field theory description in M-theory.
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Lord Carnarvon: Can you see anything?

Howard Carter: Yes ..... wonderful things!

− Reply that Howard Carter gave to Lord Carnarvon just before

entering the main annexe of the tomb of Tut.Ankh.Amen on

Sunday, November 26, 1922 around 4:00 pm. Taken from [1].

1 Introduction and summary

Just as for our protagonists in the Valley of the Kings, Luxor, Egypt almost a century

ago, viewing de Sitter space as a Glauber-Sudarshan state opens up a rich plethora of

wonderful things resolving, in turn, many of the conundrums raised by the no-go theorem

[2, 3] and the swampland criteria [4]. But such a viewpoint does more than simply resolve

the aforementioned conundrums: it provides a much more fundamental picture of our space-

time. The key point is that a four-dimensional de Sitter space, if it exists in string or M-

theory, cannot be constructed as a vacuum solution: there are far too many problems that

such a vacuum solution cannot resolve. For example, issues related to the supersymmetry

breaking, renormalization of zero-point energies, existence of a Wilsonian effective action,

existence of S-matrices, existence of a controlled laboratory for quantum computations,

trans-Planckian problems, temporal dependences of the degrees of freedom, et cetera, that

only a quantum state, and not a classical vacuum configuration, would be able to resolve.

However just any quantum state is clearly not good enough as we know that our four-

dimensional space-time is, to a high degree of precision, classical. Any generic quantum

state would evolve in a complicated way which, at late time, would cease to resemble

anything classical. Even a delta function state in the configuration space, which could in

principle provide a perfectly well-defined classical system, would cease to make sense almost

immediately because of its fast spread in the configuration space. Therefore it appears that

the only allowed quantum state that in-principle could reproduce the classical trajectories

in the configuration space would be the coherent state.

Viewing four-dimensional de Sitter space as a coherent state is not exactly new (see

for example [5]), but as far as we know, this was shown for the first time in string and

M-theories in [7, 8]1. However viewing such a state in string or M-theory is much more

challenging. There are a few reasons why this is the case. One, the construction of a

coherent state in quantum mechanics or quantum field theory requires one to displace the

free vacuum by an operator (aptly called the displacement operator). However in string

and in M-theory, due to the strong interactions2, there is no simple way to construct a

free vacuum (for a given momenta k). Therefore the only allowed choice is to take an

interacting vacuum that combines all the free vacua (for any given momenta k) and shift

it in the configuration space by some displacement operator. Unfortunately this is easier

said than done: the displacement operator itself is hard to construct, as it combines the

1See also [6] for an attempt to view de Sitter space as a resonance. It will be interesting to see if there

is any connection between our work and [6].
2The IIB string theory in which we want to realize the de Sitter space is typically strongly coupled [7, 8],

as will also be discussed later.
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creation and annihilation operators for all momenta in a non-trivial way. Nevertheless in

[8] we managed to construct such an operator that does shift the interacting vacuum in

the configuration space (again there are some subtleties related to the shift itself that shall

be elaborated in section 6.1. For the present discussion, we will steer clear of these finer

details). Two, shifting the interacting vacuum however creates a state that does not exactly

resemble the coherent state in quantum mechanics or quantum field theory. First, it is a

state that can only be consistently described in a finite temporal domain governed by the

trans-Planckian Censorship Conjecture (TCC) [9], beyond which the evolution of the state

loses all its resemblance to anything classical. Secondly, the evolution of the state, even

in the allowed temporal domain, is nothing like the usual evolution of a coherent state.

Nevertheless, the expectation values of the graviton and flux operators would reproduce the

exact de Sitter background as long as we are in the allowed temporal domain. This is a bit

surprising, and the details will be elaborated in section 6. Because of these differences, we

will call the state as the Glauber-Sudarshan state instead of the usual nomenclature of the

coherent state. Three, the quantum effects− especially the non-perturbative and non-local3

quantum effects − are necessary to construct such a state in string and M-theories. Our

analysis will involve going to M-theory because, as mentioned earlier, the IIB background

will typically be at gb = 1 (where even S-duality doesn’t help). The dual IIA background

on the other hand will be weakly coupled exactly in the temporal domain governed by the

TCC. In fact precisely in this domain the quantum corrections, be it perturbative, non-

perturbative, non-local or even topological, can be described by a well defined hierarchy

between the IIA coupling gs, and the eleven-dimensional Planck mass Mp as long as the

degrees of freedom have temporal dependences. These temporal dependences are absolutely

essential otherwise Equations of Motion (EOMs), anomaly cancellation, flux quantizations

and Bianchi identities cannot be consistently described. This will be elaborated in great

details in section 4, wherein we will also show that the results are independent of the de

Sitter slicings.

Once such Glauber-Sudarshan state is constructed in M-theory (recall that we are

using the dual M-theory to study the IIB de Sitter space), it will help us explore many new

directions hitherto not possible using the standard means of vacuum configurations. One, it

will succinctly describe the physics at late time. This is of course somewhat in-built in our

construction, but as we shall elaborate towards the end of section 3.1 and also in section 5.2,

the result can be generalized to any Friedman-Lemaitre-Robertson-Walker (FLRW) type

background as long as we take expanding cosmologies: the late time physics will always be

weakly coupled in the IIA side (despite being strongly coupled in IIB). Two, as we shall

demonstrate in section 5.1, following a series of well described dualities, one can construct

a four-dimensional de Sitter state directly in M-theory that can describe the early time

physics. Recall that the early-time physics was out of reach in the constructions of [7, 8],

so this should open up a new window of opportunity to study the physics there. Three, as

we show in sections 5.2 and 7, there is a surprising connection between the existence of a

3Existence of the non-local quantum effects, constructed from the non-local counter-terms, does not

imply any non-localities in the theory. These non-local counter-terms Borel sum to well-defined local

contributions as elaborated in section 3.3.
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Effective Field Theory (EFT) in M-theory and the four-dimensional Null Energy Condition

(NEC) in the IIB side. Even more surprisingly, this connection between EFT and NEC,

does not in any way imply the existence of NEC in ten or eleven dimensions. This was

proposed recently in [10], and here we provide a detailed proof of this statement. Four, it

also opens up a new way of studying EOMs, anomaly cancellation, Bianchi identities, flux

quantizations, moduli stabilizations, et cetera, in a time-dependent background. As far as

we know, these avenues were never explored before in string or M-theory, and therefore it

is time now to venture along these directions. As we shall elaborate in section 4, despite

the complicated nature of the problem, precise quantitative analysis can be performed

for each of the topics mentioned above. For example question like the meaning of flux

quantizations when both the fluxes and the background are varying with respect to time,

could be given a precise answer. Five, one can also study fluctuations over our de Sitter

state by constructing another state called the Agarwal-Tara state [11] in M-theory. Details

of this construction has already appeared in [8] and here we will elaborate the consequence

of such a construction in section 6.2. The story is rich in details, but we will only be able

to scratch the bare minimum of the subject here, and more elaborations will be kept for

future publications. Six, the existence of an Agarwal-Tara state opens up the question of

interactions in the de Sitter space. Study of interactions in a curved space, which is also

accelerating, has always been a challenging problem so it will be interesting to see what

the new view-point would reveal. From our analysis of the time-dependent backgrounds

one thing is clear: the usual techniques applied for the time-independent backgrounds are

not going to be of any use for understanding the physics of scattering in a time-dependent

curved background. New techniques associated with the manipulations of the graviton and

the flux-added Glauber-Sudarshan state, i.e. the Agarwal-Tara state, are to be brought

in. For example, computations along the lines of coherent state path integrals, where the

intermediate states are now the Glauber-Sudarshan or the Agarwal-Tara states instead

of the standard graviton or flux states, might be more useful here. How this may be

explicitly realized in a controlled laboratory, will be elaborated elsewhere (see the first

reference in [7] for some details on this). Seven, so far we haven’t delved deeper into

the interesting topic of realizing the FLRW background as a Glauber-Sudarshan state in

the dual M-theory side. We expect the construction of this should parallel somewhat the

construction of the squeezed coherent state in quantum mechanics or quantum field theory4.

However subtleties aside, such a construction should pave the way to address inflationary

dynamics as a dynamically evolving Glauber-Sudarshan state that leads to a late-time de

Sitter space. But now the early-time physics is important and maybe the aforementioned

duality chasing of section 5.1 will become useful here. Interestingly, any success along this

4As we discussed above, and also show in section 6, the temporal evolution of the Glauber-Sudarshan

state doesn’t actually resemble the standard evolution of the coherent state in the sense that the Glauber-

Sudarshan state shows a much more complicated temporal evolution that even includes some level of

squeezing. What is meant here then is that the mapping of the FLRW background to a Glauber-Sudarshan

state should involve a displacement operator that has at least some resemblance to the squeezing operator

to the lowest order in the fields. How this is implemented in a consistent way will be discussed elsewhere

as the topic is clearly beyond the scope of the present work.
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direction will allow us to answer questions like structure formation, late-time cosmology,

exit from inflation, et cetera directly from M-theory. In the long run we might even be able

to connect this to the brane constructions of [12, 13].

1.1 Organization and a brief summary of the paper

The paper is organized as follows. In section 2 we study the embedding of de Sitter space in

IIB and in the dual M-theory with arbitrary slicings. Recall that in [7] and [8] we had used

the flat slicing of the de Sitter space. In this section we generalize this to study all possible

embedding of de Sitter space, starting with global and conformal slicing in section 2.1. In

sections 2.2 and 2.3 we discuss the de Sitter and open slicings as well as the planar and flat

slicings respectively. In all these cases we discuss how the dual IIA coupling may remain

small in some given temporal domains. Interestingly, our analysis reveals the connection

between these temporal domains with the temporal domains advocated by the TCC [9].

In section 2.4 we discuss the static patch and point out a number of problems associated

with it, one of the most prominent one being the non-existence of any weakly coupled IIA

regime. Similar problems persist for other embeddings related to the static patch as we

discuss in section 2.5.

Section 3 mostly deals with the quantum effects on various de Sitter patches and the

conditions for the existence of Effective Field Theory (EFT) descriptions on the patches.

In our earlier papers [7, 8] we studied de Sitter space-time with a flat slicing and therefore

the metric did not have dependences on the spatial directions, i.e. on R3 directions in

IIB or R2 directions in M-theory. However now, once we go to different slicings, spatial

dependences would appear which, in turn, would effect the quantum terms etc. As a

bonus, our initial study on the spatial dependences leads us to discovering a condition

on the temporal derivative of the dual IIA string coupling gs that would allow an EFT

description to remain valid for a generic Friedman-Lemaitre-Robertson-Walker (FLRW)

type universe from string/M-theory. Its connection to the Null Energy Condition (NEC)

has recently appeared in [10], and we elaborate the story here by providing detailed proof

in sections 5.2 and 7.

In section 3.1 we discuss how the effects on the quantum terms may be quantified

keeping in mind the specific case of de Sitter space-time with arbitrary slicings. Clearly

now the number of Riemann curvature terms and the G-flux components would increase

due to the R2 dependence in M-theory. We discuss their gs scalings and also the overall

scaling of the quantum series (3.15) in (3.17). In section 3.2 we quantify precisely the

validity of an EFT description for de Sitter space from the dual M-theory. We show how

the relative signs in the quantum series (3.15) are important for the existence of an EFT.

We also study the extent to which the metric and the flux ansätze could be generalized

without violating the EFT descriptions. The non-perturbative and non-local effects are

discussed in section 3.3. In [8], the non-local effects were discussed only to the first order

in non-locality. We generalize this here to all orders in non-localities by deriving their

contributions to the energy-momentum tensors. As we discuss here, existence of non-local

counter-terms, which constitute these effects, do not in any way imply non-localities in

the final answer. This is because when we sum the trans-series associated with the non-
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perturbative and non-local contributions, the final result becomes perfectly local and finite.

We demonstrate this in details in section 3.3.

The metric and the flux dependences on the R2 directions in addition to the usual

dependences on the internal six-dimensional base is further extended in section 3.4 to

include dependences on the toroidal directions of the eight-manifold. The perturbative

quantum series becomes more involved as shown in (3.57), but the gs scaling in (3.58) shows

that a naive toroidal dependence would not lead to a well-defined EFT. The question that

we ask here is whether one could construct a possible ansätze for the metric and the flux

components with dependences on the eleventh direction which would still allow an EFT

description in the IIB side. The answer, as we show in (3.62), is in the affirmative and it

depends on a real parameter γ. Interestingly all choices of γ < 5 lead to breakdowns of

EFT descriptions, so γ ≥ 5 in (3.62) appears to be consistent. Even more interestingly,

as we show here and also in the rest of the paper, the choice γ = 6 is special: for such a

choice, all the results using the metric ansätze (3.62) resemble the ones from the simpler

ansätze (2.4). This resemblance even extends to the topological sector. We also show, by

explicitly computing the gs scaling in (3.63), how the EFT description remains valid as

long as γ ≥ 5.

Section 4 is a detailed study of flux EOMs, anomaly cancellation, Bianchi identities

and flux quantizations. In fact in this section we not only complete the story that we

started in the first reference of [7], but also go much beyond that by studying the behavior

of each and every flux components possible. One of the crucial aspect of the flux EOMs

is the determination of the X8 polynomial which is a polynomial defined in (4.2). In

section 4.1 we discuss all the allowed X8 polynomials for three kinds of backgrounds: the

simpler background (2.4), the background that has a generic dependence on the toroidal

directions, and the background (3.62) that has a special dependence on the x11 direction.

As mentioned earlier, for γ = 6 in (3.62), the curvature two-forms precisely match with

the ones from the metric (2.4). This is demonstrated in details in section 4.1 by comparing

the curvature two-forms in Tables 4 till 12.

In section 4.2 we lay out all the contributions to the flux EOMs. These not only

include the standard supergravity terms with the X8 polynomials derived in section 4.1,

but also contributions from the quantum series (3.57), the integer and fractional M2 and

M2-brane sources as well the non-perturbative and the non-local terms studied in section

3.3. We show that all these contributions may be succinctly represented by a set of rank

seven and eight-tensors in (4.18) whose forms are shown in (4.19) − from the perturbative

sector − and in (4.28) − from the non-perturbative and the non-local sectors. These

non-perturbative and non-local contributions typically come from the BBS [17] and KKLT

[12] -type instantons whose properties were derived for specific cases in [8] and here we

generalize the story. The gs scalings of these terms are also computed.

To study the flux EOMs, we divide the fluxes in three categories. Internal fluxes,

discussed in section 4.3, associated with all the flux components with legs along the internal

eight manifold. G0ABC fluxes, discussed in section 4.4, associated with flux components

that have one leg along the temporal direction; and external fluxes, discussed in section

4.5, associated with all flux components that have at least one leg along the external R2
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directions (excluding the temporal direction). The internal fluxes are categorized by three

set of flux components in section 4.3, although we also include brief discussion of the flux

components G0ijM for completeness. The properties of all these components are given in

Tables 13 till 16. Interestingly, and as we shall observe throughout section 4, not only the

scalings of the various rank seven and eight tensors across the tables will be different, but

also the behavior of the corresponding EOMs will differ distinctly. The latter includes the

gs matching of the various terms in the EOMs as they scale in distinct ways. To balance

the gs scalings at the lowest orders in the moding parameters we devise a new over-bracket

and under-bracket scheme shown, for example for a specific case in (4.36). This scheme

not only helps us to balance the gs scalings of the various rank seven and eight tensors,

but also provides the gs scalings of the perturbative and non-perturbative (including the

non-local) quantum terms. At higher orders in the parameters, all the under-brackets and

the over-brackets merge in a way discussed in this section. Comparing the properties of

all the four set of internal flux components, we show that they may be consistently solved

with their dominant scalings given in (4.57). Interestingly we show that the EOMs (4.18)

and anomaly cancellation condition (4.14) allow at most four other possible choices of the

dominant scalings. However once we impose flux quantization conditions, discussed in

section 4.6, it is only the dominant scalings in (4.57) that appear to consistently fit with

the other EOMs.

In section 4.4 we tackle the EOMs of the flux components of the type G0ABC. Their

EOMs have never been studied, as in the flat-slicing (discussed in [7, 8]) they could be

put to zero in the background. For a generic slicing of the de Sitter space, it is not a

priori clear that this could be consistently realized, so it makes sense to study them here.

Unfortunately however, since there are too many flux components of the type G0ABC, they

also make the perturbative quantum series much more involved with a total of 60 Riemann

curvature components and 40 G-flux components (modulo their permutations). All of these

are raised to arbitrary powers and then contracted with metric components appropriately

as shown in (4.81). We also take the special ansätze (3.62), and using this we show that

the gs scaling of the quantum term in (4.82) allow for an EFT description as long as γ ≥ 5

(with γ = 6 still showing the miraculous simplification).

There are eight classes of flux components now and their properties, including the gs
scalings of the various rank seven and eight tensors from (4.18), are illustrated in Tables

17 till 24. As before each of the flux components has a distinct behavior both in terms

of the gs scalings of the rank seven and eight-tensors and the corresponding EOMs. For

example, taking the flux components G0MNP from Table 17, we see that there are two

possible set of EOMs coming from how the derivatives act on the rank-seven tensors. This

leads to two types of under-bracket and over-bracket diagrams captured by (4.99) and

(4.100). Interestingly looking at the gs scalings of the quantum terms in the first diagram

(4.99), we see how and why the non-perturbative BBS [17] -type instantons are essential

to solve the system consistently. As we show in detail in this section, such behaviors are

ubiquitous throughout the flux components. A careful study of all the flux components

of the type G0ABC lead us to propose the range of values for their dominant scalings lBC
0A .

This is summarized in Table 25 and we argue that one consistent choice for the gs scalings
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appears to be lBC
0A = 0 (except for the flux components G0ijM and G0ija). We discuss in

details the consequence stemming from such a choice and show how this would fit in what

we know from the simple case with the flat-slicing studied in [7, 8].

There are also other interesting new results from the detailed study in section 4.4.

For example, we manage to find the exact expressions for the flux components G0ijM and

G0ija in (4.176) and (4.181) respectively in the presence of slowly moving membranes. The

former was derived in the flat-slicing case in [7], and here we generalize this to incorporate

all possible de Sitter slicings. Additionally we discuss how our choice of lBC
0A = 0 imply

the flux components to be mostly off-shell and not participate at the lowest orders in the

Schwinger-Dyson EOMs (except for the flux components G0Nab and G0ijM).

The final set of flux components are the external fluxes that we study in section 4.5.

There are six sets of components and their properties are illustrated in Tables 26 till 31.

Again detailed study of these flux components reveals interesting interplays between the

perturbative and the non-perturbative quantum terms and how the gs scalings are balanced

via the under-bracket and the over-bracket diagrams. The result for the dominant scalings

of all these components are summarized in Table 33, and comparing the EOMs and

Bianchi identities in (4.215) we argue that one consistent choice for the dominant scalings

appears to be lCD
AB = 1. We elaborate in details how this conclusion is borne out of all our

EOMs, and show that most of the external flux components, with the exception of GMNab

again do not participate at the lowest order Schwinger-Dyson equations.

The study of the Bianchi identities for the flux components G0ABC and the external

fluxes in sections 4.4 and 4.5 respectively now leads us to the subtle question of flux quan-

tizations for the internal fluxes. The subtlety arises because of the following two reasons.

One, flux quantizations when both flux components and the internal cycles are varying

with time have never been studied before. In fact giving a meaning to the quantization

process itself is non-trivial. Two, the quantizations of the internal fluxes are intimately

tied up with the Bianchi identities of all the other flux components, so that the system is

non-trivially intertwined. Nevertheless we managed to complete the story that we started

in [7] by precisely showing how the quantization process should be performed in section

4.6. We show the interesting interplay between the global and the localized fluxes, as well

as the dynamical M5- branes, that ultimately lead to a similar quantization rule as given

by Witten in [20] for the time-independent case. Our construction also allows us to map

to the heterotic case where we could show how the anomaly cancellation condition (4.224)

does not get corrected justifying, in turn, the Adler-Bell-Jackiw [22] theorem even for the

time-dependent case. We discuss the quantization process for each of the three flux compo-

nents GMNPQ, GMNPa and GMNab, and show how one could justify the choice (4.57) from

the five allowed choices in (4.85) for the dominant scalings of the internal flux components

(including the components G0ijM).

The aforementioned computations pretty much establish the groundwork necessary to

connect them to the construction of the Glauber-Sudarshan state. However before we delve

into this, we take a short detour in section 5 to discuss two different computations that

would not only answer questions related to the early time physics, but also provide new

selection principles that will help us exclude many cosmologies. The latter is essentially an
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elaboration and proof on the condition that we discussed in (3.12). In section 5.1 we ask

the question whether it is possible to directly find a de Sitter state in M-theory instead

of using the dual description from IIB. The answer turns out to be in the affirmative but

with two surprises. One, we can get the M-theory background from a certain cosmological

solution in IIB, by dualizing to IIA and then uplifting to M-theory, but both the IIB and

the dual IIA backgrounds are at strong couplings. Recall that the technical advantage that

we got from the weak coupling limit in IIA in our earlier computations − albeit being in

a finite temporal domain with a strongly coupled IIB dual − cannot be replicated now.

Nevertheless, as we discuss here, there is still a way to study this background from a

different M-theory configuration that appears from another weakly coupled IIA theory.

This is a unique situation where a de Sitter space in M-theory is studied from another dual

M-theory background. Two, our construction reveals a way to study early time physics

compared to the later time physics that we have been studying so far. It turns out, the

strong coupling problem at late time reverses when we go to the early times. This is yet

another advantage that opens up a door to new avenues for research for the early time

physics.

In section 5.2 we provide a detailed proof for the condition in (3.12) by asking the

alternative question: what if the temporal derivative of the IIA coupling gs is given by a

negative power of gs itself as in (5.12)? We keep the negative power arbitrary, namely that

it can be either an integer, fractional or even an irrational number. We show that such a

requirement leads to numerous problems with the existence of an EFT description. In fact,

as we introduce quantum terms, including the non-perturbative ones, the only possible

choice for the exponent appears to be 0. However if the temporal derivative is expressed

in terms of a positive power of gs then there is not much of a constraint so long as the

exponent is given by Z
3 . Our study here reveals that the temporal derivative of gs has to be

a positive power of gs if we want to keep the EFT description intact. Clearly this selection

principle rules out many cosmologies as we elaborate in detail in this section.

With these we are ready to connect our constructions to the Glauber-Sudarshan state.

Such a connection was already established in [7], and in [8] we elaborated many properties

of the de Sitter space when viewed as a Glauber-Sudarshan state. There were however

many subtleties that were not fully explained in [8], and in section 6 we try to answer some

of them. One of the foremost issue, as discussed in section 6.1, is the construction of such

a state by displacing the vacuum state. This simple minded statement already has many

subtleties because there is no free vacuum in M-theory that we could displace using some

displacement operator. The only way to make sense here is to find the displacement operator

that displaces the interacting vacuum by some amount in the configuration space. Two

problems immediately arise even before we manage to construct the interacting vacuum by

combining the free vacua. One, how to construct the displacement operator, and two, how

much to displace in the configuration space. The former was already answered in [8] as (6.2),

but the latter is more subtle. We show that the amount to be displaced in the configuration

space is related to the wave-function renormalization of the Glauber-Sudarshan state by

computing the precise corrections to the Glauber-Sudarshan wave-function in (6.9). One

of the interesting outcome of the renormalization process is the temporal behavior of the
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graviton quanta. We show that the number of gravitons (and also the flux quanta) change

as the Glauber-Sudarshan state evolves temporally, and in fact most likely loses quanta in

the process. This is where our Glauber-Sudarshan state differs from the standard coherent

state in quantum mechanics or quantum field theory. As the state evolves with respect to

time, it gives out graviton and flux quanta, but the expectation values of the graviton and

the flux operators reproduce precisely the de Sitter background as long as we are in the

temporal domain governed by the TCC [9], the latter being related to the onset of strong

coupling in the dual IIA side. We also make a precise prediction for the change in the

number of the background quanta.

The second important question is related to the fluctuations over the de Sitter state.

This was conjectured to be the Agarwal-Tara state in [8], but beyond some small computa-

tions the subject was not elaborated much in [8]. In section 6.2 we ask the question whether

we can quantify the fluctuations when the wave-function of the Glauber-Sudarshan state

gets renormalized. Such renormalization process directly effects the Agarwal-Tara state

because of its relation to the Glauber-Sudarshan state via (6.13). The answer is given by

computing the expectation value of the graviton operator in the Agarwal-Tara state as

(6.14). The computation is surprisingly tractable using path-integral methods and after

the dust settles the final answer can be neatly packaged into (6.24) which establishes the

precise fluctuation spectra of the gravitons over the Glauber-Sudarshan state. We also

briefly discuss how to connect this to fluctuations over the Bunch-Davies and the α-vacua,

leaving most of the details for future works.

Our final set of computations, in section 7, now ties up one train of computations

that we have followed in section 5.2 since proposing the condition (3.12) for the existence

of an EFT description. In section 7.1 we discuss how the EFT constraint in (3.12) may

be connected to the existence of four-dimensional NEC in the IIB side. The result is

surprising due to many reasons. First, there appears to be no reason why two completely

different set of computations, one related to the EFT analysis from M-theory, and the

other related to the existence of NEC in IIB, have any connection whatsoever. Yet, we

show that this is not only true, but the two sets appear to be somehow intimately tied

together. Such a conjecture was proposed recently in [10] and the computations here and

in section 5.2 should be viewed as a proof of its validity. Secondly, the connection between

four-dimensional EFT and four-dimensional NEC appears to have no connection with the

corresponding IIB or M-theory satisfying the ten or eleven-dimensional NEC respectively.

In section 7.2 we analyze the NEC from the full ten-dimensional perspective to elucidate

this point.

In section 8 we conclude by listing some of the main results of our paper and by

pointing out avenues for future works.

2 Revisiting de Sitter with different slicings from M-theory

In the introduction we discussed in some details the motivation of choosing a FLRW

(Friedman-Lemaitre-Roberson-Walker) metric to study the inflationary dynamics of our

universe. One would like to embed this in string theory, and ask under what condition
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such a background may become a solution. Again, as in [7, 8], we would like to view such

a background as an evolving Glauber-Sudarshan state. Unfortunately this is a rather hard

problem, and in this paper we will suffice ourselves with the easier problem of viewing the

four-dimensional de Sitter space as a Glauber-Sudarshan state in string theory. However

before we elaborate the story, let us re-visit the four-dimensional de Sitter space-time with

different choice of slicings. Such generalizations will not only pave the way to introduce

new time-dependent backgrounds, but will also show how and why the temporal degrees

of freedom are essential in realizing such backgrounds.

In [7, 8] we studied four-dimensional de Sitter space in type IIB using exclusively the so-

called flat slicing. A natural question then is what would happen if we go for other slicings

of de Sitter space. Our analysis of [7, 8] is done from a dual M-theory framework, and

therefore changing the slicings would induce non-trivial changes in the dual configurations.

In the following we will analyze the scenarios from all possible slicings of de Sitter space.

2.1 Global and conformal coordinates on de Sitter

Let us then start our discussion with four-dimensional de Sitter space with the so called

global coordinates or more appropriately the conformal coordinates. We will use the stan-

dard prescription of viewing the four-dimensional de Sitter space as a hyperboloid of one

sheet whose semi-major or semi-minor axes are proportional to the inverse of the cosmo-

logical constant Λ. The type IIB metric with the conformal coordinates, parametrized by

(tc, x
i
c), now takes the following explicit form5:

ds2 =
1

H2 cos2
(√

Λtc
) (−dt2c + gijdx

i
cdx

i
c

)
+ H2

(
F1(tc)gαβdy

αdyβ + F2(tc)gmndy
mdyn

)
, (2.1)

where H(y) is the warp-factor, gij is the metric of S3 (parametrized6 by (θ1, θ2, ϕ) with

0 ≤ θi ≤ π and 0 ≤ ϕ ≤ 2π), and Fi(tc) are similar to the time-dependent functions that

we had in [7]. The coordinates (α, β) and (m,n) parametrize the internal manifolds M2

andM4 respectively. The above metric differs from the metric that we took in [7, 8], which

was in the flat slicing, but the generic form is consistent with what we had earlier. In fact

in the following we will show that the main results do not change even if we take different

5A question could be raised on the choice of the metric ansätze itself. In [7, 8] we have explicitly

demonstrated that the background EOMs, be it in the form of supergravity equations with an infinite

number of perturbative and non-perturbative corrections, or in the form of the Schwinger-Dyson’s equations,

again in the presence of similar set of quantum terms, can be solved with such a choice of the metric ansätze

provided the type IIA coupling gs < 1. Here we will demonstrate the same with various choices of the de

Sitter slicings.
6Note the convention: In [7, 8] the coordinates were generically written as (t, xi, y

m, yα) because of

flat-slicing along space-time. Here since we take non-trivial space-time metric, we will specify a given

slicing, say for example the conformal slicing, by the 4d space-time coordinates as (tc, x
i
c) while the internal

coordinates remain (ym, yα). Additionally, the metric components will be dimensionless and therefore the

dimensions will be carried by the coordinates. This remains true for any choice of the de Sitter slicing.

As an example, we can express g33dx
3
cdx

3
c in terms of polar coordinates as

(
r
ro

)2

sin2θ (rodϕ)2, where

ro >> Lp is an inherent scale chosen to keep metric dimensionless, and the coordinate dimension-full, i.e.

g33 =
(
r
ro

)2

sin2θ, x3
c ≡ roϕ. The scale ro will become useful when we study quantum effects later on.
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slicings of the de Sitter space. The type IIA coupling (by dualizing along the isometry

direction ϕ of S3) now takes the following form:

gs ∝ H(y) cos
(√

Λtc

)
, (2.2)

which is, as in [7], depends on both the internal space (ym, yα) as well time tc. Using the

standard metric for S3, the proportionality factor Ho in (2.2) can be easily worked out,

and is given by:

Ho(θ1, θ2) ≡ gb cosec θ1 cosec θ2, (2.3)

where gb is the constant type IIB coupling7 (we are ignoring the spatial pieces as we want

to concentrate only on the temporal dependence). The behavior of the IIA coupling differs

from the IIA coupling in [7], as one would have expected, but the interesting thing is the

M-theory uplift of the metric (2.1). This takes the form:

ds2 = g−8/3
s H2

o

(
−dt2c + gijdx

i
cdx

j
c

)
+ g−2/3

s H2(y)

(
F1(gs/H1)gαβdy

αdyβ + F2(gs/H1)gmndy
mdyn

)
+ g4/3

s gabdw
adwb, (2.4)

where wa,b ≡ (x3
c , x

11), gij is now the metric of a two-dimensional space, and gs/H1(x, y),

where H1 ≡ Ho(x)H(y) with Ho(x) and x ≡ (x, tc) = (xi, tc) from (2.3), is solely a function

of the temporal coordinate tc. The metric (2.4) takes exactly the same form as the metric

in [7, 8] (we have introduced non-trivial metric along 2+1 space-time as well as the toroidal

direction, although for the latter the metric remains diagonal because we don’t want to

switch on a non-trivial axion). There are however a few differences from the M-theory

metric of [7, 8]. First, the form of the IIA string coupling gs is the one in (2.2), whereas in

[7, 8] the IIA string coupling was gs ∝ H(y)
√

Λtf . Here tf is the temporal coordinate in the

flat slicing which differs from the temporal coordinate tc used here (this difference will be

elaborated soon). Secondly, the unwarped space-time and the toroidal metric components,

i.e. gij and gab are not necessarily flat anymore8. Other than these differences, everything

else remains almost the same. The string coupling (2.2) also tells us that as long as we are

in the following temporal bound:

0 < |tc| ≤
π

2
√

Λ
, (2.5)

the dual IIB theory will remain under control (here we ignore the spatial warp-factor

H(y)). Note that this temporal bound is not only similar to the temporal bound discussed

in [7, 8] but also consistent with the trans-Planckian Cosmic Censorship (TCC) bound [9].

Interestingly however, while the temporal bound in [7] makes all dynamics for |tc| > 1√
Λ

7We will still remain at the constant coupling limit of F-theory [14] as in [7, 8].
8It is easy to see why gij is not flat anymore. On the other hand, for gab it becomes typically a function

of (y, xi), but it may also become a function of wa, i.e. gab = gab(y, x
i, wa) as we shall see soon. Such

dependences will introduce a non-flat metric along the toroidal direction.
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strongly-coupled9, the bound in (2.5) is by definition the maximally allowed temporal

domain for the dynamics because the global temporal coordinate is by definition restricted

between − π
2
√

Λ
≤ tc ≤ π

2
√

Λ
. Of course we can always choose a different temporal coordinate

τ by the following identification:

τ ≡ 2√
Λ

tanh−1

[
tan

(√
Λtc
2

)]
, (2.6)

such that −∞ ≤ τ ≤ +∞, but then the IIB metric, and consequently the M-theory metric,

will not take the forms (2.1) and (2.4) respectively. The above coordinate transformation

relates our conformal coordinates with the standard global coordinates. For us it is essential

that at least the M-theory metric takes the form (2.4) so that the scalings of the quantum

terms, that include the perturbative and the non-perturbative terms (including the non-

local ones), may be ascertained from the analysis presented in [7]. Choosing the temporal

coordinate (2.6) will make the subsequent analysis significantly harder to track (although

we expect the final results to match), so we will avoid such complications at this stage and

stick with the IIB metric (2.1). As a bonus, and as a well-known fact, the IIB metric (2.1)

is also helpful in constructing the Penrose diagrams for this choice of de Sitter slicing.

2.2 dS slicing and open slicing of de Sitter

The choice of global (or conformal) coordinates, sometimes also referred to as closed slicing,

is a useful way to slice the four-dimensional de Sitter space. However there exists other

slicings that are equally useful. One such choice is the so-called open slicing (or sometimes

as dS slicing). In the language of latter, the four-dimensional de Sitter space may be

expressed as:

ds2 = dy2 + sin2
(
y
√

Λ
)[
−dt′2 +

1

Λ
sinh2

(
t
√

Λ
) (
dζ2 + sinh2ζ dθ2

)]
, (2.7)

with coordinates (y, t′, ζ, θ) and a factor of Λ−1 solely as convention. The metric can be

brought to the open slicing by first exchanging a space-like coordinate with the time-like

coordinate, then making the coordinate change (y, ζ, t′, θ) → (−iT, ξ,−iΘ, ϕo) and finally

using the identification:

to =
1√
Λ

log

[
tanh

(√
ΛT

2

)]
, (2.8)

which tells us that when T → ∞, the coordinate to → 0, whereas when T → 0, the

coordinate to → −∞. Unfortunately the coordinate to does not cover the regime −∞ ≤
9A related question that can arise here is the following. If we go for tc >

1√
Λ

the type IIA theory naturally

becomes strongly coupled. However since we are analyzing the dynamics from M-theory, why should this

be of any concern? The answer, as illustrated in [7] can be presented in two ways. One, for gs << 1 we can

consistently ignore quantum corrections of the form exp
(
− n

g
1/3
s

)
for large values of n ∈ Z. Two, keeping

gs << 1 still allows us to take eleven-dimensional supergravity with infinite number of quantum corrections

as computational tools. For gs > 1, there is no reason why such techniques would work in the first place.
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T < 0, but in the regime 0 ≤ T ≤ ∞, the type IIB metric, using the temporal coordinate

to, takes the following form:

ds2 =
1

H2 sinh2
(√

Λto
) [−dt2o +

1

Λ
dξ2 +

1

Λ
sinh2ξ dΩ2

2

]
+ H2

(
F1(t)gαβdy

αdyβ + F2(t)gmndy
mdyn

)
,

(2.9)

where dΩ2
2 =

(
dΘ2 + sin2Θ dϕ2

o

)
as the two-sphere. In fact (ζ,Ω2) together form the

standard hyperbolic metric. To uplift the metric to M-theory, one can T-dualize along the

isometry direction which, in this case, is along ϕo. It is easy to see that the type IIA string

coupling is now proportional to:

gs ∝ H(y)
√

Λ |sinh(
√

Λto)|, (2.10)

with the proportionality factor given by gb cosech ξ cosec Θ which may be compared to

(2.3). The coupling (2.10) is consistent with the temporal coordinate to having the natural

range −∞ ≤ to ≤ 0, because we can keep the type IIA string coupling gs positive definite

(the sign issue is similar to what we encountered in [7, 8] with flat slicing). However

demanding gs < 1, now implies the following temporal range:

− 1√
Λ

arcsinh

(
1√
Λ

)
≤ to ≤ 0, (2.11)

which is again well within the temporal range advocated by TCC [9]. Interestingly, the

uplifted M-theory metric is again given by (2.4) with the only change being the gs therein

is to be replaced by gs from (2.10).

2.3 Planar coordinates and flat slicing of de Sitter

In the same vein, one could also slice our four-dimensional de Sitter space with the so-called

planar coordinates. These coordinate slicing is related to the flat slicing that we studied

in [7, 8] again by a simple coordinate transformation as we shall illustrate below. Using

planar coordinates, the type IIB metric now takes the following form:

ds2 =
1

H2

(
−dt2p + exp

(
2
√

Λtp
)
gijdx

i
pdx

i
p

)
+ H2

(
F1(tp)gαβdy

αdyβ + F2(tp)gmndy
mdyn

)
, (2.12)

where gij can be a non-trivial spatial metric. If we take gij = δij and define a new

coordinate mapping (tp, x
i
p)→ (tf , x

i
f ) as xip = xif and:

tf ≡ −
exp

(
−
√

Λtp

)
√

Λ
, (2.13)

then the type IIB metric (2.12) transform to the metric with a flat slicing from [7, 8]. The

temporal regime also works out fine because tf is now restricted between −∞ ≤ tf ≤ 0.

The M-theory uplift of such a metric has already been discussed in [7] which takes the form

(2.4) with gab = δab, including the fact that the onset of strong type IIA coupling restricts

the dynamics to remain within the temporal bound dictated by TCC [9], i.e:

− 1√
Λ
≤ tf ≤ 0. (2.14)
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2.4 Problems with the static patch of de Sitter

So far all the slicings (or coordinate choices) that we studied have temporal dependences.

In fact these temporal dependences were responsible to keep the type IIA coupling gs well

within the weak coupling limit. Let us now study a coordinate choice that do not have

temporal dependence. This is the so-called static patch of de Sitter, and in this coordinate

choice, parametrized by (ts, rs, θs, ϕs), the type IIB metric takes the following form:

ds2 =
1

H2(y)

[
−
(
1− Λr2

s

)
dt2s +

dr2
s

1− Λr2
s

+ r2
sdΩ2

2

]
+ H2(y)

(
F1(y, ts)gαβdy

αdyβ + F2(y, ts)gmndy
mdyn

)
,

(2.15)

where as expected, the 3 + 1 dimensional space-time has no temporal dependence, and

therefore it is not a-priori clear that Fi’s could only be functions of ts. In fact there is

a possibility that they remain completely time independent and therefore we refer to the

warp-factors Fi ≡ Fi(ts, y) more generically compared to (2.1) and (2.9).

At the face value the type IIB metric (2.15) already appears somewhat problematic.

The radial coordinate rs <
1√
Λ

and therefore we are not allowed to access the regime

rs ≥ 1√
Λ

. In fact the coordinate map that allows us to embed the defining one-sheeted

hyperboloid in 4 + 1 dimensional Minkowski space itself becomes undefined when we try

to access the region rs ≥ 1√
Λ

. Additionally, the non-existence of a globally time-like

Killing vector is also an issue10. One might propose that in the regime rs >
1√
Λ

we

should exchange the time-like and the space-like coordinates, which would imply that any

spatially dependent flux factors that are required to support a background like (2.15) should

immediately develop temporal dependences once we try to access the regime rs ≥ 1√
Λ

.

Thus, although the temporal independence of the metric (2.15) might suggest temporally

independent flux factors, this is in fact not true globally (or at least if we want to access

the upper half triangular regime of the Penrose diagram).

We can make this a bit more precise by comparing the static patch coordinates (ts, rs)

with the flat-slicing coordinates (tf , rf ) that we took in [7, 8]. The connection between these

two coordinate patches appear directly from the defining hyperboloid: ηµνx
µxν = α2 ≡ 1

Λ ,

in 4 + 1 dimensions with a flat Minkowski metric ηµν . For the flat-slicing it is easy to see

that xµ = (x0, x1, xi) takes the form:

x0 = −

(
α2 + r2

f

2

)
1

tf
+
tf
2
, x1 = −

(
α2 − r2

f

2

)
1

tf
−
tf
2
, xi = −αy

i

tf
, (2.16)

where r2
f ≡

∑
yiyjδij with 2 ≤ (i, j) ≤ 4, is the radial coordinate (we take c = 1 so that

the dimensions match). Such a choice reproduces the four-dimensional part of the metric

in flat-slicing that we took in [7, 8]. In a similar vein, the static patch coordinates may be

easily expressed as:

x0 =
√
α2 − r2

s sinh

(
ts
α

)
, x1 =

√
α2 − r2

s cosh

(
ts
α

)
, xi = rsz

i, (2.17)

10Outside the static patch the Killing vector should be space-like, and may even change orientations.
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where (ts, rs) denote the temporal and the radial coordinates respectively, and
∑
zizjδij =

1 with 2 ≤ (i, j) ≤ 4, which allows us to embed a unit S2 as shown in (2.15). From the two

set of coordinate choices (2.16) and (2.17), it is straight forward to find a relation between

the two coordinate systems (at least along the overlapping patches), which can be written

in the following way:

rs =
αrf
|tf |

, ts =
α

2
log

(
t2f − r2

f

α2

)
, (2.18)

where one may see that, as long as rs < α in the static patch, rf < |tf | in the flat-slicing.

Such a choice, although consistently keeps ts real from the second relation above, is not a

requirement in the flat-slicing. Therefore once we explore regimes rf > α, we can clearly

see that the coordinate mapping does not work anymore and a whole tower of IR degrees

of freedom remains out of reach in the static patch analysis.

There is yet another issue once we try to interpret the quantum theory on a static

patch using Wilsonian effective action. To illustrate this, let us consider the flat slicing

discussed earlier and also in [7, 8]. We can integrate out the IR modes, up to say ΛIR,

such that the effective dynamics may be fully contained in the southern diamond of the

Penrose diagram. This is a sensible way to study physics in the southern diamond with

energy scale E having the range ΛIR ≤ E ≤ ΛUV , however since the metric (and the

corresponding flux factors) are inherited from the metric with a flat slicing, it’ll have the

corresponding temporal dependence in a natural way. Such a background would differ from

the one in (2.15) where there is a physical cut-off on the radial coordinate rs. Thus if we

try to strictly contain the modes in the regime 0 ≤ rs <
1√
Λ

, instead of just integrating

them out in the Wilsonian fashion, the resulting dynamics would be very different.

A hint that there are more problems in studying the quantum theory in the static patch

appears when we try to uplift the type IIB background to M-theory, basically following

earlier strategies. Dualizing along the isometry direction ϕs, gives us the following form of

the IIA coupling constant:

gs =
1

rs

(
gb H(y) cosec θs

)
, (2.19)

with gb at the constant coupling limit of F-theory [14] as before. Since 1 ≤ cosec θs ≤ ∞
and 0 ≤ rs <

1√
Λ

, we see that no matter what value of the warp-factor H(y) or the radial

coordinate rs we choose, the type IIA coupling is generically always strongly coupled. In

all the other slicings, this was saved by the appearance of temporal dependences (see for

example (2.2) and (2.10)) that restricted the temporal regime to lie in the so-called TCC

bound [9], i.e. (2.5) and (2.11) respectively. Unfortunately there is no such saving factor

now! The appearance of strong type IIA coupling, despite being in M-theory as discussed in

footnote 9, is problematic not only because we cannot study the theory using supergravity

analysis with perturbative series of corrections as in [7, 8], but also because, we cannot

decouple any of the non-perturbative effects, that go as exp

(
− n

g
1/3
s

)
, anymore.

One might worry if this is a problem directly in the type IIB framework. At the

constant coupling scenario of [14], and keeping vanishing axion, the type IIB coupling is
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generically fixed at gb = O(1) (see for example [15]), so is strongly coupled in the type

IIB side also. Plus the non-existence of a Lagrangian formulation of type IIB theory

poses additional problems once we try to study the infinite series of perturbative and non-

perturbative quantum corrections. Of course in the flat slicing this was solved by going to

the weakly coupled limit of type IIA and restricting the dynamics in the temporal regime

dictated by TCC [7, 8], but here we do not have such privilege. It therefore seems that the

dynamics in the static patch of de Sitter are out of reach within the supergravity framework.

Temporal dependence of the metric therefore appears necessary to allow for a controlled

laboratory to perform computations here.

2.5 Other patches related to the static patch

Other combinations of the static patch coordinates do not help either. For example we can

combine the temporal and radial coordinates of the static patch, namely ts and rs, in the

following way:

x± ≡ ts ±
1

2
log

(
1 +
√

Λrs

1−
√

Λrs

)
, (2.20)

where again we see that rs <
1√
Λ

otherwise these coordinates become imaginary. This

coordinate system, parametrized by (x+, x−, θs, ϕs), is related to the Eddington-Finkelstein

coordinates, and therefore some of the symmetries of the static patch are visible here too.

The type IIB metric takes the following form now:

ds2 =
1

H2(y)

[
−sech2

(
x+ − x−

2

)
dx+dx− + tanh2

(
x+ − x−

2

)
dΩ2

2

]
(2.21)

+ H2(y)
(

F1(y, x+ + x−)gαβdy
αdyβ + F2(y, x+ + x−)gmndy

mdyn
)
,

where we have retained similar behavior for the internal warp-factors Fi ≡ Fi(y, x
+ + x−)

as for the case with the static patch. Ω2 is metric of the two-sphere which means ϕs is still

an isometry direction. The type IIA coupling now becomes:

gs = gb H(y) cosec θs coth

(
x+ − x−

2

)
, (2.22)

with the IIB coupling gb at the constant coupling limit [14]. As in (2.19), we see that

generically gs > 1, so the system is at strong type IIA coupling. All the earlier issues that

we faced for the static patch reappears here too, so our choice of Eddington-Finkelstein

coordinates doesn’t seem to alleviate the problems. In fact rewriting the x± coordinates

as U ≡ ex− and V ≡ −ex+
, and expressing the type IIB metric as:

ds2 =
1

H2(y)(1−UV)2

[
−4dUdV + (1 + UV)2 dΩ2

2

]
(2.23)

+ H2(y)

[
F1

(
y, log

(
−U

V

))
gαβdy

αdyβ + F2

(
y, log

(
−U

V

))
gmndy

mdyn
]
,
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doesn’t help either. The above coordinate system is known as the Kruskal coordinates, and

if we uplift the IIB background to M-theory, the type IIA coupling takes the form:

gs = gb H(y) cosec θs

(
1−UV

1 + UV

)
, (2.24)

which not only restricts the dynamics to be within UV < 1 − lest the coupling becomes

negative − but is also strongly coupled because gs > 1 generically. Thus the Kruskal slicing

has similar issues as with the static patch or the Eddington-Finkelstein slicing.

3 Quantum effects on various de Sitter patches and EFT

Most of the de Sitter patches (or slicings) that we studied above have the requisite temporal

dependences, except the static patch and couple other patches related to it, which at least

allowed us to control the dynamics within the weakly coupled type IIA framework. The

temporal regime where such controlled computations could be performed lied well within

the temporal regime advocated by TCC [9]. This is good, but the real question is to analyze

explicitly all possible quantum terms to verify whether the predictions we made in [7, 8]

for the flat slicing of de Sitter space survive if we change the de Sitter slicings11.

To proceed we will first assume that Wilsonian effective action can be written down.

This by itself is subtle, and in general not true, or at least not so straight-forward, when

we have an accelerating background. The reason lies in the temporal dependence of the

fluctuating frequencies that do not allow a simple integrating-out mechanism to work in

the standard way [9]. A way out of this conundrum is to view the de Sitter space itself as

a Glauber-Sudarshan state over a supersymmetric Minkowski background. In such a case,

the fluctuating modes over de Sitter space are linear combinations of the fluctuating modes

over the Minkowski background. This has been illustrated in great details in [8], and the

readers may look up the relevant details therein.

Viewing de Sitter space as a Glauber-Sudarshan state over supersymmetric Minkowski

background has an additional advantage. All the metric and flux components that we

studied in [7] appear as expectation values over the Glauber-Sudarshan state: the warped

metric and flux components appear as the expectation values of the metric and the G-flux

11One might raise the question that since the various slicings of de Sitter space are related to each

other by coordinate transformations, the corresponding type IIB metrics should also be related to each

other by coordinate transformations. While this statement is true, the implication is a bit more subtle.

The de Sitter slicings that we studied in section 2 are not generically overlapping, therefore the coordinate

transformations will only capture the overlapping patches of the corresponding slicings, if any. On the other

hand, the corresponding M-theory uplifted metrics are not related by any coordinate transformations. This

is easy to see from an example. Let us consider the type IIB metric in flat slicing. We T-dualize the

metric along x3
f and then uplift the configuration to M-theory as in [7, 8]. On the other hand, if we take

the type IIB metric using conformal slicing, as in (2.1), the T-duality direction is the isometry direction ϕ.

Since ϕ and x3
f are different, the corresponding M-theory configurations are no longer related via coordinate

transformations. An alternative way to verify this would be to note that the eleven-dimensional Ricci scalars

are different for the two cases. Since all our analysis are from M-theory point of view, every uplifted metric

configuration therefore needs to be treated independently without recoursing to any underlying coordinate

transformations.
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operators over the Glauber-Sudarshan state. In other words [8]:

〈gAB〉σ̄ = gAB, 〈GABCD〉σ̄ = GABCD, (3.1)

where (A,B) ∈ R2,1 ×M4 ×M2 × T2

G ; and the subscript σ̄ ≡ (ᾱ, β̄) defines the Glauber-

Sudarshan associated with the metric (ᾱ) and the flux (β̄) components. In the language

of expectation values, these metric and flux components satisfy the Schwinger-Dyson’s

equations. Interestingly the Schwinger-Dyson’s equations take the form of the supergravity

EOMs (in the presence of an infinite class of perturbative and non-perturbative quantum

corrections) that was the subject of a detailed study in [7]. The existence of an Effective

Field Theory (EFT) description in four space-time dimensions with de Sitter isometries

is then the statement that there exists an inherent hierarchy between the infinite class of

perturbative and non-perturbative quantum terms.

The point of our works [7, 8] was to put an emphasis on the temporal dependences of

the metric and the G-flux components to allow for an EFT description in four-dimensions

with de Sitter isometries. In fact the temporal dependences simultaneously justified the

two inter-related facts: existence of an hierarchy and the existence of an EFT. Such a

point of view was however stated with a specific de Sitter slicing in mind, the so-called

flat slicing. The natural question is whether this remains true for all the slicings that we

discussed in section 2. In the following we will discuss this in some details, by first starting

with the conformal slicing, which is related to the global slicing of de Sitter.

A-priori one might expect no dependence on our choice of the coordinate slicings

of de Sitter space. This is of course true if we are dealing with classical EOMs, or on-

shell dynamics, which are by definition covariant (see also footnote 11). The quantum

terms are however different beasts as they generically off-shell and they evolve dynamically

following all possible paths. This is also the reason for the appearance of an infinite possible

perturbative and non-perturbative quantum terms in the Wilsonian action at any given

energy scale. Our starting point would then be to allow for the following ansätze for the

G-flux components along the internal eight-manifold:

〈GMNPQ〉σ̄ ≡
∑
k>0

G(k)
MNPQ(y, θ1, θ2)

(
gs sin θ1 sin θ2

H(y) gb

)2k/3

=
∑
k>0

G(k)
MNPQ(y, θ1, θ2)

(
gs

HHo

)2k/3

, (3.2)

where (M,N) ∈ M4 ×M2 × T2

G , k ∈ Z
2 ; and Ho as defined in (2.3). The above ansätze of

G-flux components differs from the one taken in [7, 8] in two crucial ways: one, the spatial

part, i.e. G(k)
MNPQ, is now a function of internal coordinates y ≡ (yα, ym) as well as the

three-dimensional spatial coordinates (θ1, θ2); and two, the expansion parameter is now(
gs

HHo

)
instead of

(gs
H

)
(gb = 1 in [7, 8]), which captures the temporal dependences. On

the other hand, the ansätze for the Riemann curvature is little more complicated because

we expect (say along the internal eight-manifold):

〈RMNPQ〉σ̄ ≡ RMNPQ (〈gRS〉σ̄) + ......., (3.3)

where the dotted terms are the ones appearing in the path-integral with intermediate

Glauber-Sudarshan states. These dotted terms do contribute to those Schwinger-Dyson’s
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equations that relate them to the Faddeev-Popov ghosts for the metric and the flux com-

ponents. Overall the picture is complicated but there does exist a set of Schwinger-Dyson’s

equations (amidst all of them) that replicates the supergravity equations (in the presence

of quantum terms) for the flux and metric components reasonably well. All of these are

carefully derived in section 3.3 of [8] which the readers may look into for details.

The expression for RMNPQ (〈gRS〉σ̄) is not very complicated and is in fact similar to

the standard expression for the Riemann tensor with the difference being that the metric

components are replaced by their expectation values. This may be illustrated as:

RMNPQ (〈g..〉σ̄) =
1

2

(
∂(N∂P〈gMQ)〉σ̄ − ∂(N∂Q〈gMP)〉σ̄

)
+

1

2

(
∂(P〈gN)S〉σ̄ − ∂S〈gNP〉σ̄

)
〈gSL〉σ̄∂M〈gLQ〉σ̄

− 1

2

(
∂(P〈gM)S〉σ̄ − ∂S〈gMP〉σ̄

)
〈gSL〉σ̄∂N〈gLQ〉σ̄

+
1

4

(
∂(P〈gM)S〉σ̄ − ∂S〈gMP〉σ̄

) (
∂T〈gNQ〉σ̄ − ∂[Q〈gN]T〉σ̄

)
〈gST〉σ̄

− 1

4

(
∂(P〈gN)S〉σ̄ − ∂S〈gNP〉σ̄

) (
∂T〈gMQ〉σ̄ − ∂[Q〈gM]T〉σ̄

)
〈gST〉σ̄, (3.4)

where (...) and [...] denote symmetric and anti-symmetric terms. For example ∂(a∂bFcd) ≡
∂a∂bFcd + ∂c∂dFab, with similar definitions for others. One may check that all expected

properties of the Riemann tensor remain intact.

Let us now come to our metric ansätze. In M-theory we expect a metric of the form

(2.4), but we can generalize this even more keeping in tune with the generalized form of

the G-flux components. In other words, let us consider the following expectation values of

the metric components:

〈gCD〉σ̄ =
∑
k≥0

g
(k)
CD(y, θ1, θ2)

(
gs

HHo

)aCD+2k/3

, (3.5)

where (C,D) ∈ R2,1 ×M2 ×M4 × T2

G and aCD is the dominant scaling. This means that

all the metric components are now functions12 of (y, gs) as well as the spatial coordinates

(θ1, θ2). The reason for choosing θi is because of our choice of the conformal slicings. We

could have chosen other slicings, discussed in section 2, in which case the dependence of

the metric components on the 2 + 1 dimensional spatial coordinates would be different.

Thus instead of taking (3.2) and (3.5), we can take the following generalized choices that

would work for any de Sitter slicings:

〈gCD〉σ̄ =
∑
k≥0

g
(k)
CD(y, x1, x2)

(
gs

HHo

)aCD+2k/3

, 〈GABCD〉σ̄ =
∑
k≥0

G(k)
ABCD(y, x1, x2)

(
gs

HHo

)lCD
AB+2k/3

,

(3.6)

12The series (3.5) may be justified by including the series Fi(gs/HHo) in the definition of the warped-

metric from (2.4). This means, to allow for an exact de Sitter metric we should impose the condition:

g
(k)
CD = 0 for k > 0 when (C,D) ∈ R2,1 × T2

G . However in the following we will not worry too much about

this as this can be imposed at any points in our computations.
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where k ∈ Z
2 ; (x1, x2) are the two-dimensional spatial coordinates with any choice of the

slicings; Ho ≡ Ho(x
1, x2), although could be Ho(x

1, x2, y), and lCD
AB is the dominant scaling

for the G-flux components. In this language, the warped metric and the G-flux components

are functions of all the space-time and the internal coordinates except the coordinates of

the fiber torus T2

G . We will soon speculate what happens if we relax that constraint, and

make the metric and the flux components functions of all the coordinates13.

Making all the metric and the G-flux components functions of (x1, x2) also, compared

to being functions of (y, gs) in [7, 8], will not only switch on new components of the

curvature tensors, but will also effect some of the gs scalings of the existing curvature

terms. It is easy to speculate how the existing terms, i.e. the ones appearing in [7, 8],

change by simply following some scaling arguments, so we will pursue that first. Note that

only the scalings of those curvature terms that have temporal derivatives of the metric

components would be affected. Thus If z1 denotes the
(

gs
HHo

)
scalings of those terms that

have temporal derivative and z2 denotes those terms that have derivatives with respect to

13It is easy to see how this may come about when we change the de Sitter slicings. Consider the M-theory

metric (2.4) written with conformal slicing. We can generalize this and rewrite the M-theory uplifted metric,

now using H and Ho, in the following suggestive way:

ds2 =

(
gs

HHo

)−8/3 (
−g̃00dt

2 + g̃ijdx
idxj

)
+

(
gs

HHo

)−2/3(
F1(t)g̃αβdy

αdyβ + F2(t)g̃mndy
mdyn

)
+

(
gs

HHo

)4/3

g̃abdw
adwb,

where g̃AB ≡ g̃AB(xi, y). The relation between g̃AB and gAB is easy to see: for the simple case here, as an

example, g̃MN(y, xi) ≡
(

H2(y)

Ho(y,xi)

)2/3

gMN(y) with (M,N) ∈ M4 ×M2; and one may similarly express the

tilded metric components in terms of the un-tilded ones. To avoid too much clutter, in our analysis we will

not distinguish much between the tilded and un-tilded components and simply express gAB ≡ gAB(y, xi),

unless mentioned otherwise. In a similar vein, we can ask whether the G-flux scalings given in (3.6) make

sense. In the flat-slicing case Ho = gb ≡ 1, but now Ho is non-trivial. To proceed, let us compare the

situation with the conformal slicing. Following (2.16) and (2.17), we see that the conformal slicing is given

by the following choices of the coordinates of the defining hyperboloid:

x0 = α tan

(
tc
α

)
, xi =

αzi

cos
(
tc
α

) ,
where 1 ≤ i ≤ 4, and

∑
zizjδij = 1. A direct comparison between (2.16) and the above coordinate mapping

is a bit subtle because here we have a unit three-sphere, whereas for the flat-slicing we had a two-sphere of

radius rf . Nevertheless we see that a replacement like:

tf
α
∝ gs

H
→ cos

(
tc
α

)
∝ gs

HHo
,

does make sense from the coordinate mappings. Of course since the M-theory metrics are not related by

coordinate transformations, such an analysis only provides indirect hints for the G-flux scalings from (3.6),

at least when there are overlapping patches. A more clearer hints therefore come from the scalings of the

metric components, which in fact will form the basis of our subsequent analysis. Soon we will generalize

this even further with gAB ≡ gAB(y, xi, wa) and GABCD ≡ GABCD(y, xi, wa) with wa ∈ T2

G .
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xi ≡ (x1, x2), then it is easy to see that:

z1 ≡
8

3
+ x + y − 2, z2 ≡

8

3
+ x + y,

(
gs

HHo

)z2−z1
=

(
gs

HHo

)2

, (3.7)

where x, y denote the
(

gs
HHo

)
scalings of the two relevant metric components. The above

result assures us that the scalings of the terms that appeared in [7, 8] can at best change

by O(g2
s) which is subleading. Thus the dominant scalings of all the terms that appeared

earlier in [7, 8] should not change.

This reassurance however relies on an important fact that can be illustrated by an

example. Consider 〈Rijij〉σ̄ that scaled as
(gs

H

)−14/3
, when we took the flat slicing of de

Sitter space-time in [7, 8]. Once we change the slicing, i.e. allow (xi, xj) dependences in

addition to the usual (y, gs) dependences, then the expression becomes:

〈Rijij〉σ̄ = Rijij(y, x
i, gs) = R

(1)
ijij(y, x

i)

(
gs

HHo

)−14/3

(3.8)

+ R
(2)
ijij(y, x

i)

(
gs

HHo

)−8/3

+ R
(3)
ijij(y, x

i)

(
gs

HHo

)−14/3 [
∂

∂t

(
gs

HHo

)]2

,

where we have ignored the dotted terms from (3.3). The reason why this is allowed is

subtle and will be explained later. For the time being we will assume this to be the case.

The first term in (3.8) has the right scaling with respect to gs (to avoid clutter gs scaling

henceforth will mean
(

gs
HHo

)
scaling), i.e. −14

3 . The second term comes from derivatives

of the metric components with respect (xi, xj). This scales as −8
3 , which is exactly g2

s

correction to the first term, implying that (3.7) is working. The last term is however subtle:

it scales as −14
3 , but it also has a derivative with respect to the temporal coordinate (here

t represents appropriate temporal coordinate associated with a given choice of de Sitter

slicings). For the various examples that we studied in section 2, we see that14:

∂

∂t

(
gs

HHo

)
= c0 +

∑
(n,m)≥1

cnm

(
gs

HHo

)n/m
, (3.9)

where (n,m) ∈ (Z,Z), cnm are constants and c0 6= 0. Plugging (3.9) in (3.8) one can easily

infer that the dominant scaling remains −14
3 . The condition (3.9) is important and useful

14For flat slicing, as studied in [7, 8], the time derivative of gs is just a constant, which in fact confirms

the dominant scaling to be − 14
3

in (3.8). We can easily see that:

∂

∂tc

(
gs

HHo

)
= −
√

Λ sin
(√

Λtc
)

= −

√√√√Λ

(
1−

(
gs

HHo

)2
)

∂

∂to

(
gs

HHo

)
= +Λ cosh

(√
Λto
)

= +

√√√√Λ2

(
1 +

(
gs

HHo

)2
)
,

for the two couplings (2.2) and (2.10) respectively. Here Ho takes the corresponding values for the two cases

discussed in section 2. In the weak coupling limit, i.e. when
(

gs
HHo

)
<< 1, the terms inside the square-root

may be expanded in perturbative series, thus confirming the generic ansätze (3.9) with cnm = 0 for m ≥ 2

and cn1 = 0 unless n ∈ 2Z.
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but the condition c0 6= 0 is not essential as long as the right hand side (RHS) of (3.9)

allows a perturbative expansion in (positive) integer or fractional powers of gs. However

for all the de Sitter slicings we know (except for the static patch and the ones related to

the static patch), c0 6= 0 appears to be the case.

The importance of the condition (3.9), i.e. the temporal derivative of gs should always

be expressed in terms of positive powers of gs, can also be elucidated by another example.

Let us consider the following cosmological solution in the type IIB side:

ds2 =

(
Λt2
)n

H2(y)

(
−dt2 + gijdx

idxi
)

+ H2(y)
(

F1(t)gαβ(y)dyαdyβ + F2(t)gmn(y)dymdyn
)
, (3.10)

where n can be integer or fractional, and can also have any sign. The metric gij is a

function of two of the three-dimensional spatial coordinates, i.e. a function of (x1, x2) but

independent of x3. The above metric represents a generic cosmological model that may not

represent a four-dimensional de Sitter space for arbitrary n. The type IIA string coupling

takes the following simple form:

gs =
gbH(y)

(Λt2)n/2
√
g33(x1, x2)

, (3.11)

where we will assume that g33 remains non-zero everywhere so that there are no infinite

coupling points. The corresponding IIB coupling gb is at the constant coupling point [14]

much like what we had before. As expected the IIA coupling is highly non-trivial, and

plugging this in (3.9), we can easily see that:

ġs ∝ g1+1/n
s ⇒ 1

n
≥ −1, (3.12)

otherwise the dominant scaling of the relevant curvature terms, say for example Rijij in

(3.8), will change. Such changes in the gs scalings of the curvature terms will in turn create

problems with the existence of four-dimensional Effective Field Theory (EFT) description

so long as gs << 1 [7]. This simple formalism then restricts all cosmologies with −1 < n < 0

in (3.10). We will elaborate more on this in sections 5.2 and 7.

3.1 Quantum terms with spatially dependent degrees of freedom

Let us now speculate how the quantum terms behave once (3.9) is imposed for all the de

Sitter slicings. The metric and the G-flux components are defined via the ansätze (3.6),

which in-turn are expressed using the dominant scalings aCD and lCD
AB respectively. From

the metric ansätze (2.4) (see also footnote 13), it is clear what aCD should be. Question

is, what values do lCD
AB take? In [7, 8], where Ho = gb, l

CD
AB took the following form:

l0m12 = l0α12 = −4, lPQ
MN = 1, (3.13)

where (M,N) ∈ M4 ×M2 × T2

G ; m ∈ M4 and α ∈ M2. The situation at hand is bit

more subtle now because of the (xi, xj) dependences. Clearly there should be many new

G-flux components of the form GMNPi and GMNij . There is also the possibilities of G0ija

without involving derivatives along wa direction (in fact similar possibilities could exist for
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all G0ijM components). On the other hand, G-flux components like G0MNP could be made

to vanish by switching on quantum terms, via:

G0MNP = ∂[0CMNP] + c1

(
Ŷ4

)
0MNP

+ c2 (∗11Y7)0MNP = 0, (3.14)

where Ŷ4 and Y7 are respectively four and seven-forms topological quantum terms derived

in sections 3.2.7 and 4.2 of [7]. Note that we do not make G0ijM = 0 using the quantum

terms because, in the presence of dynamical M2-branes, non-zero G0ijM components are

switched on [7]15. Combining together, we have the following form of the quantum terms:

Q({li},ni)
T =

[
g−1

] 3∏
i=0

[∂]ni
41∏

k=1

(RAkBkCkDk
)lk

67∏
r=42

(GArBrCrDr)
lr (3.15)

= gmim
′
i ....gjkj

′
k{∂n1

m }{∂n2
α }{∂

n3
i }{∂

n0
0 } (Rmnpq)

l1 (Rabab)
l2 (Rpqab)

l3 (Rαabβ)l4

× (Rαβmn)l5 (Rαβαβ)l6 (Rijij)
l7 (Rijmn)l8 (Riajb)

l9 (Riαjβ)l10 (R0mnp)
l11

× (R0m0n)l12 (R0i0j)
l13 (R0a0b)

l14 (R0α0β)l15 (R0αβm)l16 (R0abm)l17 (R0ijm)l18

× (Rmnpα)l19 (Rmαab)
l20 (Rmααβ)l21 (Rmαij)

l22 (R0mnα)l23 (R0m0α)l24 (R0αβα)l25

× (R0abα)l26 (R0ijα)l27 (Rmnpi)
l28 (Rmni0)l29 (Rmniα)l30 (R0m0i)

l31 (Rmijk)
l32

× (Rmβiα)l33 (Rabmi)
l34 (Rijk0)l35 (Rα0i0)l36 (Rαβi0)l37 (Rab0i)

l38 (Rαijk)
l39

× (Rabiα)l40 (Rαβiα)l41 (Gmnpq)
l42 (Gmnpα)l43 (Gmnpa)

l44 (Gmnαβ)l45 (Gmnαa)
l46

× (Gmαβa)
l47 (G0ijm)l48 (G0ijα)l49 (Gmnab)

l50 (Gabαβ)l51 (Gmαab)
l52 (Gmnpi)

l53

× (Gmαβi)
l54 (Gmnαi)

l55 (Gmnai)
l56 (Gmabi)

l57 (Gaαβi)
l58 (Gαabi)

l59 (Gmaαi)
60

× (Gmnij)
l61 (Gmαij)

l62 (Gαβij)
l63 (Gmaij)

l64 (Gαaij)
l65 (Gabij)

l66 (Goija)
l67 ,

for any choices of (li, ni). Note that there are at most 41 independent choices of the Rie-

mann tensors and 26 possible choices of G-flux components (modulo their permutations).

This should be compared to what we had for the flat-slicing in [7, 8] namely, 27 choices of

Riemann tensors and 11 choices of G-flux components (again, modulo their permutations).

To see how the scalings of the G-flux components would work in the generic case, let

us start with GMNPi. Typically these would appear from the spatial derivatives of the

three-form fields CMNP, plus curvature contributions to satisfy the Bianchi identities (see

section 4.2 of [7]). They would therefore follow similar ansätze as in (3.6) with dominant

scaling lPiMN. On the other hand, we can view GMNij as localized fluxes of the form:

GMNij(gs, y, x) =
∑
k≥0

(
G(k)

MNij(x, y) + F (k)
ij (x)Ω

(k)
MN(y)

)( gs
HHo

)lijMN+2k/3

, (3.16)

where x ≡ (xi, xj) and y ≡ (ym, yα, wa) represent the coordinate dependences; and Ω
(k)
MN(y)

are the localized two-forms on the internal eight-manifold M4 ×M2 × T2

G . We have left

a non-localized piece G(k)
MNij(x, y) for completeness, which may or may not be a constant.

The gauge field components F (k)
ij (x) will appear in the type IIB side either on the D3,D3

15We will discuss the case for G0ija later.
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Riemann tensors Components gs expansions

RMNPQ Rmnpq,Rmnpα,Rmnαβ,Rmααβ,Rαβαβ
Σ
k≥0

R
(k)
MNPQ

(
gs

HHo

)2(k−1)/3

RMNab Rmnab,Rmαab,Rαβab
Σ
k≥0

R
(k)
MNab

(
gs

HHo

)2(k+2)/3

Rabab Rabab
Σ
k≥0

R
(k)
abab

(
gs

HHo

)2(k+5)/3

RMNP0 Rmnp0,Rmnα0,Rmαβ0,R0ααβ
Σ
k≥0

R
(k)
MNP0

(
gs

HHo

)(2k−5)/3

RMNPi Rmnpi,Rmnαi,Rmαβi,Riααβ
Σ
k≥0

R
(k)
MNPi

(
gs

HHo

)2(k−1)/3

RMNi0 Rmni0,Rαβi0
Σ
k≥0

R
(k)
MNi0

(
gs

HHo

)(2k−5)/3

RMNµν Rmnij ,Rmαij ,Rαβij ,R0m0n,R0α0β,R0m0α
Σ
k≥0

R
(k)
MNµν

(
gs

HHo

)2(k−4)/3

RM0ij Rm0ij ,Rα0ij
Σ
k≥0

R
(k)
M0ij

(
gs

HHo

)(2k−11)/3

RMµνρ Rm0i0,Rmijk,Rα0i0,Rαijk
Σ
k≥0

R
(k)
Mµνρ

(
gs

HHo

)2(k−4)/3

Rµνρσ Rijk0
Σ
k≥0

R
(k)
µνρσ

(
gs

HHo

)(2k−11)/3

Rµνµν Rijij ,R0i0j
Σ
k≥0

R
(k)
µνµν

(
gs

HHo

)2(k−7)/3

R0Mab R0mab,R0αab
Σ
k≥0

R
(k)
0Mab

(
gs

HHo

)(2k+1)/3

RMabi Rmabi,Rαabi
Σ
k≥0

R
(k)
Mabi

(
gs

HHo

)2(k+2)/3

Rabµ0 Rabi0
Σ
k≥0

R
(k)
abµ0

(
gs

HHo

)(2k+1)/3

Rµνab Rabij ,R0a0b
Σ
k≥0

R
(k)
µνab

(
gs

HHo

)2(k−1)/3

Table 1. The gs
HHo

expansions of the components of the curvature tensors associated with the

M-theory metric (2.4). The warp-factor H(y) is the universal warp-factor appearing in [7, 8],

whereas Ho ≡ Ho(x, y) depends on the choice of the de Sitter slicings, as defined in section 2. The

components of the Riemann tensors are defined in the usual way: (m,n) ∈ M4, (α, β) ∈ M2,

(a, b) ∈ T2

G and (µ, ν) ∈ R2,1; with x ≡ (xi, xj) and ym ∈ M4 ×M2. The modes of the curvature

tensor are defined as R
(k)
A1A2A3A4

= R
(k)
A1A2A3A4

(x, y) where Ai ∈ R2,1 ×M4 ×M2 × T2

G and k ∈ Z
2 .

These curvature tensors form the essential ingredients of the quantum terms (3.15).

or the (p, q) seven-branes (in the full F-theory formalism). These gauge fields, which were

absent in the flat-slicing case because of the absence of the (xi, xj) dependence, now appear

with a dominant scaling lijMN. Such localized fluxes are necessary to allow for a de Sitter

space in the IIB side with different slicings.

Let us now discuss how the quantum series (3.15) would scale with respect to gs. The

scaling of the Riemann curvature terms are given in Table 1, where k ≥ 0 so that the

dominant scaling of any curvature component is always the k independent numerical factor

appearing there. Similarly, the dominant scaling of any G-flux component appears from
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lCD
AB where (A,B) scans the full eleven-dimensional space-time. Let θnl be the dominant

scaling of the quantum term (3.15), whose expression, using the parameters appearing in

(3.15), may be written as:

θnl =
2

3

27∑
i=1

li +
5

3

41∑
j=28

lj +
1

3
(n1 + n2 + 4n3) +

(
1

3
+
[ n
m

])
n0 +

(
lij0a +

4

3

)
l67 (3.17)

+

(
lpqmn +

4

3

)
l42 +

(
lpαmn +

4

3

)
l43 +

(
lpamn +

1

3

)
l44 +

(
lαβmn +

4

3

)
l45 +

(
lαamn +

1

3

)
l46

+

(
lαβma +

1

3

)
l47 +

(
l0mij +

13

3

)
l48 +

(
l0αij +

13

3

)
l49 +

(
labmn−

2

3

)
l50 +

(
labαβ−

2

3

)
l51

+

(
labmα−

2

3

)
l52 +

(
lpimn +

7

3

)
l53 +

(
lβimα +

7

3

)
l54 +

(
lαimn +

7

3

)
l55 +

(
laimn +

4

3

)
l56

+

(
lmiab +

1

3

)
l57 +

(
laiαβ +

4

3

)
l58 +

(
lαiab +

1

3

)
l59 +

(
laimα +

4

3

)
l60 +

(
lijmn +

10

3

)
l61

+

(
lijmα +

10

3

)
l62 +

(
lijαβ +

10

3

)
l63 +

(
lijma +

7

3

)
l64 +

(
lijαa +

7

3

)
l65 +

(
lijab +

4

3

)
l66,

where
[
n
m

]
is a positive ratio defined in (3.9); and as in [7, 8] we see that (3.17) is mostly

positive except at three places marked in red associated with the G-flux components GMNab

with (M,N) ∈M4×M2. Despite equivalence with [7, 8] there are however a few differences.

First, the number of terms is significantly larger from what we had earlier. There are now

41 curvature terms (modulo their permutations), out of which the first 27 of them all scale

as
(

gs
HHo

)2/3
whereas the remaining 14 scale as

(
gs

HHo

)5/3
. Interestingly the gs scalings

still remain positive definite. Secondly, the coefficient of n0 is not just 1
3 : there is an

extra factor coming from (3.9). As emphasized earlier, such a factor is essential to restore

the four-dimensional EFT description in the type IIB side. Here we see why: a relative

minus sign for the coefficient of n0 will have disastrous consequence. On the other hand,

the relative minus signs for the coefficients of (l50, l51, l52) can only be flipped if we allow

non-zero gs scalings for the corresponding G-flux components. Combining them together,

we see that at least if we impose the following conditions:[ n
m

]
≥ 0, labMN >

2

3
, (3.18)

where (M,N) span, as before, the six-dimensional base of the eight-manifold, there appears

to be some possibility for the existence of a four-dimensional EFT in the dual IIB side. On

the other hand, if labMN = 0, θnl will have relative minus sign, we will lose the gs hierarchy

in the system.

The loss of gs hierarchy does not immediately imply a loss of Mp hierarchy. One could

still have operators with the same
(

gs
HHo

)θnl
scalings for a given choice of ni and li in

(3.15), but typically they would be suppressed by different powers of Mp. For example,

the operator Q({li},ni)
T in (3.15) can be expressed in terms of the gs and Mp scalings in the
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following way:

Q({li},ni)
T (x, y; gs,Mp) ≡ Q

({li},ni)
T (x, y)

(
gs

HHo

)θnl
× 1

Mσnl
p
, (3.19)

where θnl is the same scaling that appears in (3.17), and σnl is the Mp scaling of the

quantum term (3.15). A naive derivative countings of the curvature and G-flux components,

including the spatial and temporal derivatives, in the quantum term (3.15) will tell us that:

σnl =
3∑
i=0

ni + 2
41∑
j=1

lj +
67∑
p=42

lp, (3.20)

which contains all positive definite integers. If this was only the case, then clearly there

will always be some level of Mp hierarchy in the system and the operators can thus be

distinguished. However, as in [8], a careful look reveals hidden subtleties. The first one

comes from looking at the G-flux components GMNab. Such flux components can come

from the following choices of the three-form potentials: CMNb with derivative acting along

xa ≡ x3 direction, or CMNa with derivative acting along wb ≡ w11 direction, or CMab

with derivative acting along yM = (ym, yα) directions. None are helpful: the first choice

will clash with our T-duality rule, the second choice will create problems with a EFT

description in the IIB side (this will be clarified a bit later when we discuss the quantum

terms in (3.57)) and the third choice will create a cross-term metric component gM3 in

the dual IIB side. These are of course the same issues that we encountered in [7], and the

resolution therein was to view GMNab as localized fluxes in the same vein as (3.16).

The localized fluxes are defined using localized forms, ΩMN(y) and Ωab(y), in the way

they appear in (3.16). The way we have written them, however, doesn’t reveal the hidden

gs and Mp dependences. These dependences are in addition to the standard gs and Mp

dependences expected from the four-forms. These hidden dependences appear from the

following definition for ΩAB:

ΩAB(y; gs,Mp) ≡
∞∑

l,k=0

B(AB)
lk exp

[
−y2lM2l

p −
(
gMNy

MyN
)k

M2k
p

]
εAB

=

∞∑
l,k=0

B(AB)
lk exp

−y2lM2l
p −

(
gMNy

MyN

g
2/3
s

)k
M2k
p

 εAB, (3.21)

where B(AB)
lk are just constants but can have gs dependences (although no Mp dependences),

and for large values of l and k we can easily see that, as long as Mp →∞ (or even Mp >> 1),

they are decoupled. Note that the first term is written without recoursing to any underlying

metric (i.e. the metric choice is a flat one: y2 ≡ ηMNy
MyN) whereas the second term has

a metric factor. There is however an issue with the second term: it is non-perturbative in

gs and therefore for gs << 1 this would completely decouple16. This means only the first

16One could argue that for gs going to zero as gs = ε, where ε → 0, we see that the gaussian function

(3.21) is typically peaked near y = εγ with γ > 1
3
. Therefore near yM = 0 + εγ we could have a localized
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gaussian piece with BAB
l0 6= 0 contributes to the two-form. Such a form will lead to gauge

fields FMN(y) and Fij(x) on either or both the three and the seven-branes in the IIB side.

Note that their gs dependence will come mostly from the generic dependence as in (3.16).

3.2 Existence of an EFT description with de Sitter isometries

Let us now see how this works for a generic choice of the energy-momentum tensor TAB.

The energy-momentum tensor gets contributions from both the perturbative and the non-

perturbative quantum terms (see [7, 8]), but here we will discuss the contributions from

the perturbative terms of the form (3.15). The energy-momentum tensor defined as:

TAB(x, y; gs,Mp) ≡
∑
{li},nj

(
agABQ

({li},nj)
T +

∂Q({li},nj)
T

∂gAB

)
b

M
σ{li},nj
p

=
∑
n,l

(
gs

HHo

)aAB+θnl 1

Mσnl+γnl
p

TAB(x, y), (3.22)

where (a, b) are constants independent of (gs,Mp); (A,B) ∈ R2,1×M4×M2× T2

G ; and θnl
and σnl are defined in (3.17) and (3.20) respectively. We can take a ≡ 1, but b will depend

on the precise way Q({li},nj)
T appears in our M-theory Lagrangian. Note also the appearance

of
(

gs
HHo

)aAB

in the gs scaling above which is associated with the metric scalings in (3.6).

Thus aAB takes three possible values:

aAB ≡
(
−8

3
, − 2

3
, +

4

3

)
, (3.23)

depending on whether we are looking at space-time R2,1, the internal space M4 ×M2 or

the toroidal direction T2

G respectively, as seen from the M-theory metric (2.4). The other

difference is the appearance of γnl in addition to σnl, defined in (3.20), for the Mp scalings

of the quantum terms. Such a factor appears when we take the hidden Mp dependence

from the localized form ΩAB with BAB
0k = 0 in (3.21). This way, as expected, only the Mp

scalings are effected (see also footnote 16).

normalizable form. This is not true (and also erroneous) because of a few reasons. One, the unwarped

metric gMN(y) is typically a function of yM and so the naive scaling cannot be right. Two, for yM > 0 the

gaussian piece always vanishes. Three, since we have consistently kept the non-perturbative contributions of

the form exp
[
− b(y,x)

g
2/3
s

]
to the flux components zero, we cannot introduce such a contribution now (although,

as discussed in [7, 8], a non-perturbative effect of the form exp
[
− c(y,x)

g2s

]
to the energy momentum tensor

does become essential). Four, demanding the normalization scheme of the form:

M6
p

∫
d6y
√
−g6 gMPgNQ ΩMNΩPQ = 1,

with (M,P) ∈ M4 ×M2, we see that BMN
l0 ∝ g

1/3
s whereas BMN

0k ∝ g
−2/3
s . The latter appearance of an

inverse gs factor is alarming, although wholly expected from our normalization scheme. The D3 or D7

gauge fields in the two cases would scale as gσs where σ > 1
3

and σ > 4
3

respectively to allow for (3.18); and

finally, such a choice of the gaussian might clash with the existence of a four-dimensional EFT description

with de Sitter isometries in the IIB side. This will become clearer as we proceed.
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The other quantities (θnl, σnl, γnl) can be defined more efficiently with the aid of a few

notations. We define Ni in the following suggestive way:

N1 =

27∑
i=1

li, N2 =

41∑
j=28

lj , N3 =

49∑
k=48

lk

N4 =

63∑
p=61

lp, N5 =

55∑
q=53

lq +

65∑
r=64

lr, N6 =

46∑
s=44

ls + l57 + l59

N7 =

43∑
u=42

lu + l45 + l56 + l58 + l60 +

67∑
v=66

lv, N8 =

52∑
t=50

lt, N9 =

2∑
1=1

ni, (3.24)

where li are the powers of the curvature and the G-flux components appearing in the

quantum term (3.15). Similarly n1 and n2 denote the derivatives along M4 ×M2 here.

The coefficients (3.24) can then be used directly to express the scaling θnl in the absence of

time-dependent fluxes, i.e. when lCD
AB = 0 in (3.17). In fact we can show that all the three

scaling coefficients, i.e. θnl, σnl and γnl can be re-written as:

σnl = n0 + n3 + 2
2∑

1=1

Ni +

9∑
j=3

Nj , γnl = −2N9

3θnl = 2N1 + 5N2 + 13N3 + 10N4 + 7N5 + N6 + 4N7−2N8 + N9 + 4n3 +
(

1 + 3
[ n
m

])
n0, (3.25)

with n0 and n3 are the coefficients associated with the temporal derivative and derivatives

along the spatial, i.e. (x1, x2) directions, respectively. Note the appearance of the relative

minus signs for both gs and Mp scalings. This is important, as the Mp scaling is related to

the combination σnl + γnl, so a relative minus sign there shows that for a given power of

Mp there would be in principle infinite number of possible terms. An example here would

help clarify the scenario. Let us assume that we want to find how many operators are

possible with the (gs,Mp) scalings of the form
(

gs
HHo

)a1
1

M
b1
p

. For concreteness, we can take

the energy-momentum tensor associated with space-time R2,1. Combining the results of

(3.23), (3.24) and (3.25) together then reproduces the following conditions on the various

coefficients of (3.24):

n0 + n3 + 2

2∑
i=1

Ni +

8∑
j=3

Nj−N9 = b1 (3.26)

2N1 + 5N2 + 13N3 + 10N4 + 7N5 + N6 + 4N7−2N8 + N9 + 4n3 +
(

1 + 3
[ n
m

])
n0 = 8 + 3a1,

where the relative minus signs are shown in red. For a given value of b1 in M−b1p , we see

that the first equation allows an infinite number of solutions. Similarly, for a given choice

of a1 in
(

gs
HHo

)a1

there are also an infinite number of solutions to the second equation.

Thus the overlap between two infinite sets is also an infinite set. This may be quantified

by eliminating N9 using the first equation in (3.26) to produce17:

17Consider this in the following way. The first equation in (3.26) is an equation for a plane in eleven

dimensions (this has nothing to do with the fact that we are in eleven dimensions!). The second equation in

(3.26) is also an equation for a plane in eleven dimensions. For various choices of (a1, b1) these two planes
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4N1 + 7N2 + 14N3 + 11N4 + 8N5 + 2N6 + 5N7−N8 +
(

2 +
[ n
m

])
n0 + 5n3 = 8 + 3a1 + b1, (3.27)

where we see that for a given choice of (a1, b1) there are indeed an infinite possible solu-

tions18 for the (Ni, nj) coefficients precisely because of the relative minus sign for N8. From

the quantum term (3.15) and (3.24), we see that N8 is related to the G-flux components

GMNab. Thus it is this breakdown of gs hierarchy that eventually also breaks the Mp hi-

erarchy in the system, eliminating any chance for a well defined EFT in four-dimensions

with de Sitter isometries in the IIB side. Note that replacing N9 by (2k − 1)N9 by choos-

ing higher powers of y2kM2k
p in the localized two-form (3.21) would not change the result

because (3.27) will now be replaced by:

4kN1 + (10k − 3)N2 + (26k − 12)N3 + (20k − 9)N4 + (14k − 6)N5 + 2kN6 (3.28)

+ (8k − 3)N7−(4k − 3)N8 +
(

2k + (2k − 1)
[ n
m

])
n0 + (8k − 3)n3 = (2k − 1)(8 + 3a1) + b1,

where, as before, most of the terms are positive definite except for one (shown in red)

because k > 1. Clearly, once we flip the sign of the N8 term by switching on time-

would overlap on another plane in ten (or eleven) dimensions. However since we are looking at integer

values of (ni,Nj), only integer points on the three planes would make sense here. Thus if and only if there

are relative minus signs in the equations of all the three planes then there would be the possibility for an

infinite number of integer points in the overlapping plane. When either or both the equations in (3.26) have

no relative minus signs, the intersecting plane argument is not helpful and there would be some hierarchy

in the system with the possibility of an EFT description in the dual IIB side.
18There is yet another constraint that we kept under the rug so far, and it appears from imposing

the Schwinger-Dyson’s equations to the expectation values. The localized form of the G-flux components

GMNab, from imposing (3.21), implies a similar behavior for the metric components, i.e.:

gMN(x, y; gs,Mp) =

(
gs

HHo

)−2/3 ∞∑
k=0

a
(mn)
k g

(k)
MN(x, y) exp

(
−b(mn)

k y2kM2k
p

)
,

where (a
(mn)
k , b

(mn)
k ) are constants, and we have restricted ourselves to only define the dominant metric

components along (M,N) ∈ M4 ×M2 this way. Such a choice of the metric components, in turn, would

effect the Riemann tensors. Since the Riemann tensors come with two derivatives, this will change 2(N1+N2)

to (2− 4k)(N1 + N2) in the first equation of (3.26), converting (3.27), in the simpler case with k = 1, to:

0N1 + 3N2 + 14N3 + 11N4 + 8N5 + 2N6 + 5N7−N8 +
(

2 +
[ n
m

])
n0 + 5n3 = 8 + 3a1 + b1.

This has similar issues as (3.27), due to the vanishing of the N1 coefficient, implying that the situation

might worsen in the time-independent case. Note that multiplying the second equation in (3.26) by an

arbitrary factor doesn’t help. One might resort to the weaker form of the breakdown (3.27) by demanding

that the scale appearing in (3.21) to be much smaller then Mp. This would mean ΩAB ∝ exp
[
−y2lM2l

]
εAB,

where M ≡ cMp, and c << 1. Since y > M−1, the exponential piece is convergent, and with N9 derivative

action we could get the two equations (3.26). There is however a subtlety that one needs to take here: all

the metric and the flux components are functions of the dimensionless coordinates x/Rx and y/Ry, where

Ri >> Lp are some low-energy scales (see footnote 6). Clearly M needs to be much larger than R−1
i for

this to make sense, otherwise the derivative actions will introduce R−1
i scale dependences in our analysis.

On the other hand a choice like Mp >> M >> R−1
i would work in the limit when y ∼ Ry and x ∼ Rx.

Although such a choice in (3.21) allows us to use (3.26), this unfortunately doesn’t help as we saw earlier,

and therefore from either viewpoints the problem persists. In fact a more careful analysis, presented later,

will show that an arbitrary choice of an intermediate scale is not essential to imply EFT breakdown.
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dependent G-flux components GMNab, i.e. keeping labMN > 2
3 , the second equation in (3.26)

will have a finite number of solutions for a given value of a1. The first equation in (3.26)

continues to have an infinite number of solutions for a given value of b1, but only a finite

set of solutions can solve both these equations consistently. Taking the EOM constraint

from imposing the Schwinger-Dyson’s equations do not change the outcome. For example

using the metric behavior as in the footnote 18, the constraint (3.27), in the absence of

time-dependent G-flux components, takes the following form:

0N1 + (6k − 3)N2 + (26k − 12)N3 + (20k − 9)N4 + (14k − 6)N5 + 2kN6 (3.29)

+ (8k − 3)N7−(4k − 3)N8 +
(

2k + (2k − 1)
[ n
m

])
n0 + (8k − 3)n3 = (2k − 1)(8 + 3a1) + b1,

which may be compared to (3.28). Expectedly, as pointed out in footnote 18, this has

similar issues as (3.28). We could have also taken different powers of Mp in the exponential

parts for the metric and the G-flux components, but the result would remain unchanged

(we will deal with this generic case a little later). In the time-dependent case the sign of the

N8 coefficient becomes positive, but the absence of the N1 factor doesn’t create a problem

because this will be fixed by the second equation in (3.26). This results in a well defined set

of operators for a given values of (a1, b1) with time-dependent G-flux components GMNab.

The above analysis at least shows why time-dependent G-flux components GMNab are

essential to allow for an EFT description in the IIB side. The EOM constraints do not

change the results, although it appears that the other components could in principle remain

time-independent. This is not true because we haven’t analyzed the flux EOMs. In our

earlier analysis, done with a flat-slicing in [7, 8], the flux EOMs and anomaly cancellations

told us that all G-flux components should become time-dependent. We will discuss this

a bit later, but before going into it, let us ask what happens if we had taken B0k 6= 0 in

the choice of the two-form (3.21). Since this is time-dependent, the corresponding G-flux

components GMNab would automatically develop some time-dependences. We will however

keep lCD
AB = 0 to see if this mild temporal dependences help us in any way. In this limit,

the two equations in (3.26) change to:

n0 + n3 + 2

2∑
i=1

Ni +

8∑
j=3

Nj−N9 = b1 (3.30)

2N1 + 5N2 + 13N3 + 10N4 + 7N5 + N6 + 4N7−2N8 − N9 + 4n3 +
(

1 +
[ n
m

])
n0 = 8 + 3a1.

This unfortunately allows a more stronger breakdown of the four-dimensional EFT in the

IIB side with k = 1 in (3.21). Once we impose additional time-dependences by switching on

lCD
AB = 0 in the G-flux components, including the ones associated with N8 i.e. GMNab, the

coefficient of the N8 factor would flip sign. However the N9 factor would remain unchanged.

Here one could argue that, since the coefficients of both the N9 factors in (3.30) are −1

each, we could eliminate N9 from both these equations, and therefore (Ni, nj) can have

finite number of solutions. While this is generically true, the fact that the two-form in

(3.21) with BAB
0k 6= 0 vanishes as exp

(
− 1

g
2/3
s

)
for gs → 0, tells us that this choice of two-
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form is not useful. Thus it appears that the two-form (3.21) cannot lead to a finite number

of solutions in the absence of time-dependent G-flux components.

Let us see how this may work using an explicit example when no time-dependent G-flux

components are switched on. The dangerous G-flux components are the ones with indices

GMNab, and to match-up with the corresponding Riemann curvature components19, we

will take the triplet (N1,N8,N9) from (3.24), keeping other Ni as well as (n0, n3) vanishing.

The N9 components are necessary to take care of the derivatives as described earlier, and

N1 and N8 are each described using the sub-triplets (l3, l4, l20) and (l50, l51, l52) respectively

(see (3.15) and (3.24) for details). For further concreteness, we will consider the quantum

terms contributing to Tµν and to order g0
s

M2
p
, i.e. to zeroth order in gs and second order in

Mp. The equations governing the Ni can be easily read from (3.30) and take the form:

2N1 + N8 − N9 = b1 ≡ 2

2N1 − 2N8 + N9 = 8 + 3a1 ≡ 8, (3.31)

where we have chosen (a1, b1) = (0, 2) to allow for quantum terms with g0
s

M2
p
. Note that it is

easy to generalize this to arbitrary (a1, b1). A simple analysis of the above set of equations

gives us:

(N1, N8, N9) = (k, 4k − 10, 6k − 12), k ≥ 3, (3.32)

where the bound on k keeps all Ni positive definite. Negative N9 would imply non-local

operators which, as discussed in [7, 8], are very important for the consistency and existence

of an EFT in the dual IIB side. Here however we will only concentrate on the local and

perturbative operators for simplicity. Two specific local operators contributing to the

energy-momentum tensor Tµν may be written as:

gµνR
3∂6G2 ≡ gµνg

a1b5gm1n5

4∏
i=1

gbiai+1

4∏
j=1

gnjmj+1

3∏
l=1

Rmlnlalbl

11∏
p=6

∂mp∂np

(
5∏
s=4

Gmsnsasbs

)

gµνR
4∂12G6 ≡ gµνg

a1b10gm1n10

9∏
i=1

gbiai+1

9∏
j=1

gnjmj+1

4∏
l=1

Rmlnlalbl

22∏
p=11

∂mp∂np

(
10∏
s=5

Gmsnsasbs

)
,

(3.33)

19We will not worry too much on the constraints coming from imposing the Schwinger-Dyson’s equations.

This is possible because, while our metric choice in the presence of (3.21) develops additional exponential

piece as gAB ∝ gaAB
s g̃ABe

−y2M2
p where aAB is as in (3.23), we can choose to ignore it because of the following

reasoning. The derivatives could be arranged to act on the g̃AB part in the Riemann curvature tensors, but

on the exponential piece of the G-flux components GMNab ∝ FMNΩab if we take the gauge field FMN as a

slowly varying function and the un-warped part of the metric to dominate. In other words, we are imposing

the following conditions on the metric and the gauge field components:

∂C g̃AB >> 2ηCD g̃AB yDM2
p, ∂CFAB ≈ 0.

Such conditions are not hard to impose in the Schwinger-Dyson’s equations but since (as we show below)

such choices of time-independent G-flux components do not lead to a well-defined EFT in four dimensions,

we do not have to worry too much about the exact realizations of these aforementioned conditions when

we classify the operators below.
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where (mi, ni) ∈M4 and (aj , bj) ∈ T2

G , and the derivatives act on the G-flux components in

a way described earlier. Note that there are multiple possible rearrangements of the various

metric and flux factors possible, but here we only concentrate on a specific ordering of the

various fields. Therefore, considering the two choices in (3.33), we see that a sub-class of

operators contributing to the energy-momentum tensor Tµν may be written as the following

series20:

Tµν(x, y; gs,Mp) ≡
g0
s

M2
p

( ∞∑
k=3

ck gµνR
k∂6k−12G4k−10 + ....

)
+O

(
gas
Mb
p

)
, (3.34)

with a > 0, b ≥ 0 and ck are constant coefficients that are independent of either gs or Mp

but can take any signs. Note that the sub-class in (3.34) is already infinite dimensional,

but there exists an even bigger class of operators (also infinite dimensional, and shown here

by the dotted terms) if we take all Ni, n0 and n3 in (3.30) into account.

In the time-independent case clearly we have lost both gs and Mp hierarchies, as evident

from the infinite number of operators. However one might try to ask whether there could

exist a different level of hierarchies, say in the terms inside the bracket in (3.34). The

metric and the G-flux terms in (3.34) or in (3.33) appear from the expectation values over

a Glauber-Sudarshan state, as in (3.1), and therefore their functional forms are known.

Typically they could be written in terms of the space-time and internal coordinates xi and

yM respectively, but since all the fields here are dimensionless, they typically appear as

functions of x
Rx

and y
Ry

where Ri are some scales to measure distances (see also footnotes 6

and 18). These scales cannot be short-distance scales as we have already integrated out the

high-energy modes, so can only be IR scales that are many order smaller than Mp (or many

order larger than Lp, the Planck length). As such one might try to construct a hierarchy

using these scales. However this fails precisely when x ∼ Rx and y ∼ Ry, showing that

any arbitrary choice of scales cannot save the day, and the only saving grace appears from

switching on temporal dependences to the G-flux components. This is further reinforced

from the fact that the conclusion remains unchanged even if we switch on k dependences

from say Table 1 and metric and flux ansätze from (3.5), because:

θnl → θnl +
2

3

67∑
i=1

liki, (3.35)

20A question could be asked here, and even earlier when we had introduced the quantum terms (3.15),

regarding the existence of all these operators in M-theory. For example, how do we know that all these

operators appear in the low energy Wilsonian action? The answer is that, in the absence of the knowledge

of the full M-theory (or the corresponding type IIA) action, we cannot predict the precise values of the

coefficients ck appearing in (3.34), or to discern whether some of the ck’s vanish. The point however is

not this and what is important is the following. In the absence of the precise form of the M-theory action,

question is how much genericity we can impose on the choice of the operators. In other words, what

constraints on the EFT may be imposed once a generic form of the Wilsonian action is taken into account.

If, in the end, our exercise can discern the way to avoid EFT breakdowns in four-dimensions, we can be

sure that once we know the precise values of ck’s in (3.34) the final answer will remain unchanged, albeit

quantified better.
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where ki ≡ k ≥ 0, i.e. the lowest values for all ki are zero so in the gs expansions they

cannot change the dominant scalings θnl from (3.17). The other factor li, defined in (3.15),

are positive definite integers.

One might also be concerned by the specific choice of the localized function (3.21).

What if we had a different choice of the localized function which may not dependent on

the UV scale Mp? For example we could have a localized function expressed in terms of

the dimensionless coordinate y/Ry, which would not have introduced relative minus signs

in the first lines of (3.25) and (3.26). This is of course a valid possibility and here we can

see that, in the absence of time-dependent G-flux components, the breakdown happens in

a slightly different way as shown in [16] earlier, namely:

Tµν(x, y; gs,Mp) = gµν

∞∑
a1=0

(
gs

HHo

)a1
( ∞∑
l=0

bl(x, y)Ml
p +

∞∑
k=0

ck(x, y)

Mk
p

)
+ ...., (3.36)

where we have taken the energy-momentum tensor along 2+1 dimensional space-time, and

the dotted terms are additional contributions coming from the derivative term in (3.22).

The coefficients ck(x, y) and bl(x, y) are functions that can be derived from (3.15), the

former directly from (3.15) and the latter indirectly from the non-perturbative (and hence

non-local) quantum terms (see [7, 8]). Note that in (3.36) we have lost the gs hierarchy

in the usual way: the relative minus sign in say the second equation of (3.26) allows an

infinite number of solutions for a given value of a1. On the other hand, all these terms

are suppressed by different powers of Mp. However there are also non-local counter-terms

that scale as positive powers of Mp (their contributions are finite as shown in [7, 8]). Thus

when Mp → ∞ we cannot ignore the positive powers of Mp. Similarly, when Mp → 0,

we cannot ignore the inverse powers of Mp. In this sense we have lost the Mp hierarchy

altogether, implying again that a loss of gs hierarchy ultimately governs the loss of Mp

hierarchy also. Therefore it appears that no matter how we want to count the operator

contributions to the energy-momentum tensor, in the absence of temporal dependences

of the G-flux components, finiteness or alternatively the existence of an EFT description

cannot be achieved.

Before moving ahead, let us clarify another subtlety that could arise once time depen-

dences are switched on. Some aspect of this have been described in footnotes 18 and 19,

and has to do with the existence of the localized form for the G-flux components GMNab.

Imposing mild temporal dependences using the exponential piece do not help as we saw in

(3.30), so question is what metric and flux ansätze we should take in the time-dependent

case. A possible ansätze for the relevant G-flux components may be written as:

GMNab(x, y; gs,Mp) ≡
(

gs
HHo

)labMN
∞∑
k=0

ck F (k)
MN(x, y) exp

[
−dk

(
gs

HHo

)ξk/3
y2(k+1)M2(k+1)

p

]
εab, (3.37)

where we see that there is an additional gs dependence in the exponential piece with

(ck, dk) as constants, and ξ is a constant. In the limit gs goes to zero as gs = εα and

Mp goes to infinity as Mp = ε−β, such that α > 12β/ξ, one may perturbatively expand

the exponential piece. The power of gs in the perturbative expansion follows consistently
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with the generic ansätze for the G-flux components from (3.6). One may then envision the

following ansätze for the metric components:

gAB(x, y; gs,Mp) ≡
(

gs
HHo

)aAB ∞∑
k=0

a
(ab)
k g̃

(k)
AB(x, y) exp

[
−b(ab)k

(
gs

HHo

)ξk/3
y2kM2k

p

]
, (3.38)

with constant (a
(ab)
k , b

(ab)
k ), and aAB as in (3.23). The exponential piece is clearly sub-

dominant21 and we expect for the metric components corresponding to R2,1 × T2

G , the

exponential correction piece to vanish (so that the four-dimensional de Sitter metric remains

unchanged). In the following, we will not worry too much about this constraint, and count

the operators as though (A,B) ∈ R2,1×M4×M2× T2

G , but there are other subtleties that

we will have to consider. First, in the scaling of the Riemann curvatures, as given in Table

1, the derivatives acted on the g̃AB part as no exponential piece was taken. Now of course

there is a possibility that the derivatives act on the exponential piece too. Fortunately,

the gs scalings of the Riemann curvature tensors only get sub-dominant contributions from

the exponential piece, so the results of Table 1 remain unchanged. This is good, but

the exponential piece could contribute to the Mp scalings (albeit suppressed by the gs).

In the limit gs goes to zero faster than Mp goes to infinity, this is not much of an issue.

The issue, if any, then appears when the exponential piece dominates. Secondly, we could

repeat the same story for the G-flux components (3.37), but there is not much of a concern

here because the derivatives are controlled by N9 factor in (3.24), and we could always

study those operators where they act on the exponential piece22. Thus the distinction

is between the inherent derivatives, defining the Riemann curvature tensors, versus the

external derivatives, governed by say N9 here, that can act on the exponential terms.

Thirdly, we see that the metric components in (3.38) as well as the ones in footnote 18, are

defined by a series with k ≥ 0, whereas the G-flux components are defined by a series with

k ≥ 1 (or with k ≥ 0 but with k + 1 modings). In the Schwinger-Dyson’s equations, this

would imply the appearance of pieces of the curvature tensors without exponential parts

as well as pieces of the curvature tensors accompanied by the exponential parts. On the

other hand, the G-flux contributions, specific to (3.37), are always accompanied by the

exponential pieces. A natural question is whether we can allow a
(ab)
k = 0, for k ≥ 1. The

21In fact both (3.37) and (3.38) will have additional sub-dominant series in gs
HHo

: the former coming

from (3.16) and the latter coming from Fi(gs/HHo) in the metric ansätze (2.4) and (3.6). Therefore for

every order in gs
HHo

there should be a series expressed using exp(−y2kM2k
p ) using equivalent parameters like

(ck, dk) and (a
(ab)
k , b

(ab)
k ) for (3.37) and (3.38) respectively in the following way:

gAB(x, y; gs,Mp) ≡
∞∑
l=0

(
gs

HHo

)aAB+ 2l
3
∞∑
k=0

a
(ab)
kl g̃

(k,l)
AB (x, y) exp

[
−b(ab)kl

(
gs

HHo

)ξk/3
y2kM2k

p

]

GMNab(x, y; gs,Mp) ≡
∞∑
p=0

(
gs

HHo

)labMN+ 2p
3
∞∑
k=1

ckp F (k,p)
MN (x, y) exp

[
−dkp

(
gs

HHo

)ξk/3
y2(k+1)M2(k+1)

p

]
εab,

where the series in (3.37) and (3.38) are understood to be defined for p = l = 0. To avoid these complications,

we will restrict ourselves with the series for the dominant gs expansions unless mentioned otherwise.
22Recall that the degrees of freedom are actually the world-volume gauge fields FAB(x, y) and they would

appear in the Schwinger-Dyson’s equations.
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answer is surprisingly yes, because the form of the G-flux components in say (3.37), or even

in (3.16)23, is particularly reminiscent of the sum of the complete set of states for a higher-

dimensional harmonic oscillator where the gauge fields F (k)
MN(x, y) can be replaced by the

corresponding Hermite polynomials of the form H(k)(x, y)εMN. This means any arbitrary

functional form for GMNab (or GMNij) may be constructed satisfying the Schwinger-Dyson’s

equations with appropriate choices of (ck, dk), thus eliminating the pressure on the metric

components to simulate an accompanying exponential factor (see also footnote 25).

One might however worry that such a choice of the metric ansätze may be too re-

strictive. In the following let us give an example to help us to see how this may work

more quantitatively even when we consider the generic form (3.38) for the metric compo-

nents (from here going to the simpler case would be easier). Again the relevant degrees of

freedom are the curvature tensors RMNab governed by N1, the G-flux components GMNab

governed by N8, and the derivatives governed by N9 in (3.24). The only metric compo-

nents contributing to RMNab are gMN and gab. If we want the exponential part in (3.38) to

dominate − which is opposite to what we took in footnote 19 − we can take M4 ×M2 to

be T4×T2 locally (globally they need to be non-trivial otherwise the Euler characteristics

would vanish). This means both g̃MN and g̃ab can be taken to be locally flat. This way

the dominant Mp scalings appear from the two derivatives acting on the exponential part.

Putting everything together, we see that the result now changes for the energy-momentum

tensor Tµν from (3.31) to the following:

N8 − (4k1 − 2)N1 − (2k2 − 1)N9 = b1(
3labMN − 2

)
N8 + 2(k1 + 1)N1 + (k2 + 1)N9 = 8 + 3a1, (3.39)

where k1 is the k-scaling of the metric in (3.38) and k2 is the k-scalings of either the metric

or the G-flux components (3.37), or both depending on how the N9 derivatives act24. One

can easily show that as long as labMN > 2
3 , the second equation in (3.39) has finite number of

solutions for a given a1. Thus, although the first equation in (3.39) has an infinite number

of solution for any b1, the overlap between the two equations has only a finite number of

solutions. Therefore, once time-dependent G-flux components are switched on, i.e. taking

labMN > 2
3 , there are only finite number of operators possible at order

(
gs

HHo

)a1

× 1

M
b1
p

.

This should also be obvious by combining the two equations in (3.39) to get the following

23In a similar vein, the localized two-form Ω
(k)
MN can be defined in an identical way to accommodate the

form in (3.37) because of the way the series appears in (3.16). For example we can write it as:

Ω
(k)
MN ≡ exp

[
−dk

(
gs

HHo

)βk
y2(k+1)M2(k+1)

p

]
εMN,

where k ≥ 0 now, and β is a constant factor inserted so that the perturbative expansion keeps lijMN as the

dominant scaling. One could also take β = 0, so that the gs is completely determined by lijMN + 2k
3

in (3.16).

Either definitions give consistent answers so we don’t have to be particularly careful which definition to use

as long as the dominant scaling remains unchanged.
24We have also assumed that ∂yF (k)

MN << Mp so the derivative action on the exponential term dominates

in (3.37).
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condition:

6N1 + 3N9 +
(

6labMN − 3
)
N8 = 16 + 6a1 + b1, (3.40)

which clearly has a finite number of solutions, and is also independent of (k1, k2). Inter-

estingly, one may easily see that relaxing the flatness conditions of the metric components

g̃MN and g̃ab doesn’t change the above conclusion. In fact even if we consider the expo-

nential function to be defined with respect to y/Ry, where Ry is an IR scale instead of

Mp, the result remains unchanged, i.e. there continues to be a finite number of operators

contributing to the energy-momentum tensor Tµν once time-dependent G-flux components

are switched on.

3.3 Contributions from the non-perturbative quantum effects

There are also non-perturbative contributions coming from wrapped instantons and other

effects. The instanton ones get further contributions from the non-local counter-terms that

was discussed in much details in [8]. However in [8] we only took the contributions from

the lowest order in non-localities by summing over the trans-series. Questions can be raised

regarding the generic effects one might see once higher order non-localites are taken into

account. In the following we will discuss under what conditions they might contribute

finite values.

The non-local counter-terms, by definitions, should not be visible at low energies, which

means in the classical (i.e. the supergravity part of the) M-theory action, their effects

should be minimal. That this is true was shown in the first reference of [7]. However,

since we are going beyond the standard classical effects, one could ask how the generic

non-localities manifest themselves from loop effects. In the limit gs << 1, and to lowest

orders in the non-localities, these effects could be quantified in the form of the BBS [17]

and KKLT [12] type instantons. Note that these effects are in addition to the standard

BBS and KKLT instantons’ contributions.

Let us analyze these effects when we allow non-localities to q-th order. The non-

localities are defined using functions F(q)(yq+1−yq) for two points (yq+1, yq) in the internal

eight-dimensional manifold. However now we have metric and G-flux components to have

dependences on all the eleven-dimensional space, or at least have dependences on the

coordinates of R2,1 ×M4 ×M2 as we have seen so far. We can then in principle demand

that the non-local functions also develop such dependences, but then this will involve

introducing non-localities along the non-compact space-time directions leading to a more

involved scenario. To avoid such complications we will restrict ourselves to non-localities

that involve only the coordinates of the internal eight-manifold, although subtleties could

appear once we have dependences on wa ≡ (x3, w11) directions. We will not worry too

much about the latter, and express the non-perturbative contributions as:

S(q)
np = M11

p

∫
d3xd8y

√
−g11(x, y)

∑
k

ck

[
exp

(
−k
∣∣G(q)(x, y)

∣∣)− 1
]
, (3.41)

where the superscript q denotes the order of non-localities that we consider here, and the

sum is over all integer k. Such a form was derived in the second reference of [8] which
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the readers may look up for more details. Note the appearance of |G(q)(x, y)| instead of

just G(q)(x, y). Such a choice facilitates convergence, but one can argue this directly when

we sum the trans-series. For example, if G(q)(x, y) is a negative definite function, then

one can choose the coefficients dn in eq. (3.58) and (3.59) of the second reference of [8]

such that there is an overall minus sign in the exponential of (3.41). This means we can

always allow an exponentially decaying function in (3.41) implying G(q)(x, y) appears as

|G(q)(x, y)| there. The function G(q)(x, y) contains all information about the non-localities,

and may be expressed as:

G(q)(x, y) ≡
∫
d8yq

√
g8(yq, x) F(q)(y − yq)

q−1∏
r=1

d8yr
√

g8(yr, x)

(
F(r)(yr+1 − yr)Q({li},ni)

T (y1, x)

M
σ({li},ni)−8q
p

)
,

(3.42)

where Q({li},ni)
T (y1, x) is the quantum series given in (3.15) and σ({li}, ni) is the typical

Mp dimension of the quantum series that could be related to (3.20) and (3.25). We will

come back to this a little bit later. We can also sum over ({li}, ni), instead of just k in

(3.41), to contain all possible quantum terms, but this will simply make the above series

more complicated without revealing any new physics. We will avoid such complications at

this stage.

We can now ask how much does (3.41) contributes to the energy-momentum tensor.

More importantly, since we expect the contributions to the energy-momentum tensor to

involve the non-locality functions F(q)(yq+1−yq), are these contributions finite? The energy-

momentum tensor becomes:

T(q)
AB ≡

−2M11
p√

−g11(z1, z2)

δ

δgAB(z1, z2)

(∫
d3xd8y

√
−g11(x, y)

∑
k

ck
[
exp

(
−k
∣∣G(q)(x, y)

∣∣)− 1
])

=
∑
k

ck gAB(z1, z2)
[
exp

(
−k
∣∣G(q)(z1, z2)

∣∣)− 1
]

+
∑
k

2kck

M
σ({li},ni)−8q
p

∫
d8yd8yq F(q)(y − yq)

×
q∑
s=1

δ8(ys − z2)

q−1∏
r=1

d8yrF(r)(yr+1 − yr)
δ

δgAB(z1, z2)

(√
g8(yq, z1)g8(yr, z1)Q({li},ni)

T (y1, z1)
)

× exp
(
−k
∣∣G(q)(z1, y)

∣∣)√ g11(z1, y)

g11(z1, z2)
, (3.43)

where z1 ∈ R2,1 and z2 ∈ M4 ×M2 × T2

G , gAB is the full warped metric, G(q)(x, y) is

as defined in (3.42) and we have assumed that F(0)(y1 − y0) ≡ 0. To see how each of the

terms contribute, we have to find how they scale with respect to gs and Mp. If we assume

that the non-locality functions have no explicit gs or Mp dependences, then it is easy to

see that G(q)(x, y) scales as
(

gs
HHo

)θnl−2q/3
. Combining the Mp scalings of every term, we

see that the energy-momentum tensor (3.43) has the following (gs,Mp) scaling:

T(q)
AB =

(
gs

HHo

)aAB
[

exp

(
−M8q−σ({li},ni)

p

(
gs

HHo

)θnl−2q/3
)
− 1

]
(3.44)

+ M8q−σ({li},ni)
p

(
gs

HHo

)aAB+θnl−2q/3

exp

(
−M8q−σ({li},ni)

p

(
gs

HHo

)θnl−2q/3
)
,
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where aAB is defined in (3.23). When the fluxes are time-independent, θnl is given by the

second relation in (3.25), and as such will have relative minus sign(s). With time-dependent

G-flux components, this takes the form (3.17). Thus if we are looking for contributions of

order
(

gs
HHo

)a
M
|b|
p , then they can be extracted from (3.15) with:

θnl = a− aAB +
2q

3
, σ({li}, ni) = 8q − |b|, (3.45)

at q-th order in non-locality. In the Schwinger-Dyson’s equations, the most negative a could

be is when a = −2, which is related to the space-time equations. For this case aAB = −8
3 ,

implying that θnl in (3.45) to be positive definite. When aAB = +4
3 , a = +2, implying

that θnl remains positive definite again. Thus if there are no relative minus signs in θnl −
which is the case when lCD

AB > 2
3 in (3.17) − the first equation in (3.45) has finite number

of solutions for any order q of non-locality. In that case it doesn’t really matter whether

σ({li}, ni) has any relative minus signs: there would still be finite number of quantum

terms contributing to the energy-momentum tensor at any order in q. Interestingly, the

contributions from the second term in (3.43) become finite and local because of the nested

integral structure. This may be seen first from:

∫
d3xd8y

√
−g11(x, y) F(q)(y − yq) exp

(
− k
∣∣G(q)(x, y)

∣∣) ≡ ( gs
HHo

)−14/3

F (q)(yq; gs,Mp, k), (3.46)

which gives a finite and local answer because the non-locality has been integrated away.

If the higher order non-localities can be ignored, then this is all there is to the analysis,

and we don’t have to know the precise functional form for the function F(1)(y2 − z2). In

the case we keep higher order non-locality function, we see that the exponential pieces in

(3.43) typically scale as:

[
1 + M|b|p

(
gs

HHo

)a−aAB q∏
r=1

F(r)(yr+1 − yr)

]
exp

[
−kM|b|p

(
gs

HHo

)a−aAB q∏
r=1

F(r)(yr+1 − yr)

]
, (3.47)

where yq+1 ≡ y. We note that for fixed Mp, gs and F(r), the exponential term is suppressed

by k because a−aAB > 0 as well as |b| > 0. Therefore sum over k gives rise to a convergent

series. Similarly for Mp →∞, the exponential part goes to zero faster than any polynomial

powers, when we keep gs, k and F(r) fixed. In a similar vein, keeping Mp, k and F(r) fixed,

the exponential part goes to identity when gs → 0. This would then decouple the first

term with gAB in (3.43), but keep the second term intact (albeit suppressed by powers of

gs as one would expect). Finally in the limit for fixed gs, k and Mp, when the products

of the non-locality functions F(r) with 1 ≤ r ≤ q become smaller for large values of q,

both the terms in (3.43) vanishes. This limiting choice is expected because higher order

non-localities cannot effect the low-energy results. It also resolves one puzzle we could have

had in (3.45), namely, the relative minus sign in θnl − 2q
3 breaking the gs hierarchy even

when θnl itself doesn’t have relative minus signs. Clearly, the decoupling of quantum terms

with arbitrary higher orders in q, saves the day here. Of course when θnl has relative minus

signs, due to the absence of time-dependent G-flux components, this still doesn’t help and

we lose gs hierarchy altogether.
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The above discussion relies on the fact that the non-locality function does not have

any explicit dependence on gs or Mp. However one could ask if the implicit dependence on

gs and Mp could change anything. To answer this, we will have to take a specific form of

the non-locality function. One such example is constructed in the first reference of [7], and

may be quoted here as:

F(r)(yr+1 − yr) =
∑
{n}

C(r)
{n}H{n}

(
yr+1 − yr

V1/8
8

)
exp

[
−(yr+1 − yr)2

V1/4
8

]
, (3.48)

where 1 ≤ r ≤ q with yq+1 ≡ y, C(r)
{n} are constants and H{n}

(
yr+1−yr
V1/8

8

)
are the eight-

dimensional Hermite polynomials (constructed by solving the eigenstates of a Simple Har-

monic Oscillator (SHO) in eight Euclidean dimensions25). As such for specific choices of the

coefficients C(r)
{n}, any desired functional form for F(r)(yr+1 − yr) may be constructed. The

volume V8 is defined as the difference between the volume of the internal eight-manifold

viewed as a Glauber-Sudarshan state26 and the volume of the solitonic eight-manifold. It

is easy to see that the non-locality function decouples in the usual supergravity limit, and

typically in the limit gs → 0, but does provide non-trivial contribution in the limit when

the toroidal volume T2

G as well as gs vanish (see footnote 49 in the first reference of [7]).

The coefficients C(r)
{n} are generically chosen so that the F(r)(yr+1−yr) functions remain

as close deformations of gaussian functions in a way that we regain locality in the limit

the deformed gaussian functions become delta functions. This means the superscript r in

(3.48) implies multiplying r gaussian-like functions in (3.42). As r increases, the gaussian-

like functions would decrease exponentially, making G(r)(x, y) in (3.42) as well as the action

S
(r)
np in (3.41) to vanish, implying no contributions from higher order non-localities. Thus

the relative minus sign in the gs scaling of the form
(

gs
HHo

)θnl−2r/3
in say (3.44) poses no

problems in constructing EFT description in the IIB side as long as θnl by itself is devoid

of any relative minus signs.

25The eight-dimensional Hermite polynomials are defined using products of Hermite polynomials along

the eight directions, much like what we have for the eigenstates of a three-dimensional harmonic oscillator.

Therefore:

H{n}

(
y − y′

V1/8
8

)
≡

8∏
i=1

Hni
(
yi − y′i
Ri

)
{n} ≡ (n1, n2, ....., n8), and the arguments in the Hermite polynomials are made dimensionless using the

scale of the internal eight manifold Ri, such that V8 ≡ R1...R8. If ζ denotes a dimensionless coordinate,

then these polynomials are normalized using the standard procedure:
∫
dζHn(ζ)Hm(ζ)e−ζ

2

= 2mm!
√
πδnm,

which in turn may be used to express any function in the internal eight-manifold. For example, we can iden-

tify the gauge fields in (3.37) with the eight-dimensional Hermite polynomials as F (k)
MN(x, y) ≡ H{k}(x, y)εMN

with (x, y) made dimensionless using some IR scales much like (Rx, Ry) used earlier. Note that such a choice

can justify the k = 0 case in our metric ansätze of (3.38) for appropriate values of ck in (3.37).
26One subtlety arises here compared to what we had in [7]. Since we are using generic slicing of four-

dimensional de Sitter space, the volume of the internal eight-manifold viewed as a Glauber-Sudarshan state

will be a function two-dimensional spatial coordinate xi as well as of the expected (y, gs) (assuming no

dependence on wa). Thus to avoid the xi dependence in (3.48) we can either integrate over all xi or keep

xi to some fixed slice. See also footnote 28.
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The decoupling of higher order non-localities is definitely an attractive (and possibly

an expected) feature of the construction, but it does pose some subtleties in defining the

energy-momentum tensor in the time-independent case. For example, one could raise the

question that bl in (3.36), for large values of l, should decouple and therefore there should

appear some level of Mp hierarchy in the system even if there isn’t a gs hierarchy. Shouldn’t

this be a way out to constructing an EFT description in the time-independent case?

In the following we will argue that the decoupling of higher order non-localities cannot

help us regain four-dimensional EFT description as long as there is no gs hierarchy. Of

course we should keep in mind that the construction (3.36) is in the limit where the localized

function, for example (3.21), does not depend on the UV scale Mp. When the localized

function (3.21) does depend on the UV scale Mp, the analysis is pretty clear (see for example

the second reference of [7]), and the existence or non-existence of four-dimensional EFT

description can be precisely quantified. For the former case we start by expressing the

warped volume V8 as V
(1)
8 −V

(2)
8 where V

(1)
8 is the volume of the eight-manifold Glauber-

Sudarshan state and V
(2)
8 is the corresponding volume of the supersymmetric vacuum

configuration (see footnote 49 in the first reference of [7]). However, now due to our choice

of de Sitter slicings, V
(1)
8 can be expressed as an average volume in the following way:

V
(1)
8 ≡

∫
d8yd2x

√
g2(x, y)g8(x, y)∫

d2x
√

g2(x, y)
=

(
gs

HHo

)−2/3

M−8
p V

(1)
8 , (3.49)

where x ≡ (x0,x) and V
(1)
8 is the dimensionless eight-volume. On the other hand, the

volume of the eight-manifold for the supersymmetric vacuum is M−8
p V

(2)
8 with dimensionless

V
(2)
8 . Thus it appears, both in the exponential and in the Hermite polynomials, there are(
gs

HHo

)1/6
M2
p dependences. Taking the simplest case where C(r)

{n} = 0 for n > 0 in (3.48),

we see that:

F(r)(yr+1 − yr) = C(r)
{0} exp

− M2
p(yr+1 − yr)2(

V
(1)
8 − Ṽ

(2)
8

)1/4

(
gs

HHo

)1/6

 , (3.50)

as the non-locality function to order r, where Ṽ
(2)
8 ≡

(
gs

HHo

)2/3
V

(2)
8 and 1 ≤ r ≤ q with

yq+1 ≡ y. This clearly vanishes for Mp →∞, and becomes trivial when gs → 0 faster than

Mp → ∞. In the usual time independent supergravity limit where Mp → ∞ we expect

V
(1)
8 = V

(2)
8 , because gs

HHo
≡ 1, and therefore (3.50) vanishes. Non-trivial contributions

appear in the limit gs → 0 and Mp →∞ when M2
p

(
gs

HHo

)1/6
= constant. This is the limit

where we expect non-local effects to show up in our scenario, at least for the simple choice

of (3.50). Keeping this in mind, we can rewrite (3.42) in the following way:

G(q)(x, y) ≡ −
q−1∏
r=1

∫
d8yqd

8yr ∂
(ni)

[√
g8(yq, x)g8(yr, x) F(q)(y − yq) F(r)(yr+1 − yr)

]
Q

({li})
T (y1, x)

M
σ({li},ni)−8q
p

,

(3.51)
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where we have defined the quantum series (3.15) as Q({li},ni)
T (y1, x) ≡ ∂(ni)Q

({li})
T (y1, x)

with the superscripts denoting appropriate contractions with inverse metric components.

The derivative action is arranged to be along the internal eight-manifold, which is possible

because the internal eight-manifold has no singularities or boundaries27 (this provides the

overall minus sign in (3.51)).

Let us now analyze the situation when the G-flux components are time-independent

and consider the simpler form (3.50) instead of (3.48). We will also assume no dependence

on the toroidal fibre directions (this will be studied in section 3.4), and therefore the

quantum series is as given in (3.15). Using the same parameters as in (3.24), we see that

σnl does shift by a factor γnl as in (3.25) due to the derivative action from (3.51). However

now 3θnl also changes by +N9
2 in (3.25). The analysis then changes slightly from what we

had in (3.26), and resembles somewhat the relations (3.45), with the exception that both

θnl and σ({li}, ni) are being shifted by appropriate amounts determined by N9. Putting

everything together, to
(

gs
HHo

)a1

M+b1
p order in expansion and q-th order in non-localities,

we get the following two relations:

n0 + n3 + 2

2∑
i=1

Ni +

8∑
j=3

Nj−N9−8q + b1 = 0 (3.52)

2N1 + 5N2 + 13N3 + 10N4 + 7N5 + N6 + 4N7−2N8 +
3

2
N9 + 4n3−2q +

(
1 +

[ n
m

])
n0 = 8 + 3a1,

where the relative minus signs are again shown in red. The above should be compared

to the perturbative case discussed earlier in (3.26). Note that the −q factor appearing in

(3.52) is harmless: higher order non-localities automatically decouple because of our choice

of (3.48) or (3.50), so again the other two relative minus signs create problems. For a given

choice of a1 in the gs expansion, the second equation in (3.52) allows an infinite number

of solutions for (ni,Nj). Similarly, for a given value of +b1 in the Mp expansion, there are

again an infinite number of solutions for (ni,Nj). Together we see that the situation, in

the absence of time-dependent fluxes, is worse: not only there is a breakdown of (gs,Mp)

hierarchies due to (3.36), but now to any order in
(

gs
HHo

)a1

M+b1
p there are an infinite

number of terms. Once we switch on time-dependent G-flux components, the relative

minus sign associated with N8 in the second equation of (3.52) goes away (the relative

minus sign due to q still remains harmless due to decoupling of higher order non-localities),

and therefore there are finite number of terms contributing. Each of these terms will have

different Mp scalings, so to any order in
(

gs
HHo

)a1

M+b1
p there are only finite number of

operators contributing to the energy-momentum tensor.

The above analysis hopefully demonstrates convincingly that, no matter how we define

the scale of our theory, there is no EFT description with four-dimensional de Sitter isome-

tries in the IIB side when G-flux components are time-independent. The result does not

depend on our choice of de Sitter slicings, so resorting to the simplest slicing, for example

27The orbifold structure coming from T2

G , which keeps the Euler characteristics from vanishing, does not

introduce any singularities on the eight-manifold at the quantum level. It is not too hard to demonstrate

the appropriate blow-ups that resolve the classical singularities.
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the flat-slicing we took in [7, 8], suffices. However one might ask what happens when we

take the following choice for F(r)(yr+1 − yr) in (3.48), namely:

F(r)(yr+1 − yr) =
C(r)
{0} δ

8−dδqr(yr+1 − yr)

M
8−dδqr
p

√
g8−dδqr(yr, x

0, x̄)
, (3.53)

with 1 ≤ r ≤ q and yq+1 ≡ y. We define the delta function to satisfy
∫
d8y′δ8(y − y′) ≡ 1,

the Kronecker delta δqr vanishes unless r = q and C(r)
{0} is a constant that appeared earlier.

This implies that the delta function has inverse length dimensions. Since F(r)(yr+1− yr) is

dimensionless, it would approach the fully localized eight-dimensional delta function when

d = 0 in (3.53). This result also follows directly by shrinking the size of the gaussian

function in (3.50) to zero. Additionally we note that:

g8(y, x0,x) =

(
gs

H(y)Ho(y,x)

)−4/3
(

H(y)2

Ho(y,x)

)16/3

F2
1(x0)F4

2(x0) g8(y), (3.54)

from where g8(y, x0, x̄) is defined by fixing x to some fixed slice x̄. This only changes

H−4
o (y,x) to H−4

o (y, x̄) in (3.54) so helps us to uniquely fix the slice28. In fact in the limit

where F(r)(yr+1 − yr) approaches a delta function, it is irrelevant to take r > 1, so we can

stick with the simplest case with r = 1, i.e. to the first order in non-locality. For such a

case, plugging (3.53), (3.54) into (3.41), with d = 0, we get:

S(1)
np = M11

p

∫
d3xd8y

√
−g11(x, y)

∑
k,{li},ni

ck

[
exp

(
−kC(1)

{0}

∣∣∣∣Q({li},ni)
T (y, x)

H4
o(y, x̄)

H4
o(y,x)

∣∣∣∣)− 1

]
, (3.55)

which, not surprisingly, only contributes perturbatively to the energy momentum tensor.

This is consistent with the fact that product of two series of (3.15) is already contained

in the series because the exponent ({li}, ni) simply changes to ({li + lj}, ni + nj). Thus

exponentiation in (3.55) doesn’t change the perturbative nature (thus also removing the

−ck pieces from (3.55)). On the other hand, keeping d > 0 in (3.53) does create a genuine

non-perturbative series because29:

Snp = M11
p

∫
d3xd8y

√
−g11(x, y)

∑
k,{li},ni

ck

[
exp

(
−k
∣∣∣∣ ∫ y

ddy′
√

gd(y′, x) Q({li},ni)
T (y′, x)

∣∣∣∣)− 1

]
,

28The fact that x dependence comes from only Ho(y,x) helps us determine where the fixed slice may be

placed. The point is, if we want the average value to coincide with the one got from the fixed slice, then it

is easy to infer: ∫
d2x H

−16/3
o (y,x)∫

d2x H
−4/3
o (y,x)

≡ 1

H4
o(y, x̄)

where we see that the actual spatial metric does not enter, and we can easily determine x̄ from above. The

above choice is consistent with the way we have defined the volume of the eight-manifold by averaging in

(3.49) and thus defines the non-locality function F(r)(yr+1 − yr) in a unique way in the limit (3.53).
29This may be exemplified by the following. Let q = 4 in (3.42). We can easily see that for d > 0 in (3.53)

makes F(r)(yr+1 − yr) for 1 ≤ r ≤ 3 proportional to δ8(yr+1 − yr), i.e. identifies the non-local function

with a localized eight-dimensional delta function (although we are not required to be on any slice) whereas

it makes F(4)(y − y4) proportional to δ8−d(y − y4). This removes most of the nested integrals and change

Q({li},ni)
T (y1, x) to Q({li},ni)

T (y4, x). At the last stage, using F(4)(y− y4) ∝ δ8−d(y− y4), finally converts the
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(3.56)

from where one may extract the instanton effects by appropriately choosing d. For ex-

ample, with d = 6 we get the M5-brane instantons and with d = 3 we get the M2-brane

instantons. Note that choosing d = 8 in (3.53) converts F(q)(y − yq) = 1, thus producing

the corresponding de-localized instanton effects. One may easily check that the conver-

gence and the scaling remain unchanged from what we discussed earlier with non-trivial

F(r)(yr+1 − yr). In the case with time-dependent G-flux components, (3.56) will continue

to provide finite contributions to the energy-momentum tensors.

3.4 Quantum terms with toroidal fibre dependences and EFT

Our analysis above justified the use of time-dependent G-flux components to allow for a

four-dimensional EFT description in the IIB side. There were two important requirements.

One, the derivative constraint (3.9), and two, the definition of the localized form using

BAB
lk = 0 for k > 0 in (3.21), although the latter could in principle be relaxed. Using these

two conditions, metric and G-flux components were allowed to depend on all internal and

space-time coordinates of the form (x0, xi, ym, yα) for any choice of the de Sitter slicings.

Question is what happens if we allow the metric and the flux components to also depend on

wa = (x3, w11). Clearly the number of Riemann curvature components will increase from

41 independent components (modulo their permutations) to 60 components (again, modulo

their permutations). The number of G-flux components will remain 26 as complete anti-

symmetrization of their indices put an upper bound on the allowed number of components.

The quantum term will then take the following form:

Q({li},ni)
T =

[
g−1

] 4∏
i=0

[∂]ni
60∏

k=1

(RAkBkCkDk
)lk

86∏
r=61

(GArBrCrDr)
lr

= gmim
′
i ....gjkj

′
k{∂n1

m }{∂n2
α }{∂n3

a }{∂
n4
i }{∂

n0
0 } (Ra0b0)l1 (Rabab)

l2 (Rpqab)
l3 (Rαabβ)l4

× (Rabij)
l5 (Rαβαβ)l6 (Rijij)

l7 (Rijmn)l8 (Rαβmn)l9 (Riαjβ)l10 (R0α0β)l11

× (R0m0n)l12 (R0i0j)
l13 (Rmnpq)

l14 (R0mnp)
l15 (R0αβm)l16 (R0abm)l17 (R0ijm)l18

× (Rmnpα)l19 (Rmαab)
l20 (Rmααβ)l21 (Rmαij)

l22 (R0mnα)l23 (R0m0α)l24 (R0αβα)l25

× (R0abα)l26 (R0ijα)l27 (Rmnai)
l28 (Rαβai)

l29 (Ra0i0)l30 (Raijk)
l31 (Rabai)

l32

× (Rmβiα)l33 (Rabmi)
l34 (Rijk0)l35 (Rα0i0)l36 (Rαβi0)l37 (Rab0i)

l38 (Rαijk)
l39

× (Rabiα)l40 (Rαβiα)l41 (Rmniα)l42 (Rmni0)l43 (Rmnpi)
l44 (R0m0i)

l45 (Rmijk)
l46

× (Rmaij)
l47 (Rmaαβ)l48 (Rmaba)

l49 (Raij0)l50 (Rmnpa)
l51 (Raαβ0)l52 (Ra0α0)l53

× (Raba0)l54 (Rmnaα)l55 (Raαij)
l56 (Raααβ)l57 (Rabaα)l58 (Rm0a0)l59 (Rmna0)l60

nested integral structure of G(4)(x, y) in (3.42) to:

G(4)(y, x) ≡
∫ y

ddy4

√
gd(y4, x) Q({li},ni)

T (y4, x),

with the final integral domain being defined by y, where y ∈ M4 ×M2 × T2

G . There are of course other

ways to go from the non-local non-perturbative action (3.41) to the purely non-perturbative one (3.56), but

we will stick with the simple choice of (3.53) to avoid over-complicating the operation.
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× (Gmnpq)
l61 (Gmnpα)l62 (Gmnpa)

l63 (Gmnαβ)l64 (Gmnαa)
l65 (Gmαβa)

l66 (G0ijm)l67

× (G0ijα)l68 (Gmnab)
l69 (Gabαβ)l70 (Gmαab)

l71 (Gmnpi)
l72 (Gmαβi)

l73 (Gmnαi)
l74

× (Gmnai)
l75 (Gmabi)

l76 (Gaαβi)
l77 (Gαabi)

l78 (Gmaαi)
79 (Gmnij)

l80 (Gmαij)
l81

× (Gαβij)
l82 (Gmaij)

l83 (Gαaij)
l84 (Gabij)

l85 (G0ija)
l86 , (3.57)

which should be compared to (3.15). To proceed, we will take similar ansätze for the met-

ric and the G-flux components as in (3.38) and (3.37) respectively except that g̃
(k)
AB(x, y)

in (3.38) is to be replaced by g̃
(k)
AB(x, y, wa) and F (k)

MN(x, y) in (3.37) is to be replaced by

F (k)
MN(x, y, wa). With this, the gs

HHo
scalings of the additional metric components, num-

bered from l42 to l60 above, are given in Table 2. Interestingly, the dominant scalings

of the Riemann curvature components, appearing in Table 1, do not change even if

we incorporate the wa dependences except for the six classes of curvature components

Rabµν ,RMNPQ,Rµνρσ,RMNµν ,RMNab and Rabab. The change in the dominant scalings of

these terms are shown by asterisks in Table 2.

What is important now is to see how the quantum terms in (3.15) scale with respect

to gs. Of course demanding x3 dependence goes against our T-duality rules which took us

to M-theory in the first place. Secondly, demanding w11 dependence of the quantum terms

in (3.57) somehow implies that the dual IIB theory knows about the eleven-dimensional

dependence. This may not be an issue if we consider the full F-theory framework. We will

however not worry about these subtleties at this stage because, as we shall show below and

as has also been anticipated in [7, 8], the problem lies elsewhere. This becomes clearer once

we work out the gs scalings of the quantum terms of (3.57), which may now be expressed

in the following way:

θnl = −4

3

14∑
i=1

li +
2

3

32∑
j=15

lj +
5

3

46∑
k=33

lk−
1

3

60∑
p=47

lp +
1

3
(n1 + n2 + 4n4)−2n3

3
+

(
1

3
+
[ n
m

])
n0

+

(
lpqmn +

4

3

)
l61 +

(
lpαmn +

4

3

)
l62 +

(
lpamn +

1

3

)
l63 +

(
lαβmn +

4

3

)
l64 +

(
lαamn +

1

3

)
l65

+

(
lαβma +

1

3

)
l66 +

(
l0mij +

13

3

)
l67 +

(
l0αij +

13

3

)
l68 +

(
labmn−

2

3

)
l69 +

(
labαβ−

2

3

)
l70

+

(
labmα−

2

3

)
l71 +

(
lpimn +

7

3

)
l72 +

(
lβimα +

7

3

)
l73 +

(
lαimn +

7

3

)
l74 +

(
laimn +

4

3

)
l75

+

(
lmiab +

1

3

)
l76 +

(
laiαβ +

4

3

)
l77 +

(
lαiab +

1

3

)
l78 +

(
laimα +

4

3

)
l79 +

(
lijmn +

10

3

)
l80

+

(
lijmα +

10

3

)
l81 +

(
lijαβ +

10

3

)
l82 +

(
lijma +

7

3

)
l83 +

(
lijαa +

7

3

)
l84 +

(
lijab +

4

3

)
l85,

+

(
lij0a +

4

3

)
l86, (3.58)

where we now see that there are too many relative minus signs compared to what we had

in (3.17). This is alarming because, while the minus signs associated with (l69, l70, l71) can

be flipped by switching on labMN > 2
3 , the other minus signs associated with the curvature

tensors as well as the derivatives along the wa directions cannot be easily flipped to positive.
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Thus at least at face value it appears that for both time-independent as well as time-

dependent G-flux components, the relative minus signs in θnl will not allow a finite number

of operator contributions to the energy-momentum tensor at any order in
(

gs
HHo

)a
× 1

M±bp
.

As a result there appears to be no four-dimensional EFT description possible in dual IIB

side if we allow dependence on the toroidal directions.

The above conclusion is based on our choice of M-theory metric as in say (2.4) from

where we can compute the gs and Mp scalings of (3.57). Allowing localized G-flux compo-

nents GMNab we have seen how relative minus signs appear in the Mp scalings. However we

also know that there could be constraints coming from the underlying Schwinger-Dyson’s

equations. Such constraints typically change the metric and the flux components to (3.38)

and (3.37) respectively (with appropriate wa dependences as discussed above). Could we

change the ansätze of the metric and the G-flux components further so that we can flip

some (or all) of the minus signs in (3.58) for the time-dependent case?

Clearly the metric and the flux choices in (3.38) and (3.37), with the addition of the

wa dependence, respectively cannot help because the wa derivatives in the definitions of

the Riemann curvatures, or the external derivatives in the quantum terms (4.81), cannot

introduce extra powers of gs to change the scalings in (3.58). In fact the yM dependent

exponential factors in either (3.37) or (3.38) cannot change the dominant scaling, even if we

replace them by wa dependences as long as we have wa dependences in g̃
(k)
AB(x, y, wa) and

F (k)
MN(x, y, wa). What about a different choice of the metric components by allowing de-

pendence on the wa ≡ (x3, w11) coordinates on the exponential factors only? For example,

a choice of the form:

gCD(x, y, wa; gs,Mp) ≡
(

gs
HHo

)aCD ∞∑
k=0

a
(cd)
k g̃

(k)
CD(x, y) exp

[
−b(cd)k

(
gs

HHo

)γk/3
(wa)2kM2k

p

]
, (3.59)

where (C,D) ∈ R2,1 ×M4 ×M2 × T2

G , with constants (a
(cd)
k , b

(cd)
k ), and aCD as in (3.23),

might be much better suited. This is almost like what we had in (3.38) except that the wa

dependence comes solely from the exponential piece with the sub-dominant e−y
2M2

p as well

as Fi(gs/HHo) absent, although their presence will not change anything (see footnote 21).

Note that the gs power in the exponential piece is written as γ, and since curvatures involve

two derivatives, we expect γ > 2. There are however few issues with the metric choice

(3.59). First, x3 dependence of the metric components in (3.59) clashes with the T-duality

rules that we used to lift the IIB configuration to M-theory. Secondly, if (C,D) ∈ R2,1×S1
(3),

where S1
(3) is parametrized locally by x3, the metric components do not dualize to an exact

de Sitter space-time in the IIB side unless x11 = 0. In fact in the limit gs and x11 go to

zero as (gs, x
11) = (ε, ε), and Mp goes to infinity as Mp = ε−(2+γ/3), the spatial metric

deviates significantly away from de Sitter space-time in the dual IIB side, although in the

limit x11 goes to zero as x11 = ε1+z with a constant z, the deviation from an exact de Sitter

space-time is minimal. Interestingly in this limit there can be curvature contributions that

can offset the −4
3 scalings in (3.58) if we take γ > 4 in (3.59). However such terms are

suppressed by powers of x11. As an example, let us consider the curvature term RMNPQ
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Riemann tensors Components gs expansions

RMNPa Rmnpa,Rmnaα,Rmαβa,Raααβ
Σ
k≥0

R
(k)
MNPa

(
gs

HHo

)2(k−1)/3

RMNa0 Rmna0,Rαβa0
Σ
k≥0

R
(k)
MNa0

(
gs

HHo

)(2k−5)/3

RMNai Rmnai,Rαβai
Σ
k≥0

R
(k)
MNai

(
gs

HHo

)2(k−1)/3

RMaµν Rm0a0,Rmaij ,Rα0a0,Rαaij
Σ
k≥0

R
(k)
Maµν

(
gs

HHo

)2(k−4)/3

RMabc Rmabc,Rαabc
Σ
k≥0

R
(k)
Mabc

(
gs

HHo

)2(k+2)/3

Raµνρ Ra0i0,Raijk
Σ
k≥0

R
(k)
aµνρ

(
gs

HHo

)2(k−4)/3

Raµν0 Raij0
Σ
k≥0

R
(k)
aµν0

(
gs

HHo

)(2k−11)/3

Rabc0 Raba0
Σ
k≥0

R
(k)
abc0

(
gs

HHo

)(2k+1)/3

Rabci Rabai
Σ
k≥0

R
(k)
abci

(
gs

HHo

)2(k+2)/3

∗RMNµν Rm0n0,Rα0β0,Rαβij ,Rmnij
Σ
k≥0

R
(k)
MNµν

(gs
H

)2(k−7)/3

∗Rµνρσ Ri0j0,Rijkl
Σ
k≥0

R
(k)
µνρσ

(gs
H

)2(k−10)/3

∗Rabµν Ra0b0,Rabij
Σ
k≥0

R
(k)
abµν

(gs
H

)2(k−4)/3

∗RMNPQ Rmnpq,Rmnαβ,Rαβαβ
Σ
k≥0

R
(k)
MNPQ

(gs
H

)2(k−4)/3

∗RMNab Rmnab,Rαβab
Σ
k≥0

R
(k)
MNab

(
gs

HHo

)2(k−1)/3

∗Rabcd Rabab
Σ
k≥0

R
(k)
abcd

(
gs

HHo

)2(k+2)/3

Table 2. The gs
HHo

expansions for the additional Riemann curvature components arising from the

wa ≡ (x3, w11) dependences of the metric components. Here as before, (m,n) ∈M4, (α, β) ∈M2,

(a, b) ∈ T2

G and (µ, ν) ∈ R2,1. The curvature tensors R
(k)
N1N2N3N4

= R
(k)
N1N2N3N4

(x, y, wa) populate

the quantum terms (3.57). Note that there are six set of curvature components, given by ∗ here,

that scale differently from the ones in Table 1 because of their wa dependences.

defined in the following way30:

RMNPQ(y, x, wa, gs) = R
(1)
MNPQ(y, x, wa)

(
gs

HHo

)−2/3

+ c
∂g(mn

∂wa
∂gpq)
∂wb

gab (3.60)

+ R
(2)
MNPQ(y, x, wa)

(
gs

HHo

)+4/3

+ R
(3)
MNPQ(y, xi)

(
gs

HHo

)−2/3 [
∂

∂t

(
gs

HHo

)]2

,

where (.., ..) denotes all possible symmetric or anti-symmetric permutations of the indices,

c is a constant, and in the second line we allow the condition (3.9) (see footnote 14). The

first and the third term appears from derivatives alongM4×M2 and R2 respectively. On

30Recall that 〈RMNPQ〉σ̄ = RMNPQ(y, x, wa, gs) as in (3.8).
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the other hand, the second term, in the usual case, scales as
(

gs
HHo

)−8/3
, which produces

the −4l14
3 factor in (3.58). Question is, whether there is a simple way to change this scaling.

The form of the second term in (3.60) gives us a hint: if the wa derivative could bring

down extra powers of gs then clearly the negative scalings from the Riemann curvature

terms in (3.58) could be changed. However, as discussed above, we cannot allow x3 deriva-

tives if we want to preserve the underlying T-duality map. Our discussion above seems to

allow γ ≥ 4 in (3.59). Is there a lower bound for γ? In the following let us see whether we

can find one.

Since k ≥ 0 for the metric components in (3.59), the dominant scalings do not change

and at least in the limit discussed above we recover the de Sitter space-time in the dual

IIB side. Note also that the x11 derivatives will directly act on the exponential pieces for

both the flux and the metric components. Such actions will contribute +4kli
3 to at least all

the unstarred Riemann curvatures from Table 2 and at least +4kn3
3 to the n3 derivatives

when we take γ ≥ 4 in (3.59). These could in principle change the negative scalings in

(3.58).

Interestingly with the choice of γ ≥ 4 in (3.59), the second term in (3.60) scales as(
gs

HHo

)0+
instead of

(
gs

HHo

)−8/3
. This means the dominant scalings of all components of

RMNPQ now become
(

gs
HHo

)−2/3
, thus contributing +2

3(l6, l9, l14) to (3.58). On the other

hand if γ ≥ 2 in (3.59) the scaling would have been quite different: the second term in

(3.60) would have scaled as
(

gs
HHo

)−4/3
, which would have become the dominant scalings

for all the components associated with RMNPQ, thus contributing 0(l6, l9, l14) to (3.58).

The zero scalings of these components mean that they are time-neutral, and therefore any

powers of these components do not contribute to the gs scalings of θnl in (3.58). Existence

of time-neutral series is not good as was shown in [16], and therefore γ = 2 does not appear

to be a viable possibility here. What about γ = 3? Can this be realized in (3.59)? To

answer this, let us consider another component of the Riemann tensor of the form:

Rabab(y, x, w
a, gs) = R

(1)
abab(y, x, w

a)

(
gs

HHo

)+10/3

+ R
(2)
abab(y, x

i)

(
gs

HHo

)+10/3 [
∂

∂t

(
gs

HHo

)]2

(3.61)

+ R
(3)
abab(y, x, w

a)

(
gs

HHo

)+16/3

+ c1
∂g(ab

∂wc
∂gab)
∂wd

gcd + c2

(
∂2gaa
∂wb∂wb

− ∂2gbb
∂wa∂wa

)
,

where the first term appears from derivatives along M4 ×M2, the second term appears

from temporal derivatives and applying the condition (3.9), the third term appears from

derivatives along the spatial directions R2, and the remaining two terms with constant

coefficients (c1, c2) appear from the derivatives along the toroidal directions T2

G (we will

not worry about the T-duality constraint here). Note, in the absence of the dependence on

wa, the dominant scaling is
(

gs
HHo

)10/3
, assuming (3.9). Once wa dependence is switched

on, with a choice of the metric given by (3.38) with g̃
(k)
AB function of (x, y, wa), the dominant

scaling changes to
(

gs
HHo

)4/3
, thus contributing −4

3 to (3.58). On the other hand, if we use

the metric ansätze (3.59), the dominant gs scaling of the last two terms in (3.61) become
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(
gs

HHo

)2(2+γk)/3
and

(
gs

HHo

)(4+γk)/3
respectively. Their respective contributions to (3.58)

would be 2
3(γk − 2) or 1

3(γk − 4) depending on which of them is the dominating one.

Taking k = 1 for the first contributing term in the series, and γ = 3, we see that the

two values are +2
3 and −2

3 respectively, implying that the contribution to (3.58) will be

−2l2
3 . Unfortunately γ = 4, which worked well for the other curvature components, now

contributes as 0l2 to (3.58) leading to time-neutral series. This clearly shows that both

γ = 3 and γ = 4 are unacceptable and therefore our only choice in (3.59) appears to be

γ ≥ 5 (see also the detailed scalings of the curvature tensors in Table 3). Taking all these

into account, then allows us to consider the following ansätze for the dominant scalings of

the metric and the G-flux components (see also footnote 21):

gCD(x, y, x11; gs,Mp) ≡
(

gs
HHo

)aCD ∞∑
k=0

a
(cd)
k g̃

(k)
CD(x, y) exp

[
−b(cd)k

(
gs

HHo

)γk/3
x2k

11M2k
p

]
(3.62)

GABCD(x, y, x11; gs,Mp) ≡
(

gs
HHo

)lCD
AB

∞∑
k=1

ck G(k)
ABCD(x, y) exp

[
−dk

(
gs

HHo

)γk/3
x2k

11M2k
p

]
,

with aCD and lCD
AB as in (3.23) and (3.6) respectively; and we have chosen a conservative

lower bound of γ = 5 although generically we should allow γ ≥ 5 (in fact later we will argue

that it’s γ = 6 that makes more sense here. However to arrive at this conclusion requires

a few steps of reasoning which will be elaborated soon). With the choice of γ ≥ 5 all

the Riemann curvature terms and the derivatives along x11 (parametrized by n3 in (3.57))

contribute positive scalings to (3.58). With time-dependent G-flux components, i.e. the

flux choice in (3.62), there appears a possibility of a four-dimensional an EFT description

in the dual IIB side.

It is interesting that while most terms in Table 3 works with γ ≥ 3, the component

(3.61) and two other set of curvature tensors scale as 1
3(γk− 4) instead of 2

3(γk− 2). This

is because of the derivative action which, in turn, also effects the scaling of the n3 term in

(3.58). Taking all these into account, we now see that the gs scaling of the quantum term

in (3.57) with the background ansätze (3.62), changes from (3.58) to the following:

θnl =

(
γk

3
−4

3

) 5∑
r=1

lr +
2

3

27∑
i=6

li +

(
γk

3
+

2

3

) 32∑
j=28

lj +
5

3

46∑
k=33

lk +

(
γk

3
−1

3

) 60∑
p=47

lp

+

(
lpqmn +

4

3

)
l61 +

(
lpαmn +

4

3

)
l62 +

(
lpamn +

1

3

)
l63 +

(
lαβmn +

4

3

)
l64 +

(
lαamn +

1

3

)
l65

+

(
lαβma +

1

3

)
l66 +

(
l0mij +

13

3

)
l67 +

(
l0αij +

13

3

)
l68 +

(
labmn−

2

3

)
l69 +

(
labαβ−

2

3

)
l70

+

(
labmα−

2

3

)
l71 +

(
lpimn +

7

3

)
l72 +

(
lβimα +

7

3

)
l73 +

(
lαimn +

7

3

)
l74 +

(
laimn +

4

3

)
l75

+

(
lmiab +

1

3

)
l76 +

(
laiαβ +

4

3

)
l77 +

(
lαiab +

1

3

)
l78 +

(
laimα +

4

3

)
l79 +

(
lijmn +

10

3

)
l80

+

(
lijmα +

10

3

)
l81 +

(
lijαβ +

10

3

)
l82 +

(
lijma +

7

3

)
l83 +

(
lijαa +

7

3

)
l84 +

(
lijab +

4

3

)
l85,
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Riemann tensors Dominant gs scaling Contributions to (3.63)

Rmnpa,Rmnaα,Rmαβa,Raααβ
γk
3 −

2
3

γk
3 −

1
3

Rmna0,Rαβa0
γk
3 −

5
3

γk
3 −

1
3

Rmnai,Rαβai
γk
3 −

2
3

γk
3 + 2

3

Rm0a0,Rmaij ,Rα0a0,Rαaij
γk
3 −

8
3

γk
3 −

1
3

Rmabc,Rαabc
γk
3 + 4

3
γk
3 −

1
3

Ra0i0,Raijk
γk
3 −

8
3

γk
3 + 2

3

Raij0
γk
3 −

11
3

γk
3 −

1
3

Raba0
γk
3 + 1

3
γk
3 −

1
3

Rabai
γk
3 + 4

3
γk
3 + 2

3

Rm0n0,Rα0β0,Rαβij ,Rmnij dom
(

2γk
3 −

14
3 ,−

8
3

)
dom

(
2γk

3 −
4
3 ,

2
3

)
Ri0j0,Rijkl dom

(
2γk

3 −
20
3 ,−

14
3

)
dom

(
2γk

3 −
4
3 ,

2
3

)
Ra0b0,Rabij dom

(
γk
3 −

8
3 ,−

2
3

)
dom

(
γk
3 −

4
3 ,

2
3

)
Rmnpq,Rmnαβ,Rαβαβ dom

(
2γk

3 −
8
3 ,−

2
3

)
dom

(
2γk

3 −
4
3 ,

2
3

)
Rmnab,Rαβab dom

(
γk
3 −

2
3 ,

4
3

)
dom

(
γk
3 −

4
3 ,

2
3

)
Rabab dom

(
γk
3 + 4

3 ,
10
3

)
dom

(
γk
3 −

4
3 ,

2
3

)
Table 3. The gs

HHo
expansions for the additional Riemann curvature components arising from the

x11 dependences of the metric components and using the metric ansätze as in (3.62) with k ≥ 1.

The third column denotes their contributions to (3.63), where dom(a, b) choses the dominant one

between
(

gs
HHo

)a
and

(
gs

HHo

)b
. If a > 0, b > 0, then the dominant one is the smaller of the two,

whereas if a < 0, b < 0 (i.e. when both are negative), the dominant one is the larger of the two.

Note that the scalings in Table 1 remain unchanged even with the metric choice (3.62).

+

(
lij0a +

4

3

)
l86 +

(
γk

6
−2

3

)
n3 +

1

3
(n1 + n2 + 4n4) +

(
1

3
+
[ n
m

])
n0, (3.63)

where we note that the 60 curvature tensors have varied set of scalings. With γ = 4,

the vanishing of both the coefficients of n3 and lr in (3.63) implies that the time-neutral

operators could also be made Mp neutral31. Clearly this is unacceptable for a healthy EFT.

31As an example, we can use n3 derivative actions, and the corresponding collection of operators from

(3.57), to write the following operator:

O ≡ lim
x11→0

∑
{li},n3

Cn3l1...l5

M
2σ({li},n3)
p

{∂2n3
11 } (Ra0b0)l1 (Rabab)

l2 (Rmnab)
l3 (Rαabβ)l4 (Rabij)

l5 gaibi ....gmjnj ,
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For γ > 4 there is in-fact a subset of curvature tensors, from the set that scales as 2li
3 ,

which would in principle scale as dom
(

2γk
3 −

4
3 ,

2
3

)
as evident from Table 3. For γ ≥ 5,

the dominant scalings of these tensors are all 2
3 , which is what appears in (3.63). Therefore

it seems that even with toroidal fibre dependence, if we allow the background ansätze of the

form (3.62), an EFT description may be allowed in the dual IIB side. Question however is

how robust is this conclusion that relies crucially on the background choice (3.62). Analysis

of this would require us to explore the flux EOMs as well as conditions for global anomaly

cancellations. This is the subject to which we turn next.

4 Flux equations of motion, anomaly cancellations and healthy EFT

For generic choice of the metric dependences on the toroidal direction T2

G , as we saw above,

the gs scaling of the quantum terms (3.57) is expressed as (3.58). This clearly has neither

gs nor Mp hierarchies even in the presence of time-dependent G-flux components (in fact

it is not even necessary to express the G-flux components GMNab as localized fluxes to

see this32). However for a special choice of the background, as given as (3.62), the gs
scaling goes as (3.63) which, for γ ≥ 5, allows an EFT description in the dual IIB side.

Unfortunately, most of the curvature tensors, that contribute for the metric choice of (3.62),

come proportional to x11 or x2
11 as may be easily seen from Table 3. All of these would

vanish in the limit x11 → 0 except for the three set of Riemann tensors:

RMNab, Rabab, Rabµν , (4.1)

although in the last set, the component Rabi0 would exist whether or not the metric has

any dependence on the toroidal directions (see Table 1). In fact the non-vanishing pieces

of (4.1) scale differently as gs
HHo

,
(

gs
HHo

)3
and

(
gs

HHo

)−1
respectively, but contribute equally

as +1
3 lr to (3.63). Interestingly, and as a side note, in this limit only even number of n3

derivatives in (3.15) would survive.

The more important question now is whether we gain any mileage from making the

metric and the flux components to have toroidal fibre dependences. In [8] and [28] we

where Cn3l1...l5 are constant coefficients, the inverse metic components are used for complete contractions,

and σ = n3 +
∑5
i=1 li with (n3, li) ∈ (Z,Z). We may note two things: one, that the above operator scales

as
(

gs
HHo

)0

× 1
M0
p

. It is easy to see why it is time-neutral from (3.63). The Mp neutrality is seen from the

derivatives along x11 appearing from both the external derivative action as well as the derivatives inside the

definition of the curvature tensors. Two, even in the limit of vanishing x11 the operator remains non-zero.
32A question can be raised at this point on the usefulness of the ansätze (3.62) for the G-flux components

GMNab. Recall that the motivation for taking a localized form for the G-flux components GMNab was to

avoid problems with Buscher’s duality as well as with the existence of an EFT in four-dimensions in the

IIB side (see discussions after (3.20)). However now that we do know EFT can exist with wa dependence,

can we allow non-localized three-form field components CMN3(x, y, x11)? The answer is still no because

such a three-form would imply a generic form of the metric components gAB(x, y, x11) with no exponential

suppression (in other words, the wa is not necessarily in any exponential factor as in (3.62)). Scalings of

the curvature tensors would then imply the quantum terms (3.57) to scale as (3.58) and not as (3.63). This

would imply non-existence of an EFT description in the dual IIB side. Therefore it appears that the only

way an EFT would exist in the dual side if the G-flux components GMNab are viewed as localized fluxes.
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Contributions to Ra0b0
[MN] Using (3.62) Using generic T2

G dep Using (2.4)

RMNPa
γk
3 − 1 −1 .....

RMNa0
γk
3 − 1 −1 .....

RMNai
γk
3 0 .....

RMNµν dom
(

2γk
3 − 2, 0

)
−2 0

RMNPQ dom
(

2γk
3 − 2, 0

)
−2 0

RMNab dom
(
γk
3 − 2, 0

)
−2 0

RMNP0 0 0 0

RMNPi 1 1 1

RMNi0 1 1 1

Table 4. Comparing the gs scalings of the two-form Ra0b0
MN dy

M ∧ dyN from the metric choices

(3.62), generic toroidal fibre dependence, and (2.4). The first column has all the Riemann tensors

contributing to the two-form via the contraction R[MN][CD]e
a0Ceb0D ≡ Ra0b0

[MN] where ea0M is the

eleven-dimensional vielbein. The second and the fourth columns, using the metric choices (3.62)

and (2.4) respectively, allow four-dimensional EFT description to be valid in the IIB side, whereas

the third column does not allow an EFT description. The dotted terms in the fourth column

represent the non-existence of the corresponding Riemann tensors.

argued how using a flat slicing of de Sitter space prohibits any G-flux components to be

time-independent. Such a restriction is not imposed by the gs scaling of the quantum series:

for example (3.17), (3.63), and even (3.58), can allow all G-flux components except GMNab

to remain in principle time-independent. The constraint actually comes from anomaly

cancellations and flux EOMs. In [7, 8, 28] we performed detailed computations for the case

with a flat-slicing to show the non-existence of time-independent G-flux components. With

generic slicing of de Sitter space, or with eleven-dimensional fibre dependences, this should

be revisited to see whether some components of G-flux could remain time-independent.

For example, could it be possible to keep flux components like GMNPa to remain time-

independent? Such flux components map to RR and NS three-form fluxes, (F3)MNP and

(H3)MNP respectively in the IIB side. If this were possible, then maybe we can justify a

KKLT [12] like Glauber-Sudarshan state in our construction. Unfortunately, as we shall

argue below, all computations seem to indicate the existence of only time-dependent G-flux

components. The time-independent cases lead to breakdowns of EFTs in the IIB side.

4.1 Computing the curvature forms and polynomials

An easy way to verify the existence of G-flux components with or without time-dependences

is to work out the X8 polynomial. This polynomial enters crucially in both the flux EOMs
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Contributions to Ra0b0
[ab] Using (3.62) Using generic T2

G dep Using (2.4)

Rabai
γk
3 + 2 2 .....

Raba0
γk
3 + 1 1 .....

RabMc
γk
3 + 1 1 .....

Rabab dom
(
γk
3 , 2

)
0 2

RabMN dom
(
γk
3 , 2

)
0 2

Rabµν dom
(
γk
3 , 2

)
0 2

RabM0 2 2 2

RabMi 3 3 3

Rabµ0 3 3 3

Table 5. Comparing the gs scalings of the two-form Ra0b0
ab dwa ∧ dwb from the metric choices

(3.62), generic toroidal fibre dependence, and (2.4). As before, the two forms are constructed

by contracting the corresponding Riemann tensors using eleven-dimensional vielbeins. The third

column again represents the gs scalings that do not lead to a well defined EFT description in the

dual IIB side.

as well as in the anomaly cancellation equations [29], and decides the fate of the fluxes on

the compact eight-manifold. It may be expressed, using the curvature two-forms, in the

following way:

X8 ≡
1

3 · 29 · π4

(
tr R4 − 1

4

(
tr R2

)2)
, (4.2)

where R is the curvature two-form to be defined momentarily. Note that, compared to the

Calabi-Yau four-fold case, the integral of X8 over the eight-manifold can neither be time-

independent, nor represent the Euler characteristics. On the other hand, it does form a

crucial part of the flux EOMs as mentioned earlier. The trace is defined over the holonomy

matrices Ma0b0 , whose detailed properties are discussed in [7], so we will avoid elaborating

them here. The curvature two-form then can be expressed as:

R =
(
Ra0b0

[MN] dy
M ∧ dyN + Ra0b0

[ab] dwa ∧ dwb + Ra0b0
[Ma] dy

M ∧ dwa
)
Ma0b0 , (4.3)

where the curvature tensors contributing to Ra0b0
[MN] for the metric choices (3.62), (2.4) and

generic T2

G are given in Table 4. Similar contributions to Ra0b0
[ab] and Ra0b0

[Ma] are given in

Tables 5 and 6 respectively.

The gs scalings of the curvature two-forms are important because if there are gs inde-

pendent contributions to X8 (4.2) that would imply that certain components of the fluxes
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Contributions to Ra0b0
[Ma] Using (3.62) Using generic T2

G dep Using (2.4)

RMabc
γk
3 0 .....

RMaµν
γk
3 0 .....

RMaNi
γk
3 + 1 1 .....

RMaN0
γk
3 0 .....

RMaNP
γk
3 0 .....

RMaNb dom
(
γk
3 − 1, 1

)
−1 1

RMab0 1 1 1

RMabi 2 2 2

Table 6. Comparing the gs scalings of the two-form Ra0b0
Ma dy

M ∧ dwa from the metric choices

(3.62), generic toroidal fibre dependence, and (2.4). These cross-term forms are constructed using

the eleven-dimensional vielbeins in a way described earlier. The third column still represents the gs
scalings that do not lead to a well defined EFT description in the dual IIB side, although we note

that there are many Riemann tensors absent in the fourth column.

may be allowed to remain time-independent. Using the metric choice (3.62), the two-form

Ra0b0
[MN] may be expressed as:

Ra0b0
[MN](x, y, w

a; k, gs)Ma0b0 = R
(1)

[MN](x, y, w
a) + R

(2)

[MN](x, y, w
a)

(
gs

HHo

) γk
3

(4.4)

+ R
(3)

[MN](x, y, w
a)

(
gs

HHo

)
+ R

(4)

[MN](x, y, w
a)

(
gs

HHo

)dom( 2γk
3
−2,0)

+ R
(5)

[MN](x, y, w
a)

(
gs

HHo

)dom( γk3 −2,0)
+ R

(6)

[MN](x, y, w
a)

(
gs

HHo

) γk
3
−1

where we suppress the internal Mp dependence that appears from the exponential term

in (3.62). Taking k = 1 and γ = 5, we see that all terms have positive gs powers ex-

cept R
(5)
[MN](x, y, w

a) which scales as
(

gs
HHo

)−1/3
. The three components, R

(1)
[MN](x, y, w

a),

R
(4)
[MN](x, y, w

a) and R
(5)
[MN](x, y, w

a), scale as
(

gs
HHo

)0
because this is the dominant scaling

when γ = 5. In a similar vein the two-form Ra0b0
[ab] may be defined in the following way:

Ra0b0
[ab] (x, y, wa; k, gs)Ma0b0 = R

(1)

[ab](x, y, w
a)

(
gs

HHo

) γk
3

+2

+ R
(2)

[ab](x, y, w
a)

(
gs

HHo

)dom( γk3 ,2)
(4.5)

+ R
(3)

[ab](x, y, w
a)

(
gs

HHo

)2

+ R
(4)

[ab](x, y, w
a)

(
gs

HHo

)3

+ R
(5)

[ab](x, y, w
a)

(
gs

HHo

) γk
3

+1

,

where
(

gs
HHo

)5/3
is the dominant scaling now for γ = 5 and k = 1. Interestingly, all
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Contributions to Ra0b0
[ij] Using (3.62) Using generic T2

G dep Using (2.4)

RijMa
γk
3 − 3 −3 .....

Rijka
γk
3 − 2 −2 .....

Rija0
γk
3 − 3 −3 .....

RijMN dom
(

2γk
3 − 4,−2

)
−4 −2

RijM0 −2 −2 −2

RijkM −1 −1 −1

Rijk0 −1 −1 −1

Rijij dom
(

2γk
3 − 4,−2

)
−4 −2

Rijab dom
(
γk
3 − 4,−2

)
−4 −2

Table 7. Comparing the gs scalings of the two-form Ra0b0
ij dxi ∧dxj from the metric choices (3.62),

generic toroidal fibre dependence, and (2.4). As before, the dotted terms in the fourth column

represent the non-existence of the corresponding Riemann tensors.

scalings are positive definite, and there is no zero scaling now compared to what we had in

(4.4). In fact a similar story appears for Ra0b0
[Ma], which may be expressed as:

Ra0b0
[Ma](x, y, w

a; k, gs)Ma0b0 = R
(1)

[Ma](x, y, w
a)

(
gs

HHo

) γk
3

+1

+ R
(2)

[Ma](x, y, w
a)

(
gs

HHo

)dom( γk3 −1,1)
(4.6)

+ R
(3)

[Ma](x, y, w
a)

(
gs

HHo

)
+ R

(4)

[Ma](x, y, w
a)

(
gs

HHo

)2

+ R
(5)

[Ma](x, y, w
a)

(
gs

HHo

) γk
3

,

with the dominant scaling now being
(

gs
HHo

)2/3
, and we see no components with zero

scaling. This means the only way (4.2) can have a gs independent term if the negative

scalings of Ra0b0
[MN] somehow cancel the positive gs scalings of Ra0b0

[ab] and Ra0b0
[Ma]. Could this

happen here?

The dominant scalings of the three curvature forms in (4.4), (4.5) and (4.6) tell us that

we can remove the k dependences of the three two-forms and express the generic curvature
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two-form (4.3) in the following suggestive way33:

R(x, y, wa; gs) =
∞∑
l=0

R
(l)
[MN](x, y, w

a)

(
gs

HHo

) l−1
3

dyM ∧ dyN (4.7)

+
∞∑
l=0

[
R

(l)
[ab]

(
gs

HHo

) l+5
3

dwa ∧ dwb + R
(l)
[Ma]

(
gs

HHo

) l+2
3

dyM ∧ dwa
]
,

which could then be inserted in the definition of X8. In terms of the individual two-forms,

there are two ways of doing this: in one case we take three R[MN] and one R[ab] two-forms,

and in the other case we can use two R[MN] and two R[Ma] two-forms to compute (4.2). In

both cases the answer turns out to be the same and is given by:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,...,l4)
(8,c) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4+2)

, (4.8)

which unfortunately does not have a gs independent piece because li ≥ 0. This is consistent

with a similar conclusion that we had for the case with flat-slicing in [7, 28], so it’s no

surprise that we get the same story here too. In fact, using the metric ansätze (2.4) and

the last columns in the Tables 4, 5 and 6, it is easy to see that the curvature two-form

(4.7) changes to:

R(x, y; gs) =

∞∑
l=0

R
(l)
[MN](x, y)

(
gs

HHo

) l
3

dyM ∧ dyN (4.9)

+
∞∑
l=0

[
R

(l)
[ab](x, y)

(
gs

HHo

) l+6
3

dwa ∧ dwb + R
(l)
[Ma](x, y)

(
gs

HHo

) l+3
3

dyM ∧ dwa
]
,

where the only difference from (4.7) is the gs scalings: the dominant scalings are shown

up-front, and the sub-dominant ones follow in the usual way. The infinite series appears

from summing over all k ≥ 1 in (3.62) as outlined in footnote 33. Once we plug in (4.9)

into (4.2), we get the following structure of the eight-form X8:

X8(x, y; gs) =
∑
{li}

X̃
(l1,...,l4)
(8,a) (x, y)

(
gs

HHo

) 1
3

(l1+l2+l3+l4+6)

, (4.10)

33We have suppressed one intermediate step that would take us from (4.4), (4.5) and (4.6) to (4.7). A

more appropriate way to express (4.7) would be to observe, for example, that R[ab] ≡ Raobo
[ab] Maobo scales in

the following way:

R[ab](x, y, w
a; k, gs) =

pk∑
l=0

R
(l,k)

[ab] (x, y, wa)

(
gs

HHo

) 1
3

(l+5)k

,

for every choice of k in (3.62) and p1 = 6, p2 = 11 etc. Once we sum over all k ≥ 1, we can easily see that

the dominant scale remains
(

gs
HHo

) 5
3

and the series takes the generic form as in (4.7). Similar arguments

could be given for the other two two-forms R[MN] and R[Ma].
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Contributions to Ra0b0
[i0] Using (3.62) Using generic T2

G dep Using (2.4)

Ri0a0
γk
3 − 2 −2 .....

Ri0aj
γk
3 − 3 −3 .....

Ri0ab −1 −1 −1

Ri0j0 dom
(

2γk
3 − 4,−2

)
−4 −2

Ri0MN −1 −1 −1

Ri0Mj −2 −2 −2

Ri0M0 −1 −1 −1

Ri0jk −1 −1 −1

Table 8. Comparing the gs scalings of the two-form Ra0b0
i0 dxi ∧ dx0 from the metric choices

(3.62), generic toroidal fibre dependence, and (2.4). Comparing this with Table 7 we see that the

individual components behave differently from having fully spatial indices (i, j) to having mixed

indices (i, 0). This will have important consequences for the flux EOMs and anomaly cancellations.

which is in fact the same scaling that we saw for the case with flat-slicing in [7, 28].

Unfortunately again the eight-form has no gs independent term. Note that both the eight-

forms (4.8) and (4.10) are no longer topological or related to the Euler characteristics

of the internal eight-manifold. Thus it appears, for the metric choices (2.4) and (3.62),

X8 remains time-dependent. What happens for the case when the metric has a generic

dependence on the toroidal direction?

The generic dependence on the toroidal direction may be quantified by allowing a wa

dependence to the metric components g̃
(k)
CD ≡ g̃

(k)
CD(x, y, wa) in say (3.62). In such a case,

we can look up the third columns in Tables 4, 5 and 6. The curvature two-form can now

be expressed as:

R(x, y, wa; gs) =

∞∑
l=0

R
(l)
[MN](x, y, w

a)

(
gs

HHo

) l−6
3

dyM ∧ dyN (4.11)

+
∞∑
l=0

[
R

(l)
[ab]

(
gs

HHo

) l
3

dwa ∧ dwb + R
(l)
[Ma]

(
gs

HHo

) l−3
3

dyM ∧ dwa
]
,

where we see that there are two places where the dominant scalings become negative: for

R[MN] and for R[Ma]. We can plug in (4.11) in (4.2) to compute the eight-form in two

different ways. The results are the same, and X8 takes the following form:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,...,l4)
(8,b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−18)

, (4.12)
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Contributions to Ra0b0
[Mi] Using (3.62) Using generic T2

G dep Using (2.4)

RMiNa
γk
3 − 1 −1 .....

RMiaj
γk
3 − 2 −2 .....

RMiNP 0 0 0

RMiNj dom
(

2γk
3 − 3,−1

)
−3 −1

RMiN0 0 0 0

RMij0 −1 −1 −1

RMijk 0 0 0

RMiab 0 0 0

Table 9. Comparing the gs scalings of the two-form Ra0b0
Mi dy

M∧dxi from the metric choices (3.62),

generic toroidal fibre dependence, and (2.4). These two-forms are useful ingredients of the eight-

form (4.2) defined partly along spatial and partly along the internal directions. They also have

important consequences for the flux EOMs and anomaly cancellations.

which, because of the minus sign, does have a gs independent term for all li satisfying

l1 + l2 + l3 + l4 = 18. According to the flux EOM studied in [7, 28], such a scenario should

lead to time-independent H3 and F3 three-form fluxes in the dual IIB side. Unfortunately,

as shown in (3.58), such a system does not have an EFT description even if we switch on

time-dependent G-flux components GMNab (keeping GMNPa time-independent).

4.2 G-flux equations of motion and consistency conditions

Our above conclusion, about the non-existence of time-independent G-flux components

(for the cases that allow an EFT description in the dual IIB side), relies on analyzing all

the flux EOMs. Here, due to the toroidal fibre dependence, the story is more generic than

what we encountered in [7, 28], but fortunately the precise EOMs are no different. Recall

that the flux EOMs may be succinctly presented as:

d ∗11 G4 = b1G4 ∧G4 + b2Y8 + b3d ∗11 Y4 + (nb − n̄b)Λ8, (4.13)

where ∗11 is the warped Hodge duality operator, bi are the coefficients that only depend

on Mp, Y4 is the quantum terms that may be extracted from (3.57) [7, 28], (nb, n̄b) denote

the number of space-filling M2 and M2 branes respectively that have localized form Λ8;

and Y8 is an eight-form constructed out of curvature and G-flux forms. Thus the curvature

part of Y8 is precisely the X8 form discussed above. In writing (4.13) we have ignored the

non-perturbative contributions. This will be inserted in a bit later. If we now only consider

the X8 piece of Y8, then (4.13) leads to the familiar constraint:

b1

∫
G4 ∧G4 + |nb − n̄b| = −b2

∫
X8, (4.14)
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where the absolute sign is there to choose only the positive difference by keeping nb > n̄b.

This choice is made to avoid potential conflict with the anti-brane back-reaction issues

pointed out in [18], although in our case we can either keep nb ≥ n̄b or remove the branes

and the anti-branes altogether. The flexibility in our choice appears from our ability to

choose a different source for supersymmetry breaking − non-self-dual G-flux components −
thus removing any dependence on anti-branes. In such a case, we see from (4.8) and (4.10)

that the RHS of (4.14) is always time-dependent34. This means the left hand side (LHS)

of (4.14), which include products of G-flux components, cannot be kept time-independent.

It is easy to see why this may be the case: Since GMNab components need to be time-

dependent to avoid EFT breakdowns (see (3.17) and (3.63)), (4.14) will imply GMNPQ to

become time-dependent also, at least when nb = n̄b or nb = n̄b = 0. For example, using

the analysis of flux EOMs from [7, 28], and the ansätze from (3.6), it is easy to see from

(4.14) that:

2

3
(k1 + k2) + lPQ

MN + labRS = l +
p

3
, (4.15)

where (k1, k2) are the gs scalings of the flux components GMNPQ and GRSab respectively

from (3.6), p = 2 for (4.8) and p = 6 for (4.10), l ≡ 1
3(l1 + l2 + l3 + l4) is the scaling

appearing in either (4.8) or (4.10), and lCD
AB is the original scaling of the flux components

defined earlier. Since we expect labRS ≥ 1 to avoid issues with the existence of EFT, and

(ki, l) ≥ (0, 0), it is easy to see that |lPQ
MN| ≥

∣∣p−3
3

∣∣, implying that the smallest scaling of

GMNPQ is
(

gs
HHo

) p−3
3

. For (4.8) the scaling is
(

gs
HHo

)−1/3
, whereas for (4.10) it is

(
gs

HHo

)+1
.

However the −1
3 scaling of the flux components GMNPQ may be alarming, and we will come

back to this issue a bit later. What happens if we make lPQ
MN = 0? Allowing this will lead

to, by choosing labRS = 1 + n
3 with n ∈ Z:

k1 + k2 =
3

2

[
l −
(
n+ 3− p

3

)]
, (4.16)

which would imply, for l = n+1
3 in (4.8) and l = n−3

3 in (4.10), we can keep k1 = k2 = 0.

The relative minus sign for the second case (i.e. for (4.10)) now implies that n ≥ 4 if

we want to keep non-zero G-flux component G(0)
MNPQ. In the same vein, for the case (4.8),

n ≥ 0 to allow the aforementioned conditions. In the two cases, i.e. for (4.8) and (4.10),

the G(0)
MNab components scale at least as

(
gs

HHo

)+1
and

(
gs

HHo

)7/3
respectively. Although

such high scaling of G-flux components for the latter case is consistent with the EFT, it

can now no longer appear to the lowest orders in the flux or the Einstein’s EOMs. This

means that the supersymmetry breaking condition35, from the non self-duality of the G-flux

34There is a subtlety that we will have to consider here related to the dependence of the metric and the

G-flux components on the spatial directions xi. One way to make sense of (4.14) is to take an average over

the R2 directions for the two terms with coefficients b1 and b2. Since Λ8 is a localized form on the eight-

manifold, the averaging will not affect the |nb − n̄b| factor. Alternatively we can fix the spatial coordinate

over a slice and define the integral (4.14). See also footnote 28. A third alternative would be to take

nb = n̄b, and balance the xi dependence of the two remaining terms in (4.14).
35Recall that we derived the supersymmetry breaking condition by comparing the Einstein’s equations

for space-time R2,1 and the flux equations for G0ijM. In both cases it was crucial that at least the G-flux

– 59 –



Contributions to Ra0b0
[M0] Using (3.62) Using generic T2

G dep Using (2.4)

RM0Na
γk
3 − 2 −2 .....

RM0aµ
γk
3 − 2 −2 .....

RM0NP −1 −1 −1

RM0N0 dom
(

2γk
3 − 3,−1

)
−3 −1

RM0Ni 0 0 0

RM0ij −1 −1 −1

RM0j0 0 0 0

RM0ab −1 −1 −1

Table 10. Comparing the gs scalings of the two-form Ra0b0
M0 dy

M ∧ dx0 from the metric choices

(3.62), generic toroidal fibre dependence, and (2.4). The contributions to the three columns differ

from the respective contributions in Table 9 because the temporal derivatives create extra powers

of gs
HHo

and we are using (3.9) as mentioned earlier.

components G(0)
MNab (see [7, 28]), cannot appear easily and we have to resort to anti-branes

as the source for this. The latter has numerous issues (see [18]), so it appears that keeping

GMNPQ time-independent is problematic, at least for the case (4.10). We will soon see that

a similar issue plagues the former case, i.e. the case (4.8), too. Similarly, for a ≡ (3, 11),

either or both the G-flux components GMNPa will have to be time-dependent. This is

because, using the cue from (4.15), we expect lPaMN to satisfy:

lPaMN + lQbRS ≥
p

3
, (4.17)

as making them zero would lead to k1 + k2 = 3
2

(
l + p

3

)
contradicting36 again the fact that

(ki, l) ≥ (0, 0). Since GMNPa components dualize to H3 and F3 three-form fluxes, GMNab

components dualize to seven-brane world-volume gauge fluxes, and GMNPQ components

dualize to five-form fluxes in the IIB side, our analysis show that none of these flux com-

ponents can be time-independent, at least when we use (4.14). Question is, what happens

when we cannot impose the condition (4.14), i.e. when we analyze the case corresponding

to non-compact directions? Addtionally, what happens nb > n̄b with 0 ≤ n̄b ≤ 1 (the latter

to avoid conflict with [18])?

components GMNab appear. However if the lowest components of GMNab, i.e. G(0)
MNab, have gs scalings

bigger than +1 they do not appear in either of the flux or the Einstein’s EOMs. Unfortunately the scaling

requirements also prohibit other internal flux components to appear, as we will see soon.
36For example, matching the powers of gs in the flux EOM would imply G(0)

MNPaG
(0)
RSQb = 0. This cannot

lead to any non-trivial time-independent components.
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This is where, as emphasized in [28], other flux EOMs may become important. Recall

that the flux EOM that actually reproduces the anomaly cancellation condition (4.14),

appears from looking at the EOM for the G-flux components G0ijA, where A ∈ R2,1×M4×
M2 × T2

G , although the antisymmetry will only restrict A to lie within the eight-manifold.

In the presence of space-filling branes, other flux EOMs become relevant, which in turn

necessitates the determination of the generic form of the polynomial (4.2). The generic

flux EOMs, for the various embeddings of de Sitter space-time, have not been discussed in

details anywhere (in [7, 28] we studied the case for flat slicing only). Thus it is time now

to study them when we allow dependences on all eleven-dimensional coordinates. As one

might expect, and because of the proliferation of the number of G-flux components, the

scenario at hand is little more involved than what we studied in [7, 28] but can nevertheless

be presented in the following tensorial language:

∂Nk

(
T(f)

7

)
N1.....N7

= b1 ∂Nk

(
T(q)

7

)
N1.....N7

+ b2

(
T(k)

8

)
N1.....N7Nk

(4.18)

+ b3

(
X(k)

8

)
N1.....N7Nk

+ b4 (Λ8)N1.....N7Nk
+ b5 T0∂Nk

(
T(np)

7

)
N1.....N7

,

which is expressed using rank zero, seven and eight tensors. The rank seven tensors are

classified by superscripts f, q and np which stand for flux, quantum and non-perturbative

respectively. The rank eight tensors, namely T(k)
8 and X(k)

8 , have superscripts k which

match-up with the derivative actions ∂Nk that act on the rank seven tensors. The various

choices of k represent the various choices of the three-form field strengths for a given choice

of a four-form G-flux components. The rank eight tensor Λ8 is associated with M2 and

M2 branes, and is typically a localized tensor. Since the sources we take are space-filling37,

for two-branes wrapped on cycles of the eight-manifold, we expect Λ8 = 0. We can also

replace the two-branes by fractional two-branes (and the corresponding anti-branes), but

the condition on Λ8 remains the same. Putting everything together, the tensors appearing

in (4.18) are defined in the following way:(
T(q)

7

)
N1......N7

=
√
−g11 (Y4)ABCD εABCDN1N2....N7(

T(f)
7

)
N1......N7

=
√
−g11 GABCD εABCDN1N2....N7(

T(k)
8

)
N1......N7Nk

= G[N1N2N3N4
GN5N6N7Nk](

X(k)
8

)
N1......N7Nk

=
1

3 · 29 · π4

(
tr R4

tot −
1

4

(
tr R2

tot

)2)
N1N2.....N7Nk

, (4.19)

where we have used the warped eleven-dimensional metric and the raising or lowering of the

indices are performed using the same warped metric. The subscript k in Nk is defined as

37This is not an essential requirement when we take a generic slicing of de Sitter space in the IIB side.

For the flat-slicing case in [7, 8] this requirement was imposed to avoid the appearance of four-dimensional

isometry breaking factors in IIB. Here this requirement is imposed to simply avoid non-trivial contributions

from branes and anti-branes to the Schwinger-Dyson’s equations. Inclusion of these effects is left as an

exercise for the reader.
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follows. When k ≡ (m,α) ∈ M4 ×M2, the partial derivatives act along the sub-manifold

M4 ×M2; when k ≡ (i, j) ∈ R2, the derivative action act along the spatial directions R2;

and when k ≡ (a, b) ∈ T2

G the partial derivatives act along the toroidal sub-manifold T2

G .

The quantum piece Y4, that appeared in (4.13), is defined in [7, 28] and can be extracted

from (3.57) as mentioned earlier. The remaining tensors in (4.18), including the ones with

the over-bracket structure, are defined as follows.

The generic form for X8 appearing in (4.18) differs from (4.2) by the presence of

Rtot. It turns out, there are three possible ways to define Rtot depending on whether

the metric components depend only on the (x, y) coordinates, or generically on all the

eleven-dimensions, i.e. gCD ≡ gCD(x, y) or gCD ≡ gCD(x, y, wa) respectively; or take the

special eleven-dimensional dependence as in (3.62). For the last case, i.e. the metric with

γ dependence as in (3.62) it will be advisable at this stage to rewrite (4.7) in the following

suggestive way:

R(x, y, wa; gs) =

∞∑
l=0

R
(l)

[MN](x, y, w
a)

(
gs

HHo

) l
3

+dom( γ3−2,0)
dyM ∧ dyN (4.20)

+

∞∑
l=0

[
R

(l)

[ab]

(
gs

HHo

) l
3

+dom( γ3 ,2)
dwa ∧ dwb + R

(l)

[Ma]

(
gs

HHo

) l
3

+dom( γ3−1,1)
dyM ∧ dwa

]
,

where we expect γ ≥ 5 for consistency, as described above. We are however no longer

restricted to only the internal three components any more, as the flux EOMs (4.18) will

require us to compute all possible curvature two-forms allowed in our case. The gs scalings

of all the other allowed two-forms are given in Tables 7, 8, 9, 10, 11 and 12. Looking at

the first columns in Tables 7 to 12, and taking the conservative choice of γ ≥ 5, we find

the following additional curvature two-form:

R(e)(x, y, wa; gs) =

∞∑
l=0

[
R

(l)

[Mi] dy
M ∧ dxi + R

(l)

[M0] dy
M ∧ dx0

]( gs
HHo

) l−3
3

(4.21)

+

∞∑
l=0

[
R

(l)

[ai] dw
a ∧ dxi + R

(l)

[a0] dw
a ∧ dx0

]( gs
HHo

) l
3

+dom( γ3−2,0)

+

∞∑
l=0

[
R

(l)

[ij]

(
gs

HHo

) l
3

+dom( γ3−4,−2)
dxi ∧ dxj + R

(l)

[i0]

(
gs

HHo

) l−6
3

dxi ∧ dx0

]
,

where as before, we show the dominant scalings up front, and rest of the sub-dominant

ones follow when we sum over l. For γ = 5, the fifth term scales as
(

gs
HHo

) l−7
3

whereas

the third and the fourth terms scale as
(

gs
HHo

) l−1
3

. We can now combine the two set of

curvature two-forms R and R(e) and define Rtot as:

Rtot ≡ R + R(e), (4.22)

which is the one that appears in (4.19). In a similar vein we can define Rtot for the case

when the metric has only (x, y) dependences by replacing (4.9) by:
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Rtot(x, y; gs) =

∞∑
l=0

R
(l)

[MN](x, y)

(
gs

HHo

) l
3

dyM ∧ dyN (4.23)

+

∞∑
l=0

[
R

(l)

[ai](x, y) dwa ∧ dxi + R
(l)

[a0](x, y) dwa ∧ dx0
]

+

∞∑
l=0

[
R

(l)

[ij](x, y) dxi ∧ dxj + R
(l)

[0i](x, y) dx0 ∧ dxi
]( gs

HHo

) l−6
3

+

∞∑
l=0

[
R

(l)

[Mi](x, y)dyM ∧ dxi + R
(l)

[M0](x, y) dyM ∧ dx0
]( gs

HHo

) l−3
3

+

∞∑
l=0

[
R

(l)

[ab](x, y)

(
gs

HHo

) l+6
3

dwa ∧ dwb + R
(l)

[Ma](x, y)

(
gs

HHo

) l+3
3

dyM ∧ dwa
]
,

where other than R[MN], we have two additional components, R[ai] and R[a0], that remain

gs independent. On the other hand, if we demand a generic dependence on the eleven-

dimensions, i.e. not the special case (3.62), the total curvature form becomes:

Rtot(x, y, w
a; gs) =

∞∑
l=0

R
(l)

[MN](x, y, w
a)

(
gs

HHo

) l−6
3

dyM ∧ dyN (4.24)

+

∞∑
l=0

[
R

(l)

[ij](x, y, w
a) dxi ∧ dxj + R

(l)

[0i](x, y, w
a) dx0 ∧ dxi

]( gs
HHo

) l−12
3

+

∞∑
l=0

[
R

(l)

[ai](x, y, w
a) dwa ∧ dxi + R

(l)

[a0](x, y, w
a) dwa ∧ dx0

]( gs
HHo

) l−6
3

+

∞∑
l=0

[
R

(l)

[Mi](x, y, w
a)dyM ∧ dxi + R

(l)

[M0](x, y, w
a) dyM ∧ dx0

]( gs
HHo

) l−9
3

+

∞∑
l=0

[
R

(l)

[ab](x, y, w
a) dwa ∧ dwb + R

(l)

[Ma](x, y, w
a)

(
gs

HHo

) l−1
3

dyM ∧ dwa
]
,

where only R[ab] remains gs independent. The above expression is very different from

(4.20) and (4.21). Interestingly however, (4.20) and (4.21) become exactly equivalent to

(4.23) when γ = 6. This may be a bit surprising because (4.23) is only for the case when

the dependence extend to space-time directions i.e. (2.4) whereas (4.20) and (4.21) is for

the special case (3.62) where the dependence also extends to incorporate wa directions.

When γ = 5, (4.20) and (4.21) reduce to:

Rtot(x, y, w
a; gs) =

∞∑
l=0

R
(l)

[MN](x, y, w
a)

(
gs

HHo

) l−1
3

dyM ∧ dyN (4.25)

+

∞∑
l=0

[
R

(l)

[ai](x, y, w
a) dwa ∧ dxi + R

(l)

[a0](x, y) dwa ∧ dx0
]( gs

HHo

) l−1
3

+

∞∑
l=0

[
R

(l)

[Mi](x, y, w
a)dyM ∧ dxi + R

(l)

[M0](x, y) dyM ∧ dx0
]( gs

HHo

) l−3
3

+

∞∑
l=0

[
R

(l)

[ab](x, y)

(
gs

HHo

) l+5
3

dwa ∧ dwb + R
(l)

[Ma](x, y)

(
gs

HHo

) l+2
3

dyM ∧ dwa
]
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+

∞∑
l=0

[
R

(l)

[ij](x, y, w
a)

(
gs

HHo

) l−7
3

dxi ∧ dxj + R
(l)

[0i](x, y, w
a)

(
gs

HHo

) l−6
3

dx0 ∧ dxi
]
,

where none of the terms are gs independent. The above collects all possible contributions

to Rtot with metric choices (2.4), (3.62) and with generic dependences on the toroidal

directions. It is now time to elaborate on the last chain from the flux EOM (4.18), i.e. the

non-perturbative contributions.

Such a contribution may be extracted from the non-perturbative action (3.41) and

(3.42), which includes the contributions from the non-local counter-terms, or directly from

(3.56), which includes a more standard non-perturbative interactions. We will dwell with

the former, i.e. (3.41), as it is easy to go to the simpler case (3.56). The non-perturbative

contribution that we are looking at may be succinctly presented as:

δS
(q)
np

δCABC(z′, x′)
= M11

p

∫
d3xd8z

√
−g11(x, z)

∑
k

ck
δ

δCABC(z′, x′)

[
exp

(
−k
∣∣G(q)(x, z)

∣∣)− 1
]

(4.26)

= −M8q−σ({li},ni)
p

∑
k

k ck

q−1∏
r=2

∫
d8z d8zq d

8zr
√
−g11(x′, z) F(q)(z − zq) F(r)(zr+1 − zr)

× ∂

∂WN

[
(Y4)ABCN (z′, x′)

√
g8(zq, x′)g8(zr, x′)g8(z′, x′)F(1)(z2 − z′)

]
exp

(
−k
∣∣G(q)(x′, z)

∣∣) ,
where the overall minus sign is from the modulus structure of (3.41) and W ≡ (z′, x′)

with z = (y, wa). The above result is more general than the one presented in [28] as (4.26)

works for any order q in non-localities. The RHS of (4.26) is a function of (z′, x′) and its

tensorial structure is of the form:

S ∂NTABCN ≡
∫
d8z2 S(x′, z2)

∂

∂WN
TABCN(z′, x′, z2), (4.27)

depending on how the partial derivatives act on the quantum terms Y4. In (4.27) both

S(x′) and TABCN(z, x′) may be easily read up from (4.26), and we can see that the non-

perturbative contributions for the C012 EOM is a total derivative with respect to z′ (al-

though it does depend on x′). The total derivative structure means that, integrating over

the eight-manifold M4 ×M2 × T2

G , the contribution vanishes, thus keeping the anomaly

equation (4.14) unchanged. Locally however it does contribute, as one might have expected.

There is one subtlety that we have not discussed which would connect (4.26) with

(4.27). As it stands (4.27) is true only when g8(z, x) = g
(1)
8 (z)g

(2)
8 (x). For our case,

and looking at footnote 14, this appears to be true although in general this may not be.

Assuming the case where the determinant of the eight-dimensional metric can be split

in the aforementioned way, the rank zero tensor T0 in (4.18) can now be identified with
S(x′,z2)√
g

(1)
8 (z2)

in (4.27). Note that by construction it can depend on the space-time as well as

the internal directions and when the metric and the flux components are functions of the

internal coordinates only − an example would be the oft-studied flat slicing of de Sitter −
T0 is just a function of the internal coordinates. The rank seven tensor Tnp7 tensor on the

other hand is slightly different from TABCN in (4.27); and we can express both T7 and T0

from (4.18), using (4.26), in the following way:
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Contributions to Ra0b0
[ai] Using (3.62) Using generic T2

G dep Using (2.4)

RaiMN
γk
3 0 .....

RaiMj
γk
3 − 1 −1 .....

Raijk
γk
3 0 .....

Raij0
γk
3 − 1 −1 .....

Raibc
γk
3 0 .....

Raibj dom
(
γk
3 − 2, 0

)
−2 0

Raib0 1 1 1

RaiMb 1 1 1

Table 11. Comparing the gs scalings of the two-form Ra0b0
ai dwa ∧ dxi from the metric choices

(3.62), generic toroidal fibre dependence, and (2.4). The contributions follow similar structure as

in Table 9 although the last column has only few contributions. In fact most contributions appear

when we impose dependence on the toroidal directions.

T0 ∂T(np)
7 ≡

∫
d8z2

√
g

(1)
8 (z2) T0(x′, z2)∂[Nk (Tnp7 )N1.....N7] (x′, z′, z2) (4.28)

T0(x′, z2) =

q−1∏
r=3

∫
d8z d8zq d

8zr

√
−g11(x′, z) g

(1)
8 (zq) g

(1)
8 (zr)

×
∑
k

k ck F(q)(z − zq) F(r)(zr+1 − zr) F(2)(z3 − z2) exp
(
−k
∣∣G(q)(x′, z)

∣∣)
(Tnp7 )N1.....N7

(x′, z′, z2) ≡ (Y4)ABCD (z′, x′)g
(2)q/2
8 (x′) g

(1)1/2
8 (z′) F(1)(z2 − z′) εA..DN1...N7 ,

where the anti-symmetry is put in for completeness. Note the appearance of the first

non-locality function F(1)(z2 − z′) in the definitions of the tensors. The contraction of the

zero and seven rank tensors is defined via this non-locality function, although the rank zero

tensor has other non-locality functions with nested integral structure.

To see the contributions of the standard non-perturbative effects we can either use

the non-perturbative action (3.56) in (4.26), or use the limiting case from (3.53) in a way

described in footnote 29. If we follow the latter procedure − and since the integral variable

in (4.26) is z2 − we have to first use F(1)(z2− z′) = F(1)(z′− z2) to replace the non-locality

function there and then apply the limiting condition from (3.53). In either case, i.e. using

(3.56) or (3.53) in (4.26), the result is:

T0 ∂T
(np)
7 ≡ −

∑
k

kck

∫
d8z
√
−g11(z, x′) exp

(
−k
∣∣G(q)(x′, z)

∣∣)
× ∂Nk

(√
gd(x′, z′) (Y4)ABCD (x′, z′)

)
εABCDN1N2......N7 , (4.29)
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for a d dimensional instanton gas, where G(q)(x′, z) is defined as in (3.56) (see also footnote

29). Note that, since z is integrated over, the terms outside the total derivative become

functions of x′ only whereas the terms inside the derivative are functions of (x′, z′). This

means, when Nk ∈ M4 ×M2 × T2

G , the RHS of (4.29) is a total derivative. Since this

situation is specific for the EOM for the three-form C012, (4.29) doesn’t contribute globally,

and therefore cannot change the anomaly cancellation condition (4.14), as anticipated

earlier. After the dust settles, the gs scaling of the non-local non-perturbative contributions

to the flux EOMs (4.28) becomes:

(
gs

HHo

)θnl−lCD
AB−

14
3
− 2q

3
− 2kg

3

exp

[
−k
(

gs
HHo

)θnl− 2q
3

]
, (4.30)

for the generic case (4.26) and we have used the G-flux scalings with lCD
AB and kg as given

in (3.6). If we restrict the integrals in (4.26) to M4 ×M2, which would be related to the

localized BBS [17] instantons, 2q
3 appearing in (4.30) should be replaced by 2q, so that the

exponential suppression becomes exp

[
−k
(

gs
HHo

)θnl−2q
]
. For the KKLT instantons [12],

the 2q
3 part in (4.30) gets cancelled away [8]. The coefficients of the exponential pieces, for

the C012 EOMs then scale as:
(

gs
HHo

)θnl− 2
3

(3q+1)
and

(
gs

HHo

)θnl− 2
3

respectively for kg = 0.

From here we see that, to order
(

gs
HHo

) s
3

for s ∈ Z, the non-local quantum terms that

contribute to the flux EOMs (4.18) are classified by:

θnl = lCD
AB +

14

3
+

2

3
(s+ kg)−

(
2d2

3
− d1

3

)
q, (4.31)

where θnl is the one in (3.63) as we are taking the eleven-dimensional dependence with γ ≥ 5

from (3.62); and (d1, d2) = (6, 0) for the localized BBS [17] instantons with (d1, d2) = (4, 2)

for the localized KKLT [12] instantons. Higher values of (kg, q) for a fixed value of s

are suppressed by the corresponding powers of Mp which in fact produces the necessary

hierarchy in the system. On the other hand, the gs scalings for the standard localized BBS

and KKLT instantons from (4.29) go as:

(
gs

HHo

)θnl−lCD
AB−

20
3
− 2kg

3

exp

[
−k
(

gs
HHo

)θnl−2
]
,

(
gs

HHo

)θnl−lCD
AB−

14
3
− 2kg

3

exp

[
−k
(

gs
HHo

)θnl]
,

(4.32)

respectively. This means, for the C012 EOMs, the coefficients in front of the exponential

factors in (4.32) scale as
(

gs
HHo

)θnl− 8
3

and
(

gs
HHo

)θnl− 2
3

respectively for kg = 0. From here,

the contributions of the non-perturbative terms to the flux EOMs (4.18) at order
(

gs
HHo

) s
3

for s ∈ Z, are classified by:

θnl = lCD
AB +

14

3
+

2

3
(s+ kg)−

2d2

3
+
d1

3
, (4.33)
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Contributions to Ra0b0
[a0] Using (3.62) Using generic T2

G dep Using (2.4)

Ra0MN
γk
3 − 1 −1 .....

Ra0M0
γk
3 − 1 −1 .....

Ra0ij
γk
3 − 1 −1 .....

Ra0i0
γk
3 0 .....

Ra0bc
γk
3 − 1 −1 .....

Ra0b0 dom
(
γk
3 − 2, 0

)
−2 0

Ra0bi 1 1 1

Ra0Mb 0 0 0

Table 12. Comparing the gs scalings of the two-form Ra0b0
a0 dwa ∧ dx0 from the metric choices

(3.62), generic toroidal fibre dependence, and (2.4). Again two factors play roles here: one, the

temporal dependence follow results from Table 10; and two, the usage of (3.9). The importance

of the latter has been emphasized before, and more details will be elaborated later.

where as before the choice of (d1, d2) as (6, 0) and (4, 2) provide the contributions from the

localized BBS and KKLT instantons respectively. Again, for a given value of s ∈ Z, the

higher order terms coming from (4.33) are hierarchically suppressed by powers of Mp.

4.3 Internal fluxes for metric with toroidal dependence

With this we have defined all the tensors appearing in (4.18). It is now time to study all

the flux EOMs for all the three cases: (a) where the metric is of the form (2.4), (b) where

the metric allows the special toroidal dependence (3.62), and (c) where the toroidal fibre

dependence is generic. Let us see how this would work in the present case. Imagine we

want to find the EOM for the three-form C0ij where (i, j) ∈ R2. This would require us to

find all the seven and the eight form tensors in (4.18), including the X8 form oriented along

the eight manifold. This is summarized in Table 13. Note that the X8 form has already

been computed in (4.8), (4.12) and (4.10) respectively for the aforementioned three cases

(we identify X
(m,α)
8 from Table 13 with the X8 polynomials above). Since there are only

two possible permutations of indices for the X8 form, f
(i)
1 (γ), which are the two possible

values for i = 1, 2, can be written in the following way:

f
(1)
1 (γ) = 3 dom

(γ
3
− 2, 0

)
+ dom

(γ
3
, 2
)

f
(2)
1 (γ) = 2 dom

(γ
3
− 2, 0

)
+ 2 dom

(γ
3
− 1, 1

)
, (4.34)

where both leads to +2
3 when γ = 5 with l ≡ 1

3(l1 + l2 + l3 + l4) in Table 13. As we shall

see below, for many of the X8 polynomial, this would be the case: there are multiple forms
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for f
(i)
n (γ) for the same dominant value when γ = 5. The other eight-form tensor Λ8 is a

localized delta function over the eight-manifold and has no gs scaling. The gs scalings of

the various rank seven and eight tensors can now be collected from Table 13 to satisfy38:

ljM0i + 4 +
2

3
(k1 + kn1 + kn2) = θnl(k2)− ljM0i −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[PQ

[MN ⊕ l
ab]

RS], (4.35)

where the sum ⊕ symbolizes the possible flux components that would appear in the

definition of the rank eight tensor T(1)
8 . For example here the rank eight tensor will be

represented by GMNPQGRSab and GMNPaGQRSb which are captured by the anti-symmetry

in Table 13 and thus represented by lPQ
MN + labRS and lPaMN + lSbQR respectively. The other

parameters appearing in (4.35) are defined as follows. kni are the modings that appear in

the definition of Fi ≡
∑

kni
F

(kni )
i

(
gs

HHo

)kni
; (k1, k2) are the G-flux modings from (3.6) for

the flux components G0ijM (we use two different modings to distinguish their appearance

as flux components and as in the quantum series Y0ijM
4 ); and (k4, k5) are the corresponding

scalings for GMNPQ and GRSab respectively, or GMNPa and GQRSb respectively (depending

on which set is considered in (4.35). In both cases, the relations (4.35) should be fur-

ther identified to either l + 2, l − 6 or l + f
(1,2)
1 (γ) depending on the metric choice (2.4),

generic eleven-dimensional metric or the special dependence (3.62) respectively. For γ = 5

and ljM0i = −4, the consequences of (4.35) have already been discussed in (4.15), (4.16)

and (4.17), wherefrom we conclude that
(
lPQ
MN, l

ab
RS, l

Pa
MN, l

Sb
QR

)
> (0, 0, 0, 0), so at least no

time-independent G-flux components related to these scalings are allowed. Schematically

therefore, to lowest orders39 and taking the metric (2.4) the balancing of various terms in

the EOM (4.18) happens in the following way:

d(M) ∗G4 + b1d(M) ∗
(
Y4(

θ1≥ 2
3

θ1) + Y4 (θ2) + ..
)
− b2

(
T8

(m,α)
)
− b3

(
X8

θ2≥ 8
3

(m,α)
)
− b4Λ 8 = 0,

(4.36)

where the over-bracket and under-bracket are used to identify various parts of the EOMs

that scale in the same way with respect to gs
HHo

; M ≡ (m,α) ∈ M4 ×M2; and θi are

the scaling of the quantum terms as in (3.63) such that θ1 ≥ 2
3 and θ2 ≥ 8

3 . The zeroth

38The set of relations in (4.35) does not prohibit intermediate cancellations of terms. For example, with

k1 = kni = 0, we can allow ljM0i = −4 to balance with the b4 term in (4.18) that scales as
(

gs
HHo

)0

. In fact

in [7] this identification was used to determine the warp-factor H(y) in terms of M2 and M2 branes.
39By lowest orders we will always mean lowest orders in gs

HHo
and zeroth orders in (ki, kni , l) unless

mentioned otherwise. Needless to say, higher orders would mean either higher orders in gs
HHo

or higher

orders in (ki, kni , l) or both, depending on how the quantum terms are accommodated in. For example in

(4.36), θ2 = 8
3

captures zeroth orders in (ki, kni , l) and second orders in gs
HHo

, which happens to be one

of the two lowest orders here. We can go to higher orders in multiple ways: second orders in gs
HHo

but

higher orders in (ki, kni , l), or zeroth orders in (ki, kni , l) but higher orders in gs
HHo

, or a mixture of both.

In general, a relation like (4.35) for each of the following cases will be the guiding principle when we want

to go to higher orders. To avoid these complications we will only study the lowest orders cases here.
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order identification to b4 term is what fixes the warp-factor [7], and once we go to higher

orders, the quantum terms take over. In fact, the dotted terms in the quantum series will

start manifesting themselves once we go to higher orders in
(
ki, kni , l,

gs
HHo

)
in such a way

that eventually all terms in (4.36) will be related to each other via (4.35)40. Note that

the non-local non-perturbative terms cannot change the conclusion because they scale as(
gs

HHo

)p
where:

p ≡ θnl(k2)− ljM0i −
14

3
− 2q

3
− 2k2

3
− k

(
gs

HHo

)θnl(k2)− 2q
3

log−1

(
gs

HHo

)
, (4.37)

which is similar to the rank seven quantum term T(q)
7 appearing in Table 13 except for

the sub-dominant terms which (a) for large q, i.e. for large non-locality, they decouple and

(b) go to zero as x
log x for x → 0 if we identify x ≡ gs

HHo
. In the above discussion, we have

also identified k2 as the gs scaling of the G-flux components G0ijM. Replacing 2q
3 by 2

in (4.37) will incorporate the effects of the BBS instantons from (4.32). They too cannot

change the aforementioned conclusion. In the following we will see if this continues to hold

generically.

The next interesting case is for the three form CMNP(x, y, wa; gs) which would corre-

spond to the EOMs for the G-flux components GMNPQ,GMNPi and GMNPa. Recall that

we are using the gauge condition (3.14) so components like G0MNP do not appear, except

G0ijM. The other related component is G0ija, which we can define in the same way as

G0ijM but this will make the warp-factor H ≡ H(y, wa) leading to a breakdown of EFT as

we saw earlier. Thus we will keep H = H(y) and make G0ija = 0. (See discussions in the

next sub-section 4.4.) The gs dependence of the CMNP field will determine the various gs
dependence of the rank seven and eight tensors in the corresponding G-flux EOMs. For

the present case we will first concentrate on the X8 form which will be oriented along

R2,1×C3× T2

G , where C3 is a three-cycle inM4×M2. The latter is possible because both

M4 as well asM2 are non-Kähler manifolds, and therefore allowed to have odd-cycles. The

eight-form (4.2) however now should include curvature two-forms (4.22) that are computed

away from the eight-manifold. As mentioned in Table 13 this eight-form, and not the one

in (4.2), will become essential to study the EOM for the flux component GMNPQ. The

40There is some subtlety that needs elaboration here. As we saw in the schematic diagram (4.36), when

ki = kni = l = 0 there can be hierarchies between the gs
HHo

powers at the lowest orders. In fact we are

dealing with hierarchies between
(

gs
HHo

)0

and
(

gs
HHo

)+2

at the lowest orders (see Table 13). This means

the quantum terms appearing for the underbracket case in (4.36), i.e. Y4(θ2), could in-principle allow

(k1, kn1 , kn2) ≥
(

1
2
, 1

2
, 1

2

)
even for k2 = k4 = k5 = 0. This is of course where the over-bracket merges in

with the under-bracket in (4.36) to fully realize (4.35). In the ensuing analysis it should be understood

that such realizations of merging would happen for all the cases to be studied here. However we will not

separately discuss them for individual cases and, to avoid making the analysis too complicated, we will stick

with the lowest orders where ki = kni = l = 0. Such a simplification has its advantage. For example, it is

easy to see from the fact that θ1 ≥ 2
3
, the lowest orders quantum terms simply renormalize the flux factors.

Thus the warp-factor is indeed determined by the distribution of M2 and M2 branes. See also section 4.2.3

in the first reference of [7].
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G0ijM tensors form gs
HHo

scaling(
T(f)

7

)
NPQRSab

√
−g11G

0ijMF
(n1)
1 F

(n2)
2 ε0ijMNPQRSab ljM0i + 4 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
NPQRSab

√
−g11Y0ijM

4 ε0ijMNPQRSab θnl(k2)− ljM0i −
14
3 −

2k2
3(

T(m,α)
8

)
MNPQRSab

G[MNPQGRSab]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

ab]
RS](

X(m,α)
8

)
MNPQRSab

(4.10), (4.12), (4.34) l + 2, l − 6, l + f
(i)
1 (γ)

(Λ8)MNPQRSab δ8(z − z′) 0

Table 13. Comparing the gs scalings of the various tensors that contribute to the EOM for the G-

flux components G0ijM in (4.18). The other factors appearing above are defined as follows: θnl(k2)

is defined with k2 G-flux modings in (3.17) for the case (4.10), in (3.58) for the case (4.12); and in

(3.63) for the case (4.8). For the G-flux components we use the ansätze (3.6) so (k4, k5) represent

the flux modings, and lCD
AB the inherent scalings. kni represents the moding for the internal metric

coefficients F1 and F2 in say (2.4); f
(i)
1 are given in (4.34); and the superscript (m,α) are defined

just after (4.19).

eight-form now includes the following indices and their permutations:

Q R S a b 0 i j + 34 permutations, (4.38)

where it is understood that a pair of alphabets determine the curvature two form indices

and the trace over holonomy matrices are taken in the end. When the metric depends on

space-time coordinates as in (2.4), the scaling of X8 is slightly different from (4.10) and is

given by:

X8(x, y; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,2a) (x, y)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−3)

, (4.39)

which should be identified with the corresponding X
(m,α)
8 in Table 14. Interestingly, and

as one would expect, all the 35 permutations of the alphabets in (4.38) leads to the same

scaling of l − 1, where l = 1
3(l1 + ...+ l4). The story repeats, when the metric has generic

dependence on wa, but with a different scaling:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,2b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−27)

, (4.40)

compared to what we had earlier in (4.12). Such a large negative value is alarming, because

it tells us that for l1 + ....+ l4 = 27, X8 can become time-independent. One might be

equally concerned by the negative value for the gs scaling in (4.39), but note that the

G-flux EOM for GMNPQ includes the product of GRSabG0ijM, that involves negative gs

scalings because we expect G0ijM to scale at least as
(

gs
HHo

)−4
. This requirement stems
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from slowly moving membranes as shown in [7]. If we take the back-reactions of the

moving membrane, the dominant scaling of −4 does not change as was also shown in [7].

Interestingly, and as noticed earlier, all the 35 permutations of the alphabets in (4.38),

scale in exactly the same way as l−9, which is what appears in Table 14 when we identify

X
(m,α)
8 in the table with (4.40). Finally, when we take the special toroidal dependence as

in (3.62), the dominant gs scaling becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,2c) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−7)

, (4.41)

when γ = 5 in (3.62). However not all gs scalings of the 35 alphabets in (4.38) are the same.

If we denote the gs scaling of any pair of alphabets in (4.38) as
(

gs
HHo

)−|p|
, then 4

3 ≤ p ≤
7
3 .

Interestingly only one combination of the curvature forms provide the necessary dominant

scaling for γ = 5. For example:

tr
(
R[QR] R[Sa] R[b0] R[ij]

)
dyR ∧ ..... ∧ dxj , (4.42)

contributing to tr R4
tot would have a gs scaling of −7

3 , where the trace is over the holonomy

matrices. In terms of γ, this implies that there is only one possible value for f2(γ) in Table

14 given by:

f2(γ) = 2 dom
(γ

3
− 2, 0

)
+ dom

(γ
3
− 1, 1

)
+ dom

(γ
3
− 4,−2

)
, (4.43)

that allows the dominant scaling. One can easily check that when γ = 6, (4.43) gives us

f2(6) = −1 leading to the X8 scaling of l − 1. This is similar to the X8 scaling for the

metric choice (2.4). In (4.34), we see that f
(1)
1 (6) = f

(2)
1 (6) = 2 , which also matches with

the result from the metric (2.4). In the following we will see whether this continues to be

the case.

The G-flux EOM for the flux components GMNPQ from (4.18) leads to various con-

straints as may be extracted from Table 14. As in (4.35), we expect:

lPQ
MN − 2 +

2

3
(k1 + kn1 + kn2) = θnl(k2)− lPQ

MN −
14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[ab

[RS ⊕ l
jM]

0i] , (4.44)

where most of the parameters appearing in (4.44) are defined below (4.35). The only

difference is that the ki modings now correspond to the flux components appearing in

Table 14. The various relations in (4.44) are not complete till we identify them with

either l− 1 for the metric choice (2.4), l− 9 for the metric with generic dependence on the

toroidal directions; and l+f2(γ) for the special choice (3.62). Whichever identifications we

make, we should remember that the raising and lowering of the flux or the metric indices

have to be performed with the corresponding metric choice. Failure to do so will lead to

the wrong EOMs.

Let us see how various terms in (4.44) may be balanced. As pointed out in footnote

38, we can allow intermediate cancellations of the terms in (4.18). For example if we take

lPQ
MN = 1 from (4.35), we see that it can be balanced, by the X8 polynomial (4.39) for l = 0
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GMNPQ tensors form gs
HHo

scaling(
T(f)

7

)
RSab0ij

√
−g11G

MNPQF
(n1)
1 F

(n2)
2 εMNPQRSab0ij lPQ

MN − 2 + 2
3 (k1 + kn1 + kn2)(

T(q)
7

)
RSab0ij

√
−g11YMNPQ

4 εMNPQRSab0ij θnl(k2)− lPQ
MN −

14
3 −

2k2
3(

T(m,α)
8

)
MRSab0ij

G[RSabG0ijM]
2
3 (k4 + k5) + l

[ab
[RS ⊕ l

jM]
0i](

X(m,α)
8

)
MRSab0ij

(4.39), (4.40), (4.43) l − 1, l − 9, l + f2(γ)

Table 14. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components GMNPQ in (4.18). The other factors appearing above are defined as follows:

θnl(k2) is defined with k2 G-flux modings in (3.17) for the metric choice (2.4), in (3.58) for the

generic dependence of the metric on the toroidal direction T2

G ; and in (3.63) for the special case of

(3.62). For the G-flux components we use the ansätze (3.6) so the flux modings follow this with

the inherent scalings given by lCD
AB . Finally the inherent scalings. kni represents the moding for the

internal metric coefficients F1 and F2 in say (2.4); and f2(γ) is given in (4.43).

with the metric choice (2.4). This means, to lowest orders, and for the same metric choice

(2.4), we can allow:

θnl − lPQ
MN −

14

3
= labRS + ljM0i , (4.45)

giving us θnl = 8
3 from (3.17) for labRS = 1 and ljM0i = −4. As in (4.36), the gs scalings of the

other terms in (4.18) may now be balanced in the following schematic way:

d(M) ∗G4 + b1d(M) ∗
(
Y4(

θ1≥ 14
3

θ1) + Y4 (θ2) + ..
)
− b2

(
T8

θ2≥ 8
3

(m,α)
)
− b3

(
X8

(m,α)
)

= 0,

(4.46)

where (θ1, θ2) ≥
(

14
3 ,

8
3

)
from (3.63); and again the dotted terms start manifesting them-

selves as we go to higher orders in
(
ki, kni , l,

gs
HHo

)
, eventually reproducing (4.44). When

CMNP also has dependence on the toroidal direction, the balancing of the first term in

Table 14 with X8 polynomial has to involve f2(γ). When γ = 5, we see that this balance

becomes hard because f2(5) = −7
3 . However when γ = 6, f2(6) = −1, and the balance

works perfectly. Does this mean that γ = 6 is the right value chosen by the background?

To justify this we will need more data, and in the following we will analyze other flux

EOMs and see what value of γ allows a consistent background.

Before moving ahead, let us point out a subtlety with θ2 = 8
3 in the under-bracket

choice of (4.46). Since the contribution to θ2 comes exclusively from 7
3 (l61 + l62 + l64)

in (3.63), the choice of θ2 = 8
3 puts a tighter constraint on the quantum terms, and to

lower orders there may not be any relevant candidate if we only look at local operators.
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In this case we expect the sum of the product of the fluxes to vanish, at least to lowest

orders. Since G0ijM involves derivative on the warp-factor H(y), the algebraic constraint

will involve a non-trivial differential equation for the warp-factor. Once we incorporate the

effects of non-perturbative instantons from (4.29), especially the effects of the BBS [17]

instantons from (4.32), then (4.45) changes to:

θnl − lPQ
MN −

20

3
= labRS + ljM0i , (4.47)

giving us θnl ≡ θ2 = 14
3 . This provides a consistent way to balance Y4(θ2) with T(m,α)

8 .

Furthermore, incorporating non-localities, especially the non-local and non-perturbative

operators, the gs scaling involves an extra factor of 2q
3 in (4.45) (see (4.30)). This can in

principle increase the values of both θ1 and θ2 in (4.46) as long as q is not too large (as

large q non-localities are suppressed). Including these thus appears to provide a well-defined

quantum system.

The choice of CMNP = CMNP(x, y, wa; gs) now opens up the possibilities of G-flux

components GMNPa, the three-form CNPa as well as the eight-form X8 ≡ (X8)MQRSb0ij .

The latter then allows the following permutations of alphabets:

M Q R S b 0 i j + 31 permutations, (4.48)

which should be compared to (4.38) earlier. For the case when the metric has the form

(2.4), the scaling of the X8 polynomial again differs from what we had earlier. The result

now is:

X8(x, y; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,3a) (x, y)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−6)

, (4.49)

which remains the same for all the 32 permutations of the alphabets in (4.48). On the

other hand, if we allow the metric to generically depend on all the eleven-dimensional

coordinates, the result takes the form:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,3b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−30)

, (4.50)

which is a bigger number than what we encountered in (4.40). Such a big number should

be a concern when we try to match the various terms in the flux EOM (4.18), but since

the generic toroidal dependence do not lead to a well-defined EFT, this is not much of a

concern now. On the other hand, allowing the toroidal dependence to be the special one

in (3.62), and taking γ = 5 therein gives us the following dominant scaling:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,3c) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−10)

, (4.51)
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GMNPa tensors form gs
HHo

scaling(
T(f)

7

)
QRSb0ij

√
−g11G

MNPaF
(n1)
1 F

(n2)
2 εMNPaQRSb0ij lPaMN − 4 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
QRSb0ij

√
−g11YMNPa

4 εMNPaQRSb0ij θnl(k2)− lPaMN −
14
3 −

2k2
3(

T(a,b)
8

)
QRSab0ij

G[QRabG0ijS]
2
3 (k4 + k5) + l

[ab
[QR ⊕ l

jS]
0i](

T(m,α)
8

)
MQRSb0ij

G[MQRbG0ijS]
2
3 (k4 + k5) + l

[Rb
[MQ ⊕ l

jS]
0i](

X(a,b)
8

)
QRSab0ij

(4.39), (4.40), (4.43) l − 1, l − 9, l + f2(γ)(
X(m,α)

8

)
MQRSb0ij

(4.49), (4.50), (4.53) l − 2, l − 10, l + f3(γ)

Table 15. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components GMNPa in (4.18). Note that now, all the eight forms have two possible choices

stemming from how the derivatives act on the seven-forms in (4.18).

which appears from only one specific combination of the alphabets in (4.48). Other per-

mutations of the alphabets in (4.38) produce gs scaling as
(

gs
HHo

)−|p|
with 7

3 ≤ p ≤
10
3 . For

example, the following trace of the curvature forms:

tr
(
R[PQ] R[RS] R[b0] R[ij]

)
dyP ∧ ..... ∧ dxj , (4.52)

contributing to tr R4
tot scales as −10

3 when γ = 5 in (3.62). If we take generic γ, the

aforementioned dominant scaling appears from the following value for f3(γ) in Table 15:

f3(γ) = 3 dom
(γ

3
− 2, 0

)
+ dom

(γ
3
− 4,−2

)
, (4.53)

which when γ = 6 takes the form f3(6) = −2, the same as what we have when we allow the

metric ansätze (2.4). One may want to compare this with what we had earlier in (4.43),

as this will be important when we study the EOM constraints from (4.18) and Table 15.

The story now proceeds in somewhat similar way although with a crucial difference:

there would be two different choices for all the rank eight tensors depending on how the

derivatives act on the rank seven tensors in Table 15 and in (4.18). The two different

derivatives actions are along the toroidal directions T2

G and along the six-dimensional base

M4 ×M2. Let us start with the latter case first. Looking at Table 15, we see that one

possible way to balance all the terms in (4.18) is to impose:

lPaMN − 4 +
2

3
(k1 + kn1 + kn2) = θnl(k2)− lPaMN −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[Rb

[MQ ⊕ l
jS]

0i] , (4.54)

which should further be identified to l−2 when the metric is of the form (2.4), or to l−10

when the metric depends generically on all the eleven-directions, or to l + f3(γ) when the

metric has the special form of (3.62). Here l ≡ 1
3(l1 + ...+ l4). To the lowest orders, when

ki = kni = l = 0, taking lPaMN = 1, the balance lPaMN − 4 = l
[Rb
MQ + ljS0i] may be easily achieved
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because of our earlier choice of ljS0i] = −4. The remaining two terms in (4.18)41 balance

when:

θnl =
8

3
+ lPaMN + l +

2k2

3
, (4.55)

in (3.17); where k2 is the moding for the G-flux components GMNPa. Note that (4.55)

implies that θnl ≥ 11
3 for this to make sense which necessarily involves curvatures, fluxes

and their derivatives in (3.15). If we take the special choice of the metric (3.59) (or (3.62)

with γ = 5), then θnl ≥ f3(γ) + 17
3 . This boils down to the same lower bound when

f3(6) = −2 as one would expect. The schematic balancing of the gs scaling of various

terms in (4.18) can be expressed as:

d(M) ∗G4 + b1d(M) ∗
(
Y4(

θ1≥ 8
3

θ1) + Y4(θ2) + Y4 (θ3) + ..
)
− b3

(
X8

θ3≥ 11
3

(m,α)
)
− b2

(
T8

(m,α)
)

= 0,

(4.56)

with θi being the quantum scaling from (3.63). Note that Y4(θ2) is not identified with

anything at the lowest orders, and as such have vanishing leading contributions to (4.56),

at least when the derivatives on the rank seven tensors act along the internal six directions.

However when the derivatives act along the toroidal directions, the story is different as we

see in the following.

When the derivatives act along the toroidal directions, the scenario is more subtle. A

quick look at Table 15 tells us that the balancing of various terms in (4.18) has to involve

other ingredients if we want to keep:

ljM0i = −4, lPQ
MN = lPaMN = labMN = 1, (4.57)

where (M,N) ∈ M4 ×M2, (a, b) ∈ T2

G and (i, j) ∈ R2. Question is, where can the extra

contributions appear in Table 15? The answer lies in (4.18): when the derivatives along the

toroidal directions act on the rank seven tensors, with the metric and the G-flux components

taking the special form (3.62) with arbitrary γ, then extra factors of
(

gs
HHo

)γk′/3
appear

from the exponential terms. The balancing now involves one possibility of the form:

lPaMN − 4 +
2

3

(
k1 + kn1 +

γk′

2
+ kn2

)
= θnl(k2)− lPaMN −

14

3
− 2k2

3
+
γk′

3
=

2

3
(k4 + k5) + l

[Rb

[MQ ⊕ l
jS]

0i] ,

(4.58)

where ki are the gs moding that appears from (3.6), and k′ is the additional moding

appearing from the derivative action ∂a on the exponential piece in (3.62). Since ki ∈ Z
2

and k′ ≥ 1, to lowest orders the first row in Table 15 scales as lPaMN − 4 + γ
3 ; whereas the

41Recall that b4 = 0 in (4.18), and we are ignoring the non-perturbative and non-local contributions for

the time being.
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second row scales as θnl − lPaMN + γ−14
3 . This means when γ = 6, we can easily balance the

various terms of (4.18) in the following way:

lPaMN − 4 +
γ

3
= −1, θnl = labQR + lPaMN + ljS0i +

14− γ
3

, (4.59)

where the −1 factor on the RHS of the first equation appears from the fifth row of Table

15 with f2(γ) = −1 for γ = 6. Similarly, following (4.57), θnl ≥ 2
3 , so can only equate the

flux product from the third row of Table 15 with curvatures and fluxes when θnl = 2p
3

with p > 2 as one may infer from (3.63). Clearly when γ = 5, the aforementioned balancing

gets harder to perform. The schematic balancing of the various gs factors now becomes:

d(a) ∗G4 + b1d(a) ∗
(
Y4(

θ1≥ 8
3

θ1) + Y4 (θ2) + Y4(θ3) + ..
)
− b2

(
T8

θ2≥ 2
3

(a,b)
)
− b3

(
X8

(a,b)
)

= 0,

(4.60)

where now the balancing at the lowest orders involves Y4(θ2) instead of Y4(θ3). Unfortu-

nately the relevant term contributing to θ2 is 4
3 (l63 + l65 + l66) as one may infer from (3.63)

(or (4.82) discussed later). For θ2 = 2
3 there are no contributing terms, so the under-bracket

will only equate the sum of the product of fluxes to zero. The situation is similar to what

we encountered earlier in the under-bracket choice of (4.46). The resolution therein was

the same: allow the sum of the products of the fluxes to vanish. As pointed out there, this

involves a non-trivial differential equation for the warp-factor. As we go to higher orders,

the full identification as in (4.58) will become manifest as higher order quantum terms start

participating. Once we incorporate the effects of the BBS [17] instantons from (4.32), θ2

will change to 8
3 , thus preventing any reasons that may hinder consistent dynamics in the

system. Additionally, incorporating non-local and non-perturbative effects, both θ1 and

θ2 change to 2
3(4 + q) and 2

3(q + 1) respectively where q is the degree of non-locality (see

(4.30)). This way the system can be solved consistently as long as q is not too large.

The dependence of the three-form CMNa on the toroidal direction now opens up the

possibility of the three-form CNab = CNab(x, y, w
a; gs). The presence of these two then

leads to the EOM for the G-flux components GMNab whose various tensor contributions

to (4.18) appears in Table 16. Existence of CNab three-form field then switches on the

corresponding eight-form (X8)MPQRS0ij , that involves 15 permutations of the alphabets in

the following way:

M P Q R S 0 i j + 14 permutations, (4.61)

leading to various scaling possibilities that we describe in the following. First of all, when

the metric takes the simplest dependence of the form (2.4), all the 15 permutations of the

alphabets in (4.61) leads to the same gs scaling of −3. This means the corresponding X8

polynomial takes the form:

X8(x, y; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,4a) (x, y)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−9)

, (4.62)
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GMNab tensors form gs
HHo

scaling(
T(f)

7

)
PQRS0ij

√
−g11G

MNabF
(n1)
1 F

(n2)
2 εMNabPQRS0ij labMN − 6 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
PQRS0ij

√
−g11YMNab

4 εMNabPQRS0ij θnl(k2)− labMN −
14
3 −

2k2
3(

T(a,b)
8

)
PQRSb0ij

G[PQRbG0ijS]
2
3 (k4 + k5) + l

[Rb
[PQ ⊕ l

jS]
0i](

T(m,α)
8

)
MPQRS0ij

G[MPQRG0ijS]
2
3 (k4 + k5) + l

[QR
[MP ⊕ l

jS]
0i](

X(a,b)
8

)
PQRSb0ij

(4.49), (4.50), (4.53) l − 2, l − 10, l + f3(γ)(
X(m,α)

8

)
MPQRS0ij

(4.62), (4.63), (4.65) l − 3, l − 11, l + f4(γ)

Table 16. Comparing the gs scalings of the various tensors that contribute to the EOM for the G-

flux components GMNab in (4.18). Note that now, all the eight forms again have two possible choices

stemming from how the derivatives act on the seven-forms in (4.18) as well as on the behavior of

the three form fields CMNa and CNab.

which should be compared to (4.49) that also appears in Table 16. On the other hand,

demanding a generic dependence of the metric and the flux components on all the eleven-

dimensional coordinates, produces a gs scaling of −11 that remains the same for all the 15

permutations of the alphabets in (4.61). This leads to:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,4b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−33)

, (4.63)

with a further increase of the gs scaling from (4.50). Reassuringly however, the non-

existence of the EFT description from (3.58), helps us to avoid worrying about balancing

the gs dependences of the various terms of (4.18). Finally, when we choose the metric with

special dependence on the toroidal direction as in (3.62), the dominant gs scaling becomes

−4 leading us to:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,4c) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−12)

, (4.64)

for γ = 5. In fact the dominant scaling is shared by 3 permutations of the alphabets in

(4.61), all taking the value:

f4(γ) = 2 dom
(γ

3
− 2, 0

)
+ dom

(γ
3
− 4,−2

)
− 1, (4.65)

which becomes f3(γ) = −3 when γ = 6, thus matching with the gs scaling for the metric

(2.4). If we go beyond the dominant scaling, then the typical gs scaling of the various

perturbations in (4.61) go as
(

gs
HHo

)−|p|
with 10

3 ≤ p ≤ 12
3 . Thus an example of the
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dominant contribution to tr R4
tot would be:

tr
(
R[MP] R[QR] R[S0] R[ij]

)
dyM ∧ ..... ∧ dxj . (4.66)

With these we are ready to analyze the various terms in the EOM for the G-flux components

GMNab in (4.18). Since we will be following the generic scalings of the G-flux components

as in (3.6), the fact that the G-flux components GMNab take the localized form (3.37) will

not be relevant in the following analysis. The localized form (3.37) does however place

some constraints on the gauge field components F (k)
MN, but we will not separately analyze

them here.

Our first case would be to study the various scalings of the rank seven and eight tensors

from Table 16 when the derivatives act along the base M4 ×M2 directions. Looking at

rows 1, 2 and 4 in Table 16, we see that one possible balancing of various terms in (4.18)

can happen when:

labMN − 6 +
2

3
(k1 + kn1 + kn2) = θnl(k2)− labMN −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[QR

[MP ⊕ l
jS]

0i] , (4.67)

which could further be equated to either l− 3 when the metric takes the form (2.4), or to

l − 11 when the metric has generic dependence on all the eleven-dimensional coordinates,

or to l + f4(γ), with f4(γ) as in (4.65), when the metric and the fluxes take the special

form of (3.62). Assuming labMN = 1 from (4.57), we see that the product of the fluxes in

row 4 of Table 16, scales exactly as the X8 polynomial in (4.62).

Consider now the case when the derivatives along the base M4 ×M2 act on the rank

seven-tensors in (4.18). Looking at the flux ansätze in (3.38) (or the detailed form in

footnote 21), we notice that the derivatives cannot bring down factors of gs even if ξ 6= 0

there (at least when we consider dominant contributions). This means we will have to

balance the terms from the first and the second row in Table 16. This can happen when:

θnl = 2labMN −
4

3
+

2

3
(k1 + k2 + kn1 + kn2), (4.68)

in (3.63) (or in (3.17)). When ki = kni = 0, this implies θnl = 2labMN −
4
3 , so labMN > 2

3 for

positivity of θnl, i.e. for θnl > 0. Happily, this is also the condition one infers from either

(3.17) or (3.63) for the validity of the EFT description. Thus labMN = 1, passes successfully

another consistency check. The schematic mapping of the various gs factors in the flux

EOM (4.18) now happens in the following way:

d(M) ∗

θ1≥ 2
3

G4 + b1d(M) ∗
(
Y4(θ1) + Y4(θ2) + Y4 (θ3) + ..

)
− b2

(
T8

(m,α)
)
− b3

(
X8

θ3≥ 8
3

(m,α)
)

= 0,

(4.69)

where Y4(θ2) remains untouched at the lowest orders. However for θnl ≡ θ1 = 2
3 , the

quantum term YMNab
4 ∝ GNNab, so the matching doesn’t actually provide a dynamical

– 78 –



equation for the corresponding flux component. Such an equation appears from θ3 = 8
3

in the identification (4.69) above. One may alternatively choose labMN = 2, which is only

possible when lPQMN = 0 otherwise anomaly cancellation condition will be violated42. Such

a choice leaves other scalings unchanged, giving rise to:

ljm0i = −4, lPaMN = 1, labMN = 2, lPQ
MN = 0, (4.70)

where the first one is fixed by moving membranes, the second one is fixed by anomaly can-

cellation condition (4.14), and the third is fixed by constraints from EFT (3.63), anomaly

cancellation condition (4.14) and EOM (4.18). Finally the fourth one gets fixed automat-

ically from the anomaly cancellation condition once we demand labMN = 2, as alluded to

above. Interestingly, the choice (4.70) leads to the choice θnl ≡ θ1 = 8
3 for the dynamical

evolutions for all the G-flux components: GMNPQ,GMNPa and GMNab.

On the other hand, if we stick with the dominant scalings (4.57), then the dynamical

evolution of the flux components GMNab appears in the same way as above, albeit in a

slightly different placement of the quantum terms, when we study the derivatives’ action

along the toroidal direction in (4.18). Looking at (3.62), the toroidal derivative action

brings down an extra factor of
(

gs
HHo

) γ
3

that contributes to the gs scaling in the first row

of Table 16. This scales exactly as the terms in the third row of Table 16 when γ = 6.

Similarly the toroidal derivatives on the quantum terms in the second row, scales exactly

as the X8 polynomial (4.53) − which in turn is the same as in (4.49) − with γ = 6 in (3.62)

when:

θnl = labMN + l +
2

3
(1 + k2). (4.71)

For l = k2 = 0, this gives θnl = 5
3 with labMN = 1, thus providing the necessary dynamical

equation involving curvature, fluxes and their derivatives. The schematic arrangement of

the various gs scalings in the EOM (4.18) now becomes:

d(a) ∗G4 + b1d(a) ∗
(
Y4

θ1≥ 2
3

(θ1) + Y4 (θ2) + Y4(θ3) + ..
)
− b3

(
X8

θ2≥ 5
3

(a,b)
)
− b2

(
T8

(a,b)
)

= 0,

(4.72)

where we now expect the dynamical evolution to be governed by θ2 ≥ 5
3 . With the choice

(4.70), the placement of the over- and under-brackets would be slightly different, but for

both cases the quantum series will be controlled by θnl = 8
3 .

Our above analysis justifies that the scaling choice (4.57) (or even (4.70)) does lead to

consistent matching the gs powers of all the internal flux equations. One might however

wonder if there are other possibilities of gs scalings that could equally match all the possible

flux equations. Question is what other possible matching could be envisioned here? One

42Other two choices are:
(
labMN, l

PQ
MN

)
=
(

4
3
, 2

3

)
and

(
5
3
, 1

3

)
.
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possibility is to match the product of the fluxes, i.e. the rank eight tensors T8 with the

corresponding X8 polynomial, which is another rank eight tensor at the lowest orders.

Similarly the derivatives of the rank seven tensors could be identified equivalently, again

at the lowest orders. Schematically this would mean the following identifications of the gs
scalings in (4.18):

d(M,a) ∗

θ1

G4 + b1d(M,a) ∗
(
Y4(θ1) + Y4 (θM,a) + ..

)
− b2

(
T8

(M,a)
)
− b3

(
X8

θM,a

(M,a)
)

= 0,

(4.73)

where the subscript on d denotes derivatives along the internal six directions M4 ×M2

or derivatives along the toroidal directions T2

G . The remain sub- and superscripts have

one-to-one correspondence with the corresponding derivative actions.

The above schematic construction then instructs us how to match the gs
HHo

scalings

of the various rank seven and eight tensors. Imagine now we want to follow the under-

bracket identification from (4.73). For this to happen, it would require us to first assign

the dominant scalings of the G-flux components as:

lPQ
MN = x1, labRS = x2, lPaMN = x3, ljM0i = x4, (4.74)

where xi are the factors that we shall determine from balancing the rank eight tensors.

From (4.18) we know that the forms of the rank eight tensors do depend on how the

derivatives act on the rank seven tensors, and therefore the balancing the rank eight tensors

would depend whether the derivatives act along the base M4 ×M2 or the toroidal T2

G
directions. In the first case, since we do not distinguish between the two toroidal directions,

lPaMN = lPbMN ≡ x3 = 1, from the anomaly cancellation condition. This then leads to an over-

determined set of equations that may be expressed in the following matrix form:
1 1 0 0

0 1 0 1

0 0 1 1

1 0 0 1



x1

x2

x3

x4

 =


2

−1

−2

−3

 , (4.75)

which can nevertheless be solved consistently and leads to (x1, x2, x3, x4) = (0, 2, 1,−3),

where we see that x3 = 1 reappears from the matrix equation. On the other hand, if we

demand the derivatives act along the toroidal directions on the rank seven tensors, we get

the following matrix equation:
1 1 0 0

0 1 0 1

0 0 1 1

0 0 1 0



x1

x2

x3

x4

 =


2

−1

−2

1

 , (4.76)

which is not over-determined because the anomaly cancelation condition is already in-

corporated in the last row of the bigger matrix. Somewhat surprisingly, the above matrix
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equation reproduces exactly the same answers for xi, namely, (x1, x2, x3, x4) = (0, 2, 1,−3),

showing that the system appears to be self-consistent with:

lPQ
MN = 0, labRS = 2, lPaMN = 1, ljM0i = −3, (4.77)

which may now be compared to (4.57). The above equation again confirms that the three-

form RR and NS fluxes in the dual IIB side cannot be time-independent because lPaMN =

lPbMN = 1, although the G-flux components GMNPQ appears to be time-independent. While

the condition (4.77) does not conflict with either (3.17) or (3.58), thus allowing an EFT

description43, there is however something off about it when we compare it to both (4.57)

and (4.70): the gs scaling of the flux components G0ijM now scales as
(

gs
HHo

)−3
instead

of
(

gs
HHo

)−4
(although the remain scalings are similar to (4.70)). Recall that the latter

scaling of −4 was derived from the back-reaction effects of the space-filling two-branes

(both integer and fractional as well as branes and anti-branes as shown in section 4.2.4

in the first reference of [7]). These branes would automatically appear from the localized

G-flux components GMNab, so it will be inconsistent to ignore them here44. Therefore

although (4.77) appears to be a new class of solution for the internal flux configuration in

the system, there are reason why (4.57) (and maybe even (4.70), although flux quantization

discussed in section 4.6 does put some constraint on this choice) is still the preferred one

at every point in the moduli space of the system.

4.4 Flux equations for G0ABC components and EFT

Our discussion in the previous section has at least taught us two things: one, for γ = 6 in

(3.62) the results of curvature etc. resemble the ones from the metric (2.4); and two, the

quantum terms from (3.57) can in principle balance all the gs scalings of the rank seven

and eight tensors in the flux EOM (4.18). The reason for such a leverage is simple. The

quantum terms (3.57) may be alternatively expressed as [7]:

∫
d11z
√
−g11

∑
{li},ni

Q({li},ni)
T (x, y, wa; gs) ≡

∫
d11z
√
−g11

∞∑
i=1

GABCDYABCD
4 (θi), (4.78)

where z ≡ (x, y, wa; t) with t related to gs in the way described earlier; and θi are the

values that θnl from (3.63) can take. Note for any given value of θnl = θi, there is a series

of values due to various modings of the fluxes and curvature components. This means, for

example, a higher moding of θk could match with a lower moding of θm for θm > θk. This

way, at higher orders in
(
ki, kni , l,

gs
HHo

)
, a large set of quantum terms from (3.57) can start

participating (see footnote 39). With this in mind, a generic strategy at lowest orders to

43Interestingly, if we now balance all the rank seven tensors associated with flux components and the

quantum terms from (3.57), including their derivatives, these quantum terms appear to scale in the same

way as θnl = 8
3

in (3.63). Similar behavior also stems from the identification (4.70).
44The localized fluxes GMNab lead to seven-branes in the IIB side. Instantons on the seven-branes, when

they become small, lead to bound states of three-branes which dualize to two-branes in M-theory. These

are the two-branes whose back-reaction effects contribute to
(

gs
HHo

)−4

scalings for the G-flux components

G0ijM [3, 7].
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balance all EOMs for G-fluxes of the form G0ABC may be schematically expressed in the

following way:

d(z) ∗

θ1

G4 + b1d(z) ∗
(
Y4(θ1) + Y4

θz,2

(θz,2) + Y4 (θz,3) + ..
)
− b2

(
T8

θz,3

(z)
)
− b3

(
X8

(z)
)

= 0

(4.79)

where z ≡ (0,M, a) depending on what directions the derivatives act. Note that the above

gs identifications are always true45, but an extra knowledge of the actual scalings of all

the G-flux components could help us ascertain whether θ1 = θz,3 or θ1 = θz,2, or even

θ1 = θz,2 = θz,3. Eventually of course we expect:

θ1({l1}, n1; {k1}) = θz,2({l2}, n2; {k2}) = θz,3({l3}, n3; {k3}), (4.80)

where ({l3}, n3) > ({l2}, n2) > ({l1}, n1) and {k1} > {k2} > {k3}, with {ki} forming the

set of modings with the choice ({li}, ni) in (3.57). In the following therefore, we will start

by imposing the equivalences (4.73), and then try to infer whether further identifications

between the set of triplets (θ1, θz,2, θz,3) are possible.

Before moving ahead let us point out a possible caveat when we try to identify the

gs scalings of the remaining G-flux components. Since G4 6= dC3, one shouldn’t infer the

scalings of C3 three-form fields from the knowledge of the scalings of the corresponding

four-form fluxes. The exception appears to be the G-flux components G0ijM, which scale

as
(

gs
HHo

)−4
. Question is, what about components like G0ija which we kept zero in our

earlier discussions?

In this section we will go for more detailed study of components like G0ABC where

(A,B) ∈ R2 ×M4 ×M2 × T2

G . Earlier in (3.14) we argued how quantum terms could

keep G0MNP = 0, and in the study of the quantum terms (3.15) and (3.57), we did keep

other related components zero to simplify the ensuing analysis. There is however no strong

reason why the condition (3.14) when extended to other components may not lead to an

over-determined set of conditions. Since we don’t know the exact form of Y4 and Y7,

it would seem safer to keep components like G0ABC non-zero and work out their precise

EOMs. In fact there is another deeper reason for entertaining these components: they

would contribute to both internal (i.e. fluxes on the internal eight-manifold) and external

(fluxes with at least one leg along R2) flux EOMs. Only after we have laid out all the flux

EOMs, we can try to see how much simplification can be allowed without trivializing the

system.

One immediate consequence of keeping components like G0ABC non-zero is the increase

in the number of components contributing to (3.57). We will discuss this below and also

45One may easily verify that the first identification with θ1 is trivially true at the lowest orders in gs
HHo

from the definition (4.78). In other words, the first identification will imply θ1 = 2
(
lCD
AB + b

)
to the lowest

orders where b can be read up from (4.82) given below. As we go to higher orders in
(
ki, kni , l,

gs
HHo

)
, the

difference between the G4 and Y4(θ1) starts becoming significant.
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elaborate on the scaling behavior. Our metric choice will be the one with special dependence

on the toroidal direction, i.e. (3.62), and for this case (3.57) changes to:

Q({li},ni)
T =

[
g−1

] 4∏
i=0

[∂]ni
60∏

k=1

(RAkBkCkDk
)lk

100∏
r=61

(GArBrCrDr)
lr

= gmim
′
i ....gjkj

′
k{∂n1

m }{∂n2
α }{∂n3

a }{∂
n4
i }{∂

n0
0 } (Ra0b0)l1 (Rabab)

l2 (Rpqab)
l3 (Rαabβ)l4

× (Rabij)
l5 (Rαβαβ)l6 (Rijij)

l7 (Rijmn)l8 (Rαβmn)l9 (Riαjβ)l10 (R0α0β)l11

× (R0m0n)l12 (R0i0j)
l13 (Rmnpq)

l14 (R0mnp)
l15 (R0αβm)l16 (R0abm)l17 (R0ijm)l18

× (Rmnpα)l19 (Rmαab)
l20 (Rmααβ)l21 (Rmαij)

l22 (R0mnα)l23 (R0m0α)l24 (R0αβα)l25

× (R0abα)l26 (R0ijα)l27 (Rmnai)
l28 (Rαβai)

l29 (Ra0i0)l30 (Raijk)
l31 (Rabai)

l32

× (Rmβiα)l33 (Rabmi)
l34 (Rijk0)l35 (Rα0i0)l36 (Rαβi0)l37 (Rab0i)

l38 (Rαijk)
l39

× (Rabiα)l40 (Rαβiα)l41 (Rmniα)l42 (Rmni0)l43 (Rmnpi)
l44 (R0m0i)

l45 (Rmijk)
l46

× (Rmaij)
l47 (Rmaαβ)l48 (Rmaba)

l49 (Raij0)l50 (Rmnpa)
l51 (Raαβ0)l52 (Ra0α0)l53

× (Raba0)l54 (Rmnaα)l55 (Raαij)
l56 (Raααβ)l57 (Rabaα)l58 (Rm0a0)l59 (Rmna0)l60

× (Gmnpq)
l61 (Gmnpα)l62 (Gmnpa)

l63 (Gmnαβ)l64 (Gmnαa)
l65 (Gmαβa)

l66 (G0ijm)l67

× (G0ijα)l68 (Gmnab)
l69 (Gabαβ)l70 (Gmαab)

l71 (Gmnpi)
l72 (Gmαβi)

l73 (Gmnαi)
l74

× (Gmnai)
l75 (Gmabi)

l76 (Gaαβi)
l77 (Gαabi)

l78 (Gmaαi)
79 (Gmnij)

l80 (Gmαij)
l81

× (Gαβij)
l82 (Gmaij)

l83 (Gαaij)
l84 (Gabij)

l85 (G0ija)
l86 (G0mnp)

l87 (G0mnα)l88

× (G0mαβ)l89 (G0mab)
l90 (G0αab)

l91 (G0mna)
l92 (G0mαa)

l93 (G0αβa)
l94 (G0mni)

l95

× (G0mαi)
l96 (G0αβi)

l97 (G0mia)
l98 (G0αia)

l99 (G0abi)
l100 , (4.81)

with 100 possible distinct terms (60 curvatures and 40 fluxes), modulo their permutations.

Question naturally arises whether this proliferation still preserves the necessary EFT when

γ ≥ 5 in (3.62). For the quantum series (3.57), the gs scaling in (3.63) showed us under

what conditions gs hierarchy could be preserved. Does this happen here too? To see this,

it is instructive to first work out the modifications to (3.63). This may be quantified as:

θnl =

(
γk

3
−4

3

) 5∑
r=1

lr +
2

3

27∑
i=6

li +

(
γk

3
+

2

3

) 32∑
j=28

lj +
5

3

46∑
k=33

lk +

(
γk

3
−1

3

) 60∑
p=47

lp

+

(
lpqmn +

4

3

)
l61 +

(
lpαmn +

4

3

)
l62 +

(
lpamn +

1

3

)
l63 +

(
lαβmn +

4

3

)
l64 +

(
lαamn +

1

3

)
l65

+

(
lαβma +

1

3

)
l66 +

(
l0mij +

13

3

)
l67 +

(
l0αij +

13

3

)
l68 +

(
labmn−

2

3

)
l69 +

(
labαβ−

2

3

)
l70

+

(
labmα−

2

3

)
l71 +

(
lpimn +

7

3

)
l72 +

(
lβimα +

7

3

)
l73 +

(
lαimn +

7

3

)
l74 +

(
laimn +

4

3

)
l75

+

(
lmiab +

1

3

)
l76 +

(
laiαβ +

4

3

)
l77 +

(
lαiab +

1

3

)
l78 +

(
laimα +

4

3

)
l79 +

(
lijmn +

10

3

)
l80

+

(
lijmα +

10

3

)
l81 +

(
lijαβ +

10

3

)
l82 +

(
lijma +

7

3

)
l83 +

(
lijαa +

7

3

)
l84 +

(
lijab +

4

3

)
l85,

+

(
lij0a +

10

3

)
l86 +

(
lnp0m +

7

3

)
l87 +

(
lnα0m +

7

3

)
l88 +

(
lαβ0m +

7

3

)
l89 +

(
lab0m +

1

3

)
l90
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+

(
lab0α +

1

3

)
l91 +

(
lna0m +

4

3

)
l92 +

(
lαa0m +

4

3

)
l93 +

(
lβa0α +

4

3

)
l94 +

(
lni0m +

10

3

)
l95

+

(
lαi0m +

10

3

)
l96 +

(
lβi0α +

10

3

)
l97 +

(
lia0m +

7

3

)
l98 +

(
lia0α +

7

3

)
l99 +

(
lbi0a +

4

3

)
l100

+

(
γk

6
−2

3

)
n3 +

1

3
(n1 + n2 + 4n4) +

(
1

3
+
[ n
m

])
n0, (4.82)

where we see that the extra proliferation does not create additional relative minus signs.

However one would also need to justify that the dominant scalings lBC
0A of the G-flux com-

ponents G0ABC do not themselves become negative definite and violate the bound posed

in (4.82). In fact EFT constraints put the following bounds on the dominant scalings:

lNP
0M ≥ −2, lab0M ≥ 0, lPa0N ≥ −1, lNi0M ≥ −3, lia0N ≥ −2, lbi0a ≥ −1, lja0i ≥ −3, (4.83)

which may be easily inferred from (4.82). Note that (4.83) does not imply that the actual

dominant scalings take the lower bounds given above. In fact similar bounds from EFT

may also be proposed for the remaining terms in (4.81):

liaMN ≥ −1, lijMa ≥ −2, labMi ≥ 0, lijab ≥ −1, lPiMN ≥ −2, lijMN ≥ −3 (4.84)

which are related to the so-called external fluxes and whose dynamics will be discussed in

the next sub-section. It is easy to infer that the internal fluxes are bounded from below

as lPQ
MN ≥ −1, lPaMN ≥ 0 and labMN ≥ 1. Clearly our choice of +1 for each of them in (4.57)

is consistent with the EFT bound. Interestingly the other choices from (4.70), (4.77) and

footnote 42 also appear to be consistent with the EFT bound. However out of these five

allowed choices:

(
ljM0i , l

Pa
MN, l

ab
MN, l

PQ
MN

)
= (−4, 1, 1, 1), (−4, 1, 2, 0),

(
−4, 1,

4

3
,

2

3

)
,

(
−4, 1,

5

3
,

1

3

)
, (−3, 1, 2, 0),

(4.85)

we will only take the first one to fix the scalings of the remaining G-flux components by

comparing their EOMs against their dominant scalings. According to (4.83) and (4.84),

the dominant scalings could take any values above or equal to the lower bounds. As we

shall see below, this is exactly what will turn out from the corresponding flux EOMs, so

this gives yet another motivation to work them out here.

Let us make couple more comments before we explicitly elucidate every flux compo-

nents. One, in [7], the dominant scalings were all taken to be positive definite because the

negative scalings could be Borel summed to an exponentially decaying factor at late time.

In the following, for illustrative purpose, we will consider negative gs scalings46 as long

as they are within the EFT bounds (4.83) and (4.84) unless mentioned otherwise. How

the trans-series behave when the negative gs scalings are summed over will be discussed

later. Two, in the flux EOMs from (4.18) there will be a subset of equations where the

temporal derivatives act on the rank seven tensors. As discussed in (3.12), and will also

46Despite the fact that these flux components would blow-up at late time where gs → 0.
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be elaborated later in section 5.2, the temporal derivative of gs should only be expressed

as positive power of gs. Following footnote 14, we will take any additional powers of gs
coming from the temporal derivatives to be zero. This can be easily rectified, but for all

the de Sitter slicings studied in section 2 this seems unnecessary so we will stick with the

simplest case here.

Case 1: G0MNP components

Let us start by first studying the EOMs for the flux components G0MNP where (M,N) ∈
M4 ×M2. The various rank seven and eight tensors contributing to the EOMs (4.18) are

given in Table 17. A quick matching between rows 1 and 2 of Table 17 reveals that:

θnl = 2

(
lNP
0M +

7

3

)
, (4.86)

which is exactly how the components G0MNP contribute to (4.82). The factor of 2 is the

values that (l87, l88, l89) from (4.81) would take to provide the kinetic terms. Additionally,

as we know, the contributions to (4.18) typically come from the types of derivatives acting

on the rank seven tensors. Here we only have derivative along the temporal and the

internal six directions corresponding to the three-form fields CMNP and C0MN respectively.

These three-forms are also responsible for switching on X
(0,0)
8 and X

(m,α)
8 respectively. The

structure of X
(0,0)
8 already appears in (4.39), (4.40) and in (4.43) corresponding to the

metric choices (2.4), generic toroidal dependent metric and (3.62) respectively. For the

case (3.62), and as we discussed in much detail in the previous subsection, the result for

X8 reduces to the one for the metrc (2.4) when γ = 6 in (3.62). In the following therefore

we will only concentrate on this specific case of γ = 6 unless mentioned otherwise.

The X8 ≡ X
(0,0)
8 form related to the three-form field CMNP, computed in (4.39) for

the metric (2.4) (or the metric (3.62) with γ = 6) and (4.40) for the metric with generic

dependence on all the eleven directions, differs from the other X8 ≡ X
(m,α)
8 form. This

difference may be quantified by following arrangements of the alphabets:

P Q R S a b i j + permutations, (4.87)

underlying the rank eight nature of the eight-forms for the two metric choices (2.4) and the

generic one. For the former case, i.e. when the metric allows the special dependence on

the toroidal directions as in (3.62) with γ = 6 (or the metric (2.4)), the X8 form becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,5a) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4)

, (4.88)

which is now related to the three-form C0MN. Note that the dominant scaling is 0. This

should be compared to the other X8 computed earlier, all of which had non-trivial dominant

gs dependences. In fact (4.88) is the first appearance of the eight-form whose dominant

scaling is time-independent. On the other hand, taking the metric to generically depend
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G0MNP tensors form gs
HHo

scaling(
T(f)

7

)
QRSabij

√
−g11G

0MNPF
(n1)
1 F

(n2)
2 ε0MNPQRSabij lNP

0M + 2
3 (k1 + kn1 + kn2)(

T(q)
7

)
QRSabij

√
−g11Y0MNP

4 ε0MNPQRSabij θnl(k2)− lNP
0M −

14
3 −

2k2
3(

T(0,0)
8

)
QRSab0ij

G[QRSaGb0ij]
2
3 (k4 + k5) + l

[Sa
[QR ⊕ l

ij]
b0](

T(m,α)
8

)
PQRSabij

G[PQRSGabij]
2
3 (k4 + k5) + l

[RS
[PQ ⊕ l

ij]
ab](

X(0,0)
8

)
QRSab0ij

(4.39), (4.40) l − 1, l − 9(
X(m,α)

8

)
PQRSabij

(4.88), (4.89) l, l − 8

Table 17. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components G0MNP in (4.18). Note that now we take γ = 6 in (3.62) so the results of the

curvature etc. will get identified to the corresponding results from the metric (2.4). We will also

show the results for the metric with generic dependence on the toroidal direction. The three forms

contributing to the EOMs are now CMNP and C0MN.

on all the eleven-dimensional coordinates, the eight-form becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,5b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−8)

, (4.89)

which has a dominant scaling of −8. Both the eight-forms (4.88) and (4.89) contribute

to the EOMs for G0MNP as may be seen from Table 17, and which we illustrate in the

following.

To start, let us compare the rows 1, 2, 3 and 5 in Table 17 associated with CMNP. The

subtlety here is that the EOM will involve temporal derivatives. This means the dominant

scalings of rows 1 and 2 should change by −1, implying the dominant scalings of these rows

become lNP
0M − 1 and θnl − lNP

0M −
17
3 respectively. On the other hand, the third row involves

the following product of the four-forms:

G[QRSaGb0ij] =
1

n
(GQRabG0ijS ±GQRSaG0ijb ±G0QRSGabij + ....) , (4.90)

where n takes care of the permutations and ± sign takes care of the antisymmetries.

From (4.83) and (4.84) the dominant scaling is −4 as is carried by G0ijM (see also Table

13). Thus the product of G-fluxes in row 3 can atmost have a dominant scaling of −3.

Alternatively, defining x ≡ gs
HHo

, we can express (4.90) as:

logx

(
G[QRSaGb0ij]

)
≥ −3, (4.91)

which would be a concise way to express the gs bound of the product of G-flux components

i.e. on the rank eight tensors
(
T(k)

8

)
N1...N7Nk

. In general we expect from Table 17:
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lNP
0M − 1 +

2

3
(k1 + kn1 + kn2) = θnl(k2)− labMN −

17

3
− 2k2

3
=

2

3
(k4 + k5) + l

[Sa

[QR ⊕ l
ij]

b0], (4.92)

where ki are the G-flux modings and kni are the Fi modings. Now comparing it to the

X8 scaling of l − 1 from (4.39), it implies that lNP
0M can have a dominant scaling of either

−2 or 0. Since both are within the EFT bound from (4.83), we will have to look further

to fix the dominant scaling47.

Looking further means comparing the rows 1, 2, 4 and 6 associated with the three-form

C0MN. Since this involved derivatives with respect to the internal six directions, i.e. along

M4 ×M2, the dominant scalings from rows 1 and 2 now remain what they are in Table

17. However the product of fluxes from row 4 will now involve:

G[PQRSGabij] =
1

n
(GPQabGRSij ±GPQRaGSbij ±GPQRiGSabj + ....) , (4.93)

which can at most have a dominant scaling of −2 from (4.84). This may be easily seen

by choosing GPQij with the lower bound −3 or GMNPi with the lower bound −2. The

remaining G-flux components then provide the lower bound of −2. In other words:

logx

(
G[PQRSGabij]

)
≥ −2. (4.94)

The two lower bounds (4.91) and (4.94), much like the lower bounds in (4.83) and (4.84),

do not tell us what the actual scaling is. This means we have to look at all possible EOMs

carefully. In general, and as in (4.92), we expect from Table 17:

lNP
0M +

2

3
(k1 + kn1 + kn2) = θnl(k2)− labMN −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[RS

[PQ ⊕ l
ij]

ab], (4.95)

which should then be equated to the X8 form from (4.88). The equalities proposed in

(4.92) and (4.95) are possible for large values of (ki, kni) but for ki = kni = 0 this doesn’t

look possible. What is the most efficient way to work out the gs scalings of the various G-

flux components when ki = kni = 0? One way would be to compare all the possible EOMs

in the system and from there work out the gs scalings. This is in general hard because of

the sheer number of possible components as well as the mixing between components. The

other way, maybe slightly more efficient, would be to make an educated guess for the gs
scalings and see whether this satisfies at least all the flux EOMs. The downside of such

an approach is the adhoc nature of the analysis, plus the absence of a compelling rule to

discern the various scalings. In the following therefore we will follow a mixture of both the

procedures, namely, write all the EOMs and from there determine what are all the allowed

possibilities for a given G-flux components. Once we have a scan of all the choices, we

will try to find the ones that fit the full data. This is undoubtedly a hard exercise, but

unfortunately there is no simpler way to solve the problem.

Looking at Table 17, we see that the most dominant scaling is the one carried by

the flux components G0ijM. Since this is fixed to −4 (see (4.57) or (4.85)), the temporal

47We are ignoring the fact that −2 scaling would make the flux components to blow-up at late time. In

the following, and as mentioned earlier, we will not worry too much about the negative gs scalings as long

as they are within the EFT bounds. We will come back to this towards the end of section 4.5.
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derivative action will tell us to equate lNP
0M − 1 with the gs scaling of either the product of

the fluxes or the X8 polynomial. This will give:

lNP
0M = −2 or lNP

0M = 0, (4.96)

respectively. Once we take lNP
0M = 0, then it is easy to see that there is a match between

first, second and the fifth rows as well as a match between second and the third rows in

Table 17 provided:

l ≡ 2

3
(k1 + kn1 + kn2), θ1 =

14

3
+

2k2

3
+ l, θ2 =

8

3
+

2

3
(k2 + k4 + k5), (4.97)

where (k1, k2) are the modings of the flux components G0MNP, (kn1 , kn2) are the modings of

(F1,F2), and (k4, k5) are the modings of the dominant flux components GQRab and G0ijM

respectively. These two conditions will govern the EOM with temporal derivatives on the

rank seven tensors. On the other hand, when we take lNP
0M = −2, the matching is between

the first, second and the third rows, as well as between second and fifth rows in Table 17.

This happens for:

θ1 =
2

3
(1 + k1 + k2 + kn1 + kn2), θ2 =

8

3
+

2k2

3
+ l, (4.98)

where now k4+k5 = k1+kn1+kn2 . In the schematic construction of (4.79), the identification

in (4.97) will imply θ1 = θ0,2 = 14
3 and θ0,3 = θ2 = 8

3 in (4.82) when ki = kni = 0. This

leads to the following diagram at the lowest orders:

d(0) ∗G4 + b1d(0) ∗
(
Y4

θ1≥ 14
3

(θ1) + Y4 (θ2) + Y4(θ3) + ..
)
− b2

(
T8

θ2≥ 8
3

(0,0)
)
− b3

(
X8

(0,0)
)

= 0,

(4.99)

where Y4(θ3) and beyond only start participating once we go to higher orders in the pa-

rameters
(
ki, kni , l,

gs
HHo

)
. Eventually, for sufficiently higher order, we expect the complete

identifications of the various tensor scalings from (4.92) to be realized. On the other hand,

for (4.98), the diagram at lowest orders becomes:

d(0) ∗G4 + b1d(0) ∗
(
Y4

θ1≥ 2
3

(θ1) + Y4 (θ2) + Y4(θ3) + ..
)
− b3

(
X8

θ2≥ 8
3

(0,0)
)
− b2

(
T8

(0,0)
)

= 0,

(4.100)

which means, compared to (4.79), θ1 = θ0,3 = 2
3 and θ2 = θ0,2 = 2

3 in (4.82) when ki =

kni = 0. The identifications (4.92) will again be realized at higher orders in
(
ki, kni , l,

gs
HHo

)
,

much like what we had before.
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There are however few caveats associated with the identifications (4.99) and (4.100)

that need to be pointed out now. One, the choice of lNP
0M = 0, i.e. zero scaling of G0MNP,

may look consistent with the +1 scaling of GMNPQ, with the latter implying a similar +1

scaling for the field CMNP. This reasoning is not always true because G4 differs from dC3

by the quantum terms to avoid conflicting with the Bianchi identity. In fact it is these

quantum terms whose dominant scaling governs the scaling of the G-flux components.

Two, the choice lNP
0M = 0 appears to clash with our original identification of lNP

0M − 1 with

the various rank eight tensors and the quantum terms, since the vanishing of lNP
0M implies

that the temporal derivative of the G-flux components G0MNP itself is zero. However if we

view G0MNP to scale as
(

gs
HHo

)ε
when ε → 0 for lNP

0M → 0, then the derivative action does

change ε to ε − 1, but there will be an overall ε coefficient that will render the temporal

derivative to zero. Interestingly, the fact that d(0) ∗ Y4(θ1) is still identified to X(0,0)
8 ,

continues to provide a dynamical evolution of the remaining flux components. However

since the contribution to θ2 comes from (4.82) as 7
3(l87 + l88 + l89), when θ2 = 8

3 , the

equations may get highly constrained unless we incorporate non-perturbative and/or non-

local effects. Including non-perturbative BBS instanton effects from (4.32), will change

θ2 from 8
3 to 14

3 , and provide next order corrections to θ1. Similarly, incorporating non-

localities will have similar effects in changing θ1 and θ2 by the addition of 2q
3 factors, where

q is the degree of non-locality (see (4.30)). Three, when lNP
0M = −2, the identifications

(4.100) tells us that θ1 ≥ 2
3 . To lowest orders, and from (4.82), l87 = l88 = l89 = 2 so

Y0MNP
4 ∝ G0MNP, therefore the quantum term only renormalizes the corresponding flux

components, leading to an algebraic relation between various components of fluxes. Thus

the scenario is the same as with lNP
0M = 0 and θ1 = 14

3 . However now, since the contribution

to θ2 comes from 1
3(l87+l88+l89), θ2 = 8

3 may actually provide non-trivial relations between

fluxes and curvature forms, even in the absence of non-local and non-perturbative effects.

In the second case, when the derivatives along M4 ×M2 act on the rank seven ten-

sors, one can match lNP
0M with the gs scaling of either the product of the fluxes or the X8

polynomial. The former is given in (4.94) and the latter in (4.88), leading to:

lNP
0M ≥ −2 and/or lNP

0M = 0, (4.101)

respectively. This may now be compared to (4.96) which had two different choices whereas

here there is a possibility of an overlap at lNP
0M = 0 because the first relation in (4.101) only

provides a lower bound (which in turn is consistent with the EFT bound from (4.83)). For

the case when lNP
0M = 0, the matching happens between the first, second and the sixth rows,

and between the second and the fourth rows of Table 17. The schematic diagram for this

case is exactly as in (4.99) with (θ1, θ2) ≥
(

14
3 ,

8
3

)
in (4.82) with the following notational

changes:

d(0) → d(M), T(0,0)
8 → T(m,α)

8 , X(0,0)
8 → X(m,α)

8 . (4.102)

For the other case when lNP
0M ≥ −2, the matching is between first, second and fourth rows

and between second and sixth rows of Table 17. The schematic diagram is the same as

in (4.100) with (θ1, θ2) ≥
(

2
3 ,

8
3

)
in (4.82) with the notational changes (4.102), implying
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that the concerns we had earlier, reappears here too. This seems to imply that although

lNP
0M ≥ −2 may lead to consistent dynamics (modulo the blow-up at late time), the choice

lNP
0M = 0 may be a better fit in the presence of non-local and non-perturbative effects.

Case 2: G0NPa components

Our next case with G0NPa components, all three-form fluxes contributing to the EOMs

are of the kind CNPa with derivative along the temporal direction, C0NP with derivatives

along the toroidal directions T2

G ; and C0Pa with derivatives along the internal six directions

M4×M2. These three-forms are not only useful to write the EOMs, but also to express the

corresponding eight-forms X8. For example, the X8 forms associated with C0NP has already

been worked out in (4.88) for the metric choice (2.4), and in (4.89) for the metric with

generic dependence on all the eleven directions. Similarly, the X8 forms associated with

CNPa appear in (4.49) and (4.50) for the aforementioned two metric choices respectively.

For the metric choice (3.62), the X8 form resembles the one with the metric choice (2.4)

(at least with respect to the gs scaling) when we take γ = 6 in (3.62). Since this is the

case we will henceforth concentrate on, we will not worry about the generic γ dependent

metric (3.62).

For the three-form C0Pa, the X8 form involves four curvature two-forms in various

possible permutations much like what we had for example in (4.87). For us here, this will

involve the following arrangements of alphabets:

Q R S T M b i j + permutations, (4.103)

underlying the rank eight nature of the eight-forms for the two metric choices (3.62) with

γ = 6 and the generic one. For the former case, i.e. when the metric allows special

dependence on the toroidal directions as in (3.62) with γ = 6, the X8 form becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,6a) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−3)

, (4.104)

which may be compared to (4.88). Note that now the dominant scaling is −1. On the other

hand, taking the metric to generically depend on all the eleven-dimensional coordinates,

the eight-form becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,6b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−27)

, (4.105)

which has a dominant scaling of −9. Both the eight-forms (4.104) and (4.105) contribute

to the EOMs for G0MPa as may be seen from Table 18, and which we shall elaborate in

the following.

Compared to the situation in Table 17 for the G-flux components G0MNP, there are

three different class of EOMs associated with three possible ways in which the derivatives

may act on the rank seven tensors in Table 18: the temporal, the toroidal and the internal
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six directions. Let us start with the case with the temporal derivative. First it is easy to

see that the product of the fluxes are bounded from below as:

logx

(
G[QRSTGb0ij]

)
≥ −4, (4.106)

where x is defined just above (4.91). The bound appears from the EFT constraints (4.83)

and (4.84) as we saw earlier. From the first row in Table 18 we see that lPa0N − 3 (where

the extra −1 comes from the temporal derivative) can be matched with the gs scalings of

either row 3 or row 6. Since we are taking the metric (3.62) with γ = 6, or the metric

(2.4), the latter comes directly from (4.49). This immediately gives us:

lPa0N ≥ −1, and/or lPa0N = 1, (4.107)

respectively, as the allowed two cases. Depending on what the actual gs scalings of the flux

components turn out, the two cases could actually be overlapping. Taking lPa0N ≥ −1, now

leads to exactly the same schematic diagram as in (4.100) with (θ1, θ2) =
(

2
3 ,

8
3

)
in (4.82).

The value of θ1, which appears from matching rows 1 and 2 in Table 18, is consistent with

how these components contribute to (4.82), namely:

θnl ≡ θ1 = 2

(
lPa0N +

4

3

)
, (4.108)

with the factor 2 represents the values (l92, l93, l94) would take to produce the kinetic terms

from (4.81). When lPa0N = 1, the schematic diagram resembles (4.99) with (θ1, θ2) =
(

14
3 ,

8
3

)
.

Again, since the contributions to θ2 comes from 7
3 (l92 + l93 + l94), θ2 = 8

3 can become over-

constraining unless we incorporate the effects of the BBS instantons from (4.32) changing

θ2 to 14
3 , or the effects of the q-th order non-localities changing θ2 generically to 2

3(4 + q)

(or to 2
(
q + 4

3

)
if we incorporate BBS type non-local non-perturbative effects). On the

other hand, we could also take lPa0N = 0. In that case the diagram will become:

d(0) ∗

θ1≥ 8
3

G4 + b1d(0) ∗
(
Y4(θ1) + Y4

θ0,2≥ 11
3

(θ0,2) + Y4 (θ0,3) + ..
)
− b2

(
T8

θ0,3≥ 5
3

(0,0)
)
− b3

(
X8

(0,0)
)

= 0,

(4.109)

with three possible quantum series participating unless θ1 = θ0,2 or θ1 = θ0,3. Again θ0,3

can change from 5
3 to 11

3 with the incorporations of BBS instantons from (4.32). Eventually,

for large enough gs scalings, we expect locally:

lPa0N − 3 +
2

3
(k1 + kn1 + kn2) = θnl − lPa0N −

17

3
− 2k2

3
=

2

3
(k4 + k5) + l

[ST

[QR ⊕ l
ij]

b0], (4.110)

which should further be identified to l − 2 appearing from (4.49) for the metric (3.62)

with γ = 6, or with l − 10 coming from the metric with generic dependence on all the

eleven-dimensional coordinates. The latter doesn’t lead to an EFT description so we will

refrain from elaborating this case further.
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When the derivatives on the rank seven tensors in (4.18) act along the toroidal direc-

tions, the story is different from what we had earlier. First, the product of the fluxes are

now bounded from below as:

logx

(
G[QRSTGabij]

)
≥ −2, (4.111)

instead of −4 in (4.106) earlier. There are other differences also: lPa0N, instead of lPa0N − 2,

is now identified with the gs scalings of either the product of fluxes in row 4, or with the

X8 polynomial is row 7 of Table 18. The latter comes from (4.88) as we saw before, and

putting everything together now leads to the following two possibilities:

lPa0N ≥ −2 and/or lPa0N = 0, (4.112)

compared to (4.107) earlier. They can again be overlapping, but this can only be as-

certained once we know the precise scalings of all the flux components. Unfortunately,

comparing to (4.83) we see that lPa0N ≥ −2 violates the EFT bound, so all scaling between

−2 ≤ lPa0N < −1 are eliminated. The schematic diagram for lPa0N = 0 now becomes:

d(a) ∗G4 + b1d(0) ∗
(
Y4

θ1≥ 8
3

(θ1) + Y4 (θ2) + Y4(θ3) + ..
)
− b2

(
T8

θ2≥ 2
3

(a,b)
)
− b3

(
X8

(a,b)
)

= 0, (4.113)

where θ1 = 8
3 is again consistently double the effective scaling with which G0NPa enters

(4.81) or (4.82). However θ2 = 2
3 is alarming as the minimum gs scaling should be 4

3 for this

to make sense. Clearly non-perturbative effects are again necessary and with the addition

of BBS instantons from (4.32) would convert θ2 to 8
3 . Additional non-local effects would

change this further in the same vein as we saw earlier. Taking lPa0N = −1, leads to a diagram

of the form:

d(a) ∗

θ1≥ 2
3

G4 + b1d(a) ∗
(
Y4(θ1) + Y4

θa,2≥ 5
3

(θa,2) + Y4 (θa,3) + ..
)
− b2

(
T8

θa,3>− 1
3

(a,b)
)
− b3

(
X8

(a,b)
)

= 0,

(4.114)

where, since the effective scaling of G0NPa participating in (4.81) and (4.82) is 1
3 , both

θ1 = 2
3 and θa,2 = 5

3 fit well with the quantum dynamics. However θa,3 = −1
3 can be

alarming because it apparently breaks the gs hierarchy in the system, leading to an eventual

breakdown of EFT. Fortunately, θa,3 = ±1
3 cannot be accommodated in the system because

there are no quantum terms contributing to the dynamics for such low values (recall that

the minimum scaling required here is 2
3). Thus non-perturbative, with the addition of BBS

instantons, θa,3 = 5
3 from (4.32), and we could have consistent dynamics. On the other

hand at higher orders in
(
ki, kni , l,

gs
HHo

)
we expect, at least perturbatively:

lPa0N +
2

3
(k1 + kn1 + kn2) = θnl − lPa0N −

8

3
− 2k2

3
=

2

3
(k4 + k5) + l

[ST

[QR ⊕ l
ij]

ab] = l, (4.115)
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G0NPa tensors form gs
HHo

scaling(
T(f)

7

)
QRSTbij

√
−g11G

0NPaF
(n1)
1 F

(n2)
2 ε0NPaQRSTbij lPa0N − 2 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
QRSTbij

√
−g11Y0NPa

4 ε0NPaQRSTbij θnl(k2)− lPa0N −
14
3 −

2k2
3(

T(0)
8

)
QRSTb0ij

G[QRSTGb0ij]
2
3 (k4 + k5) + l

[ST
[QR ⊕ l

ij]
b0](

T(a,b)
8

)
QRSTabij

G[QRSTGabij]
2
3 (k4 + k5) + l

[ST
[QR ⊕ l

ij]
ab](

T(m,α)
8

)
MQRSTbij

G[MQRSGbTij]
2
3 (k4 + k5) + l

[RS
[MQ ⊕ l

ij]
bT](

X(0)
8

)
QRSTb0ij

(4.49), (4.50) l − 2, l − 10(
X(a,b)

8

)
QRSTabij

(4.88), (4.89) l, l − 8(
X(m,α)

8

)
MQRSTbij

(4.104), (4.105) l − 1, l − 9

Table 18. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components G0NPa in (4.18). The three-form fluxes contributing to the EOMs are now

CNPa,C0NP and C0Pa with derivatives acting along the temporal, toroidal and the internal six-

directions respectively.

where l ∈ Z
3 for the metric choice (3.62) with γ = 6. When the derivatives on the rank

seven tensors in (4.18) act alongM4×M2 directions, the story is again different from the

two earlier cases. From Table 18 we now see that lPa0N − 2 can be identified with either

the quantum terms, or the product of fluxes or the X8 polynomial. The gs scaling of the

product of the fluxes is now bounded from below as:

logx

(
G[MQRSGbTij]

)
≥ −3, (4.116)

which can be easily ascertained from the bounds (4.83) and (4.84) and x = gs
HHo

. Similarly

the gs scalings of the relevant X8 polynomial can be read up from (4.104) for the metric

(3.62) with γ = 6 (or from (2.4)), and from (4.105) for the metric with generic dependence

on all the eleven dimensions. Comparing lPa0N − 2 with the gs scalings of the flux products

and the X8 polynomial lead to:

lPa0N ≥ −1, and/or lPa0N = 1, (4.117)

respectively, where both are within the EFT bound (4.83) and are also overlapping, similar

to (4.107). The case with lPa0N was dealt above when the derivatives on the rank seven

tensors in (4.18) act along the toroidal directions. For this case, taking lPa0N = −1 leads to
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the following schematic diagram:

d(M) ∗G4 + b1d(M) ∗
(
Y4

θ1≥ 2
3

(θ1) + Y4 (θ2) + Y4(θ3) + ..
)
− b3

(
X8

θ2≥ 8
3

(m,α)
)
− b2

(
T8

(m,α)
)

= 0,

(4.118)

where θ1 = 2
3 is as expected double the effective scaling of 1

3 for the flux components

G0NPa. Similarly θ2 = 8
3 perfectly provides adequate number of quantum terms from

(4.81) to balance the corresponding X8 polynomial that scales as
(

gs
HHo

)l−1
where l ∈ Z

3 .

At higher orders in
(
ki, kni , l,

gs
HHo

)
we expect, similar to (4.115), all terms would balance

in the following way:

lPa0N − 2 +
2

3
(k1 + kn1 + kn2) = θnl − lPa0N −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[RS

[MQ ⊕ l
ij]

bT] = l − 1, (4.119)

where l ∈ Z
3 for the metric choice (3.62) with γ = 6. Finally when lPa0N = 0, the schematic

diagram is similar to what we had in (4.109), except for a few important notational changes:

d(M) ∗

θ1≥ 8
3

G4 + b1d(M) ∗
(
Y4(θ1) + Y4

θM,2≥ 11
3

(θM,2) + Y4 (θM,3) + ..
)
− b2

(
T8

θM,3≥ 5
3

(m,α)
)
− b3

(
X8

(m,α)
)

= 0, (4.120)

showing that quantum terms participating for the temporal derivative case in (4.109) may

be related to the quantum terms participating for the case (4.120) when the derivatives act

along the internal six directionsM4×M2. Similar notational changes may be incorporated

for lPa0N appropriately from Table 18 showing consistent behavior of G0NPa components

for the whole range −1 ≤ lPa0N ≤ 1.

Case 3: G0Nab components

We start by making a consistency check from the gs scalings of the various rank seven and

eight tensors for the flux components G0Nab from Table 19: equating the gs scalings from

rows 1 and 2 gives us:

θnl = 2

(
lab0N +

1

3

)
, (4.121)

which is precisely how these components contribute to (4.82). The factor of 2 is the value

that either l90 or l91 from (4.81) would take in the first place to provide the lowest order

kinetic terms. The contributing three-forms are now: CNab with temporal derivative, C0ab

with derivatives along M4 ×M2 directions, and C0Na with derivatives along the toroidal

directions. The gs dependence of the X8 form associated with the three-forms CNab and

C0Na have already been worked out in (4.62) and (4.104) respectively for the metric (3.62)
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G0Nab tensors form gs
HHo

scaling(
T(f)

7

)
MPQRSij

√
−g11G

0NabF
(n1)
1 F

(n2)
2 ε0NabMPQRSij lab0N − 4 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
MPQRSij

√
−g11Y0Nab

4 ε0NabMPQRSij θnl(k2)− lab0N −
14
3 −

2k2
3(

T(0)
8

)
MPQRS0ij

G[MPQRG0ijS]
2
3 (k4 + k5) + l

[QR
[MP ⊕ l

jS]
0i](

T(m,α)
8

)
MNPQRSij

G[MNPQGSbij]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

ij]
Sb](

T(a,b)
8

)
MPQRSbij

G[MPQRbGSbij]
2
3 (k4 + k5) + l

[QR
[MP ⊕ l

ij]
Sb](

X(0)
8

)
MPQRS0ij

(4.62), (4.63) l − 3, l − 11(
X(m,α)

8

)
MNPQRSij

(4.122), (4.124) l − 2, l − 10(
X(a,b)

8

)
MPQRSbij

(4.104), (4.105) l − 1, l − 9

Table 19. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components G0Nab in (4.18). As before, we have kept γ = 6 in (3.62) and considered the

three-forms CNab,C0ab and C0Na with derivatives acting along the temporal, the internal six and

the toroidal directions respectively to determine the EOM.

with γ = 6 (or the metric (2.4); and in (4.63) and (4.105) respectively for the metric

with generic dependence on all the eleven dimensions. For the three-form C0ab, the X8

polynomial takes the following form:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,7a) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−6)

, (4.122)

where one may remove the toroidal dependence if one wants to take the metric (2.4).

Expectedly the gs dependence does not change. The above behavior of the polynomial

appears from the following arrangements of alphabets in the wedge product of the curvature

two-forms:

M N P Q R S i j + permutations, (4.123)

which may be compared to the other arrangements of the curvature two-forms. Once we

take the metric with generic dependence on all the eleven dimensions, the X8 form changes

from (4.122) to the following:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,7b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−30)

, (4.124)

which would clearly alter the behavior of the quantum terms entering the dynamics. For-

tunately the absence of an EFT description in this case allows us to not worry about the
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dynamics. All the scalings of the X8 polynomials relevant for the EOMs of G0Nab appears

in Table 19, which we shall analyze in the following.

Our starting point, as before, would be the ones with the temporal derivatives on the

rank seven tensors in Table 19. From Table 19, we now see that lab0N − 5 can now be

balanced with the gs scalings of either the quantum terms, the product of the fluxes or the

X8 polynomials. The product of the fluxes, on the other hand, are bounded from below as

(we define x ≡ gs
HHo

):

logx

(
G[MPQRG0ijS]

)
≥ −5, (4.125)

which may easily be inferred from (4.83) and (4.84). Note that the above bound is smaller

than the actual scalings of GMPQR and G0ijS], which are respectively +1 and −4, because

of the presence of other components in the product series (here for example they are G0MPQ

and GRSij which are bounded by −2 and −3 respectively from (4.83) and (4.84)). Therefore

when we compare lab0N − 5 with the gs scalings from (4.125) and (4.62), we find that:

lab0N ≥ 0, and/or lab0N = 2, (4.126)

which are well within the EFT bound set in (4.83). Thus it appears the whole range

0 ≤ lab0N ≤ 2 should be allowed. When lab0N = 0, the schematic diagram balancing the

various tensors from (4.18) from Table 19 may be expressed as:

d(0) ∗G4 + b1d(0) ∗
(
Y4

θ1≥ 2
3

(θ1) + Y4 (θ2) + Y4(θ3) + ..
)
− b3

(
X8

θ2≥ 8
3

(0,0)
)
− b2

(
T8

(0,0)
)

= 0, (4.127)

where θ1 = 2
3 expectedly fits with (4.121), and θ2 = 8

3 now provides adequate number of

quantum terms from (4.81) to balance with the X8 polynomial (4.62), at least at lowest

orders in gs and zeroth orders in (ki, kni). At higher orders in
(
ki, kni , l,

gs
HHo

)
, we would

expect:

lab0N − 5 +
2

3
(k1 + kn1 + kn2) = θnl − lab0N −

17

3
− 2k2

3
=

2

3
(k4 + k5) + l

[QR

[MP ⊕ l
jS]

0i] , (4.128)

which should be equated to either l − 3 for the special metric (3.62) with γ = 6 (or

the metric (2.4)), or with l − 11 for the metric with generic dependence on all the eleven

dimensions. Note that the identifications in (4.127) do not require any non-perturbative

effects (which are sub-leading here), but this will not be the case when lab0N = 2. The

schematic diagram for this case becomes:

d(0) ∗G4 + b1d(0) ∗
(
Y4

θ1≥ 14
3

(θ1) + Y4(θ2) + Y4 (θ3) + ..
)
− b2

(
T8

θ3≥ 8
3

(0,0)
)
− b3

(
X8

(0,0)
)

= 0,

(4.129)
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where, while θ1 = 14
3 is perfectly consistent with (4.121), θ3 = 8

3 doesn’t have perturbative

terms to contribute to the balancing with the flux products. Non-perturbative effects, like

BBS instantons from (4.32) are then essential and incorporating them would change θ3 to
14
3 which would now consistently balance with the flux products. Eventually the balancing

will involve the full identifications from (4.128) with l − 3 for l ∈ Z
3 . Additional non-local

effects would start contributing at sub-leading orders.

When the derivatives, acting on the rank seven tensors from (4.18), are along the base

M4 ×M2 then the balancing of the various terms take slightly different structure as may

be seem from Table 19. We now have to balance lab0N − 4 with the gs scalings from either

the quantum terms, product of the fluxes or the X8 polynomials, all of which in turn take

different values from what we had earlier. For example, the gs scalings of the product of

the fluxes are now bounded from below by:

logx

(
G[MNPQGRSij]

)
≥ −4, (4.130)

instead of (4.125) earlier (for example here the participating flux components are GMNPi

and GQRSj , both of which are bounded from below by −2 as may be easily seen from

(4.84)). The X8 polynomial also scales differently, and is given by (4.122) instead of (4.62)

earlier. Interestingly, comparing lab0N − 4 with (4.130) or with (4.122) now reproduces the

same range for lab0N that we had in (4.130) earlier, namely 0 ≤ lab0N ≤ 2. The schematic

diagrams are also similar from what we had in (4.127) and (4.129): when lab0N = 0, we have

θ1 = 2
3 and θ2 = 8

3 ; and when lab0N = 2, we have θ1 = 14
3 and θ3 = 8

3 , implying the necessity

of the contributions of the BBS instantons from (4.32). The only changes to (4.127) and

(4.129) are the notational changes as in (4.102). At higher orders in
(
ki, kni , l,

gs
HHo

)
we

expect:

lab0N − 4 +
2

3
(k1 + kn1 + kn2) = θnl − lab0N −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[PQ

[MN ⊕ l
ij]

RS], (4.131)

which should be equated to l − 2 now for the metric choice (3.62) with γ = 6, or with

l − 10 for the metric with generic dependence on all the eleven dimensions, where l ∈ Z
3 .

It would be interesting to speculate how the schematic diagram would change if we take

an intermediate value for lab0N in the range 0 ≤ lab0N ≤ 2, for example what would happen

if we take lab0N = 1. To be specific we take the derivatives to act along the M4 × M2

directions. The schematic diagram now becomes:

d(M) ∗

θ1≥ 8
3

G4 + b1d(M) ∗
(
Y4(θ1) + Y4

θM,2≥ 11
3

(θM,2) + Y4 (θM,3) + ..
)
− b2

(
T8

θM,3≥ 5
3

(m,α)
)
− b3

(
X8

(m,α)
)

= 0,

(4.132)

similar to what we had in (4.120) for lPa0N, including the addition of BBS instantons from

(4.32) to enhance θM,3 = 5
3 to θM,3 = 11

3 . The similarities of the schematc diagrams

over various flux components are a sign that consistent dynamics may be achieved with

perturbative and non-perturbative quantum corrections over the appropriate ranges of lBC
0A .
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Finally, when the derivatives act along the toroidal directions, the story is again differ-

ent from the two earlier cases. This time lab0N − 2 needs to be balanced with the gs scalings

of the quantum terms, the flux products or the X8 polynomial. The gs scalings of the flux

products are now bounded from below by:

logx

(
G[MPQRGSbij]

)
≥ −3, (4.133)

corresponding to say, GMPQi and GRSbj whose gs scalings are bounded by −2 and −1

respectively. Once we incorporate the gs scaling of the X8 polynomial from (4.104), the

range of values for lab0N becomes:

lab0N ≥ −1, and/or lab0N = 1. (4.134)

Unfortunately the EFT constraint from (4.83) rules out the values of lab0N in the range

−1 ≤ lab0N < 0, which means the allowed range is 0 ≤ lab0N ≤ 1. For lab0N = 0, the schematic

diagram becomes:

d(a) ∗

θ1≥ 2
3

G4 + b1d(a) ∗
(
Y4(θ1) + Y4

θa,2≥ 5
3

(θa,2) + YBBS
4 (θa,3) + ..

)
− b2

(
T8

θa,3≥− 1
3

+2

(a,b)
)
− b3

(
X8

(a,b)
)

= 0, (4.135)

which tells us that while perturbative series contribute as θ1 = 2
3 and θa,2 = 5

3 , it is the

non-perturbative BBS instantons from (4.32) that can convert the gs scaling of −1
3 to +5

3

to balance the flux products whose gs scalings are, in turn, bounded from below by −3. At

higher orders in
(
ki, kni , l,

gs
HHo

)
we expect, at least perturbatively:

lab0N − 2 +
2

3
(k1 + kn1 + kn2) = θnl − lab0N −

8

3
− 2k2

3
=

2

3
(k4 + k5) + l

[QR

[MP ⊕ l
ij]

Sb] =
{ l − 1

l − 9
, (4.136)

where the top and the bottom choices are associated with the metric (3.62) for γ = 6, and

the metric with generic dependence on all the eleven dimensions respectively. When lab0N =

1, the quantum terms balancing the X8 polynomial and the flux products are classified by

θ1 = θ2 = 8
3 respectively except that the latter come from the BBS instantons (4.32). Thus

it appears that consistent dynamics may be achieved within the range 0 ≤ lab0N ≤ 2 for the

flux components G0Nab.

Case 4: G0Nia,G0MNi and G0abi components

Our next case deals with three flux components G0Nia,G0MNi and G0abi that have one leg

along the spatial R2 directions. All these three flux components can be viewed as localized

flux components, much like what we had in (3.16) but now having dependence on the

toroidal directions as:

G0iCD(x, y, wa; gs) =
∑
k≥0

(
G(k)

0iCD(x, y, wa) + F (k)
0i (x)Ω

(k)
CD (y, wa)

)( gs
HHo

)l0iCD+2k/3

, (4.137)
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G0Nia tensors form gs
HHo

scaling(
T(f)

7

)
MPQRSbj

√
−g11G

0NiaF
(n1)
1 F

(n2)
2 ε0NiaMPQRSbj lia0N + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
MPQRSbj

√
−g11Y0Nia

4 ε0NiaMPQRSbj θnl(k2)− lia0N −
14
3 −

2k2
3(

T(0,0)
8

)
MPQRSb0j

G[MPQRGSb0j]
2
3 (k4 + k5) + l

[QR
[MP ⊕ l

0j]
Sb](

T(i,j)
8

)
MPQRSbij

G[MPQRGSbij]
2
3 (k4 + k5) + l

[QR
[MP ⊕ l

ij]
Sb](

T(m,α)
8

)
MNPQRSbj

G[MNPQGRSbj]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

bj]
RS](

T(a,b)
8

)
MPQRSabj

G[MPQRGSabj]
2
3 (k4 + k5) + l

[QR
[MP ⊕ l

ab]
Sj](

X(0,0)
8

)
MPQRSb0j

(4.140), (4.141) l − 1, l − 9(
X(i,j)

8

)
MPQRSbij

(4.104), (4.105) l − 1, l − 9(
X(m,α)

8

)
MNPQRSbj

(4.142), (4.143) l, l − 8(
X(a,b)

8

)
MPQRSabj

(4.146), (4.147) l + 1, l − 7

Table 20. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components G0Nia in (4.18). Note that now, all the eight forms as well as the EOM have

four possible choices stemming from how the derivatives act on the seven-forms in (4.18) as well as

on the behavior of the three form fields CNia,C0Na,C0iN and C0ia.

where we have added a non-localized piece just for completeness, (C,D) ∈M4×M2× T2

G ,

and ΩCD(y, wa) is a localized two-form in the internal eight-manifold. The gauge fields F (k)
0i

appear on the integer and fractional three-branes and also on the (p, q) seven-branes (if we

take the full F-theory framework). We can even allow gauge fields to have dependence on

the internal directions, but for the time being we keep it simple by allowing the coordinate

dependences as in (4.137). We can also make the following consistency check: Equating

the first two rows of Tables 20, 21 and 22, we get:

θ
(1)
nl = 2

(
lia0N +

7

3

)
, θ

(2)
nl = 2

(
lNi0M +

10

3

)
, θ

(3)
nl = 2

(
lbi0a +

4

3

)
, (4.138)

which are precisely the scalings by which these components contribute in (4.82). The

factors of 2 in each of them are the minimal values that (l98, l99) for G0Nia, (l95, l96, l97) for

G0MNi, and (l100) for G0abi can take to form the corresponding kinetic terms in (4.81).

Let us now start by taking the flux components G0Nia. The three-forms contributing

to the EOMs are CNia with temporal derivative, C0Na with derivatives along the spatial

directions R2, C0ia with derivatives along the internal six directions M4 ×M2, and C0iN

with derivatives along the toroidal directions. Out of these four three-forms, only the

first two are related to the gauge fields Ai and A0 respectively, whereas the other two are
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related to F0i via localized one-forms in the internal eight-manifold. These one-forms are

not closed, and they would contribute to the dynamics in the usual way, but we will not

worry too much about the structure of these forms. Our aim would to be use the three-

forms to derive the EOMs as in (4.18) so that, in the end, the dynamics is captured by the

rank seven and eight tensors as given in Table 20.

Corresponding to these four three-forms, there would be four different kinds of X8

polynomials. For example, corresponding to CNia the X8 polynomial involves the following

permutation of the indices of the product of the curvature two-forms:

M P Q R b S 0 j + permutations, (4.139)

where the permutations involve at least 23 different rearrangements of the alphabets in

(4.139). For the metric choice (3.62) with γ = 6 (or even for the metric choice (2.4)), all

the above permutations lead to only one dominant scaling for the eight polynomial. This

is given by:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,8a) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−3)

, (4.140)

where l1 + ....+ l4 ≡ 3l with l ∈ Z
3 . Interestingly, if we take any other values for γ ≥ 5, then

different permutations in (4.139) lead to different values. On the other hand, if we take

the metric with generic dependence on all the eleven dimensions, all the permutations in

(4.139) again lead to a unique dominant scaling for X8 as:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,8b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−27)

, (4.141)

where again such a large negative value might be concerning, but since this case doesn’t

lead to a well defined EFT, we don’t have to worry too much about it. In a similar

vein, associated to the three-form C0Na, the X8 polynomials have already been worked

out in (4.104), and (4.105) for the metric (3.62) with γ = 6, and the metric with generic

dependence on all the eleven dimensions respectively. It is interesting to note that the gs
scalings of the corresponding X8 polynomials match precisely with the gs scalings of the

X8 polynomials in (4.140) and (4.141) respectively but the other coordinate dependences

differ. Similarly, if we take the three-form components C0ia, the X8 polynomial associated

with the metric (3.62) with γ = 6 becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,9a) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4)

, (4.142)

which allows a dominant gs scaling of 0, much like what we had in (4.88). In fact the

similarity also extends to (4.89), which allows a dominant scaling of −8 and here it happens

with:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,9b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−24)

, (4.143)
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although the coordinate dependences would differ as one might have expected. Both of

the X8 polynomials appear from the following permutations of the indices of the curvature

two-forms:

M N P Q R S b j + permutations, (4.144)

where as before, all possible permutations reproduce the same dominant gs scalings for

the two choices of metric ansätze as long as γ = 6 in (3.62). Finally, once we take the

three-form C0iN, the X8 polynomials would appear from the following permutations of the

indices of the corresponding four curvature two-forms:

M P Q R S a b j + permutations, (4.145)

where the values of the curvature two-forms may be computed either for the metric (3.62)

with γ = 6, or with the metric that depends generically on all the eleven dimensions.

Taking the former case leads to the following expression for the X8 polynomial:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,10a) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4+3)

, (4.146)

where again all the permutations in (4.145) leads to the same dominant scaling of +1.

Exactly similar criterion, but with a different dominant scaling, is met when we take the

metric to generically depend on all of the eleven dimensions. The X8 polynomial now

becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,10b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−21)

, (4.147)

with a dominant scaling of −7. All the above choices of the eight-forms are still not enough

to determine the EOMs corresponding to the flux components G0Nia. We need to determine

the lower bounds on the product of the fluxes as they appear in rows 3 to 6 in Table 20.

Using the EFT bounds on the individual components of fluxes in (4.83) and (4.84), the

lower bounds on the four set of the product of the fluxes appear to be:

logx

(
G[MPQRGSb0j]

)
≥ −3, logx

(
G[MPQRGSbij]

)
≥ −3

logx

(
G[MNPQGRSbj]

)
≥ −1, logx

(
G[MPQRGSabj]

)
≥ −1, (4.148)

where x = gs
HHo

. With these bounds, and with the list of X8 forms determined above, we

are now ready to tackle the EOMs corresponding to the flux components G0Nia

Tackling the flux EOMs involve analyzing and comparing the gs scalings of the various

rank seven and eight tensors appearing in Table 20. This is subtle because, according to

(4.18), the behaviors of these tensors do depend on how the derivatives act of the rank seven

tensors. There are four kinds of derivatives that could act of the rank seven tensors, namely

the tensors appearing in rows 1 and 2 of Table 20: temporal derivative, derivatives along
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the spatial R2 directions, derivatives along the M4 ×M2 directions and the derivatives

along the toroidal T2

G directions. The gs scalings of the rank seven tensor T(f)
7 are also

different depending on how the derivatives act. For example, the gs scalings are lia0N − 1,

lia0N, lia0N and lia0N + 2 respectively, corresponding to how the derivatives act. If we now

balance these gs scalings with rows 3 and 7, with rows 4 and 8, with rows 5 and 9 and

with rows 6 and 10 in Table 20 respectively for the four possible actions of the derivatives

on the rank seven tensors, then lia0N appears to have the following four possible ranges of

values:

−2 ≤ lia0N ≤ 0, − 3 ≤ lia0N ≤ −1, − 1 ≤ lia0N ≤ 0, − 3 ≤ lia0N ≤ −1, (4.149)

respectively. Unfortunately these ranges cannot be all consistent with EFT. In fact looking

at (4.83) we see that the range of values of lia0N lying between −3 and −2, i.e. −3 ≤ lia0N < −2

are inconsistent with EFT as may be easily extracted from (4.82). Thus the consistent

range appears to be −2 ≤ lia0N ≤ 0. For the case with temporal derivative, this implies the

following identifications between the gs scalings of the various rank seven and eight tensors:

lia0N − 1 +
2

3
(k1 + kn1 + kn2) = θnl − lia0N −

17

3
− 2k2

3
=

2

3
(k4 + k5) + l

[QR

[MP ⊕ l
bj]

Sa] =
{ l − 1

l − 9
, (4.150)

which we expect to hold at least when we go to higher orders in
(
ki, kni , l,

gs
HHo

)
. Here

l ∈ Z
3 , and the two values correspond to the metric choices (3.62) with γ = 6, and the one

with generic dependence on all the eleven dimensions respectively. At lowest orders the full

identifications (4.150) cannot hold, and the balancing of the gs dependences of the various

tensors of (4.18) leads to the same schematic diagram for lia0N = −2 as we had in (4.127)

with (θ1, θ2) =
(

2
3 ,

8
3

)
. The value of θ1 = 2

3 is expectedly consistent with θ
(1)
nl in (4.138) for

lia0N = −2. When lia0N = 0, the schematic diagram resembles (4.129) with (θ1, θ2) =
(

14
3 ,

8
3

)
which necessitates the inclusion of BBS instantons from (4.32) as θ2 = 8

3 doesn’t have

perturbative terms to balance the gs scalings of the flux products.

When the derivatives act along the spatial R2 directions, clearly it is only the quantum

terms that can balance the gs scalings of the all the rank seven and eight tensors in Table

20 at lowest orders. For lia0N = −2, the schematic diagram is somewhat similar to (4.135)

but with a few notational changes:

d(i) ∗

θ1≥ 2
3

G4 + b1d(i) ∗
(
Y4(θ1) + Y4

θi,2≥ 5
3

(θi,2) + YBBS
4 (θi,3) + ..

)
− b2

(
T8

θi,3≥− 1
3

+2

(i,j)
)
− b3

(
X8

(i,j)
)

= 0, (4.151)

where the negative value in θi,3 tells us that there are no perturbative terms from (4.81)

that can ever contribute even to the lowest orders. For lia0N = 0, the diagram is similar to

(4.151) but now θ1 = 14
3 , θi,2 = θi,3 = 11

3 . Once we go to higher orders in
(
ki, kni , l,

gs
HHo

)
,

we expect:

lia0N +
2

3
(k1 + kn1 + kn2) = θnl − lia0N −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[QR

[MP ⊕ l
0b]

Sa] =
{ l − 1

l − 9
, (4.152)
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with the notations similar to (4.150). The story becomes a bit different when the deriva-

tives act along the internal six-manifold M4 ×M2 on the rank seven tensors in Table

20. For lia0N = −2, the schematic diagram is similar to what we had in (4.132), but with

θ1 = 2
3 (consistent with (4.138)), θM,2 = 8

3 and θM,3 = 5
3 . The key difference from (4.132)

is that now all the quantum terms, at the lowest orders, are given by the perturbative

series in (4.81) with the sub-leading contributions from the instantons (local and non-local

ones). When lia0N = 0, the schematic diagram is similar to (4.46) with (θ1, θ2) =
(

14
3 ,

11
3

)
.

The choice of θ2 = 11
3 naively doesn’t necessitates the introduction of BBS instantons from

(4.32) compared to (4.46). However, the fact that the lowest possible scaling is 7
3 , intro-

ducing local and non-local instantons may become necessary to alleviate any tensions one

might have in dealing with only perturbative operators from (4.81). At higher orders in(
ki, kni , l,

gs
HHo

)
, all terms in (4.18) may be balanced via:

lia0N +
2

3
(k1 + kn1 + kn2) = θnl − lia0N −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[PQ

[MN ⊕ l
bj]

RS] =
{ l

l − 8
. (4.153)

Finally, when the derivatives act along the toroidal directions, the story again differs from

the three cases above. For lia0N = −2, the schematic diagram resembles the one we had

in (4.135), with similar choices of the quantum terms, including the BBS instantons from

(4.32). For lia0N = 0, the schematic diagram again resembles (4.135) but with the following

choices of the quantum terms: θ1 = 14
3 , θa,2 = θa,3 = 11

3 , with the latter coming from

the BBS instantons. Interestingly, since the lowest order scaling for the flux components

G0Nia is 7
3 , the choice of θa,2 = θa,3 = 11

3 may still require higher order BBS instantons’

contributions to alleviate any tension while balancing the quantum terms with the flux

products and the X8 polynomial. Eventually, when we go sufficiently higher orders in(
ki, kni , l,

gs
HHo

)
, the balancing of the various terms in Table 20 may occur perturbatively

via the following identifications:

lia0N + 2 +
2

3
(k1 + kn1 + kn2) = θnl − lia0N −

8

3
− 2k2

3
=

2

3
(k4 + k5) + l

[QR

[MP ⊕ l
ab]

Sj] =
{ l + 1

l − 7
, (4.154)

with sub-leading non-perturbative (and non-local) contributions. Therefore, putting every-

thing together, there appears to be consistent quantum dynamics for the flux components

G0Nia when the dominant scaling lies in the range −2 ≤ lia0N ≤ 0.

Our next interesting case is with the flux components G0MNi whose EOMs are con-

trolled by the three-form fluxes: CMNi,C0MN and C0Ni. The first two can be associated

with the gauge field Ai and A0 respectively defined using the localized two-form ΩMN,

whereas the last one may be related to the field strength F0i defined using a localized

one-form. All of these should lead us to the localized form (4.137). On the other hand,

the three-forms are also related to the X8 polynomials as we discussed earlier. The X8

polynomials associated to C0MN and C0Ni have already been derived in (4.88) and (4.146)

for the metric choices (3.62) with γ = 6 and in (4.89) and (4.147) for the metric choices

with generic dependences on all the eleven dimensions respectively. For the three-form
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G0MNi tensors form gs
HHo

scaling(
T(f)

7

)
PQRSjab

√
−g11G

0MNiF
(n1)
1 F

(n2)
2 ε0MNiPQRSjab lNi0M + 2 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
PQRSjab

√
−g11Y0MNi

4 ε0MNiPQRSjab θnl(k2)− lNi0M −
14
3 −

2k2
3(

T(0,0)
8

)
PQRSab0j

G[PQRSGab0j]
2
3 (k4 + k5) + l

[RS
[PQ ⊕ l

0j]
ab](

T(i,j)
8

)
PQRSijab

G[PQRSGijab]
2
3 (k4 + k5) + l

[RS
[PQ ⊕ l

ab]
ij](

T(m,α)
8

)
MPQRSjab

G[MPQRGSjab]
2
3 (k4 + k5) + l

[QR
[MP ⊕ l

ab]
Sj](

X(0,0)
8

)
PQRSab0j

(4.155), (4.156) l, l − 8(
X(i,j)

8

)
PQRSijab

(4.88), (4.89) l, l − 8(
X(m,α)

8

)
MPQRSjab

(4.146), (4.147) l + 1, l − 7

Table 21. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components G0MNi in (4.18). The contributing three-forms are now CMNi,C0MN and C0Ni

with derivatives along temporal, spatial and the internal six directions respectively.

CMNi, the X8 polynomial becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,11a) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4)

, (4.155)

for the metric choice (3.62) with γ = 6. Notice the similarity of the gs scaling with the one

from (4.88), although their functional forms differ. In fact similar identifications between

the gs scalings may be made for the following X8 polynomial:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,11b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−24)

, (4.156)

and the one from (4.89) although, again, their functional forms differ. (4.156) is determined

for the metric with generic dependence on all the eleven dimensions, and both (4.156) and

(4.155) appear from the following permutations of the indices of the four curvature two-

forms:

P Q R S 0 a b j + permutations, (4.157)

with the dominant scalings remaining the same over all the possible permutations of the

indices in (4.157). The only thing now remaining is to find the lower bounds on the products

of fluxes in Table 21. This may be quantified as (x = gs
HHo

):

logx

(
G[PQRSGab0j]

)
≥ −2, logx

(
G[PQRSGabij]

)
≥ −2, logx

(
G[MPQRGSjab]

)
≥ −1. (4.158)
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With these we are ready to work out the EOMs from Table 21. The first step would be

to match the gs scalings of the rank seven tensors with the rank eight tensors, namely the

flux products and the X8 polynomials. More appropriately however it is the gs scalings of

the derivative actions on the rank seven tensors that need to be identified with the rank

eight tensors. The derivative actions change the gs scalings slightly such that they become

lNi0M + 1 and lNi0M + 2 respectively for the temporal derivative and the derivatives along R2

or alongM4 ×M2 respectively. Equating them to the rank eight tensors, now lead to the

following ranges of choices:

−3 ≤ lNi0M ≤ −1, − 4 ≤ lNi0M ≤ −2, − 3 ≤ lNi0M ≤ −1, (4.159)

respectively for the derivatives along the temporal, spatial and the internal six directions

respectively. Unfortunately EFT considerations from (4.83) rules out the range of values

−4 ≤ lNi0M < −3, so it appears that the valid range consistent with EFT will be −3 ≤ lNi0M ≤
−1. Question is, whether this is consistent with EOMs. This is what we turn to next.

Let us start with the temporal derivative. For lNi0M = −3, the schematic diagram

resembles the one in (4.127) with the same values for θ1 and θ2 (the former is consistent

with θ
(2)
nl in (4.138)). When lNi0M = −1, the schematic diagram now resembles (4.129), again

with the same values of (θ1, θ3) =
(

14
3 ,

8
3

)
(the former is again consistent with (4.138)).

Since θ3 = 8
3 does not allow perturbative terms from (4.81) to participate, we can introduce

the effects of the BBS instantons from (4.32). This will convert θ3 to 14
3 , which is much

like what we had in (4.129). Of course at higher orders in
(
ki, kni , l,

gs
HHo

)
, the balancing

between the various tensors appears to be:

lNi0M + 1 +
2

3
(k1 + kn1 + kn2) = θnl − lNi0M −

17

3
− 2k2

3
=

2

3
(k4 + k5) + l

[RS

[PQ ⊕ l
ab]

0j] =
{ l

l − 8
, (4.160)

with sub-leading contributions from the non-perturbative (and non-local) terms. When

the derivatives act along the spatial R2 directions, taking lNi0M = −3, leads to the same

schematic diagram as in (4.151) including identical values for θ1, θi,2 and θi,3. On the

other hand, taking lNi0M = −1 also leads to (4.151), but now θ1 = 14
3 , θi,2 = θi,3 = 11

3

with the latter appearing from the contributions of the BBS instantons. At higher orders

in
(
ki, kni , l,

gs
HHo

)
the identifications between the various rank seven and eight tensors

become:

lNi0M + 2 +
2

3
(k1 + kn1 + kn2) = θnl − lNi0M −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[RS

[PQ ⊕ l
ab]

ij] =
{ l

l − 8
, (4.161)

with other factors remaining same as in (4.160), including any changes incurred from the

non-perturbative or non-local terms. Finally, when the derivatives act along the internal six

directions, the schematic diagram for lNi0M = −3 is similar to the one in (4.118) with identical

values for θ1 and θ2. These values change to θ1 = 14
3 and θ2 = 8

3 when lNi0M = −1 in (4.118).

Once the effects of the BBS instantons are incorporated in from (4.32), we expect θ2 = 14
3 ,

which is big enough to accommodate quantum terms to balance the flux products from the

fifth row in Table 21. Putting everything together, it therefore appears that consistent
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G0abi tensors form gs
HHo

scaling(
T(f)

7

)
MNPQRSj

√
−g11G

0abiF
(n1)
1 F

(n2)
2 ε0abiMNPQRSj lbi0a − 2 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
MNPQRSj

√
−g11Y0abi

4 ε0abiMNPQRSj θnl(k2)− lbi0a − 14
3 −

2k2
3(

T(0,0)
8

)
MNPQRS0j

G[MNPQGRS0j]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

0j]
RS](

T(i,j)
8

)
MNPQRSij

G[MNPQGRSij]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

ij]
RS](

T(a,b)
8

)
MNPQRSaj

G[MNPQGRSaj]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

aj]
RS](

X(0,0)
8

)
MNPQRS0j

(4.163), (4.164) l − 2, l − 10(
X(i,j)

8

)
MNPQRSij

(4.122), (4.124) l − 2, l − 10(
X(a,b)

8

)
MNPQRSaj

(4.142), (4.143) l, l − 8

Table 22. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components G0abi in (4.18). The contributing three-form fields are now Cabi with derivative

along the temporal direction, C0ab with derivatives along the spatial directions, and C0ai with

derivatives along the toroidal directions.

quantum dynamics may be ascertained in the dominant scaling range −3 ≤ lNi0M ≤ −1 for

the flux components G0MNi.

Our final case is the flux components G0abi whose dynamics are controlled by the

three-forms Cabi with temporal derivative, C0ab with derivatives along R2 and C0ai with

derivatives along the toroidal directions. The X8 polynomials associated with C0ab have

already been computed in (4.122) and (4.124) for the metric (3.62) with γ = 6 and for

the metric with generic dependence on all the eleven dimensions respectively. Similarly

the X8 polynomials associated with C0ai have also been computed in (4.142) and (4.143)

respectively for the two above-mentioned metric choices. The X8 polynomials associated

with Cabi may be computed by looking at the following permutations of the indices of the

curvature two-forms:

M N P Q R S 0 j + permutations. (4.162)

When we take the special metric choice (3.62) with γ = 6, all the permutations in (4.162)

leads to the same dominant scaling −2, much like what we had for the other cases. The

X8 polynomial then becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,12a) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−6)

, (4.163)

with the dominant scaling resembling the one from (4.122), although, as expected, their

functional forms differ. Similarly, once we take the metric with generic dependence on
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all the eleven dimensions, the dominant scale becomes −10, which is uniform over all the

permutations in (4.162):

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,12b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−30)

, (4.164)

where one may notice the scaling resemblance to (4.124). All the X8 polynomials, including

their gs scalings, fill up rows 6 to 8 in Table 22. To complete the story, we now need the

lower bounds on the flux products appearing in rows 3 to 5 in Table 22. For these three

cases the lower bounds become:

logx

(
G[MNPQGRS0j]

)
≥ −4, logx

(
G[MNPQGRSij]

)
≥ −4, logx

(
G[MNPQGRSaj]

)
≥ −1, (4.165)

respectively, where x = gs
HHo

. With these at hand, we are now ready to analyze all the

EOMs associated with the flux components G0abi. First, the bound on lbi0a may be easily

ascertained by comparing the gs scalings in row 1 with the gs scalings of the flux products

in rows 3 to 5 and with the X8 polynomials in rows 6 to 8 from Table 22. A before, the

subtlety appears from how the derivatives act on the rank seven tensors here. For example,

the gs scalings of row 1 will be lbi0a − 3 for temporal derivative, lbi0a − 2 for derivatives along

spatial R2 directions, and lbi0a for derivatives along the toroidal T2

G directions. Taking this

into account, the bounds on lbi0a appear to be:

−1 ≤ lbi0a ≤ 1, − 2 ≤ lbi0a ≤ 0, − 2 ≤ lbi0a ≤ −1, (4.166)

for the three cases respectively. Unfortunately, not all the range of values can be consistent

with EFT, and comparing with (4.83) one may easily see that lbi0a lying between the range−2

and −1 are inconsistent with EFT, i.e. −2 ≤ lbi0a < −1 should be discarded. Interestingly,

EFT considerations appears to rule out the whole range of values for lbi0a when we compare

row 1 with row 5 and row 8 in Table 22 for the case in which the derivatives are along the

toroidal directions. Does that mean that there is no consistent way to express the EOM for

this case? The answer is clearly no because the aforementioned comparison presumes that

the quantum term from row 2 can only participate at the lowest orders. This is clearly not

the case, as we saw in many of the other cases earlier, and we can always balance the rank

eight tensors with various pieces of the quantum terms stemming from either (4.81) or from

the local and non-local BBS instantons (4.32) (and other non-perturbative contributions).

This means the allowed range can be taken to be −1 ≤ lbi0a ≤ 1, and the question is whether

this is also consistent with EOMs. In the following we will verify this against the EOMs.

Starting with the temporal derivative the schematic diagram now resembles (4.127)

with the same values for (θ1, θ2) for lbi0a = −1. When lbi0a = 1, the schematic diagram resem-

bles the one in (4.129), again with the same values for (θ1, θ2) therein, thus necessitating

the contributions from the BBS instantons which would boost up θ2 to 14
3 . At higher

orders in
(
ki, kni , l,

gs
HHo

)
, the various tensors in (4.18) from Table 22 may be identified

pertubatively as:

lbi0a − 3 +
2

3
(k1 + kn1 + kn2) = θnl − lbi0a −

17

3
− 2k2

3
=

2

3
(k4 + k5) + l

[PQ

[MN ⊕ l
0j]

RS] =
{ l − 2

l − 10
, (4.167)
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with l ∈ Z
3 and the two choices are respectively for the two aforementioned metrics,

(3.62) with γ = 6 and the generic eleven-dimensional coordinate dependent metric. When

the derivatives act along the spatial R2 directions, for lbi0a = −1, the schematic diagram

resembles the one in (4.151) with the same choices of quantum terms as depicted therein.

For lbi0a = 1, the diagram is similar to (4.151) but the quantum contributions come from

θ1 = 14
3 , θi,2 = θi,3 = 11

3 with the latter getting contributions from the BBS instantons

(4.32). Again, for higher orders in
(
ki, kni , l,

gs
HHo

)
the identifications of the various rank

seven and eight tensors would entail:

lbi0a − 2 +
2

3
(k1 + kn1 + kn2) = θnl − lbi0a −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[PQ

[MN ⊕ l
ij]

RS] =
{ l − 2

l − 10
, (4.168)

perturbatively with sub-leading non-perturbative and non-local contributions. Finally,

when the derivatives act along the toroidal T2

G directions, for the case lbi0a = −1, the

schematic diagram resembles (4.72) but with θ2 = −1
3 . Introducing BBS instantons would

change this to +5
3 . Of course since the lowest scaling carried by G0abi is 1

3 , the value of

θ2 = 5
3 may still be not enough to balance with the X8 polynomial, so the next order may

become important. When lbi0a = 1, the schematic diagram resembles somewhat (4.114), but

with the following differences:

d(a) ∗

θ1≥ 14
3

G4 + b1d(a) ∗
(
Y4(θ1) + YBBS

4

θa,2≥ 5
3

+2

(θa,2) + YBBS
4 (θa,3) + ..

)
− b2

(
T8

θa,3≥ 8
3

+2

(a,b)
)
− b3

(
X8

(a,b)
)

= 0,

(4.169)

where we now see that, since the lowest scaling contributed by G0abi is 7
3 , there are no

perturbative contributions balancing the quantum terms with the flux products or the X8

polynomial. Non-perturbative contributions become essential here, although for θa,2 = 11
3

one might also have to incorporate non-local contributions for consistency. On the other

hand, for sufficiently higher orders in
(
ki, kni , l,

gs
HHo

)
we expect at least perturbatively we

can balance the various tensors in Table 22 via:

lbi0a +
2

3
(k1 + kn1 + kn2) = θnl − lbi0a −

8

3
− 2k2

3
=

2

3
(k4 + k5) + l

[PQ
[MN ⊕ l

aj]
RS] =

{ l

l − 8
,

(4.170)

with the non-pertubative (and non-local) terms contributing at the sub-leading order. This

is where the merging of the over-brackets and the under-brackets in(4.169) can happen.

Putting everything together, it appears that consistency with the quantum dynamics can

again be met for the flux components G0abi in the range −1 ≤ lbi0a ≤ 1.

Case 5: G0ijM and G0ija components

We start by the flux components G0ijM that we already dealt in some details in Table

13. However therein we only considered the EOM coming from the three-form field C0ij ,
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G0Mij tensors form gs
HHo

scaling(
T(f)

7

)
NPQRSab

√
−g11G

0ijMF
(n1)
1 F

(n2)
2 ε0ijMNPQRSab ljM0i + 4 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
NPQRSab

√
−g11Y0ijM

4 ε0ijMNPQRSab θnl(k2)− ljM0i −
14
3 −

2k2
3(

T(0,0)
8

)
NPQRS0ab

G[NPQRGS0ab]
2
3 (k4 + k5) + l

[QR
[NP ⊕ l

ab]
0S](

T(i,j)
8

)
NMPQRSabi

G[NPQRGSabi]
2
3 (k4 + k5) + l

[QR
[NP ⊕ l

bi]
Sa](

T(m,α)
8

)
MNPQRSab

G[MNPQGRSab]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

ab]
RS](

X(0,0)
8

)
NPQRS0ab

(4.173), (4.174) l + 1, l − 7(
X(i,j)

8

)
NPQRSabi

(4.146), (4.147) l + 1, l − 7(
X(m,α)

8

)
MNPQRSab

(4.10), (4.12) l + 2, l − 6

(Λ8)MNPQRSab δ8(z − z′) 0

Table 23. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components G0ijM in (4.18). Note that this is an elaborated version of the results in Table

13 by including the effects from the three-forms CMij ,C0Mi and C0ij with derivatives along the

temporal, spatial and the internal six directions respectively.

and did not study the remaining EOMs from the three-form fields CijM and C0iM with

derivatives along the temporal and the spatial R2 directions. In the same vein, we should

also consider the flux components G0ija whose EOMs originate from the three-form fields

Cija, with temporal derivative, C0ij , with derivatives along the toroidal directions and

C0ia, with derivatives along the spatial directions. First however let us get some of the

consistency checks out of the way. Comparing rows 1 and 2 in Tables 23 and 24, it is

easy to see that the flux components G0ijM and G0ija contribute as:

θ
(1)
nl = 2

(
ljM0i +

13

3

)
, θ

(2)
nl = 2

(
ljM0i +

10

3

)
, (4.171)

respectively, which matches with the scalings in (4.82) when (l67, l68) and l86 take values 2

at the lowest orders to provide the corresponding kinetic terms. The three-forms associated

with the two set of flux components are associated with the X8 polynomials. For G0ijM,

the X8 polynomials related to C0ij and C0iM have already been derived respectively in

(4.10) and (4.146) for the metric (3.62) with γ = 6 and in (4.12) and (4.147) for the metric

with generic eleven-dimensional dependence. Associated with the three-form CijM, the X8

polynomials are related to the following permutations of the indices of the four curvature

two-forms:

N R P Q S 0 a b + permutations, (4.172)
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with the two input metric ansätze, one, (3.62) with γ = 6, and two, generic metric with

eleven-dimensional dependences. For the first case, all permutations lead to the same

dominant gs scaling of:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,13a) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4+3)

, (4.173)

which is a positive integer. Interestingly, if we had taken γ = 5 in (3.62), this would not

have been the case, and the dominant scale would be −1
3 captured by three of the fourteen

permutations of the alphabets in (4.172) (the remaining are 0). For the second case, i.e.

when the metric allows a generic dependence on all the eleven-dimensional coordinates, the

polynomial becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,13b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−21)

, (4.174)

where one may note the similarities between the gs scalings from (4.146) and (4.147)

although their functional forms differ. To complete the story, one may also work out the

bounds on the products of the flux components from rows 3 to 5 in Table 23. They are

given by:

logx

(
G[NPQRGS0ab]

)
≥ −1, logx

(
G[NPQRGSabi]

)
≥ −1, logx

(
G[MNPQGRSab]

)
= 2, (4.175)

where note the equality in the last case. This stems from our earlier choice (4.57) which,

in fact, also fixes ljM0i = −4. Can this continue to hold once we take other EOMs associated

with the flux components G0ijM? To see this we will have to find the allowed range of

choices for ljM0i .

However before going into this, let us ask the reason for the choice ljM0i = −4 in the

first place. As shown in great details in the first reference of [7] (see section 4.2.4 therein),

the choice of ljM0i = −4 stems from the presence of dynamical membranes in the system.

In fact this fixes the form of G0ijM to be [7]:

G0ijM(x, y, wa; gs) = ε0ij

[
c̄1∂M (HHo)

−4 +
c̄2

(HHo)
4 g̃µν ∂Mg̃µν

](
gs

HHo

)−4

+
∑
k∈ Z

2

G(k)
0ijM(x, y, wa)

(
gs

HHo

) 2
3

(k−6)

, (4.176)

where (c̄1, c̄2) are numerical constants; H = H(y) and Ho = Ho(x, y) are the warp-factors;

and g̃µν is the un-warped (i.e. gs independent) metric along the space-time R2,1 as we

took in (3.62) with γ = 6. Note the piece that depends on the derivative of the un-warped

metric. Such a piece is absent for the flat-slicing that we took in [7], but appears when

we take the de Sitter space with generic slicings. For the metric with generic dependence

on all the eleven dimensional coordinates, both H and Ho can develop dependences on wa.

This would lead to a breakdown of EFT, so we won’t elaborate it further. Note that the
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first term of (4.176) seems to allow a three-form C0ij = ε0ij g
−4
s , if we assume sufficiently

slowly moving membranes such that (4.176) may be approximated to G0ijM = 1
4!∂[MC0ij].

In such a case both temporal and spatial derivatives on the rank seven tensors from Table

23 should contribute to the EOMs. What happens if they are accounted for?

To see the effects of the other EOMs coming from the three derivative actions −
temporal, spatial and internal six-dimensional − on the rank seven tensors in Table 23,

we will first ignore the fact that ljM0i = −4. This means comparing the gs scalings ljM0i + 3,

ljM0i +4 and ljM0i +4 with rows (3, 6), rows (4, 7) and rows (5, 8, 9) from Table 23 respectively.

This leads to the following range of values for ljM0i :

−4 ≤ ljM0i ≤ −2, − 5 ≤ ljM0i ≤ −3, ljM0i = (−2,−4), (4.177)

where the lower bound ljM0i = −5 clashes with EFT bound from (4.83) and therefore the

whole range −5 ≤ ljM0i < −4 is eliminated. Thus the valid range, consistent with EFT,

appears to be −4 ≤ ljM0i ≤ −2 which matches well with the values ljM0i = −2 or ljM0i = −4

coming from the derivatives along M4 ×M2 on the rank seven tensors.

The last term in (4.177) deserves some comments. The choice ljM0i = −4 appears when

we identify row 1 with row 9 in Table 23, i.e. identify the flux derivatives along the

internal six directions with the membrane sources. On the other hand, ljM0i = −2 appears

from identifying row 1 with either flux products (row 5) or the X8 polynomial (row 8) in

Table 23. We also see the appearance of ljM0i = −3, when we take the spatial derivatives.

Such a choice appears when we take no branes in the system, as predicted earlier in (4.77).

There is however a subtlety when we look at (4.73). The lowest order gs identifications

therein involve Y4 (θM,a) matching with the gs scalings of both T(M,a)
8 and X(M,a)

8 . This

doesn’t appear to be the case when we take the EOMs associated with derivatives along

the spatial R2 directions. However if we take ljM0i = −3 for the case with derivatives along

the internal six directions, the schematic diagram resembles (4.73) with θ1 = 8
3 and θM = 11

3

in (4.82). All of these happens in the absence of branes, but the subtlety pointed out in

footnote 44 still remains. Thus it appears that the realization of ljM0i = −3 may be a bit

tricky here.

Let us move forward by asking what does the choice ljM0i = −4 entails for the other

EOMs. The EOM with temporal derivative allows the range −4 ≤ ljM0i ≤ −2 as we saw

in (4.177). When ljM0i = −4, the schematic diagram here resembles (4.127) with the same

choices for (θ1, θ2). Similarly when ljM0i = −2, the diagram resembles (4.129) with same

values for (θ1, θ2) therein implying the necessity of adding BBS instantons from (4.32) thus

boosting θ2 to 14
3 . At higher orders in

(
ki, kni , l,

gs
HHo

)
we expect a relation like:

ljM0i + 3 +
2

3
(k1 + kn1 + kn2) = θnl − ljM0i −

17

3
− 2k2

3
=

2

3
(k4 + k5) + l

[QR

[NP ⊕ l
ab]

S0] =
{ l + 1

l − 7
, (4.178)

perturbatively, much like what we had earlier. When the derivatives act along the internal

six directions, we expect (4.35) to be valid between the gs scalings of the various tensors

in Table 23. In the absence of branes, there is a possibility of allowing ljM0i = −2 (modulo
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the subtlety pointed out in footnote 44). For this case the schematic diagram becomes:

d(M) ∗G4 + b1d(M) ∗
(
Y4

θ1≥ 14
3

(θ1) + Y4(θ2) + ..
)
− b2

(
T8

(m,α)
)
− b3

(
X8

(m,α)
)

= 0,

(4.179)

which would mean that, even to the lowest orders, (4.35) could be perturbatively realized

(once we further identify it to l + 2 where l ∈ Z
3 for the metric (3.62) with γ = 6). For

the case with spatial derivatives, taking ljM0i = −4 gives vanishing gs scaling of the flux

derivatives (i.e. derivatives on the rank seven tensors in row 1 of Table 23), but since we

are not allowing membranes to wrap S1 ∈ M4 ×M2, the schematic diagram will have to

resemble (4.151) with the input of BBS instantons in the same way therein. Perturbatively

however, at higher orders in
(
ki, kni , l,

gs
HHo

)
, the identifications become:

ljM0i + 4 +
2

3
(k1 + kn1 + kn2) = θnl − ljM0i −

14

3
− 2k2

3
=

2

3
(k4 + k5) + l

[QR

[NP ⊕ l
bi]

Sa] =
{ l + 1

l − 7
, (4.180)

which may be compared to (4.35) and (4.178). After the dust settles, it appears that

our original choice of ljM0i = −4 still works consistently even in the presence of additional

EOMs for the flux components G0ijM. The fact that negative gs scaling doesn’t create a

problem here at late time because it is proportional to the volume form which also scales

as
(

gs
HHo

)−4
.

The story however gets a bit more subtle for the flux components G0ija. Clearly since

both the warp factors H and Ho cannot be functions of wa (to avoid breakdown of EFT),

the flux components G0ija cannot take the form (4.176). Furthermore EFT bound from

(4.83) will tell us that such flux components cannot scale as
(

gs
HHo

)−4
.

What could be the simplest way to derive the dominant scaling for G0ija components?

One way would be to analyze all the EOMs from Table 24, as we have done for the other

flux components before. Another, maybe a bit more efficient, way would be to look at the

membrane dynamics and determine the form for the flux components G0ija, much like the

way we derived (4.176). However as cautioned above, the scaling cannot be
(

gs
HHo

)−4
, so

we need to proceed carefully. The analysis of the slowly moving M2 branes, as derived in

section 4.2.4 in the first reference of [7] leads to the following possible form for the dominant

scaling of G0ija:

G0ija = −3

2

√
−γ(2) gµν ∂agµν ε0ij =

c̄3(wa)

(HHo)
4

(
gs

HHo

)−4+ γ
3

+ ....., (4.181)

where the dotted terms capture some of the sub-dominant powers of gs, and c̄3(wa) is a

function of the toroidal coordinates, especially x11. The complete form of the sub-dominant

pieces can be worked out once we take dynamical membranes into account, but we will not

do so here. Instead let us examine (4.181) carefully. The γ appearing48 in (4.181) stems

48Not to be confused with γ(2) which is the determinant of the pull-back metric on the membrane [7].
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G0ija tensors form gs
HHo

scaling(
T(f)

7

)
MNPQRSb

√
−g11G

0ijaF
(n1)
1 F

(n2)
2 ε0ijaMNPQRSb lja0i + 2 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
MNPQRSb

√
−g11Y0ija

4 ε0ijaMNPQRSb θnl(k2)− lja0i −
14
3 −

2k2
3(

T(0,0)
8

)
MNPQRS0b

G[MNPQGRS0b]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

0b]
RS](

T(a,b)
8

)
MNPQRSab

G[MNPQGRSab]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

ab]
RS](

T(i,j)
8

)
MNPQRSbi

G[MNPQGRSbi]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

bi]
RS](

X(0,0)
8

)
MNPQRS0b

(4.182), (4.183) l, l − 8(
X(a,b)

8

)
MNPQRSab

(4.10), (4.12) l + 2, l − 6(
X(i,j)

8

)
MNPQRSbi

(4.142), (4.143) l, l − 8

Table 24. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components G0ia in (4.18). Despite similarities to the flux components G0ijM, the behavior

will turn out to be quite different. The three-form fluxes contributing to the eight-forms as well

as the EOMs are Cija with derivative acting along the temporal direction, C0ij with derivatives

acting along the toroidal directions and C0ia with derivatives acting the spatial directions.

from our metric choice (3.62), so when γ = 6, the dominant scaling for the flux components

G0ija appears to be
(

gs
HHo

)−2
, which is well within the EFT bound from (4.83). There is

however a subtlety here: the choice (4.181) relies on the space-time metric to take the form

(3.62). While the choice of the metric (3.62), i.e. gAB, when (A,B) ∈ M4 ×M2 makes

sense, an extension to the space-time and the toroidal directions would imply a deviation

from exact de Sitter space-time in the dual IIB side, unless we take the limit x11 → 0 in

the end. Unfortunately this makes c3(x11)→ 0, so produces vanishing flux components.

The outcome of the above reasonings is that space filling membranes may not be a

good source for the G0ija components, so our only choice appears to be an analysis of the

EOMs from Table 24 as alluded to earlier. The three-forms responsible for the EOMs

are Cija, with temporal derivative, C0ij , with derivatives along the toroidal directions, and

C0ia, with derivatives along the spatial directions. Similarly the X8 polynomials associated

with C0ij and C0ia have been worked out in (4.10) and (4.142) respectively for the metric

choice (3.62) with γ = 6; and in (4.12) and (4.143) respectively for the metric with generic

dependence on all the eleven dimensional coordinates. For the three-form Cija, the X8

polynomial becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,14a) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4)

, (4.182)

for the metric choice (3.62) with γ = 6. Note the similarity of the gs scaling with the one

– 113 –



for (4.142). This similarity continues to hold even when we take the generic metric, and

the X8 polynomial becomes:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,....,l4)
(8,14b) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4−24)

, (4.183)

although the functional forms differ. If we had taken γ = 5 in (3.62), the dominant scaling

would have been −4
3 from one of the permutations of the indices of the four curvature

two-forms in the following:

M N P Q R S 0 b + permutations, (4.184)

with all the remaining ones giving −1 as the gs scaling. Expectedly, for both (4.182) and

(4.183), the arrangements of the curvature forms across the permutations, all lead to the

same dominant scalings of 0 and −8 respectively. The lower bounds on the flux products

from rows 3 to 5 in Table 24 now become:

logx

(
G[MNPQGRS0b]

)
≥ −1, logx

(
G[MNPQGRSab]

)
= 2, logx

(
G[MNPQGRSbi]

)
≥ −1, (4.185)

where now the equality in the middle term appears from our choice (4.57). Again, as

before, we need to compare the gs scalings of the flux products and the X8 polynomials

with the flux derivatives from row 1 of Table 24. The latter takes values lja0i + 1, lja0i + 4

and lja0i + 2 for the temporal, toroidal and spatial derivatives respectively, producing the

following range of choices:

−2 ≤ lja0i ≤ −1, lja0i = −2, − 3 ≤ lja0i ≤ −2, (4.186)

which when combined together gives us lja0i lying between −3 and −1, i.e. −3 ≤ lja0i ≤ −1.

Note that the case with derivatives along the toroidal directions, reproduces the dominant

scaling of lja0i = −2 which should be compared to (4.181). The schematic diagram for this

case becomes:

d(a) ∗G4 + b1d(a) ∗
(
Y4

θ1≥ 8
3

(θ1) + Y4(θ2) + ..
)
− b2

(
T8

(a,b)
)
− b3

(
X8

(a,b)
)

= 0,

(4.187)

with the choice of θ1 = 8
3 consistent with (4.171). This equality of the gs scalings of the

various tensors in (4.187) at the lowest orders implies that the equality would continue to

hold at higher orders in
(
ki, kni , l,

gs
HHo

)
provided:

2

3
(k1 + kn1 + kn2) + 2 = θnl −

2

3
(1 + k2) =

2

3
(k4 + k5) + 2 = l + 2, (4.188)

where l ∈ Z
3 and θnl can be fixed from (4.82). Interestingly, while (4.179) and (4.187) are

realized for ljM0i = lja0i = −2, both appears to be riddled with subtleties. In general, for
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G0ABC tensors contributing 3-forms EFT bounds allowed range of choices

G0MNP CMNP, C0MN −2 −2 ≤ lNP
0M ≤ 0

G0NPa CNPa, C0NP, C0Pa −1 −1 ≤ lPa0N ≤ 1

G0Nab CNab, C0ab, C0Na 0 0 ≤ lab0N ≤ 2

G0MNi CMNi, C0MN, C0Ni −3 −3 ≤ lNi0M ≤ −1

G0Nia CNia, C0Na, C0ia C0iN −2 −2 ≤ lia0N ≤ 0

G0ijM CijM, C0Mi, C0ij −4 ljM0i = −4

G0ija Cija, C0ij , C0ia −3 −3 ≤ lja0i ≤ −1

G0abi Cabi, C0ab, C0ai −1 −1 ≤ lbi0a ≤ 1

Table 25. Comparing all the allowed gs scalings,
(

gs
HHo

)lBC
0A

, of the various tensors that contribute

to the EOMs for the G-flux components G0ABC in (4.18), where lBC
0A are the dominant scalings. We

have also shown the EFT bounds that appear from (4.82) for the various components, as well as the

three-form tensors associated with these components. These three-forms are essential to construct

the structure of the associated X8 polynomials. In the range of choices in the gs scalings, although

the lower bounds are fixed, the upper bounds are flexible as elaborated in the text.

−3 ≤ lja0i ≤ −1, we expect to some higher orders in
(
ki, kni , l,

gs
HHo

)
, the following matching

conditions:

lja0i + 2 + Xr
∂ +

2

3
(k1 + kn1 + kn2) = θnl − lja0i −

14

3
− 2k2

3
+ Xr

∂ =
2

3
(k4 + k5) + l

[PQ

[MN ⊕ l
br]

RS] =
{ l + αr
l + βr

,

(4.189)

where r = (0, i, a) depending on the temporal, spatial and toroidal derivatives respectively;

with the above matching conditions to hold pertubatively so that we can read up θnl from

(4.82) from the pertubative quantum terms in (4.81). The other parameters appearing in

(4.189) are defined as follows:

(
X0
∂ ,X

i
∂ ,X

a
∂

)
= (−1, 0, 2), (α0, β0) = (0,−8), (αi, βi) = (0,−8), (αa, βa) = (2,−6), (4.190)

which may be easily read up from Table 24. The consistency of (4.190) may be seen from

taking the limiting values of lja0i . For example when lja0i = −3 and r = 0, the schematic

diagram resembles (4.109), but with (θ2, θ0,2, θ0,3) =
(

2
3 ,

8
3 ,

5
3

)
. When lja0i = −1, the diagram

resembles (4.129) but with θ3 = 11
3 . One can similarly work out the other cases. Thus

there appears to be well defined dynamics for the flux components G0ija in the range

−3 ≤ lja0i ≤ −1, however for lja0i = −2 one can keep G0ija = 0 to avoid conflicting with

EFT.
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Case Summary: G0ABC flux equations and their behaviors

In this section we studied in detail the behavior of the flux components G0ABC. The result

of our analysis is summarized in Table 25. While the lower limits in the various range

of choices are strictly bounded by EFT considerations, the upper limits are somewhat

flexible. If we fix the form of G0ijM from (4.176) and take G0ija = 0, then we see from

Table 25 that almost all of the dominant scalings lBC
0A passes through lBC

0A = 0, except the

flux components G0MNi (which is not strict because of the flexibility of the upper bound).

One choice then would be to fix all the dominant scalings, except ljM0i and lja0i , to be zero, i.e.

keep lBC
0A = 0. This attractive choice however suffers from the following issue: viewing the

de Sitter space as a Glauber-Sudarshan state, the choice lBC
0A = 0 would imply that these

flux components can only appear off-shell. A way to avoid the appearance of such off-shell

states is to make the gs independent pieces of G0ABC to vanish. That this is possible can

be seen from Tables 17 to 24: the quantum terms can balance the X8 polynomials and

the flux products, without invoking flux derivatives at this order, thus satisfying the EOMs

consistently as we saw in our above analyses.

Interestingly, keeping lBC
0A = 0 implies that some flux components would contribute at

higher orders in
(
ki, kni , l,

gs
HHo

)
, as may be seen from (4.82). For example G0MNP would

contribute as
(

gs
HHo

)7/3
, G0MNi would contribute as

(
gs

HHo

)10/3
, and so on. They therefore

cannot influence the Schwinger-Dyson’s equations associated with the metric components.

On the other hand, if their scalings are given by the lower bounds in Table 25, then all

flux components of the type G0ABC, including G0ijM, would contribute as
(

gs
HHo

) 1
3

(we

still keep G0ija = 0). The contributions of these to the space-time equations, i.e. the

Schwinger-Dyson’s equations for gµν , would be −8
3 + 2 × 1

3 = −2 which is also how the

flux components GMNab contributed in [7]. From the quantum side, such contributions can

only come from instanton effects as we discussed in [8]. Because of the no-go conditions

[2, 3], it is only these non-perturbative quantum terms that could make an effect to this

cause. One might then question whether there is any strong reason to keep the
(

gs
HHo

)p
contributions from the fluxes with p small. Can we not go with any p ∈ Z

3 , instead of

p = O
(

1
3

)
? The answer is no because if p >> 1

3 , then (4.81) and (4.82) will tell us that

there may not be flux related contributions non-perturbatively either to the flux EOMs or

to the Einstein’s equations (both of these appearing here as consequence of the Schwinger-

Dyson’s equations). Therefore keeping p small is advisable and useful.

Our above discussions provide strong motivations to keep the flux components time-

dependent. On the other hand, if we want to keep lBC
0A = 0 (except for ljM0i and lja0i ), then the

only flux components that would contribute as
(

gs
HHo

) 1
3

are G0Mab, as may be easily seen

from (4.81) and (4.82) (see the coefficients of l90 and l91 in (4.82)). Interestingly, these flux

components go hand-in-hand with the flux components GMNab that also scale as
(

gs
HHo

) 1
3

(see the coefficients of l69, l70 and l71 once we insert (4.57) in (4.82))49. We can then keep

49This is not surprising. The flux components GMNab are localized fluxes, so appear as field strengths
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the time-independent parts of the other flux components zero, as alluded to earlier. In fact

quantum terms can conspire to keep components like G0MNP zero as in (3.14) (non-zero

G0MNP flux components contribute only to order
(

gs
HHo

)− 8
3

+2× 7
3

=
(

gs
HHo

)2
from (4.82) to

the space-time Einstein’s equations when lNP
0M = 0. This is a far cry from the lowest order(

gs
HHo

)−2
contributions necessary to balance the space-time Einstein’s equations).

Let us try to quantify some of the above comments. As mentioned many times, G4

is not just dC3 because of the non-trivial Bianchi identity. The Bianchi identity, derived

around eq. (4.139) in the first reference of [7], combines the quantum terms Ŷ4 and Y7 in a

self-consistent way to reproduce flux quantization etc. for the time-dependent background

(see details in section 4.6 and also in [7]). For the present case, let us define G4 using

C3 and the quantum terms (which we shall denote as Qi(Ŷ4,Y7)) for the flux components

G0ABC as G4 = dC3 + Q. In terms of components we can write this as:

G0ABC =
1

4!
∂[0

∑
k∈ Z

2

C
(k)
ABC](x, y, w

a)

(
gs

HHo

)lCAB+ 2k
3

 (4.191)

+
∑
k∈ Z

2

[
Q(p,k)

0ABC(x, y, wa)

(
gs

HHo

)l̃ BC
0A + 2k

3

+ Q(np,k)
0ABC(x, y, wa)

(
gs

HHo

)l̂ BC
0A + 2k

3

]
,

where (p, np) denote the perturbative (that include (4.81) and topological) and non-perturbative

(including the non-local) quantum terms respectively. The dominant scalings of the three

terms on the RHS of (4.191) are (lCAB, l̃
BC

0A , l̂ BC
0A ) and they have to be related to lBC

0A , the

dominant scaling of G0ABC from (3.62). As discussed in the first reference of [7], when

the components of the G-flux lie in the eight-dimensional internal space, the dominant

scaling of the G-flux components match exactly with the dominant scalings of the quan-

tum terms. These identifications are essential to satisfy flux quantizations and Bianchi

identities. Here, although there are no flux quantization rules, Bianchi identities, that give

rise to (4.191) in the first place, need to be satisfied. This means at least lBC
0A have to

match up with (l̃ BC
0A , l̂ BC

0A ), although the gs scalings of the three-form fields can match up

at higher orders50. In the following let us speculate what happens when the dominant

scalings of the three-form fields match with the dominant scalings of the corresponding

G-flux components (with due consideration to footnote 50). For this we have to study the

Bianchi identities associated with the various G-flux components and their connections to

the corresponding three-form fields. Looking at Table 25 we see that CMNP, for example,

has multiple components because (M,N) ∈M4 ×M2. We can denote them, symbolically,

F (k)
MN on the IIB branes (see (3.16)). The gauge fields then come from the three-form CMab, which would

scale as
(

gs
HHo

)+1

from (4.57). As such, this automatically switches on G0Mab components scaling as(
gs

HHo

)0

. The subtlety is that G4 6= dC3 because of the Bianchi identity involving quantum terms, so the

above argument is only true if C3 has the required dominant scaling, or share the same dominant scaling

as the quantum terms.
50With temporal derivatives, the matching will involve lCAB − 1 as expected .
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as:

CMNP =
(

Xa
1,X

b
1,X

c
1, .....

)
≡ X1(x, y, wa; gs), (4.192)

such that X1 denote a set of functions with various tensor indices restricted to a give

subspace. The subspaces could beM4×M2, or T2

G , or R2, depending on which components

we consider from Table 25. Let Xi, with i = 1, ..., 14 denote the functions appearing in

Table 32. The Bianchi identities then will lead to the following set of equations:

∂0X1 + [∂PX2] + Q1 = G1

∂0X3 + ∂aX2 + [∂NX4] + Q2 = G2

∂0X5 + ∂NX6 + [∂bX4] + Q3 = G3

∂0X7 + ∂iX2 + [∂MX8] + Q4 = G4

∂0X14 + ∂iX6 + [∂bX10] + Q8 = G8

∂0X11 + ∂MX12 + [∂jX8] + Q6 = G6

∂0X13 + ∂aX12 + [∂jX10] + Q7 = G7

∂0X9 + ∂iX4 + ∂NX10 + ∂aX8 + Q5 = G5, (4.193)

where Gi are the set of G-flux components51 according to their order of appearance in

Table 25, Qi are the (p, np) quantum terms from (4.191) (albeit written in terms of dual

variables, i.e. seven-forms instead of four-forms, as in [7]52), and [....] denote partial anti-

symmetrization, for example: [∂PX2] ≡ ∂[PC|0|MN], with |q| denoting components neutral

under anti-symmetrization. We are also not careful about the relative signs, because Xi

denote set of functions as in (4.192) so the components can be arranged appropriately to

allow relative plus signs.

Let us start by analyzing the first equation in the set of equations in (4.193). We

should begin by noting that, since (X1,X2) are themselves set of flux components, this

is not just a single equation but involves at least 20 different equations. The first term

X1 scales as
(

gs
HHo

)+1
from (4.57), therefore according to footnote 50, this would scale as(

gs
HHo

)0
, which we will henceforth write as 0. (In fact, to avoid clutter, we will henceforth

denote the gs scaling
(

gs
HHo

)±p
by ±p.) However since the EFT (or the EOM) bound from

Table 25 for the flux components G1 is −2, there is a possibility that X2 scales as −2. If

this is true, then in the second equation, G2 will at least scale as −2 contradicting53 the

EFT (or EOM) bound of −1. This means X2 can at most scale as −1, but nothing smaller

51The precise forms of Gi, or the flux components G0ABC, will be spelled out in sub-section 4.6. For the

time being it will suffice to note that they scale in the same way with respect to gs
HHo

.
52Recall that they scale in the same way as (4.81).
53There is a subtlety here: in the second equation X2 appears with derivatives along the toroidal direc-

tions. From our choice of the metric (3.62) one might think that it should bring down some factors of γ
3

.

This is not quite true because when X3 = X4 = Q2 = 0, the second equation can be integrated to give:

C0NP(x, y, x11; gs) =

√
π

2

(
gs

HHo

)lPa0N−
γ
6
∞∑
k=1

ck G(k)
0NPa(x, y) Erf

[
√
d1 Mpx

11

(
gs

HHo

) γ
6

]
,
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implying that G1 can at most scale as −1. On the other hand, the −1 scaling of G1, or the

flux components G0MNP, means that it can only contribute as +4
3 to the quantum terms

(4.81) (see coefficients (l87, l88, l89) from (4.82)). The +4
3 scaling of the G-flux components

G0MNP then implies that they cannot contribute to the lowest order Einstein’s equations

and therefore cannot influence the lowest order metric components. This conclusion does

not change even if we allow all parts of the first equation in (4.193) to scale in the same

way, namely as 0.

In the second equation of (4.193), which is in fact a collection of at least 30 equations,

the first term ∂0X3 would scale as zero because of our choice (4.57). The second term

can scale as −1 or 0 depending on how the first equation scales. The third term can at

most scale as −1 because of the EFT bound in Table 25. However this would create a

contradiction because it will make the third equation in (4.193) to scale at least as −1,

thus violating the EFT bound of 0. To avoid such issues, X4 can only scale as 0 or higher,

implying further that G0NPa can scale as X2 or Q2 if their scalings are smaller than 0,

otherwise G0NPa will scale as 0. Since we assumed X2 to scale as 0 from the first equation

in (4.193), and G-flux components share the same dominant scalings as the corresponding

three-form fields, means G0NPa components will also scale as 0. Looking at the coefficients

of (l91, l92, l93) from (4.82), we see that G0NPa components contribute as +4
3 , and therefore

cannot participate at the lowest order Einstein’s equations.

In the third equation of (4.193), which is a collection of 6 equations, both X5 and X4

scale as 1 and 0 respectively and therefore X6 can only scale as 0 or higher. Since 0 is

also the EFT bound, we see that G0Nab scaling as 0, can contribute to the lowest order

Einstein’s equations as alluded to earlier (see also footnote 49).

In the fourth equation of (4.193), both X7 and X8 can scale as −3 or higher because of

the EFT bound, but then the latter will contradict the EFT bound of −2 for G0Nia (unless

the toroidal derivatives bring down extra powers of gs). Near (gs,Mpx
11)→ (0, 0) this is not

possible (see footnote 53), and assuming the dominant scalings to remain the same across

the various three-form fields contributing to G4 in (4.193), the flux components G0MNi

would scale as 0. One may similarly argue the scalings of the other G-flux components,

and show that the scalings of 0 for each of them (except for G0ijM) work under the assumed

conditions54. Unfortunately this means none of the flux components, except G0Nab and

where Erf(ax11) is the error function, and we have restricted the exponential piece from (3.62) to only

quadratic factors. In the limit (gs,Mpx
11)→ (0, 0), the error function can be expanded as a Taylor series,

and from there it is easy to infer the scaling of C0NP to be lPa0N without the γ factor. This implies that

the dominant scaling of X2 doesn’t change by the derivative action as long as we do not involve temporal

derivative. The other limit of Mpx
11 →∞ is not very useful for us here.

54There are still a few subtleties that need elaborations here. First, in the sixth equation of (4.193), X12

would scale as −4, but X11 can scale as −3 or higher (similarly X8 can scale as −2 or higher). According to

(4.57), the dominant scaling of G6, i.e. G0ijM, should be −4. From the exact expression in (4.176) we see

that this is indeed the case (although the knowledge of the un-warped space-time metric g̃µν is essential).

However the expression (4.176) also suggests vanishing CijM and C0iM. This would seem to consistently

fit with our procedure of fixing the scalings of the G-flux components from the corresponding three-form

fields: since both CijM and C0iM, i.e. X11 and X8 respectively, do not share the same dominant scaling of

X12, they should be put to zero. Secondly, the choice of the dominant scaling −4 for X12, i.e. C0ij , would

seem to contradict the EFT bound of −3 for G7, i.e. G0ija, in the seventh equation of (4.193) in light
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G0ijM, can participate to the lowest order Einstein’s equations.

To summarize, if the dominant scalings of the flux components G0ABC are kept zero,

then most of the flux components (except G0Nab and G0ijM) do not contribute to the lowest

order Einstein’s equations for the space-time or the internal space. In that case one can

keep the time-independent parts of the flux components zero without violating any of the

flux EOMs. If the dominant scalings are given by the EFT bounds (i.e. the third column

in Table 25) then almost all flux components (except again G0Nab) are time-dependent

and contribute equally as
(

gs
HHo

) 1
3

to (4.81). If the dominant scalings lBC
0A ≥

1
3 , then none

of the flux components contribute to the Einstein’s equations at the lowest orders. Away

from these limits, the G0ABC flux components are generically time-dependent, and can be

allowed as a part of the Glauber-Sudarshan state at higher order in gs without violating

the de Sitter isometries (for a generic embedding of de Sitter space in the dual IIB side).

4.5 External fluxes and additional consistency conditions

The lesson that we learnt from the previous section is that most of the flux components

of the type G0ABC generically do not contribute at the lowest orders to the Einstein’s

equations with the exception of G0ijM, as long as we are away from the EFT bounds given

in Table 25, or when we allow lBC
0A = 0. The latter condition does allow the flux components

G0Nab, but we can always use the Bianchi identity to kill off the gs independent parts of

them. This is of course what we would have expected, and it is satisfying to see that the

EOMs can be consistently solved for all of these flux components. The story however does

not end here as there are additional flux components that have at least one leg along the

spatial R2 directions. We will call them the external fluxes, and in the following elaborate

their properties carefully. Needless to say, all the external flux components will have their

own distinct properties governed by the rank seven and eight tensors from (4.18), much

like what we saw earlier.

Case 1: GMNij ,GMaij and Gabij components

Our story starts with the flux components of the form GijCD, where (C,D) ∈M4×M2×T2

G .

From their indices one can see that these flux components go hand-in-hand with the ones

studied in case 4 earlier, namely the G0iCD components. In fact we can even conjecture

their structure to take similar localized form as in (4.137), namely:

of the footnote 53. This is fortunately saved by the fact that the expression for G0ija is given by (4.181)

and therefore differs from the general expression (3.62). Since X10 can scale as −1 (see the equation for

G8), it doesn’t share the dominant scaling of −2, so should be put to zero. On the other hand, X13 could

scale as −1, but since it does not appear in the exact expression (4.181), we should also put this to zero.

After the dust settles, the −2 scaling of G0ija would prohibit it to contribute to the lowest order Einstein’s

equations, plus it vanishes when x11 → 0. Finally, comparing the third and the fifth equation in (4.193),

X6 scale as 0 or higher, and since X10 vanishes, ∂0X14 can in principle scale as −1 or higher, or as 0 or

higher if we want to balance it with the scaling of X6. The choice of −1 scaling would mean that X14 scales

as log
(

gs
HHo

)
which blows up in the limit gs → 0. Thus the latter option is better as it also fits with our

general procedure.
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GMNij tensors form gs
HHo

scaling(
T(f)

7

)
PQRS0ab

√
−g11G

MNijF
(n1)
1 F

(n2)
2 εMNijPQRS0ab lijMN + 2 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
PQRS0ab

√
−g11YMNij

4 εMNijPQRS0ab θnl(k2)− lijMN −
14
3 −

2k2
3(

T(i,j)
8

)
PQRS0abi

G[PQRSG0abi]
2
3 (k4 + k5) + l

[RS
[PQ ⊕ l

ab]
0i](

T(m,α)
8

)
MPQRS0ab

G[MPQRGS0ab]
2
3 (k4 + k5) + l

[QR
[MP ⊕ l

ab]
S0](

X(i,j)
8

)
PQRS0abi

(4.155), (4.156) l, l − 8(
X(m,α)

8

)
MPQRS0ab

(4.173), (4.174) l + 1, l − 7

Table 26. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components GMNij in (4.18). Again, comparing it to (4.194) we can view this as localized

fluxes with a possibility of delocalized parts. In either case, the structure of the EOMs stem from the

three form fields CMNi and CMij with derivatives along the spatial and the internal six directions

respectively.

GijCD(x, y, wa; gs) =
∑
k≥0

(
G(k)
ijCD(x, y, wa) + F (k)

ij (x)Ω
(k)
CD (y, wa)

)( gs
HHo

)l0iCD+2k/3

, (4.194)

where ΩCD is the same localized two-form in the internal eight-manifold that we encoun-

tered in (4.137) (see also (3.16)). The above form (4.194) provides the remaining gauge

fluxes F (k)
ij on the IIB branes, thus satisfactorily completing the U(1) gauge structure on

the dual IIB branes once we incorporate F (k)
0i components from (4.137). The non-abelian

enhancement of the gauge theory can come from wrapped M2-branes on the vanishing

two-cycles in the internal eight-manifold. There is an interesting story there but any elab-

orations will take us too far away from the present topic, so we shall leave it for future

works55. At the abelian level, these flux components contribute as:

θ
(1)
nl = 2

(
lijMN +

10

3

)
, θ

(2)
nl = 2

(
lijMa +

7

3

)
, θ

(3)
nl = 2

(
lijab +

4

3

)
, (4.195)

to the kinetic terms as may be seen by equations rows 1 and 2 in Tables 26, 27 and 28

respectively. This is also consistent with (4.82) as is evident by looking at the coefficients

of (l80, l81, l82), (l83, l84) and l85, corresponding to the three cases respectively.

Let us then start with the flux components GMNij whose dynamics are controlled

by the three-form fields CMNi, with spatial derivatives, and CNij , with derivatives along

M4×M2 directions. The X8 polynomials associated with the three forms are (4.155) and

55It suffices to add here that any non-abelian gauge dynamics on the dual side may not contribute at

the lowest orders, and would therefore not influence the metric configuration coming from the lowest order

Schwinger-Dyson’s equations. This will be elaborated later.
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(4.173) respectively for the metric (3.62) with γ = 6; and (4.156) and (4.174) respectively

for the metric with generic dependence on all the eleven dimensions. The various rank

seven and eight tensors contributing to the flux EOMs are summarized in Table 26, and

the product of fluxes in rows 3 and 4 are bounded from below by:

logx

(
G[PQRSG0abi]

)
≥ −2, logx

(
G[MPQRGS0ab]

)
≥ −1, (4.196)

which may now be compared with the flux derivatives from row 1 and the X8 polynomials

from rows 5 and 6 to determine the possible range of choices for the dominant scaling

lijMN. Since the flux components do not involve derivatives along the toroidal directions,

the scaling from row 1 is always lijMN + 2, giving us the following range of choices:

−4 ≤ lijMN ≤ −2, − 3 ≤ lijMN ≤ −1. (4.197)

Unfortunately the EFT constraints from (4.84) rules out all the dominant scalings lying

within the range −4 ≤ lijMN < −3, and therefore the allowed range for lijMN appears to be

−3 ≤ lijMN ≤ −1 (the upper bound is not strict as we saw earlier). In this range, and

at some higher orders in
(
ki, kni , l,

gs
HHo

)
we expect, at least perturbatively, the following

conditions to hold:

lijMN + 2 + Xr
∂ +

2

3
(k1 + kn1 + kn2) = θnl − lijMN −

14

3
− 2k2

3
+ Xr

∂ =
2

3
(k4 + k5) + l

[RS

[PQ ⊕ l
br]

0a] =
{ l + αr
l + βr

,

(4.198)

where r = (i,M) signifying how the derivatives along the spatial and the internal six

directions act on the rank seven tensors in Table 26. The other quantities appearing in

(4.198) are defined as follows:(
Xi
∂ ,X

M
∂

)
= (0, 0), (αi, βi) = (0,−8), (αM, βM) = (1,−7), (4.199)

with the latter parts coming from the values of the X8 polynomials given in (4.155),

(4.156), as well as from (4.173) and (4.174) in the way described earlier. At lowest orders,

the balance is more subtle than what we have in (4.198). For example, when lijMN = −3,

the schematic diagram resembles (4.151) with the same values for (θ1, θi,2, θi,3) when the

derivatives act along the spatial R2 directions on the rank seven tensors in Table 26. On

the other hand, when lijMN = +1, the schematic diagram will again be of the form (4.151),

but now (θ1, θi,2, θi,3) =
(

26
3 ,

17
3 ,

11
3 + 2

)
, where the BBS instanton contributions fron (4.32)

is shown by the addition of +2 for θi,3. The perturbative corrections can come from terms

like GMNij

(
RMNCDRij

CD + ...
)

that scale as +17
3 , as long as we restrict the curvature

terms to the set of the first 27 terms in (4.81) (and take γ = 6 in (3.62)). When the

derivatives act along the internal six directions, i.e. alongM4×M2, the schematic diagram

for lijMN = −3 resembles the one from (4.118) with the same values for (θ1, θ2) therein, with

sub-leading instanton contributions. With lijMN = +1, the diagram resembles (4.120) but

with (θ1, θM,2, θM,3) =
(

26
3 ,

20
3 ,

14
3

)
, implying the necessity of adding BBS instantons from

(4.32) to enhance θM,3 from +14
3 to +20

3 . Finally, with lijMN = −1, the schematic diagram

resembles (4.46) with the same values for (θ1, θ2) therein.
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GMaij tensors form gs
HHo

scaling(
T(f)

7

)
NPQRS0b

√
−g11G

MijaF
(n1)
1 F

(n2)
2 εMijaNPQRS0b ljaMi + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
NPQRS0b

√
−g11YMija

4 εMijaNPQRS0b θnl(k2)− ljaMi −
14
3 −

2k2
3(

T(i,j)
8

)
NPQRS0bi

G[NPQRGS0bi]
2
3 (k4 + k5) + l

[QR
[NP ⊕ l

bi]
S0](

T(a,b)
8

)
NPQRS0ab

G[NPQRGS0ab]
2
3 (k4 + k5) + l

[QR
[NP ⊕ l

ab]
S0](

T(m,α)
8

)
MNPQRS0b

G[MNPQGRS0b]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

0b]
RS](

X(i,j)
8

)
NPQRS0bi

(4.140), (4.141) l − 1, l − 9(
X(a,b)

8

)
NPQRS0ab

(4.173), (4.174) l + 1, l − 7(
X(m,α)

8

)
MNPQRS0b

(4.182), (4.183) l, l − 8

Table 27. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components GMija in (4.18). As expected there are no temporal derivatives now, and the

three three-form contributing to the EOMs are CMja with derivatives along the spatial directions,

CMij with derivatives acting along the toroidal directions, and Cija with derivatives acting along

the internal six directions. We are again taking γ = 6 in (3.62), so there is no third column for the

X8 polynomial(i.e. it coincides with the result from the metric choice (2.4).

The story for the flux components GMaij is little more involved than the previous one

because there are now three possible derivative actions on the three-forms, namely, spatial

derivatives on CMja, toroidal derivatives on CMij and internal six-dimensional derivatives

on Cija, as evident from Table 27. The product of the fluxes, appearing in rows 3 to 5

are bounded from below by:

logx

(
G[NPQRGS0bi]

)
≥ −3, logx

(
G[NPQRGS0ab]

)
≥ −1, logx

(
G[MNPQGRS0b]

)
≥ −1, (4.200)

and the X8 polynomials associated with the three derivatives’ actions are given by (4.140),

(4.173) and (4.182) respectively for the metric (3.62) with γ = 6 (or the metric (2.4) in the

simpler case); and by (4.141), (4.173) and (4.182) for the metric with generic dependence

on all the eleven dimensional coordinates. Combining these together we see the following

matching conditions appear for the various rank seven and eight tensors:

ljaMi + Xr
∂ +

2

3
(k1 + kn1 + kn2) = θnl − ljaMi −

14

3
− 2k2

3
+ Xr

∂ =
2

3
(k4 + k5) + l

[QR

[NP ⊕ l
br]

S0] =
{ l + αr
l + βr

,

(4.201)

at the perturbative level and at some higher orders in
(
ki, kni , l,

gs
HHo

)
. The non-perturbative

effects are typically sub-leading at this order. We have also defined r = (i, a,M) in (4.201),

and the other quantities appearing therein are defined as follows:
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(
Xi
∂ ,X

a
∂ ,X

M
∂

)
= (0, 2, 0), (αi, βi) = (−1,−9), (αa, βa) = (1,−7), (αM, βM) = (0,−8), (4.202)

the latter being associated with the various X8 polynomials discussed above and in Table

27. These X8 polynomials and the lower bounds on the flux products from (4.200), when

inserted in (4.201) reproduce the following range of values for ljaMi:

−3 ≤ ljaMi ≤ −1, − 1 ≤ ljaMi ≤ 0, (4.203)

where the former coming from the two cases where the spatial and the toroidal derivatives

act on the rank seven tensors in Table 27, and the latter coming from the case where

the six-dimensional derivatives act on the rank seven tensors. Unfortunately the lower

bound in the former case is inconsistent with the EFT bound from (4.84), and therefore

the range −3 ≤ ljaMi < −2 should be eliminated. Thus the allowed range appears to be

−2 ≤ ljaMi ≤ 0 although the upper bound is not strict. A higher value for the upper bound

implies, from (4.195), that the flux components GMaij can only contribute at higher orders

in
(
ki, kni ,

gs
HHo

)
to the Schwinger-Dyson’s equations for the metric components. The lower

bound of −2, on the other hand, implies that GMaij would contribute as +1
3 to the quantum

series (4.81), and therefore would appear in the lowest order Schwinger-Dyson’s equations.

Let us see how the various quantum terms scale in the EOMs. When the derivatives

along the spatial directions act on the rank seven tensors, the choice of ljaMi = −2, would

lead to a schematic diagram of the form (4.151) with the same values for (θ1, θi,2, θi,3). For

ljaMi = 0, the schematic diagram (4.38) appears with (θ1, θi,2, θi,3) =
(

14
3 ,

11
3 ,

5
3 + 2

)
, where

the addition of +2 implies BBS instanton contributions from (4.32). When we take the

derivatives to be along the toroidal directions, the dominant scaling has an additional shift

by +2 as shown in (4.202), which means, for ljaMi = −2, the schematic diagram resembles

(4.135) with the same values for (θ1, θa,2, θa,3) therein. For ljaMi = 0, the schematic diagram

(4.135) appears with (θ1, θa,2, θa,3) =
(

14
3 ,

11
3 ,

5
3 + 2

)
, where +2 again signals the presence

of BBS instantons. Finally, when the derivatives act along the internal six directions, the

choice of ljaMi = −2 resembles the schematic diagram (4.132), but with (θ1, θM,2, θM,3) =(
2
3 ,

8
3 ,

5
3

)
, implying that now the BBS instantons can only have sub-leading effects. For

ljaMi = 0, the schematic diagram resembles (4.46) but with (θ1, θ2) =
(

14
3 ,

11
3

)
, again with

sub-leading instanton effects.

The last set of flux components are of the form Gabij whose dynamics are captured by

rank seven and eight tensors listed in Table 28. There are two set of three-forms contribut-

ing here: Cabi, with derivatives along the spatial direction, and Cija, with derivatives along

the toroidal directions. The corresponding X8 polynomials are (4.163) and (4.182) for the

metric (3.62) with γ = 6 and (4.164) and (4.183) with metric that generically depends on

the eleven dimensions, respectively. The flux products from rows 3 and 4 in Table 28 are

bounded from below by:

logx

(
G[MNPQGRS0j]

)
≥ −4, logx

(
G[MNPQGRS0a]

)
≥ −1, (4.204)

where the dominant scaling of −4 appears for example from the combination of flux com-

ponents G0MNPGRSQj that are bounded from below by −2 (see (4.83) and (4.84)). With

these, once we compare all the rows of Table 28, we find the following balancing conditions:
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Gabij tensors form gs
HHo

scaling(
T(f)

7

)
MNPQRS0

√
−g11G

abijF
(n1)
1 F

(n2)
2 εabijMNPQRS0 lijab − 2 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
MNPQRS0

√
−g11Yabij4 εabijMNPQRS0 θnl(k2)− lijab −

14
3 −

2k2
3(

T(i,j)
8

)
MNPQRS0j

G[MNPQGRS0j]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

0j]
RS](

T(a,b)
8

)
MNPQRS0a

G[MNPQGRS0a]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

0a]
RS](

X(i,j)
8

)
MNPQRS0j

(4.163), (4.164), l − 2, l − 10(
X(a,b)

8

)
MNPQRS0a

(4.182), (4.183) l, l − 8

Table 28. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components Gabij in (4.18). Note that the form of the G-flux components would imply a

localized structure of the type (3.16). Generically, we can view the flux components as coming from

the three-forms Cabi with derivatives along the spatial directions, and Cija with derivatives along

the toroidal directions. In terms of localized forms, the former could be thought of giving rise to a

gauge field Ai and the latter giving rise to a gauge field Aa.

lijab − 2 + Xr
∂ +

2

3
(k1 + kn1 + kn2) = θnl − lijab −

14

3
− 2k2

3
+ Xr

∂ =
2

3
(k4 + k5) + l

[PQ

[MN ⊕ l
0r]

RS] =
{ l + αr
l + βr

,

(4.205)

which would appear at higher orders in
(
ki, kni , l,

gs
HHo

)
as we had for the other cases

before. The parameter r now scans r = (i, a), which are related to the two derivatives’

actions, and the other quantities appearing in (4.205) are defined in the following way:(
Xi
∂ ,X

a
∂

)
= (0, 2), (αi, βi) = (−2,−10), (αa, βa) = (0,−8), (4.206)

with the latter values coming from the X8 polynomials as can be inferred from Table 28.

With these at hand, we now have all the data to predict the behavior of the EOMs for the

flux components Gabij . First, let us check the allowed range of choices for lijab. Plugging

(4.204) in (4.205), we find that:

−2 ≤ lijab ≤ 0, − 1 ≤ lijab ≤ 0, (4.207)

for the two possible derivative actions respectively. Unfortunately EFT constraints from

(4.84) rules out lijab lying in the range −2 ≤ lijab < −1, and therefore the allowed range

seems to be −1 ≤ lijab ≤ 0, at least at lowest orders. Once we go to higher orders in(
ki, kni , l,

gs
HHo

)
, the upper bound can be easily extended to higher values, although the

lower bound is fixed from the EFT constraints. For lijab = −1, with the derivatives along
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GMNPi tensors form gs
HHo

scaling(
T(f)

7

)
QRS0jab

√
−g11G

MNPiF
(n1)
1 F

(n2)
2 εMNPaQRS0jab lPiMN + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
QRS0jab

√
−g11YMNPi

4 εMNPiQRS0jab θnl(k2)− lPiMN −
14
3 −

2k2
3(

T(i,j)
8

)
QRS0ijab

G[QRS0Gabij]
2
3 (k4 + k5) + l

[S0
[QR ⊕ l

ij]
ab](

T(m,α)
8

)
MQRS0jab

G[MQRSG0jab]
2
3 (k4 + k5) + l

[RS
[MQ ⊕ l

ab]
0j](

X(i,j)
8

)
QRS0ijab

(4.39), (4.40) l − 1, l − 9(
X(m,α)

8

)
MQRS0jab

(4.155), (4.156) l, l − 8

Table 29. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components GMNPi in (4.18). The contributing three form fields are now CMNP and CNPi

with derivatives along spatial and the internal six directions respectively. One should compare the

data here with the ones from Table 17.

the spatial directions acting on the rank seven tensors, the schematic diagram becomes:

d(i) ∗G4 + b1d(i) ∗
(
Y4

θ1≥ 2
3

(θ1) + Y4 (θ2) + Y4(θ3) + ..
)
− b3

(
X8

θ2≥ 5
3

(i,j)
)
− b2

(
T8

(i,j)
)

= 0,

(4.208)

with sub-leading non-local and non-perturbative contributions. For lijab = +1, the schematic

diagram resembles (4.151) but with (θ1, θi,2, θi.3) =
(

14
3 ,

11
3 ,

5
3 + 2

)
. The factor of +2 comes

from the BBS instantons. When the derivatives act along the toroidal directions due con-

siderations have to be taken when scalings are concerned because of the Xa
∂ factor in (4.205).

For lijab = −1, the schematic diagram resembles (4.72) with the same values for (θ1, θ2). For

lijab = +1, the schematic diagram resembles (4.135) but with (θ1, θa,2, θa,3) =
(

14
3 ,

11
3 ,

8
3 + 2

)
,

with +2 coming from the BBS instantons. Combining everything together, we see that con-

sistent dynamics for the three set of flux components, namely GMNij ,GMaij and Gabij , may

be worked out in the presence of perturbative and non-perturbative quantum corrections.

Case 2: GMNPi,GMNai and GMabi components

Our last three set of flux components, all have one leg along the spatial R2 directions.

They should be compared to the three flux components, namely G0MNP,G0NPa and G0Nab,

studied earlier where all have one leg along the temporal direction (we will call them the

temporal counterparts). Comparing the data in Tables 29, 30 and 31 with the data in

Tables 17, 18 and 19 respectively, we see interesting similarities despite the fact that

the tensorial components do not necessarily match. For example the gs scalings of the
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X8 polynomials in Tables 29, 30 and 31 match with their temporal counterparts exactly.

Similarly the gs scalings of the rank seven tensors also have interesting similarities, although

in all these cases we expect the functional forms (as well as the tensors indices) to differ in

appropriate ways. The similarities between the gs scalings between these two cases are not

very surprising because of the exchange of spatial and temporal coordinates. The fact that

the gs scalings of g00 and gij are exactly
(

gs
HHo

)− 8
3

but their functional forms differ (for

arbitrary slicing of de Sitter space), is responsible for creating the necessary similarities

(and the corresponding differences).

The differences are important. One set of difference comes from the functional forms as

discussed above, but another crucial set of difference comes from the fact that the temporal

derivatives on the rank seven tensors change the corresponding gs scalings by factors of −1.

However replacing the temporal derivatives with the spatial ones keep the gs scalings of the

rank seven tensors unchanged. This means, in the schematic diagrams, the quantum terms

would appear differently. To see this more concretely, let us consider the flux components

GMNPi from Table 29. One may easily check that the flux products are bounded from

below by −3 and −2 from rows 3 and 4 respectively in Table 29. This is similar to what

we had in Table 17 earlier. However the balancing the gs scaling of the various tensors

now involve:

lPiMN + Xr
∂ +

2

3
(k1 + kn1 + kn2) = θnl − lPiMN −

14

3
− 2k2

3
+ Xr

∂ =
2

3
(k4 + k5) + l

[S0

[QR ⊕ l
jr]

ab] =
{ l + αr
l + βr

,

(4.209)

which should be compared to (4.92) and (4.95). For the present case, there is no extra

factor of −1 as may be seen from the following definition of the parameters appearing in

(4.209): (
Xi
∂ ,X

M
∂

)
= (0, 0), (αi, βi) = (−1,−9), (αM, βM) = (0,−8), (4.210)

where the (0, 0) factor signifies the key difference. The other parameters appearing above

are expectedly similar to what we had earlier, and now comparing the flux derivative (from

row 1 of Table 29) with the flux products and the X8 polynomials we find that:

−3 ≤ lPiMN ≤ −1, − 2 ≤ lPiMN ≤ 0. (4.211)

The lower bound of −3 violates the EFT bound from (4.84), so it seems the allowed range is

−2 ≤ lPiMN ≤ 0. This is much like what we had earlier, but the choice therein did not involve

an excursion to the dis-allowed regions. Nevertheless, the regime of interest matches with

what we had earlier although it does allow us to go beyond 0, as the upper bound on lPiMN

is not strict. Note that earlier we argued, from say Table 25, EFT considerations restrict

lNP
0M to lNP

0M ≥ −1 thus dis-allowing it to contribute to the lowest order Einstein’s equations.

Does this happen here too? To see this we will have to study the other flux components.

We will come back to this later.

Due to the small difference in (4.209), the quantum terms would scale differently from

what we had for the flux components G0MNP. As an example, let us consider lPiMN = −2
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GMNai tensors form gs
HHo

scaling(
T(f)

7

)
PQRSb0j

√
−g11G

MNiaF
(n1)
1 F

(n2)
2 εMNiaPQRSb0j liaMN − 2 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
PQRSb0j

√
−g11YMNia

4 εMNiaPQRSb0j θnl(k2)− liaMN −
14
3 −

2k2
3(

T(i,j)
8

)
PQRSb0ij

G[PQRbG0ijS]
2
3 (k4 + k5) + l

[Rb
[PQ ⊕ l

jS]
0i](

T(a,b)
8

)
PQRSab0j

G[PQRSGab0j]
2
3 (k4 + k5) + l

[RS
[PQ ⊕ l

0j]
ab](

T(m,α)
8

)
MPQRSb0j

G[MPQRGSb0j]
2
3 (k4 + k5) + l

[QR
[MP ⊕ l

0j]
Sb](

X(i,j)
8

)
PQRSb0ij

(4.49), (4.50) l − 2, l − 10(
X(a,b)

8

)
PQRSab0j

(4.155), (4.156) l, l − 8(
X(m,α)

8

)
MPQRSb0j

(4.140), (4.141) l − 1, l − 9

Table 30. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components GMNai in (4.18). Note that now, all the eight forms have three possible choices

stemming from how the derivatives act on the seven-forms in (4.18) as well as on the behavior of

the three form fields CMNa,CMNi and CNai. One should also compare the data here with the ones

in Table 18.

with derivatives along the spatial directions acting on the rank seven tensors. One may

easily see that the schematic diagram differs from what we had in (4.100) even if we

change the subscript (0) to (i). The resemblance here is more to (4.151), and now the

contributions of the non-perturbative BBS instantons become crucial to make sense of

the EOMs. When lPiMN = +1, the schematic diagram again resembles (4.151) but with

(θ1, θi,2, θi,3) =
(

20
3 ,

14
3 ,

8
3 + 2

)
, where +2 signifies the contributions from the BBS instan-

tons. One may check that the scalings of the quantum terms differ from the previous case

for lN0M = 1. Interestingly, when the derivatives act along the internal six directions, the

schematic diagrams are identical (as an expected consequence of the similarities of the flux

products and the X8 polynomials).

For the second case with the flux components GMNai one should compare Table 30

and Table 18, with the latter corresponding to the flux components G0NPa. Again there is

a set of similarities and differences. The similarities, ignoring the differences in the tensor

indices, appear in the scalings of the rank seven tensors, the scalings of the X8 polynomials

as well as on the lower bounds of the flux products appearing in rows 3 to 5 in Table 30.

The differences appear at two places: one, when we balance the various gs scalings of the

rank seven and eight tensors, we find that:(
X0
∂ ,X

a
∂ ,X

M
∂

)
= (−1, 2, 0) →

(
Xi
∂ ,X

a
∂ ,X

M
∂

)
= (0, 2, 0), (4.212)

where the former is for the flux components G0NPa, while the latter is for the flux com-

ponents GMNai. Two, this change of −1 to 0, changes the behavior of the quantum terms
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in the EOMs corresponding to the two flux components associated with the temporal and

spatial derivatives respectively. Three, comparing the flux derivatives in row 1 of Table

30 with the flux products and the X8 polynomials, produces the following range of values

for liaMN:

−2 ≤ liaMN ≤ 0, − 1 ≤ liaMN ≤ 1, (4.213)

with the former coming from the spatial and the toroidal derivatives and the latter coming

from the derivatives along the internal six directions. Clearly the range −2 ≤ liaMN < −1 is

eliminated from the EFT considerations (see (4.84)), and the allowed range appears to be

−1 ≤ liaMN ≤ 1, much like what we had for the temporal counterpart. The upper bound is

again un-restricted and we will discuss later whether such flux components can participate

at lowest orders.

The difference in (4.212) can lead to a different choice of the quantum terms. To

see this, let us consider laiMN = 0 with derivatives along the spatial directions. The

schematic diagram expectedly differs from (4.109) for lPa0N and resembles (4.151). The

quantum contributions are also different: instead of (θ1, θ0,2, θ0,3) =
(

8
3 ,

11
3 ,

5
3 + 2

)
, we

have (θ1, θi,2, θi,3) =
(

8
3 ,

8
3 ,

2
3 + 2

)
, with the addition of +2 for both cases signify the con-

tributions from the BBS instantons. For laiMN = 1, the diagram resembles (4.151) with

(θ1, θi,2, θi,3) =
(

14
3 ,

11
3 ,

5
3 + 2

)
, with +2 again signifying the contributions from the BBS

instantons. One may easily check that (θ1, θ0,2, θ0,3) =
(

14
3 ,

14
3 ,

8
3 + 2

)
for lPa0N = +1, so the

quantum terms contribute differently for the two cases. When the derivatives act along

the toroidal and the internal six directions, the story is similar to what we had for the

temporal counterparts.

Our final set of flux components GMabi, whose details appear in Table 31 should be

compared to the ones in Table 19 for flux components G0Nab. The similarities between

these two set of flux components are evident from their respective tables: flux products

and the X8 polynomials come with the same gs scalings despite slight differences in their

tensorial structure. The main differences stem from what we had in (4.212) leading to

different choices of the quantum terms etc. leading to the elimination of all dominant

scalings lying in the range −1 ≤ labiM < 0 and to allow 0 ≤ labiM < 2. When derivatives

act along the spatial directions, one may easily work out the differences in the choices

of the quantum terms for the various choices of labiM and lab0N respectively. After the dust

settles, it appears that consistent dynamics can be elucidated with appropriate choices of

the quantum terms for labiM lying within the allowed range.

Case summary: External flux equations and their behaviors

There are two universal behaviors that arise from the study of the properties of the flux

components from Tables 13 to 31. One, by equating rows 1 and 2 in each of the 18 tables,

we can reproduce the contributions of the G-flux components to the quantum series (4.81)

in (4.82). Two, the gs scalings of the X8 polynomials for the two metric configurations,

the special one (3.62) with γ = 6 (or (2.4)) and the general one with arbitrary dependence
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GMabi tensors form gs
HHo

scaling(
T(f)

7

)
NPQRS0j

√
−g11G

MabiF
(n1)
1 F

(n2)
2 εMabiNPQRS0j labMi − 4 + 2

3 (k1 + kn1 + kn2)(
T(q)

7

)
NPQRS0j

√
−g11YMabi

4 εMabiNPQRS0j θnl(k2)− labMi −
14
3 −

2k2
3(

T(i,j)
8

)
NPQRS0ij

G[NPQRGS0ij]
2
3 (k4 + k5) + l

[QR
[NP ⊕ l

ij]
S0](

T(m,α)
8

)
MNPQRS0j

G[MNPQGRS0j]
2
3 (k4 + k5) + l

[PQ
[MN ⊕ l

0j]
RS](

T(a,b)
8

)
NPQRS0ja

G[NPQRGS0ja]
2
3 (k4 + k5) + l

[QR
[NP ⊕ l

ja]
S0](

X(i,j)
8

)
NPQRS0ij

(4.62), (4.63) l − 3, l − 11(
X(m,α)

8

)
MNPQRS0j

(4.163), (4.164) l − 2, l − 10(
X(a,b)

8

)
NPQRS0ja

(4.140), (4.141) l − 1, l − 9

Table 31. Comparing the gs scalings of the various tensors that contribute to the EOM for the

G-flux components GMabi in (4.18). The contributing three-forms are now CMab with derivatives

along the spatial directions, Cabi with derivatives along the internal six directions, and CSai with

derivatives along the toroidal directions. As before, one may compare this with Table 19.

on all eleven dimensions, always differ by +8, i.e.:

logx

(
X

(spe)
8

X
(gen)
8

)
= +8, (4.214)

where the super-scripts denote special (spe) and general (gen) associated with the two

metric choices respectively, and x = gs
HHo

. In writing (4.214), we have ignored the functional

forms of the X8 polynomials. They should of course be put in, but the gs scalings would

still show the universal behavior of (4.214).

The results of our analysis of all the flux components have been collected in Table

33, which should now be compared with Table 25. For the flux components of the

form G0ABC, by analyzing the flux EOMs as well as the Bianchi identities (4.193), it was

found that generically they tend to scale as
(

gs
HHo

)0
except for the flux components G0ijM

and G0ija (the latter typically vanishing when x11 → 0). This means none of the flux

components, except G0ijM and G0Nab, contribute to the lowest order Schwinger-Dyson’s

equations for the metric components. What happens here? To see this we have to write

the Bianchi identities associated to the spatial flux components. The three-form fields are

necessary, and so are the quantum terms, and since the former have already been defined in

say (4.192) as collections of various set of functions (with appropriate tensorial structure),

we can use them here too. The Bianchi identities, looking at Table 33, take the following

form (see Table 32 for the definitions of Gi and Xi):

[∂QX1] + Q9 = G9
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Gi GABCD Gi GABCD Xi CABC Xi CABC

G1 G0MNP G10 GMNPa X1 CMNP X10 C0ia

G2 G0NPa G11 GMNab X2 C0MN X11 CijM

G3 G0Nab G12 GMNPi X3 CNPa X12 C0ij

G4 G0MNi G13 GMNai X4 C0Pa X13 Cija

G5 G0Nia G14 GMabi X5 CNab X14 Cabi

G6 G0ijM G15 GMNij X6 C0ab .... .....

G7 G0ija G16 GMaij X7 CMNi .... ......

G8 G0abi G17 Gabij X8 C0Ni .... .....

G9 GMNPQ .... ..... X9 CNia .... .....

Table 32. Identifications of the Gi and the Xi tensors to the four and three-form flux components

GABCD and CABC respectively. These flux components appear in the Bianchi identities (4.193)

and (4.215). Note that (A,B) ∈ R2,1 ×M4 ×M2 × T2

G .

∂iX1 + [∂MX7] + Q12 = G12

∂aX1 + [∂MX3] + Q10 = G10

[∂bX3] + [∂MX5] + Q11 = G11

[∂jX7] + [∂MX11] + Q15 = G15

[∂jX14] + [∂bX13] + Q17 = G17

∂iX5 + ∂MX14 + ∂bX9 + Q14 = G14

∂iX3 + ∂aX7 + [∂MX9] + Q13 = G13

[∂iX9] + ∂aX11 + ∂MX13 + Q16 = G16, (4.215)

where Xi denote a set of flux components as defined in (4.192); Q9 to Q17 denote quan-

tum terms (both perturbative and non-perturbative ones) but expressed using dual flux

variables; and Gi are the flux terms that are related to GABCD tensors from Table 33.

As before the precise connection between Gi and the four-form flux components will be

specified in the next sub-section, but they scale in the same way.

Let us start by looking at the equation for G12. Since X1 scales as
(

gs
HHo

)+1
, which

we will write as +1, X7 can scale at least as −2 without violating the EFT bound from

Table 33. This will however violate the EFT bound for G13, so X7 can scale as −1 or

higher. Since the gs scalings determine whether flux components can contribute to the

Schwinger-Dyson’s equations for the metric components, the −1 scaling of X7 will prohibit

G12 to participate in the lowest order equations. Similarly, looking at the equation for G13,

we see that X9 can scale at least as −1, since X3 scales as +1. This will however clash with
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the EFT bound for G14, unless X9 scales at least as 0. This means G13 can participate at

the lowest orders as long as X7 scales as −1. Unfortunately, from our analysis of Table

25, X7 can scale as +1 or higher, implying that G13 can scale as 0 or higher. In either case,

the scaling is too high to participate to the lowest order equations. In fact our previous

analysis also showed that both X9 and X14 can scale as +1 or higher, implying that both

G13 and G14 would scale as +1 and therefore would not contribute at the lowest orders.

For the last three cases, i.e. for G15 to G17, since X11 and X14 vanish (see footnote 54),

G15 would scale as +1 thus prohibiting it to participate at the lowest orders. The EFT

constraint also rules out G16 to participate as it would appear to scale as −1 or higher.

Interestingly, this −1 bound would have allowed G17 to participate, but unfortunately from

earlier considerations X13 scales as +1, thus ruling out its participation at lowest orders.

Therefore to conclude, all internal (i.e. G9 to G11) and external (i.e. G12 to G17) fluxes

scale as +1, and other than G11, none of them contribute to the lowest order Einstein’s

equations.

Let us end this section by answering couple of questions. The first one was already

asked at the begining, namely, what happens when we take both positive and negative

gs scalings for the G-flux components? To answer this, let us modify the ansätze for the

G-flux components from (3.6) to the following:

GABCD(x, y, wa; gs) =
∑
k,l

G(k,l)
ABCD(x, y, wa)

(
gs

HHo

)lCD
AB+2k/3( gs

HHo

)−2l/3

, (4.216)

where (k, l) ∈
(Z

2 ,
Z
2

)
and (A,B) ∈ R2,1×M4×M2× T2

G . The above ansätze collects both

positive and negative powers of gs, but unfortunately it is not well defined at late time. In

fact as gs → 0, the flux components appear to blow-up56. The only way to make sense of

the above ansätze is to sum the series inverse in gs in the following way:

∑
l∈ Z

2

cl

(
gs

HHo

)−2l/3

=
∞∑

n,m=0,1

bnm exp

[
−n
(

gs
HHo

)−m/3]
, (4.217)

where both (cl, bnm) are constants. The RHS is now well defined and vanishes when n 6= 0

(for n = 0, we expect
∑
b0m to be a finite integer). For some details on the derivation of

(4.217), one may look up [8]. It is now easy to see that at late time, and when lCD
AB ≥ 0

(except for the flux components G0ijM and G0ija), the series (4.217) may be approximated

56The readers might ask whether this is of any concern since most of the metric components in M-theory

also blow-up at late time. The answer lies in the IIB side. The six-dimensional internal metric therein

behaves perfectly well at late time despite the fact that the corresponding M-theory metric blows-up at late

time (the M-theory Lagrangian however remains finite at late time). The magic lies in the duality itself:

dualizing from M-theory to IIB removes all the offending factors from the metric to make the IIB metric

well-defined. On the other hand, the story for the fluxes is different. The M-theory fluxes retain their

behavior when they are dualized to IIB (albeit with change of nomenclature). This means, from IIB point

of view, we expect the fluxes to be well-behaved at late time so as to consistently fit with the well-behaved

metric components. The only differences are the G0ijM and G0ija flux components that dualize to five-form

fluxes in IIB and blow-up at late time. This is however perfectly consistent from IIB point of view because

the 3 + 1 dimensional space-time metric itself blows up at late time (because of the de Sitter nature).
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by the first term bn1 (as other terms will go to zero faster). This means, (4.216) may be

re-written at late time as:

GABCD(x, y, wa; gs) =
∑
k,n

G(k,n)
ABCD(x, y, wa)

(
gs

HHo

)lCD
AB+2k/3

exp

[
−n
(

gs
HHo

)−1/3
]
, (4.218)

which matches exactly with the flux ansätze that we had in [7], and for n = 0, it is clearly

(3.6). Both are useful way to quantify the flux components at late time, but the analysis

leading to (4.218) depends crucially on the dominant scaling being positive or zero. A

negative dominant scaling means that the moding l in (4.216) is replaced by l + 2
3 |l

CD
AB |

for such a case there is no simple way to perform the sum in (4.217). Therefore, although

negative dominant scalings lying within the EFT bounds (4.83) and (4.84) may contribute

finitely to the EOMs, there is no simple way to sum the trans-series to get finite answers

for the flux components at late time. Therefore keeping lCD
AB ≥ 0 appears to be necessary

(except of course for the flux components G0ijM and G0ija).

The next question is an interesting one and is related to an alternative viewpoint

regarding our construction, namely the choice of the metric ansätze (3.62) or (2.4). How

is this related to a metric ansätze that includes some of the compensators studied in [19]?

The answer is that, the compensators in [19] are related to the solitonic configuration −
and not to (3.62) or (2.4) − and also only when we want to analyze the moduli motion.

The solitonic background, i.e. eq. (2.1) in the second reference of [8], however remains

as it is and the compensators arise once we study moduli dynamics. This is much like

what we usually encounter for the flux-less Calabi-Yau case: the background is a product

space and the moduli motions are captured by cross-terms in the internal space that lead

to the Lichnerowicz equation whose solutions are the Kähler and the complex structure

moduli. Once we have a warped solitonic background, one way to deal with the moduli is

to introduce the compensators. For concreteness consider introducing the compensators as

g
(0)
µM directly in IIB from start, where µ ∈ R3,1, with M ∈ M4 ×M2 and the super-script

are for the solitonic background. There could be cross-terms for the fluxes, but we will not

worry about them right now. We can also quantify the compensators as g
(0)
im and g

(0)
jn with

m 6= n. T-dualizing once along ym and then once more along yn, we can convert the two

metric cross-terms into BNS fluxes: B
(0)
im and B

(0)
jn . We are now in the same situation as

before, and so uplifting to M-theory by first T-dualizing along x3 and then lifting along

wb ≡ x11 will give us a metric configuration similar to eq. (2.1) in the second reference

of [8] with G-flux components G
(0)
mpib and G

(0)
nqjb along-with other flux components57. We

57Note that, at the solitonic level, (a) if we had odd number of metric cross-terms, we could still T-

dualize even number of times along the local one-cycles in the internal space; (b) if we also had NS flux

cross-terms along-with the metric cross-terms, we could first S-dualize to convert the NS fluxes to the RR

fluxes and then perform even number of T-dualities; and (c) if we have both NS and RR fluxes, then in the

presence of a D-brane, the NS flux can be gauge transformed to world-volume gauge-fields. After which

we can follow the aforementioned duality chasing. Therefore to summarize: generically, it appears that

introducing the compensators to study the moduli motion at the solitonic level is equivalent to introducing

extra flux components. None of these discussions affect the solitonic background, i.e. eq. (2.1) in the

second reference of [8], or the construction of Glauber-Sudarshan or the Agarwal-Tara states, discussed in

[8] and in section 6.
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see that the compensators are useful to study the moduli, but says nothing about the

original background (for which we still need to solve the supergravity EOMs). This means

the procedure of constructing the Glauber-Sudarshan state et cetera are unaffected by the

aforementioned analysis implying the necessity of introducing (a) temporal dependence of

the fluxes and (b) the non-perturbative and non-local interactions. Once the moduli are

stabilized at the solitonic level, expectation values of the metric and the flux operators in

the Glauber-Sudarshan state will give us the dynamical moduli in the de Sitter background

(this is of course a part of the dynamical moduli stabilization discussed in [7] and [8]).

4.6 Flux quantizations, Bianchi identities and five-branes

There are a few issues that we have kept under the rug so far, and have to do with flux

quantizations and heterotic anomaly cancellation. The latter might look surprising and

out-of-context, but there is a deeper reason to connect the M-theory compactification to

heterotic theory. We will come back to this below and also in section 5.1, but it suffices

to say at this point that both these issues have some bearings on the Bianchi identities

(4.193) and (4.215). In the process we will also be able to define the flux factors G1 to G14

appearing in the two set of Bianchi identities more precisely.

The Bianchi identities discussed here appear from the EOMs of the dual seven-forms

as shown in [7]. As such they may be derived from the following M-theory action written

in terms of the dual variables:

S11 = c1

∫
G7 ∧ ∗G7 + c2

∫
G7 ∧ Ŷ4 + c3

∫
G7 ∧ ∗Y7 + N5

∫
C6 ∧Λ5, (4.219)

where ci are constants that depend on Mp (similar to the bi constants in (4.13)), N5 is

the number of M5-branes defined using localized form Λ5 (much like the localized form

Λ8 for the M2-branes in (4.13)); Ŷ4 is a topological four-form that can be related to Y8

polynomial; and Y7 enclose the perturbative quantum terms, such that G7∧∗Y7 is defined

in the same vein as (4.78). In fact this would exactly be (4.81) written using the dual seven-

forms keeping the curvature terms therein untouched (see discussions in sections 3.2.7 and

4.2 in the first reference of [7]). The six-form EOM would then lead us to the required

Bianchi identity:

dG4 =
1

c1

(
N̂5Λ5 − c2 dŶ4 − c3 d ∗ Y7

)
, (4.220)

where ci are the same constants that appeared in (4.219), and we have used N̂5 instead

of N5. This has to do with the presence of dynamical M5-branes. Dynamical M5 branes

can arise in two possible ways. One, when M5-branes are physically moving along an

internal sub-space of a static eight-manifold, and two, when the M5-branes are stationary

but the size of the internal eight-manifold is changing. For the second case we can easily

see, relative to some point in the internal space, the M5-branes appear to move. Of course

we could also have a combination of both, much like the dynamical M2-branes studied in

section 4.2.4 in the first reference of [7]. Such dynamical motion would appear to make N5
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GABCD tensors contributing 3-forms EFT bounds allowed range

GMNPQ CMNP −1 +1

GMNPa CMNP, CNPa 0 +1

GMNab CMNa, CNab +1 +1

GMNPi CMNP, CNPi −2 −2 ≤ lPiMN ≤ 0+

GMNai CMNa, CMNi, CNia −1 −1 ≤ laiMN ≤ 1+

GMabi CMab, Cabi, CMai 0 0 ≤ labiM ≤ 2+

GMNij CMNi, CNij −3 −3 ≤ lijMN ≤ −1+

GMaij CMja, CMij , Cija −2 −2 ≤ lijMa ≤ 0+

Gabij Cabi, Cija −1 −1 ≤ lijab ≤ 0+

Table 33. Comparing the gs scalings of the various tensors that contribute to the EOM for the G-

flux components GABCD in (4.18) with (A,B) ∈ R2×M4×M2× T2

G . As before, we have shown the

EFT bounds that appear from (4.82) for the various components, as well as the three-form tensors

associated with these components. These three-forms are essential to construct the structure of the

associated X8 polynomials. The superscript + signs for the upper bounds tell us that they can be

higher than what appears from matching the rank eight tensors with the rank seven quantum terms

in Tables 26 to 31. One should also compare the results here with the ones in Table 25.

time-dependent, i.e. gs dependent58. Let us then propose:

N̂5 ≡
∑
k∈ Z

2

N̂
(k)
5

(
gs

HHo

)l+ 2k
3

, (4.221)

where at least N̂
(0)
5 ∈ Z, which can be justified from our above considerations; and l is

the dominant scaling that depends on how the M5-branes are oriented in the internal

eight-manifold. Note that there is a small leeway here: N̂5 doesn’t strictly have to be gs

58This may be motivated from the familiar example from electrodynamics. Consider N0 point charges.

They appear in the 0+1 dimensional Lagrangian as N0

∫
A = N0

∫
(A0 + A · v) dx0, where v is the velocity

vector. In general there is an acceleration and therefore v ≡ v(x0). In 3 + 1 dimensions, such an action

may be rewritten as:

SEM = N0

∫
d4xA0

(
1 +

A · v
A0

)
δ3 (x−w) ≡

∫
dx0 A0N̂0,

where N̂0 captures the dynamical behavior of the point charges. In a curved space we can make the usual

replacements: d4x → √g d4x, δ3 (x−w) → δ3(x−w)√
g

, but the result remains unchanged. In general

N̂0 = N̂0(x, x0), but if |A| = A0, then N̂0 = N̂0(x0) since v = v(x0). For us this is the dynamical behavior

we are aiming for. The case with the M5-branes on an internal space that is time-dependent, similar

considerations should lead N̂5 to capture the temporal dependence.
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dependent. It can have dependence on the orthogonal directions in the eight-manifold so

long as such dependences may be splitted into a product of gs dependence as in (4.221),

and an internal space dependence. We can then absorb the internal space dependence in

the localized form Λ5 (since this is exactly a function of the internal space coordinates

orthogonal to the M5-branes). Such splitting has been the main theme of how the metric

and flux components appear, so it should be no surprise that it continues to hold for the

case with the dynamical M5-branes. We can also make the above discussion a bit more

quantitative. Consider the N5 term in the action (4.219). This may be expressed as:

N5

∫
Σ11

C6 ∧Λ5 =
∑
k1∈ Z

2

N5

∫
Σ11

C6,||f
(k1)(y⊥, w

a
⊥)

(
gs

HHo

) 2k1
3

∧Λ5(y⊥, w
a
⊥) =

∫
Σ6

N̂5 C6,||,

(4.222)

where C6,|| is the six-form parallel to the world-volume of the M5-branes, and f (k1)(y⊥, w
a
⊥)

is the off-shoot of the dynamical behavior of the M5-branes much like what we have

in footnote 58 for the charged point particle case. The orthogonal coordinates on the

eight-manifold are denoted by (y⊥, w
a
⊥). Integrating f (k1)(y⊥, w

a
⊥) with the localized form

Λ5(y⊥, w
a
⊥) over an internal five-cycle can create additional gs

HHo
factors as (y⊥, w

a
⊥) depen-

dences are integrated out. Such gs factors together with the already-existing gs factors in

(4.222) conspire to give the N̂5 factor from (4.221) (this would also explain how the dom-

inant scaling of l in (4.221) might arise). On the other hand, if all terms on the RHS of

(4.220) are globally defined, then integrating dG4 over a five-manifold without boundary

will give vanishing N̂5. To study flux quantization, we want N̂5 to be non-zero, imply-

ing a five-manifold with boundary. Therefore, integrating (4.220) over a five-manifold Σ5

such that it has a four-dimensional boundary Σ4, i.e. ∂Σ5 = Σ4, gives the following flux

quantization condition59:

c1

∫
Σ4

G4 = N̂5 − c2

∫
Σ4

Ŷ4 − c3

∫
Σ4

∗Y7, (4.223)

where ci are the constants that appear in the action (4.219). The above relation provides a

consistent way to study flux quantization, and in the absence of time-dependences and the

∗Y7 piece, (4.223) does reproduce Witten’s flux quantization condition [20]. However once

time-dependences and quantum corrections are switched on, the quantization condition

seems to deviate from [20]. Additionally, non-perturbative and non-local corrections to

(4.220) would make the results deviate further from [20]. This cannot be right, so we must

be interpreting things wrongly here. Question is, where are we making an error? Note

that we cannot reinterpret ∗G7 as a different four-form G′4, and then combine it with

∗Y7 to redefine G4 ≡ G′4 + c3
c1
∗ Y7 as this would violate the electric-magnetic dualities

in M-theory. Further issue arises when T2

G = S1

Z2
× S1 locally. In this limit the M-theory

background dualizes to E8 ×E8 heterotic theory on a circle [21], with the four-form fluxes

59Recall that (4.220) is derived from δS11
δC6,||

= 0, i.e. from the EOM for the six-form C6,|| parallel to the

space-filling M5-branes.
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dualizing to the heterotic three-form60 H. Heterotic anomaly cancellation constrains H to

satisfy:

dH = tr R ∧ R− 1

30
tr F ∧ F, (4.224)

where the integral over the last term related to the E8 gauge field F counts the number

of small instantons, or alternatively the heterotic five-branes61. These five-branes are of

course directly related to the M5-branes in the M-theory side. On the other hand, if we take

(4.220), the duality to heterotic theory will imply corrections to the anomaly cancellation

condition (4.224). This definitely cannot be right, so the resolution to the conundrum

should lie elsewhere.

Looking at Witten’s flux quantization condition in [20] gives us a hint. The condition

therein is expressed completely in terms of topological forms, namely the Chern classes.

On the other hand, both ∗Y7 as well as the non-perturbative (or non-local) corrections are

non-topological. Additionally, because of the explicit appearance of the metric factors in

them, they may not always be globally defined over the eight-manifold. The local nature

of ∗Y4 implies that it can easily be balanced by localized fluxes, whereas the global part

of the G-fluxes can be balanced by N̂5 and Ŷ4. The division of the flux components into

global and localized forms is of course the heart of our construction (see for example (3.16),

(3.37), (4.137), and (4.194)), so we can express the relevant flux components in the following

suggestive way:

GABCD(x, y, wa; gs) = Gglobal
ABCD (x, y, wa; gs) + Glocal

ABCD(x, y, wa; gs)

=
∑
k∈ Z

2

(
G(k)
ABCD(x, y, wa) + F (k)

AB (x, y, wa)Ω
(k)
CD (y, wa)

)( gs
HHo

)lCDAB+ 2k
3

, (4.225)

where (A,B,C,D) ∈ M4 ×M2 × T2

G . We are therefore dealing with the three flux com-

ponents GMNPQ,GMNab and GMNPa as they are the only ones defined over the compact

eight-manifold (other flux components have at least one leg along the spatial R2,1 direc-

tions and are therefore not required to be quantized). For GMNab, (4.225) is natural, but

60Not all components of the four-forms in M-theory dualize to the heterotic three-forms. If we identify G
as a Z2 action, then:

T2

G → S1
b × S1

a

Z2
→ S1

b

Z2
× S1

a,

when we are away from the fixed points of Z2 (this is what we meant by local action earlier), and we take

(a, b) = (3, 11). In the IIA language this is an orientifold operation and therefore eliminates all three-form

fields that have no legs along S1
b direction [21]. In other words, the surviving three-form fields are CMNb and

CMab. In terms of G-flux components, they are GMNPb and GMNab respectively. The former dualizes to the

heterotic three-forms HMNP and the latter to the U(1) gauge fields. The G-flux components GMNPQ are

thereby eliminated. Of course, away from the orientifold point, the M-theory fixed points are blown-up, and

all the G-flux components survive. This is where T2

G becomes a smooth two-manifold, albeit non-Kähler.
61It’s a bit more subtle: curvature corrections on type IIB O7/D7 or on type I O9/D9 tell us that the

type I five-branes are also counted by first Pontryagin class of the tangent bundle. These type I five-branes

S-dualize to the heterotic five-branes, so the curvature form, including the first Chern class of the vector

bundle, also contribute here. For the E8 heterotic case, these two contributions may be accounted a bit

differently [21], but the conclusion remains the same.
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now we see that the other two set of fluxes GMNPQ and GMNPa also have localized pieces.

In retrospect this is not surprising: the existence of localized two-form ΩCD which enabled

us to have localized fluxes in (4.137) and (4.194) also necessitates the existence of these

localized pieces. Our flux quantization scheme can then be expressed by the following

schematic diagram:

c1

∫
Σ4

Gglobal
4 + c1

∫
Σ4

Glocal
4 = −c3

∫
Σ4

∗Y

θnl

7 + N̂ 5 − c2

∫
Σ4

Ŷ 4, (4.226)

implying that the localized fluxes may be completely balanced by the quantum terms ∗Y7,

whereas the integral of the global fluxes over appropriate four-cycles are properly quantized.

Note that it almost clarifies the conundrum we had earlier regarding the heterotic dual:

the global flux components dualize to the heterotic side to the heterotic three-form H, the

Ŷ4 term dualizes to the curvature polynomial and N̂5 dualizes to the instanton class in

(4.224). Combining everything together we have:∫
Σ4

Gglobal
4 +

c2

c1

∫
Σ4

Ŷ4 =
N̂5

c1
, (4.227)

as our flux quantization rule. This is exactly what we expect from [20] but now there

is a difference: both LHS and RHS of (4.227) have gs dependence. In fact this would

imply that the heterotic anomaly cancellation condition should also develop appropriate gs
dependence in the right way62. In the following we will verify whether this gs dependence

actually comes out from our earlier analysis or not. But before going into this, let us write

down the constraints on the localized fluxes:

c1

∫
Σ4

Glocal
4 = −c3

∫
Σ4

∗Y7 + nonperturbative corrections, (4.228)

which would make sense if and only if at every order in gs this equality can be estab-

lished. Does this happen here? The answer is happily yes as was shown rigorously in

the first reference of [7] (see section 4.2.1, cases 1 to 7 therein). We can also work out

the non-perturbative (as well as non-local) corrections to (4.228) without influencing the

flux quantization condition from (4.227) or, in the heterotic dual, the anomaly cancellation

condition. The latter result is consistent with the Adler-Bell-Jackiw (ABJ) theorem for

anomaly cancellation [22], namely, there are no higher loop corrections to the anomaly

cancellation condition. Turning this around, our splitting in (4.226), can be viewed as a

proof that ABJ theorem should work in a time-dependent background also.

There is however one issue that might still be puzzling regarding the splitting (4.226)

when we compare with the footnotes 39 and 40: could there be similar merging at higher

62This doesn’t mean that the anomaly cancellation condition (4.224) has O(gs) corrections. Rather it

means that, H may be expressed in powers of gs much like how we expressed the G-fluxes. In a similar

vein, the curvature polynomial and the instanton term should also be expressed in powers of gs. We will

demonstrate this soon for individual cases.
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orders in
(
ki, kni , l,

gs
HHo

)
discussed in the aforementioned footnotes? Clearly the merging

at higher orders would be unwelcome and problematic due to the various issues discussed

above and therefore the splitting in (4.226) at lowest orders should continue as we go to

higher orders. How do we guarantee this? The answer lies in the similar analysis of [20]

when we compute the membrane anomalies from path-integral: as long as (4.227) is valid,

the membrane anomalies cancel even for time-dependent backgrounds. In fact such an

analysis would also tell us that the relative sign of the c2 term in (4.227) would cease

to matter and both c1G
global
4 + c2Ŷ4 and c1G

global
4 − c2Ŷ4 will be in integral cohomology

classes. This way the splitting (4.227) and (4.228) continues to prevail even if we go to

higher orders in
(
ki, kni , l,

gs
HHo

)
.

Case 1: GMNPQ flux components

The GMNPQ flux components may be split into global and local components following

(4.225). For the global piece, the flux quantization scheme from (4.227) will give us:∫
Σ4

dy[MNPQ] Gglobal
MNPQ −

c2

c1

∫
Σ4

dy[MNPQ] tr
(
Rtot ∧ Rtot

)
MNPQ

=
N̂5

c1
, (4.229)

where dy[MNPQ] ≡ dyM ∧ .... ∧ dyQ and we identify the middle term with Ŷ4, such that

the sign of this will be determined by the signs of c2 and the Pontryagin terms. The

quantization condition however does not depend on the relative sign, since Ŷ4 is integral

[20]: one may as well make the replacement −c2 → ±c2 in (4.229). The curvature form

Rtot is defined from (4.22) and (4.20), and we can combine everything together to express

the gs scaling of (4.229) in the following way:

∑
k1

∫
Σ4

dy[MNPQ] G(k1)
MNPQ

(
gs

HHo

)lPQ
MN+

2k1
3

(4.230)

=
c2
c1

∑
k2,k3

∫
Σ4

dy[MNPQ] tr
(
R

(k2)

[MN]R
(k3)

[PQ]

)( gs
HHo

)2dom( γ3−2,0)+ 2
3

(k2+k3)

+
1

c1

∑
k4

N̂
(k4)
5

(
gs

HHo

)l+ 2k4
3

,

where ki ∈ Z
2 , and we used (4.225), (4.20) and (4.221) to fix the gs scalings of the flux

components, the curvature terms and the dynamical M5-branes. The gs scalings of all the

three terms would match when:

lPQ
MN +

2k1

3
= 2dom

(γ
3
− 2, 0

)
+

2

3
(k2 + k3) = l +

2k4

3
, (4.231)

where lPQ
MN = 1 from (4.57) and γ = 6 from (3.62). When ki = 0, we see that there is a mis-

match of the dominant scalings: the flux term scales as
(

gs
HHo

)+1
, whereas the curvature

term scales as
(

gs
HHo

)0
. We expect l ≥ 0, and therefore if we take GMNPQ to be completely

localized fluxes, as in the second term of (4.225), and l = 0 for this case from (4.221), the

quantization condition yields:

±c2

∫
Σ4

dy[MNPQ] tr
(
R

(k2)
[MN]R

(k3)
[PQ]

)
= N̂

(k4)
5 , (4.232)
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where k4 = k2 + k3 so the matching may be performed at every order in gs in the absence

of global GMNPQ fluxes, and ± denotes the possibility of choosing either signs in (4.229).

In principle, the sign of the LHS will depend on the sign of the k-th order first Pontryagin

class defined over a four-cycle inM4×M2 (once the value of c2 is fixed); and the sign of the

RHS will be determined whether we have five-branes or anti-five-branes. We can resolve

any sign ambiguity by resorting to positive signs on both sides of (4.232)63. Additionally,

we see that the individual N̂
(k)
5 are not required to be integer as long as N̂5 from (4.221) is

an integer.

On the other hand, if we consider the choice of the dominant scalings from (4.70) and

(4.77), without worrying too much about the values for ljM0i , then the gs scaling of the flux

components GMNPQ go as
(

gs
HHo

)0
, exactly as the dominant scaling of the first Pontryagin

class. This means that the flux quantization condition becomes:∫
Σ4

dy[MNPQ] G(k1)
MNPQ − c2

∫
Σ4

dy[MNPQ] tr
(
R

(k2)
[MN]R

(k1−k2)
[PQ]

)
= N̂

(k1)
5 , (4.233)

where k1 > k2 and we used k1 = k2 + k3 = k4 compared to what we had in (4.232).

The existence of global flux components for the case (4.70) (or even (4.77), although the

choice ljM0i = −3 seems problematic), might suggest a preference of (4.70) over (4.57),

but as we shall show later, this is not the case. In fact (4.57) will still be the preferred

choice for our case. The other two options in (4.85), where the dominant scalings of the

G-flux components are 2
3 and 1

3 , again do not allow global fluxes and the condition (4.232)

continues to provide the quantization condition there too. Note however that, according

to footnote 60, these G-flux components are eliminated when we are at the IIA orientifold

point and therefore there is no pressure to map them to the heterotic side. Away from

the orientifold point these fluxes survive and our above analysis provides the necessary

quantization procedure.

The local fluxes, in the vein of (4.225), are now balanced by the quantum terms as in

(4.228). In the first reference of [7], the values for θnl in the schematic diagram (4.226)

have been worked out carefully for all the relevant cases related to (4.57) (see cases 1 to 7

in section 4.2 therein). In the following we will briefly mention the choices for θnl when we

go to the other possibilities from (4.85).

For lPQ
MN = 1, the first reference from [7] suggests that θnl = 14

3 . Since both GMNPQ

and it’s dual form64 contribute as +7
3 (l61, l62, l64) to (4.81) (see (4.82)), there are non-

trivial quantum terms from ∗Y7 participating at this level. When lPQ
MN = 0, the quantum

terms scale as θnl = 8
3 corresponding to (4.70). For the remaining two cases in (4.85)

when lPQ
MN = 2

3 and lPQ
MN = 1

3 , θnl takes values 4 and 10
3 respectively. There are still non-

trivial quantum terms because the dual forms contribute respectively as +2 (l61, l62, l64)

and +5
3 (l61, l62, l64) to (4.81).

63For the case with positive c2, if the sign of the LHS is negative then we need
∫

tr R∧R < 0. A simple

non-compact example is the Atiyah-Hitchin (AH) space (for a computation of the first Pontryagin class,

see for example [23]). We can geometrically join copies of AH spaces to construct a compact four-manifold

(much like joining copies of Taub-NUT spaces to construct a K3 space). However since the relative sign is

not important, we can stick with
∫

tr R ∧R > 0 to satisfy (4.232) with positive c2.
64Recall that the dual form scales as lPQ

MN − 2, and therefore appears in the same way as in (4.82).
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Case 2: GMNab components

The case for GMNab flux components is important because they cannot exist as global

fluxes otherwise they would imply the existence of the three-form fluxes CMNa,CMNb and

CMab. The last one T-dualizes to the metric cross-term g3M in the IIB side, thus ruining

the de Sitter structure altogether. To avoid such catastrophic consequences, these flux

components only exist as localized fluxes so that they appear as gauge fluxes on the IIB

seven-branes. Nevertheless one may express the quantization condition for the global fluxes

in the same way as (4.229), namely:∫
Σ

(1)
4

dy[MNab] Gglobal
MNab ±

c2

c1

∫
Σ

(1)
4

dy[MNab] tr
(
Rtot ∧ Rtot

)
MNab

=
N̂5c

c1
, (4.234)

where we have used N̂5c to represent the number of five-branes for this case, ± to resolve

any relative sign ambiguity [20], and Σ
(1)
4 ≡ C2 × T2

G where C2 ∈ M4 ×M2 to denote a

two-cycle inside the six-manifold. The gs scalings of the various terms in (4.234) take the

form:

∑
k1

∫
Σ

(1)
4

dy[MNab] G(k1)
MNab

(
gs

HHo

)labMN+
2k1
3

− 1

c1

∑
k4

N̂
(k4)
5c

(
gs

HHo

)lc+ 2k4
3

(4.235)

= ±c2

c1

∑
k2,k3

∫
Σ

(1)
4

dy[MNab] tr
(
R

(k2)
[Ma]R

(k3)
[Nb]

)( gs
HHo

)2dom( γ3−1,1)+ 2
3

(k2+k3)

± c2

c1

∑
k2,k3

∫
Σ

(1)
4

dy[MNab] tr
(
R

(k2)
[MN]R

(k3)
[ab]

)( gs
HHo

)dom( γ3−2,0)+dom( γ3 ,2)+ 2
3

(k2+k3)

,

where as before dy[MNab] implies the wedge product dyM∧ ...∧dyb. There are four different

dominant scalings at play now: dominant scaling labMN for the flux components, dominant

scaling lc for the dynamical M5-branes and two dominant scalings for the curvature wedge

products. They would all balance when:

labMN +
2k1

3
= lc +

2k4

3
= 2dom

(γ
3
− 1, 1

)
= dom

(γ
3
− 2, 0

)
+ dom

(γ
3
, 2
)
, (4.236)

where dom(a, b) chooses the dominant scaling between
(

gs
HHo

)a
and

(
gs

HHo

)b
. Once we

consider (4.57), labMN = 1, and with the choice γ = 6 from (3.62), we see that the Pontryagin

term scales as
(

gs
HHo

)+2
, leading again to a mis-match between the gs scalings of the flux

and the curvature terms. This mis-match is a good sign for us because it tells us that

GMNab cannot be global fluxes, thus avoiding the catastrophe alluded to earlier65. What

65A question could be asked regarding the scenario when k1 ≥ 3
2

in (4.236). What happens then?

The answer is that, if there are no global fluxes when k1 = 0, it would be meaningless to impose the

existence of global fluxes for k1 ≥ 3
2
. Additionally, at this order any global fluxes would have contributed

as + 4
3
(l69, l70, l71) to (4.81) and therefore would have anyway failed to influence the Schwinger-Dyson’s

equations at lower orders.
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about the gs scalings of N̂
(k4)
5c ? If the M5-branes dualize to small instantons in the heterotic

side then, to avoid issues with anomalies (considering also the comments from footnotes

60 and 61), the gs scalings should match the ones coming from the Pontryagin class. This

means lc = 2 in (4.235), giving us:

±c2

∫
Σ

(1)
4

dy[MNab]
[
tr
(
R

(k2)
[MN]R

(k3)
[ab]

)
+ tr

(
R

(k2)
[Ma]R

(k3)
[Nb]

)]
= N̂

(k4)
5c , (4.237)

where k4 = k2 + k3 and ki ∈ Z
2 . As discussed before the ± sign implies that we can take

positive signs on both sides of (4.237), but now N̂
(k4)
5c are not necessarily constrained to be

integers as long as N̂5c is an integer in the temporal domain set by the TCC. Since lc = 2

in (4.235), the M5-branes are not static compared to the case studied for the GMNPQ flux

components.

Once we consider (4.70) (or (4.77)) and take γ = 6, we see that the dominant scalings

of all the four terms in (4.236) match precisely. Unfortunately this is not good because

it would mean that GMNab can be global fluxes. The catastrophe that we were worried

about earlier, seems to come true now. Of course we can always impose that GMNab −
despite scaling as

(
gs

HHo

)+2
− can be regarded as localized fluxes but there appears no

strong theoretical reason to do so other than to avoid the aforementioned catastrophe.

This provides a good reason to choose (4.57) over (4.70) (or even (4.77)). The two other

cases in (4.85), namely labMN = 4
3 and labMN = 5

3 , cannot be global fluxes and therefore (4.237)

should be satisfied for both the cases. Of course as mentioned earlier these components

cannot participate at the lowest order Schwinger-Dyson’s equations for the metric.

For the localized fluxes, when labMN = 1, it is easy to see that the dual seven-forms

scale as labMN − 6, which means that the RHS of (4.228) scales as θnl − labMN + 4
3 , where

θnl is given by (4.82). Comparing both sides of (4.228), gives us θnl = 2
3 . This is barely

enough to provide the kinetic term, so we see that non-perturbative effects are necessary.

Incorporating the contributions from the BBS instantons (4.32), θnl becomes θnl = 8
3 which

would easily balance both sides in (4.228). When labMN = 2 from (4.70) and (4.77), θnl = 8
3

which could in principle be enough because the dual fluxes contribute as +4
3 to (4.81)

(see (4.82)). BBS instantons would change this to θnl = 14
3 , as sub-leading contributions.

However, the fact that these fluxes can exist as global fluxes, make the choices (4.70) and

(4.77) less attractive for us as mentioned earlier. Finally, for the other two cases labMN = 4
3

and labMN = 5
3 we see that the quantum terms scale as θnl = 4

3 and θnl = 2 respectively

which are barely enough because they contribute to (4.81) as +2
3 and +1 and therefore

contributions from BBS instantons can change the quantum contributions to θnl = 10
3 and

θnl = 4 respectively.

Case 3: GMNPa components

The case for the flux components GMNPa is interesting because for all the choices in (4.85)

they scale in the same way as
(

gs
HHo

)+1
. The +1 scaling is necessary for the system to

satisfy anomaly cancellation condition (4.14), and therefore the quantization condition on
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the global fluxes takes the form:∫
Σ

(2)
4

dy[MNPa] Gglobal
MNPa ±

c2

c1

∫
Σ

(2)
4

dy[MNPa] tr
(
Rtot ∧ Rtot

)
MNPa

=
N̂5e

c1
, (4.238)

where N̂5e is the number of M5-branes with Σ
(2)
4 = C3×S1, where C3 ∈M4×M2, being a

three-cycle in the six-manifold and S1 ∈ T2

G being a one-cycle in the toroidal manifold. For

both cases such odd cycles are possible because the metric on the internal eight-manifold is

a non-Kähler one, and therefore allows all possible cycles, odd and even66. The gs scalings

of the various terms in (4.238) now becomes:

∑
k1

∫
Σ

(2)
4

dy[MNPa] G(k1)
MNPa

(
gs

HHo

)lPaMN+
2k1
3

− 1

c1

∑
k4

N̂
(k4)
5e

(
gs

HHo

)le+
2k4
3

(4.239)

=
c2
c1

∑
k2,k3

∫
Σ

(2)
4

dy[MNPa] tr
(
R

(k2)

[MN]R
(k3)

[Pa]

)( gs
HHo

)dom( γ3−2,0)+dom( γ3−1,1)+ 2
3

(k2+k3)

,

where for γ = 6 in (3.62), the wedge product of the curvature term scales as
(

gs
HHo

)+1
,

implying that le = 1 in the expression for the dynamical M5-branes. Thus yet again the

M5-branes do not have a static part. Since lPaMN = 1 from all the choices in (4.85), global

fluxes do exist now. This is good because existence of global flux components of the form

GMNPa would imply the existence of NS-NS and RR three-forms (H3)MNP and (F3)MNP

respectively in the dual IIB side. Such three-forms would contribute to the IIB super-

potential, but now, since they cannot be time-independent, the IIB super-potential would

necessarily develop temporal dependences as emphasized also in [28]. The flux quantization

condition is valid at all orders in
(
ki,

gs
HHo

)
because we expect:

lPaMN +
2k1

3
= le +

2k4

3
= dom

(γ
3
− 2, 0

)
+ dom

(γ
3
− 1, 1

)
+

2

3
(k2 + k3), (4.240)

for
(
le, l

Pa
MN, γ

)
= (1, 1, 6) and ki ∈ Z

2 . Note that if we had taken γ = 5 or any values other

than 6 this would not have been the case. In fact for γ = 5, we see that the curvature term

scales as
(

gs
HHo

) 1
3
, so would have differed from the gs scalings of the flux components thus

prohibiting them to appear as global fluxes. While this scenario may not be inconsistent,

the very existence of global fluxes implies the existence of a non-trivial super-potential in

the IIB side that is helpful to dynamically stabilize at least the complex structure moduli

(for some discussion on the dynamical moduli stabilization, the readers may refer to [7, 8]).

66There is again a subtlety here that needs some explanation. Existence of odd-cycles, especially in the

toroidal space, does not necessarily imply vanishing Euler characteristics. Consider M5-branes wrapping

a three-cycle Ĉ3 (orthogonal to C3 above). The five-manifold Σ
(2)
5 to which Σ

(2)
4 is the boundary now

spans Ĉ3 × T2

G , which boils down to finding the one-cycle boundary in the toroidal space. At the IIA

orientifold point such one-cycle may be easily inferred from the G action (see footnote 60), but the Euler

characteristics remains non-vanishing. In any case, the anomaly cancellation condition (4.14) allows non-

trivial fluxes on the eight-manifold as long as
∫

X8 over the eight-manifold is non-vanishing (we are assuming

flux products to be positive definite). For a non-Kähler manifold, the integral of X8 is not necessarily the

Euler characteristics (as it was when the eight-manifold was a Calabi-Yau four-fold), so the existence of

fluxes no longer depends on the Euler characteristics of the internal eight-manifold.
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The localized fluxes can now be balanced easily by the quantum terms. The dual seven-

forms scale as lPaMN−4, and therefore the RHS of (4.228) scales as θnl− lPaMN−
2
3 where θnl is

defined in (4.82). Balancing the gs scalings on both sides of (4.228) gives us θnl = 8
3 . As the

fluxes contribute as +4
3 , the scaling of θnl tells us what possible perturbative contributions

on the RHS of (4.228) are. Non-perturbative effects from BBS instantons will change the

scaling to θnl = 14
3 providing enough sub-dominant quantum contributions. The non-local

contributions would be further sub-dominant. Again, at every order in gs, the localized

fluxes are properly balanced over the four-cycle Σ
(2)
4 .

Case summary: Flux quantizations and flux equations as selection principles

Having laid out all the flux equations, Bianchi identities as well as the flux quantization

rules for the time-dependent background, we see the emergence of a few selection principles.

These principles would help us to not only decide the forms of the fluxes G1 to G17 in

the Bianchi identities (4.193) and (4.215) but also discern the most relevant dominant

scalings from (4.85). They may be listed as follows. One, we see that the following pair

of flux components: (G4,G15), (G5,G16), (G8,G17), (G1,G9) and (G3,G11) are necessarily

localized fluxes. Despite that most do not contribute at the lowest orders Schwinger-Dyson’s

equations except (G3,G11), although both (G1,G3) can be consistently put to zero. Two,

the flux components (G6,G7,G10) are global fluxes, although G10 can have localized pieces.

In fact the global pieces of G10 satisfy the flux quantization conditions (4.238). For the two

latter components − which are necessarily global − the precise forms are given by (4.176)

and (4.181) respectively, although in the limit x11 → 0, the flux components G7 consistently

decouple. The remaining flux components (G2,G12,G13,G14) can be global or local but

they do not contribute to the lowest orders Schwinger-Dyson’s equations for the metric

components. Three, while the anomaly cancellation condition allows all the five choices

in (4.85), the presence of localized fluxes and dynamical membranes seem to rule out the

choice with ljM0i = −3. On the other hand, out of the remaining four in (4.85), the flux

quantization conditions appear to prefer the three over (4.70). Finally, from the gs scalings

and EOMs, it seems that the choice (4.57) is the most economical one, as the other two in

the remaining three would forbid any of the flux components to appear at the lowest orders

(this may be easily inferred from plugging in the scalings from (4.85) in (4.82)). Therefore

we can conclude that in the M-theory uplift of the IIB de Sitter space, irrespective of

its embeddings, as long as the system consistently satisfies (a) flux EOMs, (b) anomaly

cancellation, (c) Bianchi identities, and (d) flux quantization conditions, the internal and

the external fluxes have to be necessarily time-dependent. The other flux components

G0ABC may be put to zero without violating any of the aforementioned conditions.

5 de Sitter state in M-theory, toy cosmology, and exclusion principles

Our detailed analysis of the flux EOMs should have convinced the readers that the system

is not only quantum mechanically consistent, but is also under theoretical control where

precise computations may be performed. We would now like to analyze the situations
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from the point of view of having a Glauber-Sudarshan state, but before we go into that

let us study two examples which would tell us how we can extend our earlier analysis to

investigate new directions. In the process we will be able to answer questions related to not

only the early time physics, but also find new selection principles that will help us exclude

many cosmologies.

5.1 A detour towards 4d de Sitter state from M-theory and EFT

While discerning the requisite conditions we also see, in retrospect, why the M-theory uplift

was necessary in the first place. The type IIB coupling is at a constant coupling point, and

is generically fixed at O(1) value, i.e. gb = O(1) (we took vanishing axio-dilaton so gb = 1

appears to be the natural choice). This means IIB is at strong coupling, and because of that

we cannot study this background with available techniques (even S-duality doesn’t help

here). The duality to M-theory allows a temporal domain where the IIA coupling gs < 1

(see derivations in section 2) and as discussed here, detailed and precise computations may

be performed. This temporal domain is also surprisingly related to TCC [9] which here

may be considered as an added bonus.

The advantage that we gain by dualizing the IIB solution to M-theory is not just

restricted to having a controlled laboratory for all the requisite computations. The M-

theory uplift also helps us to interpret the computations as consequences of having a

Glauber-Sudarshan state. In this matter, the M-theory uplift is not just powerful, but

necessary. As shown in [8], the flux equations that we studied in the earlier sub-sections

appear from the Schwinger-Dyson’s equations. In fact the Schwinger-Dyson’s equations

split up in two parts. One part is directly related to the EOMs for both the metric

and the flux components (recall that the metric and the flux components appear from

the expectation values of the metric and the flux operators over the Glauber-Sudarshan

state). The other part relates the expectation values to the Faddeev-Popov ghosts. The

latter is harder to work out, but fortunately the first part contains enough informations

to precisely lay out the corresponding EOMs in the presence of hierarchically controlled

quantum corrections. The perturbative parts of the quantum corrections appear from

(4.81), but can make it even more general by allowing cross-terms in the internal eight-

manifold (which could in-principle happen if we allow non-trivial fibrations). The quantum

series then changes to:

Q({li},ni)
T =

[
g−1] 4∏

i=0

[∂]ni
65∏

k=1

(RAkBkCkDk)lk
105∏

r=66

(GArBrCrDr)
lr

= gmim
′
i ....gjkj

′
k{∂n1

m }{∂n2
α }{∂n3

a }{∂n4
i }{∂

n0
0 } (Rmnpq)

l1 (Rabab)
l2 (Rpqab)

l3 (Rαabβ)l4

× (Rαβmn)l5 (Rαβαβ)l6 (Rijij)
l7 (Rijmn)l8 (Riajb)

l9 (Riαjβ)l10 (R0mnp)
l11

× (R0m0n)l12 (R0i0j)
l13 (R0a0b)

l14 (R0α0β)l15 (R0αβm)l16 (R0abm)l17 (R0ijm)l18

× (Rmnpα)l19 (Rmαab)
l20 (Rmααβ)l21 (Rmαij)

l22 (R0mnα)l23 (R0m0α)l24 (R0αβα)l25

× (R0abα)l26 (R0ijα)l27 (Rmnpi)
l28 (Rmni0)l29 (Rmniα)l30 (R0m0i)

l31 (Rmijk)l32

× (Rmβiα)l33 (Rabmi)
l34 (Rijk0)l35 (Rα0i0)l36 (Rαβi0)l37 (Rab0i)

l38 (Rαijk)l39

× (Rabiα)l40 (Rαβiα)l41 (Rmnpa)l42 (Rmna0)l43 (Rmnai)
l44 (Rmnaα)l45 (Rm0a0)l46

× (Rmaij)
l47 (Rmaαβi)

l48 (Rmaba)l49 (Raij0)l50 (Ra0i0)l51 (Raαβ0)l52 (Ra0α0)l53
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× (Raba0)l54 (Raijk)l55 (Raαij)
l56 (Raααβ)l57 (Rabaα)l58 (Rabia)l59 (Rαβia)l60

× (Rmαi0)l61 (Rmai0)l62 (Rmaα0)l63 (Rmiaα)l64 (Raαi0)l65 (Gmnpq)
l66 (Gmnpα)l67

× (Gmnpa)l68 (Gmnαβ)l69 (Gmnαa)l70 (Gmαβa)l71 (G0ijm)l72 (G0ijα)l73 (Gmnab)
l74

× (Gabαβ)l75 (Gmαab)
l76 (Gmnpi)

l77 (Gmαβi)
l78 (Gmnαi)

l79 (Gmnai)
l80 (Gmabi)

l81

× (Gaαβi)
l82 (Gαabi)

l83 (Gmaαi)
84 (Gmnij)

l85 (Gmαij)
l86 (Gαβij)

l87 (Gmaij)
l88

× (Gαaij)
l89 (Gabij)

l90 (G0ija)l91 (G0mnp)
l92 (G0mnα)l93 (G0mαβ)l94 (G0mab)

l95

× (G0αab)
l96 (G0mna)l97 (G0mαa)l98 (G0αβa)l99 (G0mni)

l100 (G0mαi)
l101 (G0αβi)

l102

× (G0mia)l103 (G0αia)l104 (G0abi)
l105 , (5.1)

which should be compared to (4.81). With a little effort, by specifying the precise fibra-

tions, we can also work out the gs scaling much like the one from (4.82). We will however

refrain from doing this here because there isn’t anything new to be learned by going to-

wards more genericity. Instead we will study a different duality of IIB to M-theory that can

allow us to address the four-dimensional de Sitter space directly from eleven-dimensions.

In the process we can compare the consequence of viewing the de Sitter space as a vacuum

or as a Glauber-Sudarshan state.

To study the consequence of a new duality from IIB to M-theory, it would be better

to first follow the old duality (that we have been using so far) but for a slightly different

type IIB background. The background that we have in mind may be represented by the

following metric ansätze:

ds2 =
a2(t)

H2(y)

(
−dt2 + gijdx

idxj + g33dx
3dx3

)
+ H2(y)

(
F1(t)gαβdy

αdyβ + F2(t)gmndy
mdyn

)
, (5.2)

which is almost similar to what we had before but now there are two main differences:

one, the coefficient a2(t) is not related to any de Sitter embedding studied in section 2.1,

and two, Fi(t) do not satisfy the condition F1(t)F2
2(t) = 1. The precise connection of(

Fi(t), a
2(t)
)

to four-dimensional de Sitter space in M-theory will be spelled out soon.

Despite this, (5.2) is still a cosmological ansätze for a solution in IIB, much like (3.10)

earlier, albeit with temporally varying Newton’s constant. The IIA string coupling will

take the form similar to (3.11) except that
(
Λt2
)n/2

therein will be replaced by a(t). In

other words:

Ho(x, y) ≡ gb√
g33(x)

, ⇒ gs
HHo

=
1

a(t)
, (5.3)

which as before may be used to define the temporal coordinates in M-theory. Here gb is

the IIB coupling. Note two things: one, gb = O(1) is again at constant coupling point

and therefore makes the IIB background (5.2) strongly coupled, and two, the late time is

always weakly coupled in the IIA side no matter what choice of a(t) we take, as long as we

demand expanding cosmologies. The M-theory uplift of (5.2) then becomes:

ds2 = g−8/3
s H2

o

(
−dt2 + gijdx

idxj
)

+ g4/3
s

[
(dx11)2 +

(dx3)2

g2
b

]
+ g−2/3

s H2(y)
(

F1(t)gαβdy
αdyβ + F2(t)gmndy

mdyn
)
, (5.4)
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which goes on to show that the eleven-dimensional torus is a square one locally although

globally we can allow T2

G . We note that, no matter how a(t) is defined, the form of the

metric (5.4) remains similar67 to what we had in (2.4) with gs taking the form (5.3). This

means that the fluxes required to support a background (5.2) in the IIB side may again be

derived from the M-theory uplift. As shown in the first reference of [7], the analysis does

not depend on what conditions Fi(t) satisfy (in fact therein an example with F1F2
2 = O(g2

s)

was discussed in great details). After the dust settles we expect time-dependent internal

fluxes GMNPQ,GMNPa and GMNab as well as time-dependent space-time fluxes G0ijM to

be defined in a similar way as before (other localized flux components could also exist).

Additionally we expect ġs to be given by positive powers of gs, much like (3.12) before.

Nothing we said so far is new although presented in a somewhat generalized way. To

see the point of our computations, let us then dualize the IIB background (5.2) to M-theory

in a slightly different way. Instead of choosing the toroidal direction to be (x3, x11), let us

take the directions to be (yo, x
11) where yo ∈ M4. In fact to facilitate this we can rewrite

the internal four-manifold M4 as M4 =M3 × S1 locally, where yo will be the coordinate

parametrizing S1. If gyoyo denotes the metric along S1, the type IIA coupling may be

determined via:

Ho(x, y) ≡ gb√
gyoyo(x)

, ⇒ gsH

Ho
=

1√
F2(t)

, (5.5)

which may now be compared to (5.3). Despite some similarities, there is an unfortunate

disadvantage now. The technical advantage that we got from going to the M-theory uplift

(5.4) − because the IIA string coupling (5.3) can be made small in the temporal domain

where a(t) > 1 − now doesn’t seem to help. This is because, for example, at late time when

we expect F2 → 1, the IIA coupling gsH
Ho
→ 1 so becomes strongly coupled. Additionally,

gs is no longer related to a(t), so our earlier manipulation of rewriting the metric as (5.4)

cannot help. In fact the topology in M-theory is no longer R2,1×M4×M2× T2

G . Instead

we expect the topology to become R3,1 ×M3 ×M2 × T̂2

G where T̂2 signifies the (yo, x
11)

torus. What kind of metrics can be put on R3,1 and on the internal seven-manifold will be

ascertained soon.

Despite these aforementioned hurdles, let us still push on. We have already identified

the M-theory torus T̂2, and since M-theory and IIB are related by shrinking this torus,

we can follow the duality chain to write the M-theory metric. There is a caveat though:

since the internal space in the IIB side is threaded by fluxes, the duality chain will lead

to a complicated metric for the internal space in M-theory where there could be a non-

trivial mixing between the temporal and the internal-space coordinates. We can simplify

this situation by assuming that the IIB fluxes have no legs along the S1 direction. While

this may not be always possible, we can nevertheless use such simplifications to generate

possible solutions. The M-theory uplift of (5.2) now becomes:

67As before we can use Fi(t) = Fi
(

gs
HHo

)
, with the condition that Fi(t)→ 1 as gs

HHo
→ 0. This means, no

matter how a(t) is defined, the form of Fi can always be Fi =
∑
kni

F
(kni )

i

(
gs

HHo

)kni
consistent with how

we defined earlier in the paragraph following (4.35). Clearly F
(0)
i = 1 would keep the late time cosmology

well-defined.
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ds2 =
a2(t)F

1/3
2 (t)

(H2Ho)
2/3

(
−dt2 + gijdx

idxj + g33dx
3dx3

)
(5.6)

+ F
1/3
2 (t)

(
H4

Ho

)2/3 (
F2(t)gmndy

mdyn + F1(t)gαβdy
αdyβ

)
+

1

F
2/3
2 (t)

(
Ho

H

)4/3 [
(dx11)2 +

dy2
o

g2
b

]
,

where (ym, yα) ∈ (M3,M2) and we have highlighted the temporal dependences. The

toroidal structure is a consequence of the duality chasing, and in general could be more

involved (for example the global topology is T̂2

G ). One may also easily note that in the IIB

metric (5.2), if a2(t) was related to any of the de Sitter embeddings (studied in section

2.1), (5.6) could not contain a de Sitter space. Also, if we had imposed F1F2
2 = 1, the

volume of the internal seven-manifold could not be time-independent. This means we can

now impose the following conditions on a2(t) and Fi(t):

a2(t)F
1/3
2 (t) = a2

dS(t), F1(t)F
5/3
2 (t) = 1, (5.7)

that would put a de Sitter metric along R3,1 and a temporally varying metric (but with a

time-independent Newton’s constant) on the internal seven-manifold Σ7 ≡M4×M2× T̂2

G .

This is almost what we were aiming for: a four-dimensional de Sitter space with a seven-

dimensional internal space but unfortunately, as alluded to earlier, both the IIB and the

M-theory uplift are at strong couplings.

One of the strong coupling issue for the M-theory uplift (5.6) is that we can no longer

suppress the non-perturbative contributions of the form exp
(
− 1
g2
s

)
. The perturbative

series of the form (4.81) is also a concern now. Additionally, in terms of gs defined in (5.5),

the metric (5.6) may be rewritten as (using Ĥ3 ≡ H2Ho):

ds2 =
a2

dS(t)

Ĥ2

(
−dt2 + gijdx

idxj + g33dx
3dx3

)
(5.8)

+ g−2/3
s H2

(
F2(t)gmndy

mdyn + F1(t)gαβdy
αdyβ

)
+ g4/3

s

[
(dx11)2 +

dy2
o

g2
b

]
,

which is almost similar to the form of the M-theory uplift (5.4), defined therein using gs
from (5.3), but with a few key differences. One, which is already mentioned above, the

metric (5.4) is split into 2 + 1 dimensional space-time and an eight-dimensional internal

space, whereas the split in (5.8) is 3 + 1 dimensional space-time and seven-dimensional

internal space. Two, since a2
dS does not appear in the definition of gs in (5.5), the temporal

dependences in the metric (5.8) cannot be expressed by gs alone, as compared to (5.4). This

means, the advantages we got by the gs expansions in the quantum series (4.81), cannot

be replicated for the metric choice (5.8). This is unfortunate, because the corresponding

IIB metric takes the form:

ds2 =
a2

dS(t)

H2(y)F
1/3
2 (t)

(
−dt2 + gijdx

idxj + g33dx
3dx3

)
+ H2(y)

(
F1(t)gαβdy

αdyβ + F2(t)gmndy
mdyn

)
,

(5.9)

which differs from the de Sitter case by the presence of F
1/3
2 (t) and from the fact that

F1(t)F2
2(t) 6= 1 (see (5.7)). The latter would imply time-dependent Newton’s constant in

– 148 –



the IIB side, so the dual IIB cosmology appears to be leaning more towards a modified

gravity framework than anything else (although the M-theory example is de Sitter).

The above conclusions, both in IIB and in M-theory, are a bit unusual and the pre-

dominance of strong couplings on both sides appear to dampen any hopes of doing concrete

computations on either sides of the picture. Fortunately all is not lost and there is some

light at the end of the tunnel when we look at the string coupling (5.3), because:

gs
HHo

≡ F2

√
F1

adS
< 1, (5.10)

which is possible because we can find a temporal domain wherein the requirement (5.10)

may be met68. This implies that the physics of the background (5.8) can only be inferred

from the background (5.4), and not from (5.9). Since we know that the M-theory back-

ground (5.4) can only be supported by time-dependent fluxes of the form GMNPQ, GMNPa,

GMNab and G0ijM (keeping other components zero), duality chasing this to (5.6), shows

that time-dependent fluxes are also necessary to support the de Sitter configuration (5.8).

The existence of time-dependences for the M-theory background (5.8), similar to what

we had for a background like (5.4), means that all issues associated with the existence of an

Wilsonian effective action with time-dependent frequencies re-appear now. Since the dual

background (5.4) is realized as a Glauber-Sudarshan state, the background (5.8) should also

be realized as a Glauber-Sudarshan state (and not as a vacuum). Such conclusion doesn’t

depend on the fact that (5.8), and even (5.9), are at strong couplings. The Glauber-

Sudarshan state for (5.8) is dual to the Glauber-Sudarshan state for (5.4).

There is however one advantage that we can have from the background (5.8) that is

not present in the M-theory uplift (5.4). This has to do with the early time physics. Recall

that, from the expression of gs in (5.3), computational control only appears in the regime

where a(t) > 1, i.e. at late time, making gs
HHo

< 1. At early time, while the background

(5.4) is unfortunately useless, the background (5.8) might become useful. To see this let

us go to the following regime where:

a2
dS(t) =

1

Λt2
,

gsH

Ho
=

1√
F2(t)

< 1, (5.11)

which is the early time in the flat-slicing coordinates of de Sitter. Since F2(t)→ 1 at late

time (i.e. at t→ 0), we expect that it grows at early times (i.e. for t < − 1√
Λ

), thus making
gsH
Ho

< 1. We are now in a surprisingly advantageous position: early time physics, which was

so hard to decipher using the background (5.4), can now be made amenable to study. There

is however a minor technical disadvantage: the background (5.8) has a seven-dimensional

internal space, so doesn’t have the advantages69 related to the eight-dimensional internal

68Unless it is the static patch, wherein all the three couplings: gb, (5.5) and (5.10), are strong at late

time. This is the familiar problem with the static patch that we also encountered earlier in section 2.
69For example related to the computations of anomaly cancellations, flux quantizations, X8 polynomial

et cetera. See however [24]. Recently [25] studied an example of a de Sitter space in M-theory with a seven-

dimensional internal space. One of the ingredient used therein is the Casimir energy. It will be interesting

to see if there is any connection between the background (5.8) and the constructions in [24, 25].
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space that we encountered in (5.4). On the other hand, seven-dimensional manifolds have

been well studied in the literature, so one might be able to extract useful informations from

there. In any case, a new window of opportunity seems to have opened up for us related

to the early time physics, so it is time to venture along that direction. More details on this

will be presented elsewhere.

5.2 Existence of EFT for a toy cosmology and exclusion principles

Towards the end of section 3 an interesting cosmology was studied in (3.10) where it was

pointed out that the existence of EFT implies the condition (3.12), i.e. the temporal

derivative of the dual IIA string coupling gs should be given by positive powers of gs to

allow for the validity of an EFT description. This is a curious condition and one might

want to figure out what exactly goes wrong if the aforementioned condition is not met. To

this end, let us assume that the temporal derivative of gs is given in terms of a negative

power of gs. In other words we demand:

∂

∂t

(
gs

HHo

)
=

(
gs

HHo

)−|σ|
, (5.12)

where |σ| could be any number, integer, fractional or even irrational. The question that we

want to ask is how the quantum terms, EOMs, anomaly cancellation, flux quantizations,

and Bianchi identities behave once (5.12) is imposed. The answer, not surprisingly, lies in

the behavior of the curvature and flux tensors once (5.12) is taken into account. As one

can easily show, the gs scalings for most (but not all) of the curvature tensors develop |σ|
dependences. Such |σ| dependences affect the curvature two-forms, and changes it from

(4.7) to the following:

R(x, y, wa; gs) =

∞∑
l=0

R
(l)

[MN](x, y, w
a)

(
gs

HHo

) l
3

+dom( γ3−2,−2|σ|)
dyM ∧ dyN (5.13)

+

∞∑
l=0

[
R

(l)

[ab]

(
gs

HHo

) l
3

+dom( γ3 ,2−2|σ|)
dwa + R

(l)

[Mb]

(
gs

HHo

) l
3

+dom( γ3−1,1−2|σ|)
dyM

]
∧ dwb,

where we have used the metric (3.62) with γ > 5 arbitrary. Taking γ = 6, one can easily

see that the dominant contributions come from the |σ| factors in each of the curvature

forms above. This changes the X8 polynomial from (4.8) to the following:

X8(x, y, wa; gs) =
∑
{li}

X̃
(l1,...,l4)
(8,|σ|) (x, y, wa)

(
gs

HHo

) 1
3

(l1+l2+l3+l4+6−24|σ|)
, (5.14)

with li ∈ Z. One can work out the other X8 polynomials, but for our present computation

(5.14) will suffice. Plugging this in the anomaly cancellation condition (4.14) one may

easily show that the dominant scalings of the internal G-flux components become:

lPaMN = 1− 4|σ|, labMN + lPQ
MN = 2− 8|σ|, (5.15)

where (M,N) ∈ M4 ×M2, (a, b) ∈ T2

G . One may also check that the dominant scaling for

GMNPa satisfy the flux quantization conditions (4.239) and (4.240) at every order implying
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that these components can behave as global fluxes. We also want the dominant scaling to

be positive definite so that the flux components remain finite at late time (See discussion

towards the end of section 4.5 and the footnote 56. The point is, although from (4.82)

the bound is lPaMN > −1
3 , the negative powers of gs will Borel sum to exp

(
− 1

g
1/3
s

)
which

vanishes at late time [7]). This means |σ| < 1
4 which, in terms of the 1

3 -modings can be

expressed as |σ| < 0.75
3 . In other words:

|σ| ≤ 0.74999....9

3
<

1

4
. (5.16)

There are at least two problems associated with the choice (5.15). One, the gs scaling of

GMNPa would imply that the corresponding three-form CNPa scales as 1−4|σ|. This means

G0NPa should at least scale70 as lPa0N = −5|σ|. Unfortunately such scaling would imply that

the flux components blow-up at late time and therefore cannot be put to zero, unless of

course we make |σ| = 0 (see also footnote 56). On the other hand if we consider the EFT

bounds from (4.83) and simply take the negative scaling without worrying too much about

late time behavior, then from (4.108) we see that as long as |σ| < 0.8
3 , such negative scaling

do not create problems in the quantum scaling (4.82). Since we are already bounded by

(5.16), the negative scaling for G0NPa may still be tolerable modulo the late time issue.

Two, in the Schwinger-Dyson’s equations for the space-time metric components gµν , the

Einstein’s tensor scales as
(

gs
HHo

)−2−2|σ|+2k/3
, and the flux components gµνGMNPaG

MNPa

scale as
(

gs
HHo

)−8|σ|+2k′/3
where k and k′ may be thought of as combinations of the modings

of the paritcipating metric and flux components with (k, k′) ∈
(Z

2 ,
Z
2

)
. The two sides clearly

cannot match at the lowest orders, which is consistent with the fact that GMNPa flux

components do not contribute to the lowest order Einstein’s equations. However at higher

orders in (k, k′) with k > k′, we expect:

x1 ≡ 2(k − k′) = 6
(

1− 3|σ|
)
. (5.17)

Unfortunately not all values of x1 ∈ Z can solve (5.17). Interestingly choosing |σ| = Z
3 fixes

|σ| to be |σ| = 0, because the next possible values for |σ|, i.e. |σ| ≥ 1
3 , break the gs and Mp

hierarchies in the quantum series leading to the breakdown of the EFT [10]. Alternatively,

comparing this to (5.16), the only consistent solution is |σ| = 0. In general the number of

solutions for (5.17) may be listed as follows:

(x1, |σ|) =

{(
0,

1

3

)
,

(
1,

5

18

)
,

(
2,

2

9

)
,

(
3,

1

6

)
,

(
4,

1

9

)
,

(
5,

1

18

)
, (6, 0)

}
, (5.18)

out of which the first one is already eliminated, and the next three are eliminated on the

ground that |σ| < 1
7 (as we shall demonstrate soon in (5.22)). The only non-trivial ones

appear to be
(
4, 1

9

)
, and

(
5, 1

18

)
if we ignore the (6, 0) choice. One may try to change this

70Recall that G4 6= dC3, and the quantum terms play important role in designing the Bianchi identities.
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conclusion by making the following replacement:
(

2k
3 ,

2k′

3

)
→
(

2k
3 + 2k|σ|, 2k′

3 + 2k′|σ|
)

with (k, k′) ∈
(Z

2 ,
Z
2

)
as before. This will convert (5.17) to:

k − k′

3
− 1 = −3|σ| − (k − k′)|σ|, (5.19)

where k > k′ because to the lowest orders the flux components GMNPa do not participate

in the Einstein’s equations (they would do so only if |σ| = 1
3 , thus not only contradicting

(5.16) but also creating issues with gs and Mp hierarchies). The RHS of (5.19) is always

negative definite, whereas the LHS can be negative only for k − k′ < 3. For a random

choice of |σ|, (5.19) has only a few solutions because:

x2 ≡ 2(k − k′) = 6

(
1− 3|σ|
1 + 3|σ|

)
, (5.20)

with the LHS being multiples of integers, i.e. 2(k−k′) ∈ Z whereas the RHS is completely

random. Using the above relation, and as before, one would be able to count the allowed

choices for |σ|. For example, it is easy to see that the only allowed solutions for (5.20) are:

(x2, |σ|) =

{(
0,

1

3

)
,

(
1,

5

21

)
,

(
2,

1

6

)
,

(
3,

1

8

)
,

(
4,

1

15

)
,

(
5,

1

33

)
, (6, 0)

}
, (5.21)

which should be compared to (5.18). Again the first three are eliminated on the ground

that |σ| < 1
7 , so that now there are three non-trivial ones. Comparing (5.18) and (5.21) we

see that out of the seven allowed solutions, the only over-lapping one is (6, 0) which gives

|σ| = 0. Of course, since we had used two different modings, the above analysis doesn’t

really fix a unique value for |σ|.
Let us now see where does the bound |σ| < 1

7 appear from our considerations. From

the anomaly cancellation condition (5.15) we see that the sum of the two dominant scal-

ings for GMNab and GMNPQ is 2 − 8|σ|. Let us first fix the dominant couplings to

be labMN = lPQ
MN = 1 − 4|σ|. This is clearly problematic for GMNab, because these flux

components cannot appear at the lowest order in the space-time EOMs: the Einstein

tensor scales as
(

gs
HHo

)−2−2|σ|+2k/3
, and the flux contributions gµνGMNabG

MNab scale as(
gs

HHo

)−2−8|σ|+2k′/3
. Clearly at lowest order, where k = k′ = 0, the only way the gs scal-

ings match is when |σ| = 0. At higher orders i.e. with k > k′, the condition becomes

k − k′ = −9|σ| which would lead to a contradiction unless k = k′ and |σ| = 0. The only

other alternative is to assign labMN = 1− |σ| and lPQ
MN = 1− 7|σ| which, from the positivity

of the dominant couplings, puts the bound:

|σ| ≤ 0.428571....− ε
3

<
1

7
, (5.22)

where ε → 0. Such a bound helps us to eliminate some of the choices from (5.18) and

(5.21). Interestingly now, the condition for balancing the Einstein’s tensor with the flux

products gµνGMNPQGMNPQ imposes the following condition:

x3 ≡ 2(k − k′) = 12 (1− 3|σ|) , (5.23)
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where the RHS is double the one from (5.18). This means that the number of allowed

solutions would be slightly more than what we had earlier, because the extra factor of 2

would insert a new solution between two consecutive ones in (5.18), namely:

(x3, |σ|) =

{(
0,

1

3

)
,

(
1,

11

36

)
,

(
2,

5

18

)
,

(
3,

1

4

)
,

(
4,

2

9

)
,

(
5,

7

36

)
,

(
6,

1

6

)
,(

7,
5

36

)
,

(
8,

1

9

)
,

(
9,

1

12

)
,

(
10,

1

18

)
,

(
11,

1

36

)
, (12, 0)

}
, (5.24)

where we see that the first row is completely eliminated and in the second row, the over-

lapping ones with (5.18) are expectedly
(
8, 1

9

)
,
(
10, 1

18

)
and (12, 0) for x3 = 2x1.

To see whether we can select fewer than three from the above set, we have to analyze

different flux components. Let us then take the flux components G0MNP, which would at

least scale as
(

gs
HHo

)−8|σ|
. Our earlier considerations of keeping positive dominant scaling

should imply |σ| = 0, but since the flux components have one-legs along the temporal

direction (whose metric blow-up at late time), we will ignore the late time issue for the

time-being. Balancing the Einstein tensor with the flux products gµνG0MNPG0MNP then

gives us the following relation:

x4 ≡ 2(k − k′) = 6 (2− 7|σ|) , (5.25)

where the RHS is now different from (5.17) as well as (5.23). The difference appears

from our choice of the dominant scalings for the flux components GMNPQ and from there

assigning the same dominant scalings for the three-form flux components CMNP. Had we

chosen GMNPa to fix the dominant scalings, we would have run into the problem with

derivatives along T2

G and the γ factor from (3.62). As mentioned earlier, such subtleties

appear because G4 is not exactly dC3, so the scalings for the three-form fluxes are a bit

tricky to assign. Nevertheless, since derivatives along the internal six-directions do not

introduce extra factors, our procedure to get the dominant scalings from GMNPQ and from

there get (5.25) may be consistently justified. After the dust settles, the number of solutions

of (5.25) may be listed as follows:

(x4, |σ|) =

{(
0,

2

7

)
,

(
1,

11

42

)
,

(
2,

5

21

)
,

(
3,

3

14

)
,

(
4,

4

21

)
,

(
5,

1

6

)
,

(
6,

1

7

)
,(

7,
5

42

)
,

(
8,

2

21

)
,

(
9,

1

14

)
,

(
10,

1

21

)
,

(
11,

1

42

)
, (12, 0)

}
, (5.26)

where as before, the first row is completely eliminated. In the second row, by comparing

it to (5.24) and (5.18), we see that the only overlapping choice is the one with |σ| = 0.

Such a choice also makes the dominant scalings for the flux components G0MNP to be well-

defined at late time. Note that contributions from other flux components cannot change

this conclusion because they can at most have partial overlaps with the three set (5.18),

(5.23) and (5.24), but since the intersection of the set (5.23) and (5.24) is just one element,

the only consistent choice appears to be |σ| = 0.

The above analysis pretty much kills any hope of keeping non-zero |σ| in (5.12), al-

though there is no constraint if the derivative of gs is given by positive powers of gs, i.e. as
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(
gs

HHo

)+|σ|
, as long as |σ| ∈ Z

3 . We will still push on to see how the quantum terms behave

once (5.12) is imposed. Of course imposing (5.12) would imply some changes to (4.82) as

the gs scalings of the curvatures and the flux components themselves change. To see how

the changes may be quantified, let us rearrange the sixty curvature products in (4.81) in

the following way:

60∏
k=1

(RAkBkCkDk)lk =

9∏
i=1

Ri(x, y, w
a; gs)

= (Ra0b0)l1 (Rabab)
l2 (Rpqab)

l3 (Rαabβ)l4 (Rabij)
l5 (Rαβαβ)l6 (Rijij)

l7 (Rijmn)l8

× (Rαβmn)l9 (Riαjβ)l10 (R0α0β)l11 (R0m0n)l12 (R0i0j)
l13 (Rmnpq)

l14 (R0mnp)
l15

× (R0αβm)l16 (R0abm)l17 (R0ijm)l18 (R0mnα)l19 (R0αβα)l20 (R0abα)l21 (R0ijα)l22

× (Rmnpα)l23 (Rmαab)
l24 (Rmααβ)l25 (Rmαij)

l26 (R0m0α)l27 (Rmnai)
l28 (Rαβai)

l29

× (Ra0i0)l30 (Raijk)l31 (Rabai)
l32 (Rmβiα)l33 (Rabmi)

l34 (Rα0i0)l35 (Rαijk)l36

× (Rabiα)l37 (Rαβiα)l38 (Rmniα)l39 (Rmnpi)
l40 (R0m0i)

l41 (Rmijk)l42 (Rijk0)l43

× (Rαβi0)l44 (Rab0i)
l45 (Rmni0)l46 (Rmaij)

l47 (Rmaαβ)l48 (Rmaba)l49 (Rmnpa)l50

× (Ra0α0)l51 (Rmnaα)l52 (Raαij)
l53 (Raααβ)l54 (Rabaα)l55 (Rm0a0)l56 (Raij0)l57

× (Raαβ0)l58 (Raba0)l59 (Rmna0)l60 , (5.27)

which incorporates some rearrangements from what we had earlier. These rearrangements

are done to simply avoid cluttering of symbols in some of the computations that we are

about to perform. Note that we will not be using the perturbative series (5.1), although a

similar analysis could be performed using (5.1).

We will divide the sixty curvature products into a group of nine depending on how

we assign the gs dependences once (5.12) is taken into account. There would also be

contributions from the flux components, which are the products of forty terms from (4.81).

If the gs scaling of the curvature products from (5.27) is denoted by θnl(R), and the

corresponding gs scaling of the flux products by θnl(G), then clearly θnl from (4.82) is the

sum θnl(R) + θnl(G) ≡ θnl. As one would expect θnl(R) is not exactly the first line of

(4.82): there are five sub-divisions of the curvature products in (4.82), whereas now we

will have nine sub-divisions. It is not too hard to work out the precise gs scaling of the

curvature products, which may be written as:

θnl(R) = dom

(
γ

3
− 4

3
,

2

3
− 2|σ|

) 5∑
r=1

lr + dom

(
2γ

3
− 4

3
,

2

3
− 2|σ|

) 14∑
k=6

lk +

(
2

3
− |σ|

) 22∑
i=15

li +
2

3

27∑
j=23

lj

+

(
2

3
+
γ

3

) 32∑
p=28

lp +
5

3

42∑
q=33

lq +

(
5

3
− |σ|

) 46∑
s=43

ls +

(
γ

3
− 1

3

) 56∑
t=47

lt +

(
γ

3
− 1

3
− |σ|

) 60∑
u=57

lu,

(5.28)

where we see how the |σ| dependence influence the original scaling (4.82), i.e. the first line

of (4.82). In a similar vein we expect the flux contributions to also get |σ| dependences, and

we shall discuss this briefly soon. Meanwhile, let us find out how the |σ| dependence would

influence other results. To this end, let us look at the lowest order Schwinger-Dyson’s

equations corresponding to the metric components gµν . As shown in [7, 8], these equa-

tions may be consistently solved by including non-perturbative instanton contributions.
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In terms of gs scalings, the Einstein tensor for the space-time components would scale as(
gs

HHo

)−2−2|σ|+2k/3
as mentioned earlier, whereas the BBS instanton contributions to the

energy-momentum tensor would scale as [7, 8]:

scale (Tµν) =
∑
l

lbl

(
gs

HHo

)−2+θnl− 8
3

+ 2k′
3

exp

−l( gs
HHo

)−2+θnl+
2k′
3

 , (5.29)

where bl is just a numerical constant and l ∈ Z. The above scaling may be easily derived

from the non-perturbative action that we discussed in section 3.3, and one can easily see

that for large values of l, the series (5.29) is convergent. Comparing the gs scaling with

the one from the Einstein tensor, we get for k = k′ = 0:

θnl ≡ θnl(R) + θnl(G) =
8

3
− 2|σ|, (5.30)

where θnl(R) is given in (5.28) and θnl(G) may be worked out in a similar way. For the time

being we will only take θnl(R) into account. Taking the full expression (5.28) for θnl(R)

will complicate our analysis, so we can break this in small parts to see the consequences.

We will also take γ = 6 from (3.62), so that the dominant parts would be the ones with |σ|
in them. Let us start with the first fourteen terms (the first five and the next nine terms

all scale in the same way) from (5.28), and define n1 as n1 ≡
∑14

r=1 lr ∈ Z as lr ∈ Z. It is

not too hard to see that this would lead to:

|σ| = n1 − 4

3(n1 − 1)
, (5.31)

by balancing the gs scalings of the Einstein tensor with the non-perturbative BBS instan-

tons. Since n1 ∈ Z is an increasing function, we see that |σ| would increase monotonically

till it hits 1
3 when n1 →∞. On the other hand, it becomes negative for n1 < 4 and blows-

up for n1 = 1. Since |σ| ≥ 0, it is clear that n1 ≥ 4. We should also take into account the

positivity bound |σ| < 1
7 from (5.22), which would restrict n1 to lie between 4 ≤ n1 ≤ 6.

Putting everything together, this implies that the only allowed solutions are:

(n1, |σ|) =

{
(4, 0) ,

(
5,

1

12

)
,

(
6,

2

15

)}
, (5.32)

with |σ| = 0 overlapping with all the three earlier sets (5.18), (5.24) and (5.26), although

|σ| = 1
12 overlaps with (5.24) also. The point however is this: introducing quantum effects

− which are absolutely essential here, compared to the classical contributions − severely

restricts the allowed choices of |σ|. In fact, as we expand to take other terms from (5.28)

into account, we will see that only |σ| = 0 is consistently realized71.

71Note that even if we had been less restrictive and taken |σ| < 1
4

from (5.16), the allowed choices for |σ|
are again severely restricted from 4 ≤ n1 ≤ 12 and we get:

(n1, |σ|) =

{
(4, 0) ,

(
5,

1

12

)
,

(
6,

2

15

)
,

(
7,

1

6

)
,

(
8,

4

21

)
,

(
9,

5

24

)
,

(
10,

2

9

)
,

(
11,

7

30

)
,

(
12,

8

33

)}
,

compared to infinite possible choices for 0 ≤ |σ| < 1
3

with 4 ≤ n1 < ∞. Of course, since the values of

|σ| lying between 1
7
< |σ| < 1

4
have numerous problems, the allowed cosmologies could only be a subset of

(5.32), i.e. the first three terms of the above set.
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Let us consider the next set of terms from (5.28), namely the ones scaling as 2
3 − |σ|.

There are eight such terms, and we will denote n2 ≡
∑22

i=15 li with n2 ∈ Z because li ∈ Z.

We can again equate the gs scalings of the Einstein tensor with the non-perturbative BBS

instantons from (5.29). The result is:

|σ| = 2

3

(
n2 − 4

n2 − 2

)
, (5.33)

compared to (5.31) earlier. There is however already an issue with (5.33): for n2 →∞, we

see that |σ| → 2
3 which is bigger than the EFT bound of 1

3 . In fact demanding the EFT

bounds of 1
3 or 1

4 , we see that 4 ≤ n2 ≤ 5, with:

(n2, |σ|) =

{
(4, 0) ,

(
5,

2

9

)}
, (5.34)

thus only two possible values for |σ|: |σ| = 0 and |σ| = 2
9 . Of course the actual bound is

|σ| < 1
7 from (5.22). Imposing this, the only possible solution turns out to be |σ| = 0 for

n2 = 4.

The above analysis is an encouraging, albeit expected, sign that the quantum effects

tend to tighten the choices for |σ| severely leading to an almost unique value for |σ| if we

want to respect flux quantizations, anomaly cancellation, Bianchi identities and EOMs. We

can ask if such restrictions continue to hold when we take the next five terms from (5.28)

that scale as 2
3 . Defining n3 ≡

∑27
j=23 lj , and making the same aforementioned equivalence

between the Einstein tensor and the non-perturbative terms (5.29), we see that:

|σ| = 4− n3

3
, (5.35)

compared to (5.31) and (5.33) now. Clearly now n3 ≤ 4, and one can easily see that the

only possible solution satisfying any one of the bounds |σ| < 1
3 , or |σ| < 1

4 or |σ| < 1
7 , is

|σ| = 0 with n3 = 4. One may similarly play with the remaining set of quantum terms,

or even combine the set of terms to cover everything from (5.28), but the answer will not

change: the quantum effects only allow |σ| = 0. On the other hand, and as alluded to

earlier, flipping the sign of the exponent in (5.12) leads to no restriction so long as σ ∈ Z
3 ,

the latter moding emanating from the Z
3 modings of the metric and the flux components

in the construction.

What about the flux contributions? We have already dealt with some of the classical

flux contributions wherein the choices for |σ| were classified as (5.18), (5.21), (5.24) and

(5.26) with |σ| = 0 being the only overlapping one. The quantum, and especially the

non-perturbative, contributions should tighten this a bit more as we shall see below. To

avoid over-complicating the ensuing analysis, let us keep G0ABC = GABij = G0ija = 0,

i.e. only allow the internal fluxes and the flux components G0ijM, where (A,B) ∈ R2,1 ×
M4 ×M2 × T2

G and (M,N) ∈M4 ×M2 . How such a choice may be consistently realized

should be clear from the flux EOMs that we discussed earlier. This means out of the forty

flux components in (4.81), we will only take eleven components and, for computational

– 156 –



efficiency, rearrange them in the following way:

11∏
p=1

(
GApBpCpDp

)l̂p = (GMNab)
l1 (GMNPa)

l2 (GMNPQ)l3 (G0ijM)l4 , (5.36)

where (l̂i, li) ∈ (Z,Z). As we saw earlier, the |σ| dependence in (5.12) enters the gs scalings

via the flux quantizations, anomaly cancellation and the Bianchi identities. This changes

the gs scalings in (4.82) to the following:

θnl(G) =
1

3
(1− 3|σ|) (l1 + 4l2 + 7l3) +

l4
3
, (5.37)

where the positivity of θnl(G) implies |σ| < 1
3 , which is perfectly consistent with |σ| < 1

7

imposed earlier. Let us then start with the l4 term in (5.36), which is related to the flux

components G0ijM. Note that these flux components are absolutely essential for the system

to consistently fit with the dynamical M2-branes and the flux EOMs, as we saw earlier.

Equating the gs scalings of the Einstein tensor with the gs scalings of the BBS instantons

from (5.29), we see that:

|σ| = 8− l4
6

, (5.38)

whose only consistent solution that keeps |σ| < 1
7 is |σ| = 0 and l4 = 8 (if we want to keep

|σ| < 1
3 or |σ| < 1

4 one may also allow (l4, |σ|) =
(
7, 1

6

)
, but as mentioned earlier there are

other issues if we take |σ| ≥ 1
7). This uniqueness72 should pretty much discourage us to

proceed beyond |σ| = 0, but we will still push on just to see what other flux components

imply for |σ|.
To proceed, we will discuss individually the remaining three cases associated with the

flux components GMNab,GMNPa and GMNPQ. Taking the first case with flux components

GMNab exponentiated by powers of l1 with l1 ∈ Z, and equating the gs scalings of the

Einstein tensor with the ones from the BBS instantons from (5.29), we see that:

|σ| = 1

3

(
l1 − 8

l1 − 2

)
, (5.39)

where we restricted ourselves to the lowest orders with k = k′ = 0 as before. Keeping

|σ| < 1
7 means that 8 ≤ l1 ≤ 12. This allows the following choices for l1 and |σ|:

(l1, |σ|) =

{
(8, 0) ,

(
9,

1

21

)
,

(
10,

1

12

)
,

(
11,

1

9

)
,

(
12,

2

15

)}
, (5.40)

which allows four more choices for |σ| in addition to the one with |σ| = 0. This should be

compared to the classical case where the gs scaling of the Einstein tensor was equated to

the gs scaling of gµνGMNabG
MNab. Since labMN = 1− |σ|, we see that classically all possible

72Interestingly, even at the classical level, where the gs scaling of the Einstein tensor is balanced by

the gs scaling of gµνG0ijMG0ijM, which in turn is
(

gs
HHo

)−2+2k′/3
, the condition becomes |σ| = l

6
with

l ≡ 2(k − k′) ∈ Z. The only way |σ| < 1
7
, is with l = 0 giving us |σ| = 0.
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values for |σ| < 1
7 is allowed. However non-perturbative effects restrict this severely to only

five possible choices out of which with further considerations, as we saw above, narrow

them down to the unique value of |σ| = 0.

For the second case we will take the flux components GMNPa that scale as 1 − 4|σ|.
We have already discussed in (5.18) and (5.21) the allowed choices for |σ| when we equate

the gs scaling of the Einstein tensor with the gs scaling coming from their classical energy-

momentum tensor. Once non-perturbative effects from (5.29) are taken into account, we

get the following value for |σ|:

|σ| = 2

3

(
l2 − 2

2l2 − 1

)
, (5.41)

where l2 ∈ Z. As l2 →∞, we see that |σ| → 1
3 thus approaching the EFT bound. Clearly

then 2 ≤ l2 ≤ 6 if we want to keep |σ| < 1
4 or 2 ≤ l2 ≤ 3 if we want to keep |σ| < 1

7 . The

latter, which is in fact the more relevant one, gives us the following two choices:

(l2, |σ|) =

{
(2, 0) ,

(
3,

2

15

)}
, (5.42)

which again with further considerations narrow it down to |σ| = 0. The remaining flux

components GMNPQ cannot contribute at the lowest orders as may be seen from (5.37).

Therefore combining all the flux components together as in (5.36), the only allowed choice

becomes |σ| = 0.

Our above discussions should convince the readers why |σ| = 0 is the only choice if we

impose (5.12). However before ending this section let us ask how such a choice fits in with

the Wilsonian description of the system. Recall that, while deriving the Wilsonian effective

action − comprising of terms like (4.81) plus the non-perturbative and the non-local terms

− we have taken an energy scale much below the massive KK modes or the massive stringy

modes (which means that these states only propagate in the loops and integrating them

out lead to the quantum series (4.81) alongwith the non-perturbative and the non-local

terms). What happens to this scenario if we take say |σ| = 2
15 instead of |σ| = 0? Note that

|σ| = 2
15 appears in (5.32), (5.40), and (5.42), so would be captured by at least a subset of

the non-perturbative terms discussed above. Notwithstanding the issues that would plague

the system with non-zero |σ|, the choice itself suffers from problems directly emanating

from the integration procedure. The key point, as always emphasized, is the existence

of the Wilsonian effective action which appears from integrating out the heavy modes.

Such integration does not care whether we impose (5.12) or not: the final answer would

be a generic distribution of the full quantum series that includes the perturbative series

(4.81), the non-perturbative terms, the non-local counter-terms, the topological terms, the

fermionic terms, and additional terms from the branes and planes. As such, the choice

|σ| = 2
15 would lead to inconsistencies. Therefore the underlying Wilsonian procedure

would only allow |σ| = 0 in (5.12). (With positive powers of gs, as mentioned earlier,

solutions would exist as long as σ ∈ Z
3 .) In section 7 we revisit the story again to show its

surprising connection to the four-dimensional null energy condition from the IIB side.

– 158 –



6 Properties of de Sitter space as a Glauber-Sudarshan state

In the earlier sections we discussed how consistent time-dependent flux components may

be switched on that would form a part of the Glauber-Sudarshan state. These fluxes

satisfy EOMs which, when expressed using expectation values as in (3.1), are basically the

Schwinger-Dyson’s equations as shown in great detail in [8]. In defining these expectation

values, we kept one subtlety under the rug (although this was only briefly dealt in [8]).

The subtlety has to do with our choice of the Glauber-Sudarshan state parametrized by

σ̄ ≡ (ᾱ, β̄) associated with the metric (ᾱ) and the flux (β̄) components instead of using

σ ≡ (α, β) to denote the metric and flux components respectively. The choice of σ̄ instead

of σ is not just a change of notation73, but has a much deeper implications both for the

Glauber-Sudarshan state as well as the corresponding Agarwal-Tara state that governs the

fluctuations over the Glauber-Sudarshan state. Note that the difference between σ and σ̄

is not related to the difference between the free and the interacting vacuum in M-theory,

as both of them are associated with the interacting vacuum. The difference lies in some

sense with the wave-function renormalization of the Glauber-Sudarshan state, as we shall

elaborate in sub-section 6.1. This renormalization will have also have definite implications

for the Agarwal-Tara state, as we shall see in sub-section 6.2.

Before moving ahead, let us clarify some standard properties of the Glauber-Sudarshan

state for the free theory. Looking at this from the point-of-view of the configuration space,

the wave-function of the vacuum state of the free theory, be it defined over some non-

trivial solitonic configuration or otherwise, may be expressed for a given ten-dimensional

momentum k in the following way:

Ψ(fk) ≡
∑
gk

δ
(
fk − gk

)
Ψ (gk) , (6.1)

where (fk, gk) denote the coordinates on the configuration space for a given spatial mo-

mentum k, and the eleven-dimensional momentum k ≡ (k, k0) is generically off-shell. The

delta function state in (6.1), when extended over all spatial momenta k leads to a classical

field configuration in space. Such a field configuration is defined at a given instant of time

t, and Feynman path-integral approach tells us how this evolves with time: every delta

function state follows all possible paths in the configuration space simultaneously with tem-

poral progression. All these paths, when extended over all the momenta k, add up in such

a way as to reproduce the standard Hamiltonian evolution of the vacuum state (wherein

the probabilities do not change with time).

Once we shift the vacuum state to create a coherent state in the free theory, a delta

function state in the configuration space would still represent a classical field in ten-

dimensional space (in fact the most probable one would represent the actual classical con-

figuration that we are aiming for). The temporal evolution again spans all possible paths

in the configuration space, but now the sum over the paths instead of giving us a stationary

state, provides an oscillating state for any given momentum k. Since now the probabilities

73One should not confuse σ̄ with the complex conjugate of σ. Instead σ̄ should be viewed as a quantity

different from σ, which will also be clear as we move along.
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would change with time, the most probably state would reproduce a temporally evolving

classical configuration in both space and time74.

Such a clean picture is expected in free field theory and in quantum mechanics, but

this is not what happens here because of the interactions. As we shall discuss below,

interactions tend to influence the behavior of the Glauber-Sudarshan states drastically in

at least three possible ways: one, by changing the shifted-free-vacua for all spatial momenta

k by a shifted-interacting-vacuum; two, by changing the shapes and sizes of the states as

they evolve temporally, and three, by allowing them to reproduce the requisite classical

configuration only in a finite temporal domain, beyond which the dominance of the strong

type IIA coupling alters the dynamics. The latter case, and as mentioned earlier, is an

issue because only when gs < 1 we tend to have theoretical control over the perturbative,

non-perturbative and non-local corrections in M-theory. For gs > 1, it is not even clear if

there is a simple way to introduce the quantum corrections using the curvature and the

flux components.

6.1 Temporal evolution of a Glauber-Sudarshan state

The distinction between free and interacting vacuum alluded to above is important. In the

M-theory construction that we use here, there are no free vacua75, so at the onset there is

no meaning of the standard coherent states from quantum mechanics and free QFT. All

we can talk about is an interacting vacuum that combines the free vacua using the full

interacting Hamiltonian in M-theory. One can then displace the interacting vacuum using

a displacement operator. In a free theory the displacement operator is typically written as

D0(σ, t), where76 σ ≡ (α, β) is related to coordinates on the configuration space associated

with the metric and the G-flux configurations i.e. from α and β respectively. How exactly

this is done is explained in equations (2.9), (2.17), (2.93) and (2.94) in the second reference

of [8]. What we now need is a bit more non-trivial: we want a displacement operator that

displaces the interacting vacuum |Ω〉 by an amount σ̄ where σ̄ differs from σ by O(gs)

corrections. What exactly does this entail will be elaborated below. Our proposal for the

displacement operator that shifts the interacting vacuum by an amount σ̄ ≡ (ᾱ, β̄) in the

configuration space may be written as [8]:

D(σ̄, t) = lim
T→∞(1−iε)

D0(σ̄, t) exp

(
i

∫ t

−T
d11x Hint

)
(6.2)

where D(σ, t) is non-unitary and Hint is the full interacting Hamiltonian that involves the

perturbative series (4.81) as well as the non-perturbative and non-local terms (including

74The fact that every delta function state in the configuration space − contributing to the shifted vacuum

state − evolves simultaneously through all possible configurations (and in turn adds up) is important, oth-

erwise the temporal evolution of the coherent state would not come about correctly. This simple underlying

principle provides the necessary quantum width to the classical configuration.
75M-theory doesn’t have a coupling constant so there is no simple way to distinguish between the kinetic

and the interaction parts of the Lagrangian (except via using Mp suppressions). However we can still define

a free sector comprising of the kinetic terms for the metric and the fluxes (and similarly for the branes) by

simply switching off the higher-order interactions. The vacua corresponding to these free sectors (for every

momenta k) will henceforth be described as the free vacua.
76σ or σ̄ in this section should not be confused with σ that we used in section 5.2 to denote the gs scalings.
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the topological and the brane/plane terms). Such a choice of Hint makes the analysis very

complicated but, as we show below, we can still make precise predictions using (6.2). Before

proceeding however we should clear up a few questions that may arise regarding the choice

of T and Hint. One, how are we allowed to take T→∞ (in a slightly imaginary direction)

when the dynamics is bounded by the temporal domain governed by the TCC? The answer

lies in the difference between the background solitonic configuration and the Glauber-

Sudarshan state. The temporal coordinate T that is taken to infinity, albeit in a slightly

imaginary direction, is associated with the solitonic vacuum. This is a supersymmetric

Minkowski state77 and there is no constraint on the temporal coordinate. On the other

hand, once we construct the Glauber-Sudarshan state, the dynamics of this state remains

well under control only in the temporal bound dictated by the TCC (as we saw in section

2). This temporal bound is controlled by t in (6.2). Two, how are the flux EOMs etc., that

we studied in the earlier sections, precisely related to the shifted interacting vacuum and

the interacting Hamiltonian Hint? We will answer this question in two steps. First, let us

ignore the distinction between σ and σ̄. In that case, the Schwinger-Dyson’s equations for

the flux components may be written as[8]:〈
δStot

δCABC

〉
σ

=
δS

(σ)
tot

δ〈CABC〉σ
+
∑
σ′ 6=σ

〈
δStot

δCABC

〉
(σ′|σ)

=

〈
δSghost

δCABC

〉
σ

−
〈

δ

δCABC
log
(
D†(σ, t)D(σ, t)

)〉
σ

, (6.3)

with a similar expression for
〈
δStot

δgAB

〉
σ
. The other functions appearing in (6.3) are defined

as follows. The total action is Stot ≡ Skin +Sint, where the first part is the kinetic part and

the second part involves all the interactions that we discussed above as Hint, and earlier

as the quantum series (4.81), plus the non-perturbative, non-local and other contributions.

The expectation values of metric and the flux components are related to the background

metric and fluxes, i.e. 〈CABC〉σ ≡ CABC and 〈gAB〉σ ≡ gAB appearing in our analysis

of metric and fluxes in sections 2, 3 and 4. The action S
(σ)
tot ≡ Stot (〈CABC〉σ, 〈gAB〉σ) =

Stot(CABC,gAB) which is expressed using the warped metric and the flux components78.

The bracket (σ′|σ) involve intermediate states |σ′〉 which are summed over. In fact precisely

because of these intermediate states, the expectation value of the curvature tensors have

additional contributions as alluded to earlier in (3.3). Finally, since D(σ, t) is non-unitary,

the logarithmic term in the second line of (6.3) does not vanish.

The inclusion of propagating ghosts in the Schwinger-Dyson’s equations in (6.3), while

necessary, makes the analysis rather involved. However we can still make sense of the

system if we note that the equations (6.3), including the ones with the metric, may be split

77The reasons for choosing a supersymmetric solitonic vacuum have already been outlined in [7] and [8].

The readers may find all the details there.
78Note that we are writing the total action Stot in terms of the metric and the three-form fields instead

of the curvatures and the four-form flux components. Since both metric and the three-form fields are not

gauge invariant quantities, the action should involve Faddeev-Popov ghosts. These are precisely the ghosts

that appear in (6.3).
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into the following parts:

δS
(σ)
tot

δ〈CABC〉σ
= 0,

δS
(σ)
tot

δ〈gAB〉σ
= 0,∑

σ′ 6=σ

〈
δStot

δgAB

〉
(σ′|σ)

=

〈
δSghost

δgAB

〉
σ

−
〈

δ

δgAB
log
(
D†(σ, t)D(σ, t)

)〉
σ∑

σ′ 6=σ

〈
δStot

δCABC

〉
(σ′|σ)

=

〈
δSghost

δCABC

〉
σ

−
〈

δ

δCABC
log
(
D†(σ, t)D(σ, t)

)〉
σ

, (6.4)

which differs slightly from the usual Schwinger-Dyson’s equations (see the first reference

in [7] for a more standard way of presenting the EOMs). Looking at (6.4), one may easily

note that the first equation is exactly the flux EOMs (4.18) (including the non-perturbative

contributions) that we studied in section 4. In a similar vein, from the second equation in

(6.4), we can recover the Einstein’s equations for the metric components.

The splitting of the Schwinger-Dyson’s equations into the standard EOMs (for metric

and flux components) and EOMs for the propagating ghosts is a useful way to show the

consistencies of the Glauber-Sudarshan state because the first two equations in (6.4) cap-

ture the behavior of the most probable state in |σ, t〉 ≡ D(σ, t)|Ω〉. However it makes the

equations for ghosts harder to track because all the non-trivialities of say (6.3) (and the

corresponding ones for the metric components) are transferred to the third and the fourth

equations of (6.4). Despite this the splitting in (6.4) is not without merit: we do know

that the most probable state in the Glauber-Sudarshan wave-function is the closest one

to the classical background and therefore should satisfy the first two equations in (6.4).

The ghosts may be dealt separately, but will not effect the outcome for the most probable

state79. There is however a deeper question lurking behind: how do the choice σ → σ̄

effect the set of equations in (6.4)? The answer lies in the wave-function of the shifted

interacting vacuum that takes the following form80:

Ψ
(σ̄)
Ω (gµν , t) = exp

[∫ +∞

−∞
d10k log

(
Ψ

(σ̄)
k (g̃µν(k), t)

)]
, (6.5)

79Even in the first two equations of (6.4) both ghosts and gauge fixing may be inserted in. Due to

the abelian nature one can choose them in a way that the ghosts decouple (much like what happens in

QED). The gauge fixing will act appropriately to give us the correct propagators for the metric and the

flux components. In any case we expect S
(σ)
tot to be the effective action that provides the correct EOMs for

〈gAB〉σ and 〈CABC〉σ. This also justifies how and why an alternative choice:

δS
(σ)
tot

δ〈CABC〉σ
=

〈
δSghost

δCABC

〉
σ

−
〈

δ

δCABC
log
(
D†(σ, t)D(σ, t)

)〉
σ

−
∑
σ′ 6=σ

〈
δStot

δCABC

〉
(σ′|σ)

,

may not be the right way in which the background EOMs should appear. For example we should be able

to reproduce (4.18) from the Schwinger-Dyson’s equations and clearly the above equation fails unless the

splitting is as in (6.4).
80The integration domain suggests that we can go to arbitrarily short distances. We can also rewrite

the wave-function simply in terms of the allowed low energy modes, i.e. the long distance wave-lengths by

appropriately renormalizing it. The fact that both leads to the same answer is clearly the consequence of

the application of the Wilsonian viewpoint which we have been emphasizing all along. More importantly,

the absence of any trans-Planckian effects (as shown in [8] and also discussed later) is probably a stronger

reason why this works so well.
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where the RHS is a combination of the shifted free vacua for every momenta k at any given

instant t. The other parameters appearing in (6.5) are the metric coordinate gµν in the

configuration space and its corresponding Fourier transform g̃µν . We expect 〈gµν〉σ̄ = gµν ,

as we shall show below.

The wave-function (6.5) is a simplified version of a more complicated wave-function for

the Glauber-Sudarshan state that takes into account the other metric and flux components.

However, even in the simplified case of (6.5), one may see that the analytical advantage

stems from (6.2) although the shift is by σ̄ in the configuration space. This shift now effects

the expectation value of the metric operator in the following way81:

〈gµν(x, y, z)〉ᾱ =
ηµν

(Λ|t|2H2(y))4/3
=

ηµν
H8/3(y)

(6.6)

+ Re

[∫
d10k

2ω
(ψ)
k

(
ᾱ(ψ)
µν (k, t) +O

(
ᾱ

(ψ)
µν ᾱ

(ψ)µν

M
|c|
p

)
+O

(
g
|a|
s

Mb
p

)
+O

[
exp

(
− 1

g
1/3
s

)])
ψk(x, y, z)

]
,

where we restricted to ᾱ from σ̄ ≡ (ᾱ, β̄) with ᾱAB(k, t) and β̄ABCD(k, t); and (A,B) ∈
R2,1×M4×M2× T2

G , y ∈M4×M2, correspond to the metric and flux components in the

Fourier space; and ψk(x, y, z) is the spatial wave-function for a given momentum k. The

first term inside the momentum integrals in (6.6) comes from the quadratic piece of the

action including the pole structure, and the O(g
|a|
s ) corrections appear from Hint. For the

second term onwards, the pole remains the same, but now the Fourier transform involve

complicated functions which when integrated over all momenta k, provide the higher order

ᾱ factors as well as the gs corrections. In a similar way, the non-perturbative and the

non-local counter-terms provide the exponential pieces for all the metric components. In

section 6.2 we will elaborate further on this in a more generic setting. For the present case,

since we restrict ourselves to the space-time metric only, ᾱAB(k, t) → ᾱµν(k, t). However,

and here is the crucial observation, ᾱµν(k, t) components are not the Fourier transforms

in eqns. (2.9) and (2.17) in the second reference of [8] (in a similar vein, β̄ABCD(k, t)

components are not the Fourier transforms in eqns. (2.93) and (2.94) in the first reference

of [8]). We can then make the following identifications:

ᾱAB(k, t) +O

(
ᾱABᾱ

AB

M
|c|
p

)
+O

(
g
|a|
s

Mb
p

)
+O

[
exp

(
− 1

g
1/3
s

)]
= αAB(k, t) ≡ g̃AB(k, t) (6.7)

β̄ABCD(k, t) +O

(
β̄ABCDβ̄

ABCD

M
|c|
p

)
+O

(
g
|a|
s

Mb
p

)
+O

[
exp

(
− 1

g
1/3
s

)]
= βABCD(k, t) ≡ G̃ABCD(k, t),

where the RHS of both the equations are related to (2.9), (2.17) and (2.93), (2.94)

respectively in the second reference of [8] at least for the flat-slicing. In other words

αAB(k, t) ≡ αAB(k, ωk)exp (−iωkt) and similarly for βABCD(k, t), but the temporal depen-

dences of (ᾱAB(k, t), β̄ABCD(k, t)) are not so simple. We can easily extend the definitions

of σ ≡ (α, β) to incorporate any embeddings of de Sitter studied in section 2. Note that

81With some abuse of notation, we express both the coordinate on the configuration space and the metric

operator by the same symbol gµν . The bold-faced metric component gµν is reserved for the warped-metric

in space-time. Which is which should be clear from the context.
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the above identifications justify why gs
HHo

< 1, otherwise we won’t be able to control the

perturbative series, or eliminate the non-perturbative ones. The latter easily decouples

when gs
HHo

→ 0, as one would expect. In section 6.2 we will revisit this computation to

explain how various terms on the LHS of (6.7) could arise.

The subtlety with (6.7) is that the relation is not linear, with the LHS being typically

a polynomial in σ̄. To express σ̄ in terms of σ will then require us to invert a polynomial

equation. Fortunately the saving grace is the inverse powers of M
|c|
p , so that for large Mp we

can perturbatively express σ̄ in powers of σ and gs. For Mp →∞ we can clearly decouple

these terms and approximate (6.7) to a linear equation, much like what we did in [8].

Despite the success in reproducing the precise de Sitter space-time there is something

unusual about the Glauber-Sudarshan wave-function (6.5): it does not evolve as a coherent

state! Evolution of the state may be understood as a simultaneous evolution of the delta

function states in the wave-function (6.1), where Ψ(gk) should now be constructed from

D0(σ̄, 0). This should also be equivalent to the evolution expressed using Schrödinger

formulation. In the language of the latter, this may be easily seen by evolving the state

D0(σ̄, 0)|0〉 from t = − 1√
Λ

, where Λ is the four-dimensional cosmological constant (in IIB),

to some temporal interval82 t:

|σ̄, t〉 = exp

[
−i
∫ t

−1/
√

Λ
d11x

(
H0 + Hint

)]
D0(σ̄, 0)|0〉, (6.8)

where H0 and Hint are the free and the interacting parts of the M-theory Hamiltonian (in

the operator formalism), the latter being the same interacting Hamiltonian appearing in

(6.2). In fact precisely because of its presence, the evolution of the state does not correspond

to the standard evolution of a coherent state. This is one of the key difference between

our Glauber-Sudarshan state and the standard coherent state in quantum mechanics or

quantum field theory. In the language of (6.8), the difference between the two wave-

functions may be expressed as −δΨ(σ−σ̄)
Ω , where:

δΨ
(σ−σ̄)
Ω = Ψ

(σ)
Ω −Ψ

(σ̄)
Ω (6.9)

= exp

{∫ +∞

−∞
d10k log〈g̃µν(k)|exp

[
−i
∫ t

−1/
√

Λ
d11x H0

]
D0(σ, 0)|0〉

}

− exp

{∫ +∞

−∞
d10k log〈g̃µν(k)|exp

[
−i
∫ t

−1/
√

Λ
d11x

(
H0 + Hint

)]
D0(σ̄, 0)|0〉

}
,

which confirms what we mentioned earlier, namely, that the difference in the wave-function

comes from the difference in σ̄ and σ and not due to the difference in interacting and free

vacuum. Since σ̄ and σ differs perturbatively and non-perturbatively by powers of gs and

Mp, the difference in the wave-functions could be attributed to wave-function renormal-

ization in the Wilsonian sense. This is what one would have expected in an effective field

theory description and it is comforting to see that such a picture in borne out of our con-

struction. There is yet another upside to this: the temporal evolution of the state as in

82We will henceforth be in the flat-slicing of de Sitter unless mentioned otherwise.
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(6.8) implies that the number of gravitons and flux quanta (although we will ignore the

latter to simplify the ensuing analysis), changes as the Glauber-Sudarshan state evolves

in the temporal domain − 1√
Λ
≤ t < 0 in the flat-slicing. This change in the number of

gravitons may easily be quantified, in the limit Mp →∞, as:

N(ψ)(t) =

∫ +Mp

−Mp

d10k

∣∣∣∣∣α(ψ)
µν (k, ωk)exp

(
−iω(ψ)

k t
)

+O

(
g
|c|
s

Md
p

)
+O

[
exp

(
− 1

g
1/3
s

)]∣∣∣∣∣
2

, (6.10)

where the super-script ψ represents the spatial wave-function ψk(x, y, z) that appeared

in (6.6), ω
(ψ)
k is the frequency associated with the mode k, and α

(ψ)
µν is taken from the

definition of σ ≡ (α, β) used above. As expected, the temporal dependence of the first

term in (6.10) appears from H0 part in the first term of (6.9). The relative signs between

the perturbative and non-perturbative corrections are governed by (6.7), and in fact the

quantity that actually appears in (6.10) is |ᾱ(ψ)
µν |2 from the definition of σ̄ ≡ (ᾱ, β̄). Note

that the temporal evolution of ᾱ
(ψ)
µν is not of the form exp

(
−iω(ψ)

k t
)
− this being the key

difference between the Glauber-Sudarshan state and the usual coherent state as mentioned

earlier − because of the evolution (6.8) and therefore cannot be eliminated by the modding

process in (6.10). This means N(ψ)(t) is indeed a function that depends on time (for the

standard coherent state the number of gravitons, N(ψ), is fixed). Therefore as our Glauber-

Sudarshan state evolves with respect to time, it gives out graviton and flux quanta, but

the expectation values of the graviton and the flux operators reproduce precisely the de

Sitter background as long as we are in the temporal domain governed by the TCC [9]. For

t < − 1√
Λ

, gs
HHo

> 1, and the series in (6.7) cannot be summed up properly to reproduce the

de Sitter space that we want. Within the temporal domain − 1√
Λ
≤ t < 0, the interacting

part of the Hamiltonian Hint is not only responsible for reproducing the background (3.62)

(or the simpler case of (2.4)), but also for the change in the number of graviton and flux

quanta. Note that this change in the number of quanta is expected even at the zeroth order

in gs, and only for vanishing gs the standard picture of the coherent state is reproduced.

For gs
HHo

< 1, we can easily compute the precise change in, say, the number of gravitons as

our Glauber-Sudarshan state evolves in the temporal domain dictated by TCC:

∆N(ψ)(t) = N(ψ)(−1/
√

Λ)−N(ψ)(0), (6.11)

where one can use (6.10) to compute the individual pieces. The sign of ∆N(ψ)(t) is impor-

tant: positive sign means that the Glauber-Sudarshan state loses gravitons as it evolves

towards late time, whereas negative sign means the addition of external quanta of gravitons

in the evolution process. Recently in [26] it was argued, mostly from four-dimensional per-

spective, that the Glauber-Sudarshan state would lose gravitons as it evolves. To see what

happens for our case, let us do a small computation to the zeroth order in gs where at least

|a| = 0 in (6.7) (and Mp →∞ so as to keep (6.7) linear in ᾱ). We will also concentrate on

a single mode k and assume that the relative sign for |a| = 0 remains positive. Plugging

(6.10) in (6.11), we find that as long as:

Re

[
α(ψ)
µν (k) exp

(
iω

(ψ)
k√
Λ

)]
< Re

[
α(ψ)
µν (k)

]
, (6.12)
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the Glauber-Sudarshan state would lose gravitons as it evolves in the allowed temporal

domain. Taking real α
(ψ)
µν (k) as in [8], the inequality (6.12) is clearly satisfied, although

the result does depend on the sign of the zeroth order terms (if any). Keeping the non-

linear terms in (6.7), the simpler condition in (6.12) will change. In any case, the precise

corrections are not too hard to work out, but we will not pursue them here. We will instead

study the more interesting topic of fluctuations over the Glauber-Sudarshan state using the

so-called graviton (and flux) -added coherent state, i.e. the Agarwal-Tara state [11].

6.2 The Agarwal-Tara states and fluctuations over de Sitter space

The Glauber-Sudarshan state responsible for the de Sitter space is in general quite non-

trivial when we compare it with the standard coherent states in field theories. Even the

temporal evolution doesn’t follow the standard evolution of a coherent state, as we saw

above. Despite that, the expectation values of the graviton and flux operators do reproduce

the precise background related to de Sitter space-time. The question now is to study

fluctuations over de Sitter space, i.e. fluctuations over the Glauber-Sudarshan state. As

argued in [8], the fluctuations are given by graviton and flux-added Glauber-Sudarshan

state, namely the Agarwal-Tara state [11]. The Agarwal-Tara state for a given momentum

k is given by the following action:∣∣∣Ψ(c1c2)
k (t)

〉
=
[
c1 + c2 G(ψ)(ak + a†k; t)

] ∣∣∣Ψ(σ̄)
k (t)

〉
, (6.13)

where the operator G(ψ)(ak + a†k; t) is defined in eq. (2.46) in the second reference of

[8], and
∣∣∣Ψ(σ̄)

k (t)
〉

is the simplified way to express the free vacuum wave-function in the

configuration space as discussed in section 6.1. Note again the choice of σ̄ compared to σ,

although the definition from eq. (2.46) in the second reference of [8] remains unaltered at

least in the limit aeff(k, t) ≈ ak and a†eff(k, t) ≈ a†k. For simplicity and for the brevity of

the ensuing discussion, we will resort to this simplification. The relation (6.13) is valid for

all time t, and we get a pure coherent state for vanishing83 c2.

There are a few subtleties that need to be pointed out before we move forward with

our analysis. One, The action G(ψ)(ak +a†k; t) does what one would expect for an Agarwal-

Tara state [11], namely it adds (or removes) graviton and flux quanta (although for our

discussion we will suppress the flux side of the story). However the action of G(ψ)(ak+a†k; t)

is more complicated compared to the original action in [11]. Two, the action of G(ψ)(ak +

a†k; t) is on the shifted free vacuum for the mode k, instead of on the interacting vacuum.

Clearly the latter should have been the expected action, but due to the relation (6.2), the

action of G(ψ)(ak + a†k; t) can alternatively be acted individually on the free vacua for all

momenta k. While this surprising simplification helps tremendously to have quantitative

control on the dynamics of the Glauber-Sudarshan state (as we saw in section 6.1), the

complication, if any, lies elsewhere: finding the point σ̄ in the configuration space because

the relations connecting σ (which we know from the Fourier transforms) to σ̄ (which needs

to be determined from (6.7)) are in general non-linear. Nevertheless, as pointed out in

83Interestingly, for non-vanishing c2 but vanishing z2 in eq. (2.46) in reference 2 of [8], we get back the

coherent state.
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section 6.1, quantitative predictions can be made. Three, in the temporal evolution of

the Glauber-Sudarshan state, the system loses graviton and flux quanta, so one would

expect that the temporal evolution of the Agarwal-Tara state − which is a graviton and

flux-added Glauber-Sudarshan state − to be naturally more complicated. Surprisingly

however, a proper renormalization of the parameter involved in the analysis, much like

what we did in (6.7), tells us that all the complications may be neatly packaged in certain

Fourier transforms in such a way that the fluctuations over the de Sitter space appear in

the requisite form. This may be seen explicitly from the following example. Let us start

with the Agarwal-Tara state as in (6.13), with one simplification: we restrict ourselves to

σ̄ → ᾱ so that it is only a graviton added coherent state. The expectation value of the

metric operator in this state then takes the following form:

〈gµν〉Ψ(c1c2) ≡
〈Ω|D†(ᾱ(t))

(
c∗1 + c∗2G†(ψ)(a, a†; t)

)
gµν

(
c1 + c2G(ψ)(a, a†; t)

)
D(ᾱ(t))|Ω〉

〈Ω|D†(ᾱ(t)) (c∗1 + c∗2G†(ψ)(a, a†; t)) (c1 + c2G(ψ)(a, a†; t)) D(ᾱ(t))|Ω〉
, (6.14)

where (a, a†) are the annihilation and the creation operators for all modes k. In the path-

integral language the gauge fixing will provide a well-defined propagator for the graviton

(the ghost may be decoupled as discussed in footnote 79). The RHS of (6.14) can actually

be worked out using similar procedures laid out in eqns. (2.82), (2.83) and (2.85) in the

second reference of [8], although now we will have to take more generic action than the

ones taken in [8] to elucidate the specific dependences on ᾱ and gs. This means we will

modify eq. (2.82) in the second reference of [8] in the following way:

Num
[
〈gµν〉Ψ(c1c2)

]
=

(∏
k

∫
d (Re g̃µν(k)) d (Im g̃µν(k))

)
(6.15)

× exp

 i

V

∑
k

k2|g̃µν(k)|2 + i
∑
n,k

γn(k)|g̃µν(k)|2(n+1) + iSsol + .....


× exp

[
2

V

∑
k′

(
Re ᾱ(ψ)

µν (k′) Re g̃µν(k′) + Im ᾱ(ψ)
µν (k′) Im g̃µν(k′)

)
+ ...

]

× 1

V

∑
k′′

ψk′′(x, y, z)e
−ik′′0 t

(
Re g̃µν(k′′) + iIm g̃µν(k′′)

)
exp

(
− 1

V

∑
k′

|ᾱ(ψ)
µν (k′)|2

)

×

∣∣∣∣∣1 +
c2
V

∑
k′′′

C(ψ)(k′′′)
[(

Re g̃µν(k′′′) + iIm g̃µν(k′′′)
) (

Re g̃µν(k′′′) + iIm g̃µν(k′′′)
)]2 ∣∣∣∣∣

2

,

where we have added a perturbative series in powers of n > 1, Num[...] is the numerator in

(6.14), Ssol is the action of the background solitonic vacuum, and the dotted terms in the

second line are the non-perturbative, non-local, fermionic and brane/plane terms (including

the mixed ones). In the third line, we represent the action of the displacement operator

D(ᾱ) and use (6.2) to express in the above form.The dotted terms therein represent the

higher order interactions that will become useful as we shall see a bit later. We have also

used c1 = 1, and G(ψ)(a, a†; t) is defined as a series in powers of g̃µν g̃
µν with coefficients C

(ψ)
m

(see details in the second reference of [8]). Here we simplify this by taking C
(ψ)
m ≡ C(ψ)δm2,

which is the quadratic form appearing in the fifth line of (6.15). We can also express the
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denominator Den
[
〈gµν〉Ψ(c1c2)

]
as an integral similar to (6.15) but without the fourth line.

The coefficients γn(k) appearing above provide some hierarchies as they are suppressed

by powers of Mp, but they also depend on the momenta because of all the derivative

actions from (4.81). Since we are using Wilsonian action, the momenta are low (as the

high energy degrees of freedom are integrated out and we are in a scale much below the

KK or the massive stringy degrees of freedom). So low momenta and Mp >> 1, or more

appropriately k2

M2
p
<< 1, should help us have some quantitative control on the path-integral

from the first line of (6.15). (We will re-visit the issue of low momenta soon when we study

the integrals over k0.)

Despite the possibility of the aforementioned simplifications, the path-integral in (6.15)

is still pretty hard to compute. In the absence of the third line, we expect the path-integral

to vanish. However it is the shift in the interacting vacuum by the displacement operator

D(ᾱ) that, on one hand, keeps the integral from vanishing, but on the other hand, makes the

analysis pretty non-trivial. To make some sense of (6.15), let us resort to some additional

simplifications: we will take only one mode k, and ignore the sum in the fourth line.

However since the sum over the modes is absolutely essential to make any quantitative

prediction using the path-integral, we will insert them in the end. We will also ignore the

tensor indices and assume Re g̃µν(k) = Re Φ(k) ≡ Φk, with Im g̃µν(k) = Im Φk = 0.

Similarly, Re ᾱ
(ψ)
µν ≡ ᾱk. We can now go to the Euclidean space-time where ik2

V → −βk,
such that inverse βk will denote the pole structure.

With these additional simplifications we are ready to work with the path-integral.

There is one last notational change to avoid un-necessary clutter: c2C(ψ)(k)
V → ck so the

subscript will remind us that we are taking the mode k. The path-integral in (6.15)

simplifies to:

Num
[
〈gµν〉Ψ(c1c2)

]
k
≡
∫
dΦk exp

(
−βkΦ2

k + ᾱkΦk +

∞∑
n=1

γnkΦ
2(n+1)
k − ᾱ2

k + ...

)
Φk
(
1 + ckΦ2

k

)2
=

∫
dyk exp

[
−βky2

k +

∞∑
n=1

γnk

(
yk +

ᾱk
2βk

)2(n+1)

− ᾱ2
k

(
1− 1

2βk

)
+ ..

]

×
(
yk +

ᾱk
2βk

)[
1 + ck

(
yk +

ᾱk
2βk

)2
]

=

∞∏
n=1

∞∑
m=0

∫
dyk exp

[
−βky2

k − ᾱ2
k

(
1− 1

2βk

)
+ ...

]
γmnk
m!

(
yk +

ᾱk
2βk

)2m(n+1)

×
(
yk +

ᾱk
2βk

)[
1 + ck

(
yk +

ᾱk
2βk

)2
]
, (6.16)

where in the second line we have defined yk ≡ Φk − αk
2βk

, and in the fourth line we have

perturbatively expanded the interaction pieces assuming γnk < βk. That this is possible

may be justified from the Mp suppressions of the various interaction terms compared to the

kinetic term. Note that in the third and the fifth lines we have the metric factor yk + αk
2βk

,

and because of that the path-integral in (6.16) can be split into two parts. The first one is

with ᾱk
2βk

, that takes the form:
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Num(1) [〈gµν〉Ψ(c1c2)

]
k
≡
∞∏
n=1

∞∑
m=0

∫
dyk exp

[
−βky2

k − ᾱ2
k

(
1− 1

2βk

)
+ ...

]
γmnk
m!

(
yk +

ᾱk
2βk

)2m(n+1)

× ᾱk
2βk

[
1 + ck

(
yk +

ᾱk
2βk

)2
]

=
ᾱk
2βk

Den
[
〈gµν〉Ψ(c1c2)

]
k
, (6.17)

which, as one would have expected, gives us simply ᾱk
2βk

once we divide by the denominator

Den
[
〈gµν〉Ψ(c1c2)

]
k
. When γnk = ck = 0, all the gaussian integrals could be performed, and

due to the product structure with the momenta (coming from the products of all the

gaussian functions), the final answer would be what we had in [8]. Question is, what

happens now when we allow γnk 6= 0, ck 6= 0? The answer is:

Num(1)
[
〈gµν〉Ψ(c1c2)

]
Den

[
〈gµν〉Ψ(c1c2)

] ≡

∑
k′ Num(1)

[
〈gµν〉Ψ(c1c2)

]
k′

(∏
k 6=k′ Num(1)

[
〈gµν〉Ψ(c1c2)

]
k

)
ψk′(x, y, z) e

ik′0t∏
k Den

[
〈gµν〉Ψ(c1c2)

]
k

=

∫
d11k

ᾱ
(ψ)
µν (k)

2β(k)
ψk(x, y, z) eik0t =

∫
d10k ᾱ(ψ)

µν (k, ωk) ψk(x, y, z) eiωkt, (6.18)

where it is clear that Den
[
〈gµν〉Ψ(c1c2)

]
k

would be a complicated function of k. However

since the full denominator is typically given by the product over all momenta k, we expect

it as in (6.18) above with the products over all momenta coming from the product structure

of the action, and the sum appearing from the graviton field itself in (6.15). In the first

equality of (6.18) it is understood that the k′ piece will come with an extra factor compared

to the other pieces with k 6= k′. The extra pieces from each k′ can be summed over in a

way shown in the second line above. In the last equality, we have assumed that β(k) has

a simple pole and therefore the residue at the pole provides the form given above. This is

however strictly true only when the k0 integral ranges from −∞ to +∞. Because of our

low energy Wilsonian form of the action, the range of k0 cannot be that, so we can leave

the integral over the eleven-dimensional momenta, thus giving a more off-shell description

of the system. However if we take the limit of vanishing internal cycles and Mp →∞, then

the KK and the stringy modes may be made arbitrarily heavy and we can have access to

a large range of momenta without violating84 the condition k2

M2
p
<< 1. In this case, the

integral over k0 can span the required range such that the residue at the requisite pole will

reproduce the on-shell result of (6.18).

The second split comes from the yk piece in (6.16). Such an integral would typically

vanish if we do not shift the vacua by ᾱk, because of the gaussian action and also because

the interactions are expressed in even powers of yk in (6.16). The shift in ᾱk creates the

necessary odd powers of yk, and we get:

Num(2) [〈gµν〉Ψ(c1c2)

]
k

=

∞∏
n=1

∞∑
m=0

∫
dyk exp

[
−βky2

k − ᾱ2
k

(
1− 1

2βk

)
+ ...

]
γmnk
m!

(
yk +

ᾱk
2βk

)2m(n+1)

× yk

[
1 + ck

(
yk +

ᾱk
2βk

)2
]

=

∫
dyk ykF(yk) + ck

∫
dyk yk

(
yk +

ᾱk
2βk

)2

F(yk),

84It is easy to maintain this condition. Let k and Mp go to infinity as k → ε−a and Mp → ε−b for ε→ 0.

As long as b > a, the ratio k2

M2
p

= ε2(b−a) << 1.

– 169 –



(6.19)

where Fk(yk) is given by the integrand in the first line of (6.19). As we see from the

second line, the integral may be further split into two parts so that even for vanishing ck
we have a non-vanishing result, provided γnk 6= 0. Incidentally, for vanishing γnk, even

non-vanishing ck cannot save the integrals in (6.19) from vanishing. More so, for vanishing

ᾱk, but non-vanishing γnk or ck, both the integrals vanish implying that the values of both

the integrals should be proportional to the product γmnkᾱ
2p+1
k where (m, p) ∈ (Z,Z). The

coefficients γnk would typically be functions of the momenta (and are therefore suppressed

by powers of Mp). Thus keeping γnk and ᾱk both non-zero, the first integral in (6.19) gives:

∫ +∞

−∞
dyk ykF(yk) =

∞∏
n=1

∞∑
m=1

∞∑
l=0

(2mn+ 2m)!(2l + 1)!!

(2l + 1)!(2mn+ 2m− 2l − 1)!m!

γmnk
(2βk)l+1

√
π

βk

(
ᾱk
2βk

)2(mn+m−l)−1

=

∞∏
n=1

∞∑
m=0

∞∑
l=0

[2(m+ 1)(n+ 1)]!(2l + 1)!!

(2l + 1)! [2m(n+ 1) + 2(n− l) + 1]!(m+ 1)!

γmnk
(2βk)l

√
π

βk

(
ᾱk
2βk

)2(mn+m−l)
γnk
2βk

(
ᾱk
2βk

)2n+1

,

(6.20)

where the second line brings the integral in a suggestive form so it becomes useful when

we compare it with the denominator (to be discussed shortly). In fact, since the functional

form for γnk is known from the quantum series (4.81), we see that the integral may be

represented in powers of ᾱk with the condition that 2(m + 1)(n + 1) ≥ 2l + 1 from the

second line. We also see that the denominator now takes the form:

∫ +∞

−∞
dyk F(yk) =

∞∏
n=1

∞∑
m=0

∞∑
l=0

(2mn+ 2m)!(2l − 1)!!

(2l)!(2mn+ 2m− 2l)!m!

γmnk
(2βk)l

√
π

βk

(
ᾱk
2βk

)2(mn+m−l)

, (6.21)

with the condition now being m(n + 1) ≥ l. When m = 0, we can only have l = 0, and

from (6.21) we see that there is a term independent of γnk and ᾱk. When m = 1, l can be

l = 0, 1, 2, and there are three terms all proportional to γnk but with different powers of

ᾱ2
k. Thus for a fixed value of n, we can go to higher orders in m, and from there determine

all the allowed choices of l. This way both the numerator and the denominator may be

written down explicitly.

There are however a few caveats that we did not mention so far. First, the interactions

appearing in (6.15) cannot be so simple. Even at the perturbative level, as should be clear

from (4.81), the momentum modes of the graviton should mix non-trivially making (6.16)

much more involved. Plus we have ignored the whole non-perturbative and the non-local

(including the topological and the brane/plane) interactions. Secondly, even for the simple

case considered here, the numerator (6.20) and the denominator (6.21) are not exactly

proportional to each other for the relevant momentum k. We can then rewrite them as:

Den(a)
[
〈gµν〉Ψ(c1c2)

]
= exp

[∫ +∞

∞

d11k

(∫ +∞

−∞
dyk F(yk)

)]
Num(2a)

[
〈gµν〉Ψ(c1c2)

]
=

∫ +∞

−∞
d11k′ ψk′(x, y, z) e

ik′0t

∫ +∞

−∞
dyk′ yk′F(yk′)

× exp

[∫ +∞

∞

d11k Θ(k − k′)
(∫ +∞

−∞
dyk F(yk)

)]
, (6.22)
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where the super-script a denotes the absence of ck interactions from (6.15) in the com-

putations, and Θ(k − k′) = 0 when k = k′ and is equal to 1 when k 6= k′. The above

operation simply isolates the momentum k′ from the whole bunch of momenta because k′

would appear alongside yk′ from our choice of the graviton field with spatial wave-function

ψk′(x, y, z). In this language, the ratio between the numerator and the denominator would

be proportional to powers of ᾱ2
k, with the expansion parameter being controlled by γnk.

Thirdly, our analysis haven’t so far revealed the sources of gas
Mb
p

contributions that we pre-

dicted in (6.6). One way the gs dependences would naturally appear is by replacing ᾱk by

αk in (6.15). Since we know the forms of both γnk and αk, the higher order terms of the

type γmnkα
2p+1
k would serve as Fourier coefficients, and integrating them with eik0t would

reproduce the gas
Mb
p

contributions. Unfortunately ᾱk is not the same as αk, which is one

of the crucial condition for getting the de Sitter background from the Glauber-Sudarshan

state. Where do we then get the gas
Mb
p

terms? The answer lies in the higher order terms in

the displacement operator, namely the dotted terms that appear in the third line of (6.15).

Recall that the linear terms in the field g̃µν(k), that are exponentiated in the definition

of the displacement operator, are responsible in shifting the free vacua by an amount ᾱk
in the configuration space (we are using (6.2) to express everything in terms of the free

vacua). But the higher order terms in the graviton fields, for example terms of the form85

κµν(k)g̃µρ(k)......g̃ασ(k)g̃σν(k), do not influence the shift in the vacua but they do influence

the interactions. Now recall that, all we need to get the gas
Mb
p

dependences are the odd terms

in yk independent of ᾱk in the integrals of (6.22). Putting everything together, we get:

〈gµν〉ᾱ =
ηµν

H8/3(y)
+

Num(1)
[
〈gµν〉Ψ(c1c2)

]
Den

[
〈gµν〉Ψ(c1c2)

] +
Num(2a)

[
〈gµν〉Ψ(c1c2)

]
Den(a)

[
〈gµν〉Ψ(c1c2)

] =
ηµν

(Λ|t|2H2)4/3
, (6.23)

thus reproducing (6.6), and also the identification (6.7) that relates ᾱ
(ψ)
µν with α

(ψ)
µν . Here

the first term comes from the solitonic background, the second term comes from (6.18) and

the third term comes from (6.22). Once we incorporate the interactions governed by c2 in

(6.15) the final result, as in (6.23), can be neatly packaged in the following way:

〈gµν〉Ψ(c1c2) =
ηµν

H8/3(y)
+

Num(1)
[
〈gµν〉Ψ(c1c2)

]
+ Num(2)

[
〈gµν〉Ψ(c1c2)

]
Den

[
〈gµν〉Ψ(c1c2)

] (6.24)

=
ηµν

(Λ|t|2H2)4/3
+ c2

∫
d11k f(k, k0)

[
ᾱ(ψ)
µν (k, k0) +O

(
ᾱ

(ψ)
µν ᾱ

(ψ)µν

M
|c|
p

)]
ψk(x, y, z) eik0t,

where we have taken c1 ≡ 1 and c2 << 1 in (6.14). Note the appearance of pow-

ers of ᾱ inside the square bracket, somewhat similar to what we had in (6.6), but no

O(gas ) ≡ O
(
g
|a|
s

)
+O

(
e−1/g

1/3
s

)
pieces. In fact the first term, i.e. the dual de Sitter term,

85Here we quoted an example of the form κg̃3. We could look for more general terms of the form

κ1κ2......κq
q

g̃2p+1, where p > 0. These can produce the necessary odd powers of the fields that we need (note

that if g̃µν(k) ≡ Φk, then g̃µν(k) ≈ Φk
(
g−2

)
sol
6= Φ−1

k where gsol is the metric of the solitonic background.

Thus if we want to be more precise, κg̃3 should actually be written as κΦ3
(
g−4

)
sol

. However since the

solitonic background is fixed, presence of gsol does not alter anything we said above).
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appears precisely from a similar manipulations that led to (6.23). On the other hand in

the second term, which appears from the ck parts of (6.19), because of the presence of

an additional piece proportional to f(k, k0), the integral over dk0 cannot be automatically

performed. This means the eik0t part will hang around and not integrate to provide any

pieces proportional to gas , thus differing from a similar computation in (6.23). It can also

be shown that, by performing the integrals in (6.19) more carefully in the presence of the

ck terms, we recover the following form for f(k, k0):

f(k, k0) ≡
∑
m,n

C
(ψ)
mkb

(m)
n ᾱ2n(k, k0)(
k2 − k2

0

)n , (6.25)

with ᾱ2(k) ≡ ᾱ
(ψ)
µν (k)ᾱ(ψ)µν(k); C

(ψ)
mk are the coefficients that appear in the definition eq.

(2.46) in the second reference of [8], and b
(m)
n are the coefficients that appear − and in turn

get automatically fixed − from the path integral (6.19) (for a simple example the reader

may refer to eq. (2.87) in the second reference of [8]).

In fact this is all we need because once we dualize (6.24) to IIB, this would provide

the required fluctuations over the de Sitter space. The dualizing dictionary will involve

a dimensional reduction and then multiplying the metric by requisite power of gs. After

the dust settles, the first term in (6.24) will resemble the actual four-dimensional de Sitter

space-time, and the second term will be the fluctuations. From our M-theory point of view

let us express the fluctuation spectra as:

δgµν ≡
∫
d10k eµν(k) νk(t) ψk(x, y, z), (6.26)

where νk(t) is the time-dependent frequency spectrum. Depending on how we want to

study, this fluctuation spectra could be dual to the ones over either the α or the Bunch-

Davies vacua. In either cases, it may not be too hard to identify the precise coefficients

C
(ψ)
mk in (6.25) of the Agarwal-Tara state by making the following identification:∫

dk0f(k, k0)

[
ᾱ(ψ)
µν (k, k0) +O

(
ᾱ

(ψ)
µν ᾱ(ψ)µν

M
|c|
p

)]
eik0t ≡ eµν(k) νk(t), (6.27)

which is in fact just the temporal Fourier transformation! Such a transformation would

fix the form of f(k, k0) from the knowledge of the functional form of νk(t). In the limit

Mp >> 1, we can ignore the O(ᾱ2) terms, and using (6.7) we can replace ᾱ
(ψ)
µν → α

(ψ)
µν .

One may then use (6.25) to determine the coefficients C
(ψ)
mk , which in turn would fix the

form of the Agarwal-Tara states for the dual of the Bunch-Davies or the α vacua. As an

example let us consider the two allowed choices for νk(t):

νBD
k (t) ≡ e−ikt

(Λ|t|2)1/3
√

2k

(
1− i

kt

)
, ναok (t) ≡ 2Re

(
αoν

BD
k

)
, (6.28)

where we use αo, instead of α, to represent the modes for the α-vacuum. We have also

multiplied by a term proportional to g
−2/3
s so that (6.28) represents the correct frequencies
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from M-theory in the flat slicing of de Sitter. Taking the inverse Fourier transforms and

plugging them in (6.27) in the limit Mp >> 1 will reproduce the required form for f(k, k0).

We can then compare this with (6.25) to get the required coefficients C
(ψ)
mk for either the

Bunch-Davies or the α vacua respectively. In fact, through appropriate choices of these

coefficients C
(ψ)
mk , we can reproduce any state for a quantum fluctuation on de Sitter.

There is one more thing that one might have noticed from the set of equations (6.24)

and (6.27): the fluctuations over our de Sitter Glauber-Sudarshan state are secretly linear

combinations of the modes over the solitonic background (since both ψk(x, y, z) and eik0t

appear from there). From this point of view there is no trans-Planckian problem as was also

emphasized in [8]. The time-dependent frequencies that we encounter from the fluctuations

over a de Sitter vacuum are an artifact of the Fourier transforms over the solitonic vacuum.

The aforementioned manipulations to determine the fluctuation spectra is clearly rich

in details and many interesting dynamics may be pursued once we know the behavior of

the Agarwal-Tara state. We will unfortunately not be able to elaborate the story further

here and more details on the identifications of the Agarwal-Tara states corresponding to

both the Bunch-Davies as well as the α vacua will be presented elsewhere.

7 Energy conditions and requirements for an EFT description

So far we have studied everything from M-theory point of view, which is clearly imposed on

us because the IIB dynamics is typically at strong coupling with gb = 1. While this throws

a wrench on doing explicit computations in the IIB side, it doesn’t however prohibit us

to study the energy conditions that typically may be ascertained directly by manipulating

the Einstein term without worrying about the quantum corrections. In particular, this will

help us to make a surprising connection between the EFT conditions discussed in (3.12)

and in section 5.2, and the four-dimensional Null Energy Condition (NEC) in the IIB side.

As discussed at the beginning of section 3, and also in section 5.2, the condition (3.12)

on the time dependence of a given flat FLRW scale factor is crucial for the existence of a gs
hierarchy of all relevant curvature terms, which is a requirement for the existence of an EFT

description with gs � 1. In this section we show that condition (3.12) is equivalent to the

Null Energy Condition (NEC) on the effective energy-momentum tensor constructed from

all possible corrections and fluxes. This implies that an effective description of cosmologies

that violates the NEC might not be straightforwardly described by the extended formalism

developed in the present work.

Energy conditions are useful to study acceptable metric ansätze in a given theory. For

instance, the Gibbons-Maldacena-Nunez (GMN) no-go theorem [2], basically states that

the possible sources in low energy supergravity (not including higher order corrections)

cannot give rise to energy-momentum tensors that violates the Strong Energy Condition

(SEC), which implies that it should hold, prohibiting compactifications to accelerating

cosmologies. However, as discussed in [27], the generic metric considered has a time-

independent internal space and we can relax the theorem if we consider a time-dependent

internal space. In this case, extra terms appear in the RHS of the SEC inequality, such that

it can be satisfied even with a four-dimensional accelerated solution. In [27] the authors
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show that if we also impose the Dominant Energy Condition (DEC) on top of SEC, then

any accelerating solution will have a singularity in the internal space.

From this discussion, we see that it is important to be careful with the assumptions

and to what metric we are imposing the energy conditions. In particular, in the variety of

the no-go theorems discussed in the literature, the typical reasoning goes in the following

way. A certain energy condition is shown to hold under some assumptions and then one

argues that a given metric ansätze cannot be a solution to the theory if it violates that

specific condition. In this line of reasoning, the two-derivative Einstein’s equations are

assumed in order to see whether the metric can satisfy the energy condition or not.

In our case, we want to try something slightly different. We already know from [7, 8]

that it should be possible to find solutions in type IIB theory whose metric contains a

four-dimensional de Sitter space86. Since the proof of existence of the solution is based

on M-theory with a finite number of hierarchically controlled corrections (at least with

the time-dependent fluxes case), the final equations that the type IIB metric (7.1) satisfy

are not simply the two-derivative Einstein’s equations. Regardless, one can still put all

the corrections and sources to the RHS of the equation and work with an effective ten-

dimensional energy-momentum tensor Teff
µν that supports the solution. What we want to

do in this section is to write the energy conditions that Teff
µν should satisfy in order for a

given metric ansätze to be a solution87.

7.1 Energy conditions for a general FLRW ansätze

As mentioned above, finding the energy conditions is not particularly sensitive to the

explicit form of the quantum corrections. We will take advantage of this situation and

re-visit the EFT condition that we discussed at the beginning of section 3. We argued

therein that all the analysis of [7, 8] is also valid for the metric ansätze (3.10), which we

quote again for simplicity:

ds2 =
(Λ|η|2)n

H2(y)

(
−dη2 + gijdx

idxj
)

+ H2(y)
(

F1(η)gαβ(y)dyαdyβ + F2(η)gmn(y)dymdyn
)
, (7.1)

where (α, β) ∈ M2 and (m,n) ∈ M4, provided 1/n ≥ −1. This condition appears from

demanding that the derivative of the IIA string coupling gs with respect to the temporal

coordinate is given in terms of positive powers of gs. If this condition is violated, the

system loses its EFT description as we demonstrated in section 5.2. Note a small change

of notation from the earlier sections: we have expressed (7.1) in terms of η which will be

the conformal time, as we shall reserve t for the cosmic time88.

It is interesting to compare such a bound on the evolution of the scale factor with the

bounds from energy conditions. To this end, we will start with the well-known example of

86In the language of the Glauber-Sudarshan wave-function in the dual M-theory, one may consider this

to be the most probable state.
87One may also attempt to express the SEC (7.3) and NEC (7.4) in terms of the effective energy-

momentum tensor Teff
µν but we will not do so here.

88Although the preference of the cosmic time over the conformal time is purely a matter of convention

here, the former is chosen in the earlier sections not only to facilitate computational efficiency but also to

isolate the gs dependences.
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a FLRW metric and then connect it to (7.1). From the four-dimensional perspective, we

will take the standard form of a FLRW metric:

ds2 = −dt2 + a2(t)δijdx
idxj , (7.2)

where a2(t) signifies the temporally varying scale factor. As it is written, (7.2) is not

expressed in terms of the conformal coordinates, but it is not necessary to bring it in that

form to study the energy conditions. The metric (7.2) satisfies the two-derivative Einstein’s

equations, and the Strong Energy Condition (SEC) for (7.2) may be expressed as:

Rµνk
µkν ≥ 0, k2 < 0 (7.3)

where Rµν is the curvature tensor. As mentioned above, the curvature tensors etc. from

the metric (7.2) is not yet connected to the curvature tensors from the metric (7.1). The

inequality (7.3) may be re-expressed in terms of the Hubble parameter H(η) ≡ ∂ηa(η)

as Ḣ + H2 ≤ 0. Note that the Hubble parameter H(t) should not be confused with the

warp-factor H(y), the latter being a function of the internal six-dimensional coordinates

only. On the other hand, the Null Energy Condition (NEC) for the metric (7.2) may be

expressed as:

Rµν l
µlν ≥ 0, l2 = 0, (7.4)

where lµ is a light-like vector, thus satisfying the null condition l2 = 0. This is where

the difference with SEC appears which, in turn, is also reflected from the expression in

terms of the Hubble parameter, namely: Ḣ ≤ 0. From this discussion we see that a

four-dimensional de Sitter solution violates the four-dimensional SEC but saturates the

four-dimensional NEC. The above conclusion may be further elaborated by choosing a

power law scale factor, i.e. a(t) ∝ tγ . In the language of γ, we see that:

SEC ⇐⇒ 0 < γ ≤ 1, (7.5)

NEC ⇐⇒ γ ≥ 0. (7.6)

We can now try to relate the conditions (7.5) for the metric ansätze (7.1). For simplicity

we will only look at the four-dimensional part of (7.1). The scale-factor a(t) ∝ tγ when

expressed in terms of the conformal time (which is used in (7.1)), becomes a(η) ∝ ηγ/(1−γ) ≡
ηn with the proportionality factors given by appropriate powers of the cosmological constant

Λ to make this dimensionless. In the language of the conformal coordinates, the SEC and

NEC from (7.5) become:

SEC ⇐⇒ 1

n
≥ 0, (7.7)

NEC ⇐⇒ 1

n
≥ −1, (7.8)

from which we see that the condition (3.12) on the time derivative of gs translates exactly

to the NEC. This by itself is interesting, but the result should be taken with care, since

the energy conditions we are discussing here are four-dimensional ones applied to a four-

dimensional metric. Although it can be extended to arbitrary higher dimensions, such
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results do not apply directly to the metric (7.1), since this metric is not exactly of the form

(7.2). It would be better to study the ten-dimensional energy conditions for the full type

IIB ansätze (7.1) and see what comes out of them. This is what we turn to next.

7.2 Energy conditions for a type IIB ansätze and NEC

The Gibbons-Maldacena-Nunez no-go theorem [2] states that, in the absence of higher

order corrections, one cannot construct energy-momentum tensors that violate the SEC

implying that accelerating solutions with:

ä

a
= Ḣ +H2 > 0, (7.9)

are prohibited. Here we have expressed the temporal derivatives in terms of the cosmic time

t. However, as discussed in [27], once we consider a generic metric with time-dependent

internal space, we can relax the theorem and solutions could in-principle exist. In such

a case, extra terms appear in the RHS of the inequality, such that it can be satisfied

even with Ḣ + H2 > 0. Additionally the authors of [27] show that if we also impose the

Dominant Energy Condition (DEC) on top of SEC, then any accelerating solution will have

a late-time singularity in the internal space.

To proceed, let us then start by revisiting the type IIB metric ansätze (7.1), but now

express everything in terms of the cosmic time t. In the dual M-theory side, this is going

to change all the gs scalings that we made, but we can easily resort back to the ones before

by changing to the conformal coordinates. More concretely, we are interested in potential

solutions with the following metric ansätze:

ds2 =
1

H2(y)
(−dt2 + gijdx

idxj) + H2(y)F1(t)gαβ(y)dyαdyβ + H2(y)F2(t)gmn(y)dymdyn,

=
1

H2(y)
ds2

FLRW + H2(y)F1(t)ds2
M2

+ H2(y)F2(t)ds2
M4

, (7.10)

where gij is such that the four-dimensional metric is a FLRW universe and F1F2
2 = 1 to

ensure a constant four-dimensional Planck mass (or time-independent Newton’s constant).

Note two things. One, in rewriting (7.10), we kept the form of Fi(t). In the conformal

coordinates, as we saw in (7.1), they were taken to be Fi(η), whereas now we continue with

Fi(t). These are scalar functions, so their specific form by changing η → t will not matter

in the following discussion. Two, since most of the following results works for a general

split on the number of dimensions, we will write D ≡ (d − 1, 1) + d̂ + d̃ = (3, 1) + 2 + 4

and omit the numerical values of the dimensions whenever possible. We can also replace

(d − 1, 1) → d to avoid un-necessary clutter. To simplify the calculations, consider the

conformally related metric:

ds̄2 = ḡacdx
adxc ≡ gµν(x)dxµdxν + hij(x, y)dyidyj (7.11)

= gµνdx
µdxν +

(
δαi δ

β
j ĝαβ(x, y) + δmi δ

n
j g̃mn(x, y)

)
dyidyj

= gµν(x)dxµdxν + H4(y)F1(t)gαβ(y)dyαdyβ + H4(y)F2(t)gmn(y)dymdyn,
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where hij(x, y) is the metric of the internal space which are further sub-divided into

ĝαβ(x, y) and g̃mn(x, y), and in the third line we multiply the metric components in (7.10)

by H2 to bring it to the required conformal form. Note our convention: Greek indices are

reserved for the 3 + 1 dimensional space-time, while the Roman indices are for the internal

six-manifold, i.e. (µ, ν) ∈ R3,1 and (i, j) ∈ M4 ×M2, although for the latter we can take

any generic non-Kähler six-manifold. The non-vanishing independent Christoffel symbols

for a metric of the form (7.11) are:

Γ̄ρij = −1

2
gρσ∂σhij = −1

2
gρσ∇σhij , Γ̄ρµν = Γρµν(g), (7.12)

Γ̄iµj =
1

2
hik∂µhkj =

1

2
hik∇µhkj , Γ̄ijk = Γijk(h), (7.13)

where we denoted ∇µ as the covariant derivative constructed from gµν . These are not

the ten-dimensional covariant derivatives and nor are they expressed using the torsional

connection. Recall that the torsion is given by the background three-form fluxes (especially

the NS-NS three-form flux components), but their presence may be viewed as a contribution

to the effective energy-momentum tensor − much like what we did with (4.81) − so we can

safely ignore them here. The non-zero independent components of the Riemann tensor in

this basis are:

R̄ σ
µντ = R σ

µντ (g)

R̄ σ
ijk = ∇[i∇σhj]k

R̄ σ
ijτ = −1

2
hkl∇τhl[i∇σhj]k

R̄ l
ijk = R l

ijk (h)− 1

2
hn[i∇ρhj]k∇ρhln

R̄ σ
iµj = −1

2
gσρ∇µ∇ρhij +

1

4
gσρhkl∇µhjl∇ρhik, (7.14)

where ∇i with internal index is the six-dimensional covariant derivative constructed from

hij , and again not involving any torsion. From these results, we can compute the compo-

nents of the Ricci tensor in this basis, given by:

R̄iµ = hk[l∇i]∇µhkl

R̄µν = Rµν(g)− 1

4
∇µhij∇νhij −

1

2
hij∇µ∇νhij

R̄ij = Rij(h)− 1

2
gρσ∇ρ∇σhij −

1

2
hik∇ρhjl∇ρhkl +

1

4
hkl∇ρhij∇ρhkl. (7.15)

In fact this is all we need to work on the consequences from the energy condition, although

one might worry that the actual metric ansätze (7.10) is slightly different from the metric

we took to compute the Riemann tensors. The difference is due to the conformal factor,

so to this end let us define a metric g̃ab in the following way:

g̃ab(x, y) = Ω2(x, y)ḡab(x, y), (7.16)

where Ω2(x, y) is the conformal factor that depends on coordinates xµ ∈ R3,1 and yi ∈
M4 ×M2 generically. Such a conformal transformation gives a way to relate the Ricci
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tensors derived with the metric components ḡab, to the Ricci tensors with the metric com-

ponents g̃ab, via:

R̃ab = R̄ab − (D − 2)
(
∇̄a∇̄blogΩ + ḡabḡ

cd∇̄clogΩ∇̄dlogΩ− ∇̄alogΩ∇̄blogΩ
)
− ḡabḡcd∇̄c∇̄dlogΩ. (7.17)

where ∇̄a is the torsion-free covariant derivative computed using the metric components

ḡab. To proceed we will need the explicit form for the conformal factor Ω(x, y). It is easy to

determine this by looking at the metric (7.11): the conformal factor Ω(x, y) should take the

form Ω(y) = H−1(y) so that it remains independent of xµ coordinates. This choice of the

conformal factor reproduces (7.10), which is no surprise of course, but the aforementioned

manipulation is not without merit. The relation (7.17) actually provides a much easier way

to compute the Ricci tensors of a warped metric and is applicable even if the warp factor

develops dependences on xµ. For the simple case, with the choice of Ω(y) = H−1(y), since

we recover the metric (7.10), we can rewrite R̃ab ≡ R
(D)
ab , and use (7.15) in (7.17) to get:

R(D)
µν = R(D−d̂−d̃)

µν (g)− d̂
(

1

2

∇µ∇νF1

F1
− 1

4

∇µF1∇νF1

F2
1

)
− d̃

(
1

2

∇µ∇νF2

F2
− 1

4

∇µF2∇νF2

F2
2

)
+

(
∇2H

H
− (D − 1)

(∇H)2

H

)
gµν

R
(D)
αβ = R

(d̂)
αβ (ĝ) +

(
−1

2

∇2F1

F1
− 1

4
(d̂− 2)

(∇F1)2

F2
1

− d̃

4

∇ρF1∇ρF2

F1F2

)
H4(y)F1(t)gαβ + (D − 2)

∇α∇βH

H

+

(
∇2H

H
− (D − 1)

(∇H)2

H2

)
ĝαβ

R(D)
mn = R(d̃)

mn(g̃) +

(
−1

2

∇2F2

F2
− 1

4
(d̃− 2)

(∇F2)2

F2
2

− d̂

4

∇ρF1∇ρF2

F1F2

)
H4(y)F2(t)gmn + (D − 2)

∇m∇nH

H

+

(
∇2H

H
− (D − 1)

(∇H)2

H2

)
g̃mn

R(D)
mµ = − (D − 2)

2

∇µF2

F2

∇mH

H
, R(D)

αµ = − (D − 2)

2

∇µF1

F1

∇αH

H
, R(D)

αm = Rαm + (D − 2)
∇α∇mH

H
, (7.18)

where ĝαβ and g̃mn are defined in (7.11). Note also that the various operators are defined

on the space in which the functions they are applying to have support: for example in

∇2Fi(x) the Laplacian operator is the one constructed from gµν(x), while in ∇2H(y) the

Laplacian is constructed from the metric of the internal space hij in (7.11).

Now that we have the expression for the D dimensional Ricci tensor, we can study

the implications of the D dimensional energy conditions. Assuming a flat d dimensional

FLRW metric for the external space (D = d+ d̂+ d̃), the SEC gives:

R
(D)
00 = −(d− 1)(Ḣ +H2)− d̂

2

(
F̈1

F1
− Ḟ2

1

2F 2
1

)
− d̃

2

(
F̈2

F2
− Ḟ2

2

2F2
2

)
−
(
∇2H

H
− (D − 1)

(∇H)2

H2

)
= −(d− 1)(Ḣ +H2)−

(
2d̂− d̃

4

)
Ḟ2

2

F2
2

−
(
d̃

2
− d̂
)

F̈2

F2
−
(
∇2H

H
− (D − 1)

(∇H)2

H2

)
≥ 0, (7.19)

where we used the relation F1F2
2 = 1 in the second equality to write derivatives of F1

in terms of F2. As mentioned earlier, this keeps the four-dimensional Newton’s constant

time-independent. As a reminder, H(t) is the Hubble’s constant whereas H(y) is the warp-

factor. For the case we are interested in, the dimensional split becomes (d, d̂, d̃) = (4, 2, 4)
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and (7.19) can be re-written as:

R
(D)
00 = −3(Ḣ +H2)− F̈1

F1
+

1

2

Ḟ2
1

F2
1

− 2
F̈2

F2
+

Ḟ2
2

F2
2

−
(
∇2H

H
− (D − 1)

(∇H)2

H2

)
= −3

(
Ḣ +H2 +

Ḟ2
2

F2
2

)
−
(
∇2H

H
− (D − 1)

(∇H)2

H2

)
≥ 0. (7.20)

This is almost the form in which we can express the SEC for our metric ansätze (7.10),

although one can do one more manipulation to bring it in a suggestive format. The ma-

nipulation involves rewriting the last parenthesis (which involves the warp-factor H(y)) as

a total Laplacian, and doing that we get:

R
(D)
00 = −3(Ḣ +H2)− F̈1

F1
+

1

2

Ḟ2
1

F2
1

− 2
F̈2

F2
+

Ḟ2
2

F2
2

+
HD−2

D − 2
∇2H2−D

= −3

(
Ḣ +H2 +

Ḟ2
2

F2
2

)
+

HD−2

D − 2
∇2H2−D ≥ 0, (7.21)

where note the change in the relative sign of the second term involving the warp-factor

H(y). The coefficient of the first term with the Hubble parameter H(t) is clearly −(d− 1),

and we can use this to rearrange the inequality (7.21) to get:

(d− 1)(D − 2)H2−D

[
Ḣ +H2 +

1

d− 1

(
F̈1

F1
− 1

2

Ḟ2
1

F2
1

+ 2
F̈2

F2
− Ḟ2

2

F2
2

)]
=

(d− 1)(D − 2)H2−D

(
Ḣ +H2 +

Ḟ2
2

F2
2

)
≤ ∇2H2−D, (7.22)

where recall that the first line is with generic F1 and F2, whereas the second line is after we

impose the condition F1F2
2 = 1. Either of those can be used to express the inequality. For

example, we can use the first line, and integrate over the internal six-manifold of dimension

d̂+ d̃ to get the following inequality:

(d− 1)(D − 2)
GD
Gd

[
Ḣ +H2 +

1

d− 1

(
F̈1

F1
− 1

2

Ḟ2
1

F2
1

+ 2
F̈2

F2
− Ḟ2

2

F2
2

)]
≤
∫
dd̂+d̃y

√
h∇2H2−D = 0, (7.23)

where h is the determinant of the internal metric (7.11), and we have used the fact that

the warp-factor H(y) is a smooth function with no singularities over the six-manifold. As

such integrating over the total derivative vanishes, which is what appears on the RHS. One

may equivalently use F1F2
2 = 1 to rewrite (7.23) as:

(d− 1)(D − 2)
GD
Gd

(
Ḣ +H2 +

Ḟ2
2

F2
2

)
≤
∫
dd̂+d̃y

√
h∇2H2−D = 0, (7.24)

which is expectedly a more condensed version of (7.23). Note that in both (7.23) and (7.24)

we have taken advantage of the fact that both the Hubble parameter H(t) and Fi(t) are
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purely a function of the cosmic time t, and therefore the LHS integrate to d-dimensional

Newton’s constant defined as: ∫
dd̂+d̃y

√
hH2−D ≡ GD

Gd
, (7.25)

which is clearly taken to be time-independent here. Note that according to our definition

of hij in (7.11), det hij ≡ h = det ĝαβ det g̃mn, and therefore will have F2
1F4

2 dependence.

Thus if F1F2
2 6= 1, the Newton’s constant will become time-dependent as mentioned above.

After the dust settles, the SEC reduces then to:

Ḣ +H2 +
Ḟ2

2

F2
2

+
1

d− 1

(
F̈1

F1
− 1

2

Ḟ2
1

F2
1

+ 2
F̈2

F2
− Ḟ2

2

F2
2

)
= Ḣ +H2 +

Ḟ2
2

F2
2

≤ 0, (7.26)

where we have used that fact that d > 1 and D > 2 along-with the condition of positivity of

the Newton’s constant (the latter appears from the compactness of the internal manifold).

Since the last term in the LHS is positive (or zero89), i.e.
Ḟ2

2

F2
2
≥ 0, we have:

Ḣ +H2 ≡ ä

a
≤ 0, (7.27)

which is the GMN no-go theorem [2]. We see that even allowing the internal space to be

time dependent, if the overall volume is constant, i.e. F1F2
2 = 1, then it is not possible

to avoid the GMN no-go theorem, as the implications of the SEC are not modified. Since

we know that there could be de Sitter solutions with metric (7.10), the effective energy-

momentum tensor made up from all the corrections should necessarily violate the SEC.

For the Null Energy Condition (NEC), the situation is slightly different. In addition

to R
(D)
00 from (7.19), we will also need R

(D)
11 from the list of Ricci tensors in (7.18). Taking

lµ ≡
(
1, 1

a , 0, 0
)

in (7.4), and plugging in the values of the Ricci tensors, we get:

R
(D)
00 + a−2R

(D)
11 = −(d− 2)Ḣ − F̈1

F1
+

1

2

Ḟ2
1

F2
1

− 2
F̈2

F2
+

Ḟ2
2

F2
2

+H

(
Ḟ1

F1
+ 2

Ḟ2

F2

)
= −(d− 2)Ḣ −

(
2d̂− d̃

4

)
Ḟ2

2

F2
2

−
(
d̃

2
− d̂
)

F̈2

F2
= −2Ḣ − 3

Ḟ2
2

F2
2

≥ 0, (7.28)

where in the second line we used F1F2
2 = 1 and (d, d̂, d̃) = (4, 2, 4). In the last inequality,

the second term is positive-definite, so this would imply:

Ḣ ≤ 0, (7.29)

89It is instructive to check whether Ḟ2 remains finite at late time. Since we have used conformal time η

in (7.10) and also in the earlier sections, it will be useful to relate it to gs to see the late time behavior. To

this end, we can use the relation η ∝ t1−γ , and the definition of gs from (3.11). It is now easy to see that:

Ḟ2 ≡
dF2

dt
∝ gs

dF2

dgs
· dgs
dη

,

where we have used the fact that gs ∝ η−n from (3.11). Since F2 ≡
∑
kn2

F
(kn2

)

2 g
kn2
s , as defined just

after (4.35) with kn2 ∈ Z, the dominant term in dF2
dgs

is a constant. Similarly, as proved in section 5.2,
dgs
dη

= g
+|σ|
s , i.e. it is given by a positive power of gs. Combining everything together, we see that dF2

dt
→ 0

at late time, and since F2 does not vanish at late time, the ratio Ḟ2
F2

does vanish at late time. Additionally,

in the temporal domain governed by the TCC [9], gs < 1 and the ratio remains finite and small.
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implying that there is no modification to the lower dimensional NEC. Therefore, we con-

clude that the naive analysis done in the first section is correct: for the metric (7.10) with

an FLRW scale factor given by a(η) ∝ ηn (where η is the conformal time), the condition
1
n ≥ −1 is equivalent to the NEC, the four-dimensional one.

Before ending this section let us make a few observations. First, the above condition is

derived using the (2, 4) split of the internal six-manifold. A natural question then is: what

happens if we take other kinds of splitting, for example (1, 5), (3, 3) or even (a1, ..., a6) with∑
ai = 6? It turns out the result (7.29) is not sensitive to how we split the internal six-

manifold: any other splittings will result in a similar conclusion. This will be demonstrated

elsewhere. Secondly, the result also appears to be insensitive to the full ten-dimensional

NEC and depends only on the four-dimensional NEC. This is an intriguing condition and

recently in [10] we proposed this as a conjecture (see also [30] for earlier developments in

the subject). Combining the results of this section and the ones from section 5.2, we can

now provide a proof of this. Note however that the reason for this intriguing connection

between the existence of EFT and four-dimensional NEC is still a bit mysterious. Maybe

the ideas put forward in [30] could be one of the keys to unravel this, but this would require

further investigation before we make any concrete conclusion. Thirdly, there are quite a

few cosmological implications stemming from our conjecture that have been summarized

in [10]. The readers may want to look at this reference, and at the works cited therein, for

more details.

8 Discussions and conclusions

In this paper we have given further evidence to argue that four-dimensional EFT description

with de Sitter isometries in IIB, that overcomes the no-go theorem and the swampland

criteria, can only exist if the de Sitter space is viewed as a Glauber-Sudarshan state in

string theory or in its dual M-theory. The latter is preferred because the IIB background

is typically at strong coupling with gb = 1. In the following let us summarize some of the

main results of the paper.

• We argue that the all the computations related to EOMs, Bianchi identities, flux quan-

tizations et cetera are independent of the de Sitter slicings. Additionally, we show that for

all the slicings, except for the static patch (and other patches related to it), there exist

temporal domains where the dual IIA backgrounds are weakly coupled despite the corre-

sponding IIB backgrounds being at strong couplings. We also show that in the static patch

not only there is no such weakly coupled regime but also other issues make the quantum

analysis harder to perform.

• We generalize the perturbative quantum series studied in [7, 8] to incorporate depen-

dences on the de Sitter slicings, i.e. the quantum terms to depend on (xi, xj) ∈ R2. The

generalized perturbative series is given by (3.15) which scales as (3.58). This allows a well-

defined EFT description. However, once we allow additional dependences on the toroidal

directions, the quantum series becomes (3.57), but the gs scaling in (3.63) shows that the
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EFT description breaks down. Compared to the other similar breakdowns studied in [7],

now it extends to both the flux as well as the gravitational sectors.

• We devise a new ansätze in M-theory, for the metric and the flux components that

allow dependences on all coordinates (except for the T-duality direction x3), in (3.62) that

depends on a real parameter γ. The gs scaling of the quantum series (3.57) with the

background (3.62), shown in (3.63), shows that EFT description is now valid as long as

γ ≥ 5. Interestingly, for γ = 6, all computations in the background (3.62) reduces to the

ones for the simpler background (2.4). This surprising simplification even extends to the

topological sector, that we demonstrate in details.

• We compute the non-local and non-perturbative contributions to the energy-momentum

tensors to all orders in non-localities. This is an extension of a similar computation in [8]

done to the first order in non-locality. We show that, once the trans-series associated with

the non-local contributions to the energy-momentum tensors is summed up, the final result

becomes perfectly local and finite. We also show the convergence of the series with higher

orders in non-localities, and extend the analysis to include non-perturbative contributions

from the BBS [17] and KKLT [12] type instantons.

•We show that a generic FLRW cosmological solution of the form (3.10) is a valid solution,

meaning that EFT is preserved, if and only if the condition (3.12) is satisfied. We also

argue that if the condition (3.12) is not satisfied, i.e. if the alternative condition (5.12) is

imposed, then the perturbative and non-perturbative quantum effects only allow |σ| = 0.

On the other hand, if the sign of the exponent in (5.12) is reversed, EFT description remans

valid as long as |σ| ∈ Z
3 . We justify these by showing detailed computations in section 5.2.

•We show that the condition (3.12) is also related to the four-dimensional NEC in IIB. We

argue this from a full ten-dimensional computation in the IIB side. Somewhat surprisingly,

our identification does not in any way imply NEC in the full ten or eleven-dimensions.

This connection of EFT with four-dimensional NEC was recently conjectured in [10] and

here we provide the full proof.

•We compute all the possible X8 curvature forms for the choice of the background (3.62).

We show that when γ = 6 in (3.62), these curvature forms reduce to the ones with the

metric ansätze (2.4), justifying the extension of the aforementioned simplification to the

topological sector. These X8 forms are the important ingredients in the flux EOMs.

• We show how one should incorporate the non-local and the non-perturbative effects in

the flux EOMs. Again, as in for the case with the energy-momentum tensors earlier, the

trans-series associated with the non-local terms can be summed up to provide local and

finite contributions. We also discuss how one may compute the gs scalings of the non-local

and non-perturbative terms. These contributions were not discussed in [8].

• We study the flux EOMs for all possible allowed flux components. We divide the fluxes

into three categories: internal fluxes, dealing with flux components that have legs only

along the internal eight-manifold in M-theory; G0ABC fluxes, dealing with all the flux
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components that have one leg along the temporal direction, and external fluxes, dealing

with flux components that have at least one leg along the spatial R2 directions. As a

consequence of our choice, the perturbative quantum term in (4.81) becomes more involved,

but we argue, by computing the gs scaling in (4.82), that the EFT description still remains

valid as long as γ ≥ 5 in (3.62).

• To solve the flux EOMs we devise a new over-bracket and under-bracket scheme that

not only allows us to match the gs scalings over the rank seven and eight tensors in (4.18),

but also succinctly provides the precise perturbative and non-perturbative (including the

non-local) quantum terms contributing to (4.18). We show that, at higher orders in the

choice of the parameters, the under-brackets and the over-brackets tend to merge together

across all the rank seven and eight tensors of (4.18).

• We show how the flux EOMs and the anomaly cancellation conditions help us to fix the

dominant scalings of all the flux components in (3.62). However, we show in (4.85) that

some ambiguity in the choice of the dominant scalings for the internal flux components

still remains, but once we impose the flux quantization scheme, it appears to prefer the

choice (4.57). Interestingly, most of the other flux components do not participate at the

lowest orders in the background EOMs (which we show later to be related to the Schwinger-

Dyson’s equations). Our choice of (4.57) not only justifies the choice we made in [7, 8], but

also shows that the internal fluxes necessary to support a de Sitter state in string theory

cannot be time-independent (in fact the choices in (4.85) only allow time-dependent fluxes).

• We derive the flux quantization conditions for all the internal fluxes when both the flux

components and the internal manifold are varying with respect to time. We show how

the interplay between the dynamical M5-branes, global and localized fluxes, as well as

the perturbative and non-perturbative quantum terms, conspire in an interesting way to

reproduce the flux quantization condition. Somewhat surprisingly, we do recover Witten’s

flux quantization condition [20] even though all the underlying degrees of freedom have

temporal dependences. We justify our results by dualizing to the heterotic side and showing

that the anomaly cancellation condition do not receive any corrections thus consistently

fitting with the Adler-Bell-Jackiw theorem [22].

• We find a new four-dimensional de Sitter solution directly in M-theory by dualizing a

IIB cosmological solution. Both the IIB and the dual IIA are at strong couplings now

so, while from the IIA side we do not have the advantage of the weakly-coupled late-time

physics, the early-time physics could become weakly-coupled. This gives us a new window

to investigate early-time physics which we did not have in our earlier works [7, 8]. We

show that there exists another M-theory dual (with weakly coupled IIA limit) that may be

used to compute results for the four-dimensional de Sitter space. Using the M-theory/M-

theory duality we argue that the fluxes corresponding to the de Sitter background cannot

be time-independent.

•We find the precise wave-function renormalization for the Glauber-Sudarshan state asso-

ciated with the de Sitter space in the dual IIB side. We determine the temporal evolution
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of the Glauber-Sudarshan state and show how the number of graviton and the flux quanta

change in the temporal domain governed by the TCC [9] which, in turn, is related to the

onset of strong coupling in the IIA side. Under specific conditions we argue how the gravi-

ton and the flux quanta could decrease as the state evolves temporally. We also provide a

formula in (6.11) to compute the precise change in the number of quanta.

• We compute the fluctuation spectra over the de Sitter Glauber-Sudarshan state using

the Agarwal-Tara state [11]. We show how our analysis may be used not only to reproduce

the fluctuation spectra over Bunch-Davies or α vacua but also, with appropriate choices of

certain parameters in (6.14), the fluctuation spectra over any arbitrary vacua.

The above is a list of the main results, although there are quite a few minor ones that

we did not mention. Despite the number of results − and as the patient reader may have

realized after coming this far − we have barely touched the tip of the iceberg. Many

computations associated for example with the S-matrices, fluctuation spectra, early-time

physics, inflationary state, dark energy, dark matter, structure formations et cetera still

need to be performed to complete the story to its full glory. Again, as with our protagonists

in the Valley of the Kings almost a century ago, viewing de Sitter space-time as a Glauber-

Sudarshan state might open up a window into wonderful things!
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