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1. Introduction1

The iterative method for impulse control problems was first introduced in [2], assuming that2

the state process is given by a diffusion process. The idea is to reduce the quasi-variational3

inequality to a sequence of variational inequality.4

Similar results can also be found in [3, 4, 5, 6]. When the state process is a Feller pro-5

cess the author in [7] studied the regularity of the value function of impulse control prob-6

lems using the iterative optimal method. On of the motivation of this paper come from7

[1], where the author studies an optimal stopping problem for a normal Markov process8

X := (Ω,F , {Ft}t≥0, X(t), θt,P
x) on the state space (E, E), where (Ω,F) is a measurable9

space, {Ft}t≥0 is a right continuous and completed filtration, {X(t)}t≥0 is a càdlàg stochastic10

process, {θt}t≥0 is the shift operator and P x denotes the probability measure on (Ω,F) for11

x ∈ E.12

More precisely, for a Feller process {X(t)}t≥0, the problem is as follows: find τ∗ ∈ T such13

that14

V (x) := sup
τ∈T

Jx(τ) := sup
τ∈T

Ex
[ ∫ τ

0
e−asf(Xx(s)) ds+ e−aτg(Xx(τ))

]
= Jx(τ∗), (1.1)

for each x ∈ E (a locally compact, separable metric space with metric ρ) and T is the family15

of all {Ft}t≥0-stopping times. Here f is a running benefit function, g is a terminal reward16

function, a > 0 is a constant discount factor and X is a Feller process starting at x at t = 0.17

The above value function is characterised as the unique viscosity solution to18

min{aw −Aw − f, w − g} = 0,

where A is a generator derived from some semigroup. Noting that most of the impulse control19

problems can be reduced to iterative optimal stopping problems, we extend the results in [1,20

Chapter 3] (see for example Theorem 2.4).21

This work extends the setting of [1, Chapter 3] to include more general bequest func-22

tions and terminal rewards. We also consider processes constructed by perturbations (see23

Section 4.2) and optimal stopping problems without discount (see Section 5.2.1). The value24

functions to the above problems satisfy Hamilton-Jacobi-Bellman (HJB) equations and we25

show that they are unique viscosity solutions to these HJB equations. The proof is based26

on iterated stopping arguments (see for example Theorem 2.3 and Theorem 2.4). The main27

difference between our method and the traditional one developed in [8] is that our generator28

is given by semigroup whereas in [8], the generator is an elliptic operator. An advantage of29

the proposed approach is that it enables to solve the HJB equation in more abstract cases.30

More precisely, we establish the existence of the viscosity solution to the equation31

min{aw −Aw − Fw,w − Gw} = 0, (1.2)

where F and G are abstract operators on Cb(E). Similar formulation can be found in [9, Chapter32

2.] in which the author presents impulse control problems for deterministic processes. See33

also [4, Chapter 8], where the authors study impulse control problems for jump diffusion, that34

is, the operator G is defined by35

Gu(x) := sup
y∈E

(u(y) +K(x, y)), (1.3)

with K : E× E→ R, a function satisfying some conditions. We consider a class of stochastic36

impulse control problems, where the controlled process is a one dimensional regular Feller37

Process. We list some conditions ensuring that the value function is the unique viscosity38
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solution to the HJB equation associated to the optimal stopping problem. We also give 1

sufficient conditions under which the problem can be solved explicitly (see Assumption 3.1). 2

In this situation, the value function is also given in terms of characteristic functions (see 3

equation (3.5).) This result extends those in [10] ( Brownian motion case) and [11] (case of 4

geometric Brownian motion) to Feller diffusions. 5

In fact, iterative optimal stopping methods have recently been discussed in literature. 6

For instance, [12] analysed the properties of the solution of a finite time optimal stopping 7

(American) option pricing problem under regime switching by iterative optimal stopping 8

method. A similar approach was also used in [13]. In [14], the authors studied iterated 9

optimal stopping for jump diffusion processes. In this work, we suggest an unifying method 10

by incorporating perturbations into Feller processes. (See Section 4) 11

Added to this, our approach enables us to explore optimal stopping problems without 12

discount (see Section 5.2.1). The zero discount is typical to finite time optimal stopping. 13

However, in case of the infinite horizon optimal stopping problems without discount, one 14

needs more conditions to ensure that the value function is finite. Moreover, when the dis- 15

count rate is zero, there is a limited number of available work based on Feller semigroup. 16

Here, we employ an iterative optimal stopping approach to transform our problem. To the 17

best of our knowledge, there has not been any work in this direction using the iterated op- 18

timal stopping approach. Let us mention for example the interesting work [15] in which the 19

authors characterise the value function of an optimal stopping problem with zero discount as 20

a viscosity solution to an HJB equation. As compared to [15], we do not need non-uniform 21

ergodic property of the controlled process in this paper. 22

The results obtained here can be applied to study optimal stopping and impulse control 23

problems for bounded and continuous benefit functions f (see for example Sections 3,4 and 24

5). Let us observe however that we cannot handle the case of unbounded benefit and bequest 25

function f and g in this work. One way of overcoming this is to extend our operators to 26

weighted spaces (see for example [16]). There is a wide range of optimal stopping and impulse 27

control problems for unbounded f and g. 28

The authors in [17] proved existence of optimal controls for a general stochastic impulse 29

control problem. For that purpose, they characterise the value function as the pointwise 30

minimum of a set of superharmonic functions. They also describe this value function as the 31

unique continuous viscosity solution of the quasi-variational inequalities (QVIs), and as the 32

limit of a sequence of iterated optimal stopping problems. The author in [18] characterises 33

the solution of impulse control problems in terms of superharmonic functions. Assuming that 34

the process X is a general Markov process, it is shown that the value function of an impulse 35

control problem is the minimal function in a convex set of superharmonic functions. The 36

works [19, 20, 21] study both impulse and optimal stopping problems for diffusion processes. 37

It is worth mentioning that the author in [20] derived a new mathematical characterisation 38

of the value function in the continuation region as a linear function in some transformed 39

space. Special feature of this work includes the fact that one does not have to guess optimal 40

strategies using a verification lemma. Note that our setting does not cover the one in the 41

above mentioned papers since their underlying function are not globally bounded. However, 42

except in the work [18], all the other papers assume a diffusion process. 43

The rest of the paper is organised as follows: In Section 2, we formulate the control problem 44

and derive the main results. In Section 3,we study an impulse control problem and derive 45

explicit solutions in the case of one dimensional regular Feller diffusion. Then, we are able 46

to reduce the regime switching optimal stopping problem to an iterative optimal stopping 47
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problem without regime switching, reduce the optimal stopping problem for semi-Markov1

process to an iterative optimal stopping problems for two dimensional deterministic process2

(see Section 4). Finally, we study an optimal stopping problem of random discount which3

can be zero in Section 5.4

We will use the following notations in this paper:5

• B(E) is the space of all bounded Borel measurable functions on E;6

• C(E) is the space of all continuous functions on E;7

• Cc(E) := {w ∈ C(E);w has compact support};8

• C0(E) := {w ∈ C(E);w vanishes at infinity};9

• C∗(E) := {w ∈ C(E);w converges at infinity};10

• Cb(E) := C(E) ∩B(E);11

• USC(E) (respectively, LSC(E)) denotes the space Borel-measurable upper (respec-12

tively, lower) semicontinuous function on E.13

2. Problem formulation and Main theorems14

In this section, we present the optimal control problem and give and prove the main results.15

We denote by ‖ · ‖∞ the supremum norm that is for any w ∈ B(E), ‖f‖∞ := supx∈E |f(x)|.16

Definition 2.1. A Feller process is a stochastic process {X(t)}t≥0 such that the operator17

Ptw(x) := Ex[w(X(t))|X(0) = x], for t ∈ [0,∞), x ∈ E

satisfies18

(i) Pt+s = Pt ◦ Ps, for all t, s ≥ 0; P0 = I, where I is the identity operator.19

(ii) For each t ≥ 0, if w ∈ C0(E), 0 ≤ w ≤ 1, then, 0 ≤ Ptw ≤ 1.20

(iii) (Feller Property) Pt : C0(E)→ C0(E) for all t ≥ 0.21

(iv) (Strong Continuous Property) limt→0+ ‖Ptw − w‖∞ = 0 for w ∈ C0(E).22

We will denote by {Xx(t)}t≥0 = {X(t)}t≥0 the process starting at x at time t = 0.23

Definition 2.2. An infinitesimal generator of a Feller semigroup {Pt}t≥0 or a Feller process24

{X(t)}t≥0 is a linear operator (L, D(L)), with L : D(L) ⊆ C0(E)→ C0(E) defined by25

Lw := lim
t→0+

Ptw − w
t

for w ∈ D(L), (2.1)

where the domain D(L) := {w ∈ C0(E); such that the limit in (2.1) exists in C0(E)} .26

Definition 2.3. A resolvent {Rλ}λ>0 is defined by27

Rλw(x) :=

∫ ∞
0

e−λtPtw(x) dt for x ∈ E and w ∈ C0(E).

Set Fu = f and G = g and define the infinitesimal generator of a Feller process by:28

D(A) := {u ∈ C∗(E);u− u(∂) ∈ D(G)},
Au := G(u− u(∂)),

(2.2)

where (G, D(G)) is the core of Feller process X. Define29

C∗(E) := {w ∈ C(E);w converges at the infinity of E}.
All stopping times are taken in τ ∈ T . From now on we write supτ instead of supτ∈T . Let us30

recall the subsequent results from [1, Chapter 3 ]31
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Theorem 2.1. Suppose f, g ∈ Cb(E) and a > 0. Let V be the value function defined by 1

V (x) := sup
τ

Ex
[ ∫ τ

0
e−asf(X(s))ds+ e−aτg(X(τ))

]
.

Then V is the unique viscosity solution w ∈ Cb(E) associated with (A, D(A)) to 2

min{aw −Aw − f, w − g} = 0, (2.3)

with (A, D(A)) given by (2.2). 3

Theorem 2.2. Suppose a > 0 and f, g ∈ Cb(E). Let w1 ∈ USC(E) and w2 ∈ LSC(E) be the 4

viscosity subsolution and supersolution to (2.3), respectively. If w1 and w2 are bounded from 5

above and below, respectively, then, w1 ≤ w2. 6

Now, we formulate the problem we wish to solve. Defining the operator TF,G by: 7

TF,Gw(x) := sup
τ

Ex
[ ∫ τ

0
e−asFw(X(s))ds+ e−aτGw(X(τ))

]
,

where X is a Feller process with state space E and a > 0 is the constant discount rate, 8

F : B(E) → B(E) and G : B(E) → B(E). Note that the stopping time τ could be infinite 9

as considered in Section 5.2. In this paper, we consider the following dynamic programming 10

equation 11

w = TF,Gw. (2.4)

Note that the above problem can be thought of as an impulse control problem (see Section 12

3), when G is of the form (1.3). 13

We aim at showing that under certain conditions, the solution to (2.4) is the unique viscosity 14

solution of the following Hamilton-Jacobi-Bellman (HJB) equation 15

min{aw −Aw − Fw,w − Gw} = 0. (2.5)

Below we give the definition of viscosity subsolution and supersolution (compare with [1, 16

Definition 3.1]). 17

Definition 2.4. A function w ∈ USC(E) (respectively, w ∈ LSC(E)) is a viscosity subsolution 18

(respectively, supersolution) associated with (A, D(A)) to (2.5) if for all φ ∈ D(A) such that 19

φ− w has a global minimum (respectively, maximum) at x0 ∈ E with φ(x0) = w(x0), 20

min{aφ(x0)−Aφ(x0)− Fw(x0), φ(x0)− Gw(x0)} ≤ (≥)0.

Furthermore, w ∈ C(E) is a viscosity solution associated with (A, D(A)) to (2.15) if it is both 21

a viscosity supersolution and a viscosity subsolution. 22

Now, we present the main results of this paper. 23

2.1. Solutions to w = TF,Gw. In this subsection, we show that there exists a unique solution 24

to (2.4). 25

Definition 2.5. Let Z be an operator. 26

(i) Z is monotonic if for any u1 ≥ u2, Zu1 ≥ Zu2. 27

(ii) Z is convex if for u1, u2 ∈ Cb(E) and 0 ≤ p ≤ 1, we have Z(pu1 + (1 − p)u2) ≤ 28

pZu1 + (1− p)Zu2. 29

We make the following standard assumptions on the operators of F and G. 30

Assumption 2.1. 31



6 AN ITERATIVE OPTIMAL STOPPING METHOD AND ITS APPLICATIONS

(i) F : Cb(E)→ Cb(E) and G : Cb(E)→ Cb(E).1

(ii) The operators F and G are monotonic and convex.2

As a direct consequence of the above assumption, we have the following result.3

Lemma 2.1. Suppose Assumption 2.1 holds. Then,4

(i) TF,G : Cb(E)→ Cb(E),5

(ii) TF,G is monotonic and convex.6

Proof. (i) Let u ∈ Cb(E), fu := Fu and gu := Gu. By Assumption 2.1 (i), fu, gu ∈ Cb(E).7

Therefore, using [1, Theorem 3.3], the value function of the optimal stopping problem is in8

Cb(E).9

(ii) Using the fact that the operators F and G are also monotonic and convex, we conclude10

that the operator TF,G is monotonic and convex. Indeed11

αTF,G(w(x)) + (1− α)TF,G(u(x))

= α sup
τ

Ex
[ ∫ τ

0
e−asFw(X(s))ds+ e−aτGw(X(τ))

]
+ (1− α) sup

τ
Ex
[ ∫ τ

0
e−asFu(X(s))ds+ e−aτGu(X(τ))

]
= sup

τ
Ex
[ ∫ τ

0
αe−asFw(X(s))ds+ αe−aτGw(X(τ))

]
+ sup

τ
Ex
[ ∫ τ

0
(1− α)e−asFu(X(s))ds+ (1− α)e−aτGu(X(τ))

]
≥ sup

τ
Ex
[ ∫ τ

0
e−as(αFw(X(s)) + (1− α)Fu(X(s)))ds+ e−aτ (αGw(X(τ)) + (1− α)Gu(X(τ)))

]
≥ sup

τ
Ex
[ ∫ τ

0
e−asF(αw + (1− α)u)(X(s))ds+ e−aτG(αw + (1− α)u)(X(τ))

]
= TF,G(αw + (1− α)u)(x),

where in the last inequality we have used the convexity of F and G. The proof of the mono-12

tonicity follows similarly.13

�14

We also make the following assumption.15

Assumption 2.2.16

(i) There exists a positive constant κ > 0 and w+ ∈ Cb(E) such that17

w+(x)− κ ≥ TF,Gw+(x) for x ∈ E. (2.6)

(ii) There exists p1, p2 ∈ R satisfying 0 ≤ p1 ≤ a, 0 ≤ p2 ≤ 1 and min{p1/a, p2} < 1 such18

that19

F(u+ C)− Fu ≤ p1C and G(u+ C)− Gu ≤ p2C

for all u ∈ Cb(E) and constant function C > 0.20

Remark 2.1. Let us mention that Assumption 2.1 is necessary to obtain uniqueness of a21

continuous solution to w = TF,Gw, whereas Assumption 2.2 provides the upper and lower22

bounds to that solution. We will see this in more detail in what follows.23
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The next lemma will be needed in the proof to our results. 1

Lemma 2.2. Suppose Assumption 2.2 holds. 2

(i) Let κ > 0 and w+ ∈ Cb(E) satisfying (2.6). Then, for any constant function C > 0, we 3

have 4

(w+ + C)(x)− κ ≥ TF,G(w+ + c)(x) for x ∈ E.

(ii) There exists a function w0 ∈ C∗(E) such that 5

w0 ≤ TF,Gw0. (2.7)

Proof. (i) For any C > 0, using Assumption 2.2 (ii), we have 6

TF,G(w+ + C)(x) = sup
τ

Ex
[ ∫ τ

0
e−asF(w+ + C)(X(s))ds+ e−aτG(w+ + c)(X(τ))

]
≤ sup

τ
Ex
[ ∫ τ

0
e−as

(
Fw+(X(s)) + aC

)
ds+ e−aτ

(
Gw+(X(τ)) + C

)]
= (TF,Gw+ + C)(x)

≤ (w+ + C)(x)− κ,

where the last inequality is from Assumption 2.2 (i). 7

(ii) We assume that p1/a < 1. The case p2 < 1 can be proved similarly. Let φ0(x) := 0 for
all x ∈ E. Let M be a constant such that

M ≥ ‖Fφ0‖∞/(a− p1).
Define a constant function φ by φ(x) := −M for all x ∈ E. Then aφ − Fφ ≤ 0. In fact, 8

by Assumption 2.2 (ii), Fφ0 − Fφ ≤ p1M and thus −Fφ ≤ p1M − Fφ0. Hence, aφ − Fφ ≤ 9

(a− p1)φ− Fφ0 ≤ 0. 10

Since Aφ ≥ 0, by the positive maximum principle, we have aφ−Aφ− Fφ ≤ 0 and thus 11

min{aφ−Aφ− Fφ, φ− Gφ} ≤ 0. (2.8)

Therefore, φ is a viscosity subsolution to (2.8). On the other hand, since TF,Gφ is the value 12

function for the optimal stopping problem, TF,Gφ and thus φ are the viscosity solutions to 13

(2.8) (see [1, Theorem 3.26]). By the comparison principle (see [1, Theorem 3.27]), we have 14

TF,Gφ ≥ φ. Choose w0 = φ. � 15

Theorem 2.3. Suppose Assumption 2.1 and Assumption 2.2 hold. Then there exists a unique 16

solution w ∈ Cb(E) to 17

w = TF,Gw. (2.9)

Proof. Using Lemma 2.2 (ii), there exists w0 ∈ Cb(E) such that

TF,Gw0 ≥ w0.

Define wn+1 := TF,Gwn for n ∈ N. By Assumption 2.2 (i), there exists κ > 0, w+ ∈ Cb(E)
such that

w+ − κ ≥ TF,Gw+.

Since w0 ∈ Cb(E), we have w1 = TF,Gw0 ∈ Cb(E). There exists c0 > 0 such that w1 < c0. 18

Choose c large enough and define w∗+ := w+ + c ≥ w1. Then, by Lemma 2.2 (i) , we have 19

w∗+ − κ ≥ TF,Gw∗+. (2.10)
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Thus, we obtain1

0 ≤ w1 − w0 ≤ w∗+ − w0.

Now, we want to prove that there exists 0 ≤ γ < 1 such that2

wn+1 − wn ≤ γn(w∗+ − wn) for all n ∈ N. (2.11)

We prove this by induction. (2.11) holds when n = 0, assume that (2.11) holds for all n ≤ m3

where m is some positive integer. We want to prove that4

wm+2 − wm+1 ≤ γm+1(w∗+ − wm+1). (2.12)

Since TF,G is monotonic by Lemma 2.1 and w1 = TF,Gw0 ≥ w0, it follows that the sequence
{wn}n∈N is increasing. Using (2.12), we have

wm+1 ≤ γmw∗+ + (1− γm)wn.

Thus by monotonicity and convexity of TF,G, we have5

TF,Gwm+1 ≤ TF,G(γmw∗+ + (1− γm)wm)

≤ γmTF,Gw∗+ + (1− γm)TF,Gwm
≤ γm(w∗+ − κ) + (1− γm)wm+1

= wm+1 + γm(w∗+ − wm+1 − κ)

Let x ∈ E, then we have6

TF,Gwm+1(x) = wm+1(x) + γm
(w∗+ − wm+1)(x)− κ

(w∗+ − wm+1)(x)
(w∗+ − wm+1)(x)

= wm+1(x) + γm
(
1− κ

(w∗+ − wm+1)(x)

)
(w∗+ − wm+1)(x)

≤ wm+1(x) + γm
(
1− κ

‖w∗+ − w0‖∞
)
(w∗+ − wm+1)(x),

where the last inequality is from the fact that w∗+ ≥ wm ≥ w0. Choosing

γ = max
{

0, 1− κ

‖w∗+ − w0‖∞

}
,

we get (wn+1−wn)(x) ≤ γn‖w∗+−wn‖∞ ≤ γn‖w∗+−w0‖∞ for all n ∈ N. Therefore, {wn}n∈N7

is a Cauchy sequence in (Cb(E), ‖ · ‖∞) and there exists w∞ ∈ Cb(E) such that {wn}n∈N8

uniformly converges to w∞ and satisfies TF,Gw∞ = w∞. The existence of the solution to (2.9)9

is proved.10

For the uniqueness, we only need to prove that w∞ ∈ Cb(E) is the unique solution to (2.9).11

This can be shown using the comparison principle as shown below. �12

The following corollary derived from Theorem 2.3 gives the convergence rate of the iterative13

optimal stopping scheme.14

Corollary 2.1. Suppose Assumption 2.1 and Assumption 2.2 hold. Consider the following15

numerical algorithm16

wm+1 = TF,Gwm
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and starting from w0 that satisfies (2.7). Then 1

lim
m→∞

‖wm − w‖∞ ≤ C lim
m→∞

γm,

where C is some strictly positive constant and 2

γ = max
{

0, 1− κ

‖w∗+ − w0‖∞

}
.

Using similar arguments as in the above theorem, we derive the subsequent comparison 3

principle. 4

Proposition 2.1. (Comparison Principle) Suppose Assumption 2.1 and Assumption 2.2 hold. 5

Let w be the solution to (2.9). If u ≥ (≤)TF,Gu, then u ≥ (≤)w. 6

Proof. Assume there exists v+ ∈ Cb(E) satisfying v+ ≥ TF,Gv+. Let us prove that v+ ≥ w∞. 7

Assume by contradiction that there exists some x0 such that v+(x0) < w∞(x0). Then, since 8

w∗+ ≥ w∞, there exists 0 < γ ≤ 1 such that 9

w∞(x0)− v+(x0) = γ(w∗+(x0)− v+(x0)). (2.13)

Since w∞ satisfies w∞ = TF,Gw∞ and TF,G is convex, we have 10

w∞(x0) = TF,Gw∞(x0) = TF,G(γw∗+ + (1− γ)v+)(x0)

≤ γTF,Gw∗+(x0) + (1− γ)TF,Gv+(x0)

≤ γ(w∗+(x0)− κ) + (1− γ)v+(x0),

where the last inequality follows from (2.10) and v+ ≥ TF,Gv+. Therefore, there exists κ > 0

w∞(x0)− v+(x0) ≤ γ(w∗+(x0)− v+(x0)− κ).

Since γ > 0, this contradicts (2.13). Then, v+ ≥ TF,Gv+ implies v+ ≥ w∞. 11

On the other hand, assume there exists v− ∈ Cb(E) satisfying v− ≤ TF,Gv−. To prove 12

v− ≤ w∞, assume there exists some x0 such that w∗+(x0) ≥ v+(x0) > w∞(x0). Then, 13

similarly, there exists 0 < γ ≤ 1 such that 14

v−(x0)− w∞(x0) = γ(w∗+(x0)− w∞(x0)). (2.14)

Then, since v− ≤ TF,Gv− we have

v−(x0)− w∞(x0) < γ(w∗+(x0)− w∞(x0)− κ).

This contradicts (2.14). Therefore, v− ≤ TF,Gv− implies v− ≤ w∞. 15

Thus if v is a solution to (2.9) then v = w∞. From the above computations, v ≥ (≤)TF,Gv 16

implies that v ≥ (≤)w∞ and the result follows. � 17

2.2. Viscosity Solution. In this subsection, we show that under Assumptions 2.1 and 2.2, 18

the solution to (2.9) is the unique viscosity solution of the Hamilton-Jacobi-Bellman (HJB) 19

equation given by 20

min{aw −Aw − Fw,w − Gw} = 0.

Theorem 2.4. Suppose Assumption 2.1 and Assumption 2.2 hold. Then there exists a unique 21

viscosity solution w ∈ Cb(E) to 22

min{aw −Aw − Fw,w − Gw} = 0. (2.15)

In addition, this solution is a solution to (2.9). 23
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Proof. By Theorem 2.1, a function w ∈ Cb(E) is a solution to TF,Gw = w if and if w is a viscosity1

solution to (2.15). Since there exists a unique solution to TF,Gw = w by Theorem 2.3, this2

completes the proof. �3

Proposition 2.2. (Comparison Principle) Suppose that Assumption 2.1 and Assumption 2.24

holds. Let w1 ∈ Cb(E) and w2 ∈ Cb(E) be a viscosity subsolution and supersolution to (2.15).5

Then, w1 ≤ w2.6

Proof. Using Theorem 2.2, we know that if w1 (respectively, w2) is a viscosity subsolution7

(respectively, supersolution), then w1 ≤ TF,Gw1 (respectively, w2 ≥ TF,Gw2). Therefore, using8

Proposition 2.1, we have that w1 ≤ w∞ ≤ w2. �9

Based on Proposition 2.2, we provide a sufficient condition for Assumption 2.2 (i) to hold.10

Corollary 2.2. Assume there exists a positive constant κ > 0 and a viscosity supersolution11

w+ ∈ Cb(E) to12

min{aw+ −Aw+ − Fκw+, w+ − Gκw+} = 0,

where Fκw+ := Fw+ + aκ and Gκw+ := Gw+ + κ. Then, Assumption 2.2 (i) holds.13

Proof. Since w+ is the viscosity supersolution, by Proposition 2.2, we have14

w+(x) ≥ TFκ,Gκw+(x),

= sup
τ

Ex
[ ∫ τ

0
e−as(Fw+(X(s)) + aκ)ds+ e−asτ (Gw+(X(τ)) + κ)

]
= κ+ TF,Gw+(x).

Then, the proof is finished. �15

3. Application 1: Impulse control problems16

In this section, we show the link between the value function of some impulse control prob-17

lems and the unique viscosity solution to some HJB equations. Such relationship has been18

studied before (see for example [4, 6, 7] and [22] for general Markov processes). We extend19

the above results in two directions. First, we characterise the value function of an impulse20

control for Feller processes as a viscosity solution to an HJB equations; second, we relax the21

assumption of the performance functional (see Assumption 3.1 (iii)). The latter assumption22

is a sufficient condition to obtain Assumption 2.2 (i). Such assumption can for example be23

found in [6]. Note however that [6] studies impulse control problem for jump diffusions and24

use an approach different to the iterative approach for general Feller processes.25

Consider a general Feller Markov process and let us introduce the following impulse con-26

trol problem studied in [7]. Let X = (Ω,F ,Ft, θt, X(t),P x) be a Markov process. Define27

Ω∞ := (Ω)×∞ and Fnt := F×nt for n ∈ N. The shift operator is defined by θnt ω(s) :=28

(θtω1(s), θtω2(s), . . . , θtωn(s)) for ω = (ω1, ω2, . . .) ∈ Ω∞. A sequence of π := {τi, ξi}i∈N is29

called an admissible control strategy if30

(1) τi is a Fnt × {∅,Ω}×∞-measurable stopping time, τi ≤ τi+1 and limn→∞ τn =∞.31

(2) ξi is Fτi × {∅,Ω}×∞-measurable.32

The trajectory of the controlled process {Xπ(t)}t≥0 is defined by using coordinates Xt(ω) =33

Xt(ωn) for t ∈ [τn, τn + 1) and ω = (ω1, ω2, . . .) ∈ Ω∞. The process Xπ shifts to a new state34

ξn at τn and it generates a new probability measure P π,x (see for example [7, Section 5] for35
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more information). The impulse control problem consists in finding the optimal admissible 1

strategy π that maximizes 2

J(x, π) := Eπ,x
[ ∫ ∞

0
e−asf(Xπ(s))ds+

∞∑
i=1

e−aτiK(Xπ(τ−i ), Xπ(τi))
]
,

where f : E→ R is a continuous bounded function and K : E×E→ R is the reward obtained 3

at ith impulse control. The value function of the above problem is defined by 4

V (x) := sup
π
J(x, π). (3.1)

The notion of viscosity solution is often used to solve the variational inequality associated 5

with the value function for such an impulse control problem (see for example [6, 22, 23]). 6

3.1. Main results. In this section we derive the main results. It is worth mentioning that, 7

the value function can be characterized by the viscosity solution to 8

min{aw −Aw − f, g −Mw} = 0,

with 9

Mu(x) := supy∈E(u(y) +K(x, y)).

In order to solve the problem (3.1), we make the following assumption which guarantees that 10

Assumption 2.1 and Assumption 2.2 are satisfied. 11

Assumption 3.1. 12

(i) M : Cb(E)→ Cb(E). 13

(ii) There exists a constant C > 0 such that 14

K(x, y) +K(y, z) ≤ K(x, z)− C for all x, y, z ∈ E.

(iii) Fix the constant C > 0 from (ii). There exists a function u ∈ Cb(E)∩Ra(Cb(E)), a point 15

z0 ∈ E and a constant κ > 0 such that for all x ∈ E, 16

0 ≤ u(x)−Kz0(x) ≤ C − κ

where Kz0(x) := K(x, z0). 17

Remark 3.1. Assumption 3.1 (i) and (ii) are common in the literature of impulse control 18

problems. In general, when studying a general impulse control problem, most papers (see 19

for example [22, 23]) use the following stronger assumption in the place of Assumption 3.1 20

(iii), namely: K(x, y) < −C for all x, y ∈ E. However, the preceding assumption failed to be 21

satisfied in some interesting applications in finance (see Remark 3.2 (i)). 22

Proposition 3.1. Suppose Assumption 3.1 holds and f ∈ Cb(E). 23

(i) There exists a unique viscosity solution w ∈ Cb(E) to 24

min{aw −Aw − f, w −Mw(x)} = 0. (3.2)

(ii) Additionally, suppose the value function V ∈ Cb(E) defined by (3.1) satisfies the fol- 25

lowing dynamic programming equation 26

w(x) = Tf,Mw := sup
τ

Ex
[ ∫ τ

0
e−asf(X(s))ds+ e−aτMw(X(τ))

]
. (3.3)

Then, V = w, where w is the unique viscosity solution to (3.2). 27
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Proof. We simply need to check that Assumption 2.1 and Assumption 2.2 are satisfied and1

the result will follow from Theorem 2.3.2

(i) Let Fu := f and Gu := Mu for all u ∈ Cb(E). Then, Assumption 2.1 follows from3

Assumption 3.1 (i) and the convexity and monotonicity properties of G can be proved as in4

[22]. Additionally, the convexity and monotonicity property of F follows from the fact that5

f ∈ Cb(E). Furthermore, sinceM(u+ c) =Mu+ c for any u ∈ Cb(E) and constant function c,6

we only need to verify Assumption 2.2 (i). Now fix z0 ∈ E, using Assumption 3.1 (ii), there7

exists a constant C > 0 such that8

K(x, y) +K(y, z0) ≤ K(x, z0)− C.

Define Ra(Cb(E)) := {u ∈ Cb(E); there exists v ∈ Cb(E) such that u = (a−A)v}. Then, there9

exists u ∈ Cb(E) ∩Ra(Cb(E)) such that for any x ∈ E,10

u(x)− sup
y∈E

(u(y) +K(x, y))

≥u(x)− sup
y∈E

(u(y) +K(x, z0)−K(y, z0)) + C

≥u(x)−K(x, z0)− sup
y∈E

(u(y)−K(y, z0)) + C

≥0− (C − κ) + C ≥ κ.

Here the second inequality is from Assumption 3.1 (iii). Hence, u−Mu ≥ κ.11

Furthermore, since u ∈ Ra(Cb(E)), there exists h ∈ Cb(E) such that h = (a − A)u. Define12

u∗ := u + (‖h‖∞ + ‖f‖∞)/a + κ. We have (a −A)u∗ = h + (‖h‖∞ + ‖f‖∞) + aκ ≥ f + aκ.13

Additionally, since u−Mu ≥ κ implies u∗ −Mu∗ ≥ κ, u∗ satisfies14

min{au∗ −Au∗ − f − aκ, u∗ −Mu∗ − κ} = 0.

Then, by Corollary 2.2, Assumption 2.2 (ii) is shown.15

(ii) The proof of the claim follows by applying Theorem 2.1. �16

Proposition 3.2. Suppose Assumption 3.1 holds. Let w0 := Raf and wn+1 := Tf,Mwn,17

where Tf,M is defined by (3.3). Then, there exists a function w ∈ Cb(E) such that the sequence18

of functions {wn}n∈N converges to w uniformly as n→∞. Additionally, w is the solution to19

(3.3)20

Proof. Since w0 is the subsolution to21

min{aw −Aw − f, w −Mw} = 0,

then w0 ≤ Tf,Mw0. The claim follows from Theorem 2.3. �22

In the next section, we use results from Proposition 3.1 and 3.2 to examine an impulse23

control problem for a one-dimensional regular Feller diffusion.24

3.2. Examples. Let X be a one-dimensional regular diffusion with state space E = [L,R] ⊆25

R. We show that some specific impulse control problems can be considered under the optimal26

stopping framework, assuming that the premium function K in the impulse control problem27

defined by (3.1) takes the following form28

K(x, y) =

{
k1(x)− k1(y)− c1 for x > y,

k2(x)− k2(y)− c2 for x ≤ y,
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where k1, k2 are functions and c1, c2 are constants. We are interested in the following impulse 1

control problem: 2

V (k1,2)(x) := sup
π

Ex
[ ∞∑
i=1

e−aτiK(X(τ−i ), X(τi))
]

= sup
π

Ex
[ ∞∑
i=1

e−aτi1Xπ(τ−i )>Xπ(τi)
((k1(X

π(τ−i ))− k1(Xπ(τi))− c1)

+
∞∑
i=1

e−aτi1Xπ(τ−i )≤Xπ(τi)
(k2(X

π(τ−i ))− k2(Xπ(τi)))− c2)
]
. (3.4)

The above problem often appears in actuarial science and is refereed to as dividend and 3

investment with different proportional costs and fixed costs. More particularly, we consider 4

the subsequent forms: 5

(1) Linear form: k
(l)
1 (x) = β1x and k

(l)
2 (x) = β2x. 6

(2) Exponential form: k
(e)
1 (x) = β1e

x and k
(e)
2 (x) = β2e

x. 7

(3) Quadratic form: k
(q)
1 (x) = β1x

2 + γ1x and k
(q)
2 (x) = β2x

2 + γ2x. 8

Here β1 ≤ β2 and γ1 ≤ γ2. In finance, the first one can be used to study dividends and 9

investment problems (compatre with the premium in [10] in which the author studied and 10

impulse control for diffusions with fixed and proportional cost). The second form can be 11

applied to exponential of diffusion processes. The last situation can be found in [11] and 12

represents the impulse control problem with quadratic costs. Here, although the functions k1 13

and k2 are not bounded in any of the aforementioned cases, we suppose their value functions 14

can be obtained from the convergence of the value function with k1∧L and k2∧L, as L→∞. 15

More specifically, the above choice of K and value function can be found in some practical 16

examples as shown below (see for instance [11, 24, 25]). 17

Remark 3.2. 18

(i) Dividend and injection with fixed cost. A popular example pertains to optimal dividend 19

in financial and actuarial mathematics. Let E ⊆ R be a compact subset, k(x) = x and 20

c(x) = c0 > 0 so that K(x, y) = x − y − c0. The associated optimal stopping control 21

problem can be seen as an optimal proportional dividend and capital injection problem 22

with fixed cost k. 23

(ii) Dividend and injection for exponential Lévy process. Suppose the process Y is an expo- 24

nential Lévy process, i.e. Y (t) = eX(t), where X is a Lévy process. Denote by VY the 25

value function to the impulse control problem of Y for dividend and injection given by 26

(1). Now, let k(x) = ex, c(x) = c0 so that K(x, y) = ex − ey − c0. Its value function is 27

defined as VX . Then, we can easily get VX(x) = VY (ex) for x ∈ R. 28

In order to solve (3.4), we follow the idea in [26] combined with the approach introduced 29

in [1, Chapter 3]. Here we assume that X is a regular Feller diffusion, i.e., P x
[
τy < ∞

]
> 0 30

for all x ∈ E, where τy := inf{t > 0;X(t) = y}. Let x0 ∈ (L,R) and define the function 31

ψ1(x) :=

{
Ex
[
e−aτz

]
for x ≤ z

1/Ez
[
e−aτx

]
for x ≥ z

and ψ2(x) :=

{
1/Ez

[
e−aτx

]
for x ≤ z

Ex
[
e−aτz

]
for x ≥ z

. (3.5)
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Here, we separate the points in state space E into two regions:1

C := {x ∈ [L,R];V (x) >MV (x)},
Y := {x ∈ [L,R];V (x) =MV (x)}.

For simplicity, we only consider the continuation region C which is connected and we distin-2

guish three different cases:3

Case I C = (l, r),4

Case II C = (L, r) or [L, r),5

Case III C = (l, R) or (l, R],6

where L < l < r < R. Since Case II and Case III are similar, we only consider Case I and7

Case II. We will characterize the value function V (k1,2) defined by (3.4).8

Case I: Let C = (l, r). In this case, when the process reaches l or r, we exercise the impulse9

strategy which alters the state of the process from l or r to some point inside (l, r). We have10

the following verification result.11

Proposition 3.3. Assume k2 − k1 is an increasing function, and there exist 4 constants12

(l, r, p1, p2) such that the functions13

u(x) := p1ψ1(x) + p2ψ2(x)

ui(x) := u(x)− ki(x) for i = 1, 2,

satisfy14

(i) u1 has a local minimum at l and u2 has a local minimum at r,15

(ii) u1(r) = supy∈[l,r] u1(y)− c1 and u2(l) = supy∈[l,r] u2(y)− c2.16

Define17

wp1,p2,l,r(x) :=


k2(x) + u(l)− k2(l) for x ∈ [L, l),

u(x) for x ∈ [l, r],

k1(x) + u(r)− k1(r) for x ∈ (r,R].

Then the value function satisfies V (k1,2) ≥ wp1,p2,l,r, where V (k1,2) is defined by (3.4).18

Furthermore, suppose19

(iii) u1(y)− u1(x) ≤ c1 and u2(x)− u2(y) ≤ c2 for any l ≤ x < y ≤ r.20

(iv) k2 is a viscosity supersolution to aw(x)−Aw(x)−a(k2(l)−u(l)) = 0 for x ∈ [L, l) and21

k1 is a viscosity supersolution to aw(x)−Aw(x)− a(k1(r)− u(r)) = 0 for x ∈ (r,R].22

Then, the equality holds, i.e., V (k1,2)(x) = wp1,p2,l,r(x) for x ∈ [L,R].23

Remark 3.3. Let O be an open subset of E. Here a function is a viscosity supersolution24

(respectively, subsolution) to25

aw −Aw − f = 0 for x ∈ O

for all φ ∈ D(A) such that φ − w has a global minimum (respectively, maximum) at x0 ∈ O26

with φ(x0) = w(x0),27

aφ(x0)−Aφ(x0)− Fw(x0) ≤ (≥)0.

Proof. We know from Proposition 3.1 that the value function V k1,2 is the unique viscosity28

solution to29

min{aw −Aw,w −Mw} = 0 for x ∈ [L,R]. (3.6)
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We only need to show that the function wp1,p2,l,r is also a viscosity solution to (3.6). 1

(1) Let x ∈ (l, r). Since wp1,p2,l,r(x) = u(x) for x ∈ (l, r), wp1,p2,l,r is a viscosity solution to 2

aw(x)−Aw(x) = 0 for x ∈ (l, r).

It follows from the definition of wp1,p2,l,r, conditions (ii) and (iii) that wp1,p2,l,r(x) ≥ 3

Mwp1,p2,l,r(x) and thus (3.6) is satisfied. 4

(2) Let x ∈ (l, r)c. For x = l, r, condition (i) implies that wp1,p2,l,r is a viscosity supersolu- 5

tion to aw(x)−Aw(x) = 0 . On the other hand, ondition (iv) implies wp1,p2,l,r is a viscosity 6

supersolution to aw(x) − Aw(x) = 0 for x = [l, r]c. Then, to verify (3.6), we only need to 7

show wp1,p2,l,r(x) =Mwp1,p2,l,r(x). This follows from condition (ii) and the fact that k2 − k1 8

is an increasing function. � 9

Case II: We consider two cases: C = (L, r) and C = [L, r), respectively. For C = (L, r), 10

when the process reaches the boundary L or r, the impulse strategy is exercised in the same 11

way as described above. However, when C = [L, r), the impulse strategy is applied when the 12

process reaches r only. We will show that a similar conclusion holds as in the above case. 13

Proposition 3.4. Let L < R. Assume that k1− k2 is an increasing function, and there exist 14

3 constants (r, p1, p2) such that the functions 15

u(x) := p1ψ1(x) + p2ψ2(x)

ui(x) := u(x)− ki(x) for i = 1, 2,

satisfy 16

(i) p2 ≥ 0. Furthermore, if p2 > 0, we suppose u2(L) = supy∈[L,r] u2(y)−c2 and ψ2(L) <∞. 17

(ii) u1 has a local minimum at r. 18

(iii) u1(r) = supy∈[L,r] u1(y)− c1. 19

Define 20

wp1,p2,r(x) :=

{
u(x) for x ∈ [L, r],

k1(x) + u(r)− k1(r) for x ∈ (r,R].

Then the value function satisfies V k1,2 ≥ wp1,p2,r. 21

In addition, suppose that 22

(iv) u1(y)− u1(x) ≤ c1 and u2(x)− u2(y) ≤ c2 for any L ≤ x < y ≤ r. 23

(v) k1 is a viscosity supersolution to aw(x)−Aw(x)− a(k1(r)− u(r)) = 0 for x ∈ (r,R]. 24

Then, the equality holds, i.e., V k1,2(x) = wp1,p2,r(x) 25

Proof. Similiar to the proof of Proposition 3.3. � 26

3.3. Explicit Solutions. In this section, we illustrate the above result by studying an im- 27

pulse control problem for an absorbing Feller diffusion on [0,∞). In this case, we obtain an 28

explicit solution to problem (3.9) below. Similar problem was solved in [10]. 29

Example 3.1. (Absorbing Feller diffusion on [0,∞)) An absorbing Feller process is a diffu- 30

sion process with absorbing boundary whose generator is given by 31

D(A) := {u ∈ C0([a,∞)) ∩ C2([a,∞));
1

2
σ2Dxxu(0) + µDxu(0) = 0},

Au(x) :=
1

2
σ2Dxxu(x) + µDxu(x).

(3.7)
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In this case, ψ1 and ψ2 as in (3.5) are reduced to1

ψ1(x) = el1x − el2x and ψ2(x) = el2x, (3.8)

where l1 =
−µ+
√
µ2+2aσ2

σ2 and l2 =
−µ−
√
µ2+2aσ2

σ2 .2

Recall that we are interested in the following impulse control problem.3

V (x) := sup
π

Ex
[ ∞∑
i=1

e−aτi1Xπ(τ−i )>Xπ(τi)
((k1(X

π(τ−i ))− k1(Xπ(τi))− c1)

+
∞∑
i=1

e−aτi1Xπ(τ−i )≤Xπ(τi)
(k2(X

π(τ−i ))− k2(Xπ(τi)))− c2)
]
, (3.9)

where X is a one-dimensional Brownian diffusion. Such a problem was solved in [10] for4

k1(x) = β1x and k2(x) = β2x. Note that in their work, they analysed a combined impulse5

and stochastic control problem. Here, we only focus on the impulse control problem with6

linear form. Furthermore, the impulse problem with function k1 and k2 of the exponential7

and quadratic type (see for example Remark 3.2) can be also solved similarly.8

In the sequel, we illustrate a linear case for an absorbing diffusion when C = [L, r).9

Corollary 3.1. Let X be an absorbing Brownian motion whose generator is given by (3.7)10

and the value function V is defined by (3.9), with k1 = β1x and k2 = β2x and β2 > β1 > 0.11

Let ψ1 and ψ2 be given by (3.8).12

Case I For µ ≤ 0, assume there exists c ∈ R and x∗ ∈ (0,∞) such that13

(i) cψ1 − β1x has a local minimum at x∗ .14

(ii) c1 = cψ1(x
∗)− β1x∗.15

(iii) cψ1(x)− β1x is decreasing in [L, x∗].16

Then, the value function is17

V (x) =

{
cψ1(x) for x ∈ [0, x∗],

k1(x)− k1(x∗) + cψ1(x) for x ∈ (x∗,∞).

Case II For µ > 0, assume there exist (p1, p2, x
∗) such that18

(i) p1 ∈ R, p2 > 0.19

(ii) p1ψ1(x) + p2ψ2(x)− k1(x) has a local minimum at x∗.20

(iii) p1ψ1(x
∗) + p2ψ2(x

∗) − β1x
∗ = maxx∈[0,x∗]{p1ψ1(x) + p2ψ2(x) − β1x} − c1 =21

p1ψ1(xr) + p2ψ2(xr) − β1xr where xr ∈ [0, x∗]. p1ψ1(x) + p2ψ2(x) − β1x is22

increasing in [0, xr] and decreasing in [xr, x
∗].23

(iv) p1ψ1(0) + p2ψ2(0) = maxx∈[0,x∗]{p1ψ1(x) + p2ψ2(x) − β2x} − c2 = p1ψ1(xr) +24

p2ψ2(xl) − k2xl, where xl ∈ [0, x∗]. Additionally, p1ψ1(x) + p2ψ2(x) − β2x is25

increasing in [0, xl] and decreasing in [xl, x
∗].26

Then, the value function is given by27

V (x) =

{
p1ψ1(x) + p2ψ2(x) for x ∈ [0, x∗],

k1(x)− k1(x∗) + p1ψ1(x
∗) + p2ψ2(x

∗) for x ∈ (x∗,∞).

Proof. Theses results can be proved using Proposition 3.4. Case I is from the case [L, r) and28

Case II is from the case (L, r), when L = 0, r = x∗. �29

The numerical results give an idea of what we could obtain from the above result. Set the30

parameter values to be β1 = 0.9, β2 = 1.5, c1 = 2 and c2 = 4.31
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Case I: Set C = [0, x∗), µ = −1, σ = 1. In addition, one can show that ψ1(x) = e2.0488x − 1

e−0.0488x, ψ2(x) = e−0.0488x, as well as deriving c = 0.0017 and x∗ = 2.71. Based on these 2

values, we plotted the function u1 in the figure. 3

Figure 1. This graph sketches u1(x) = cψ1(x) − β1x. Since ψ1 is convex, it
has a minimum at x∗ = 2.71. Additionally, we can see it decreases from 0 to
x∗ = 2.71 and then increases. Hence, the maximum of u1 in [0, x∗] is at x = 0.
Thus Corollary 3.1 Case I (ii) is satisfied under u1(0)− u1(x∗) = c1.

Figure 2. This graph sketches u2(x) = cψ1(x)− β2x. Since u2 is decreasing
from 0 to x∗ and β2 ≥ β1, then u2 is decreasing in [0, x∗]. Thus, since c2 > 0,
we have that u2(x)− u2(y) ≤ c2 for any x > y.

The above suggests that the optimal strategy is as follows: an impulse from x∗ = 2.71 to 0 4

when the process reaches x∗ = 2.71. 5

Case II: Here C = (l, r). In this case we assume that the parameters have the same 6

value except for µ = 1. Consequently, ψ1(x) = e0.0488x − e−2.0488x and ψ2(x) = e−2.0488x. 7

Furthermore, one has p1 = 10.01, p2 = 4.33 and r = 12. 8

Again intuitively, the desired strategy is to carry out an impulse from r = 12 to xr = 1.62 9

when the process reaches r = 12. Furthermore, it suggests to exercise an impulse from 0 to 10

xl = 1.16 when the process reaches 0. 11

4. Application 2: Perturbation and Its Applications 12

In the above section, we mainly discussed the specific case for the impulse control problem 13

whose operator is given by Gu = supy∈E(u(y) +K(x, y)). In this section, we analyse a series 14

of problems assuming the operator F given by perturbation. Note that, the construction of 15

the Feller semigroup based on the perturbation relies on Hille-Yosida theorem. This allows 16
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Figure 3. This graph sketches u1(x) = p1ψ1(x) + p2ψ2(x) − β1x. As it can
be seen, u1 has a local maximum at xr = 1.62 and a local minimum at r =
12. Additionally, u1 is increasing in [0, xr] and is decreasing in [xr, x∗]. The
condition we need to impose here is that u1(xr)− u1(r) = c2.

Figure 4. This graph sketches u2(x) = p1ψ1(x) + p2ψ2(x) − β1x. Again, u1
has a local maximum at xl = 1.15. It entitles that u1 is increasing in [0, xr]
and is decreasing in [xr, x∗]. We need to impose the condition u1(xr)−u1(0) =
c2.

us to verify the existence of Feller process with jumps (see for example [27, Section 4.3.] and1

[28, Corollary 9.51.]).2

Let b be a non-negative function in Cb(E), λ be a non-negative constant and B be a linear3

operator on Cb(E). Then we can define the perturbation operator Apb : B(E)→ B(E) by4

Apbw(x) := b(x)Bw(x)− λb(x)w(x) for x ∈ E, w ∈ B(E).

To construct the process with perturbation, we make the following assumptions on the5

operator B.6

Assumption 4.1.7

(i) B is a linear operator and B : Cb(E)→ Cb(E).8

(ii) B is positive and bounded with λ ≥ ‖B‖∞.9

We start with the following lemma (see [28, Corollary 9.51.]).10

Lemma 4.1. Suppose Assumption 4.1 holds and B : C0(E) → C0(E). Let (A0, D(A0)) be11

the generator of some Feller process. Then, (A0 +Apb, D(A0)) is also the generator of some12

Feller semigroup.13
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Proof. One can check the positive maximum property of Apb and Apb : C0(E)→ C0(E). � 1

Now let (A0, D(A0)) be a Feller semigroup and X be a Feller process with the infinitesimal 2

generators (A0 +Apb, D(A0)). We are interested in the optimal stopping problem 3

V (x) := sup
τ

Ex
[ ∫ τ

0
e−asf(X(s))ds+ e−aτg(X(τ))

]
. (4.1)

4.1. Main results. The following results, derived from Theorem 2.4 characterize the value 4

function V given by (4.1) in the viscosity sense. 5

Proposition 4.1. Suppose Assumption 4.1 holds and (A0, D(A0)) is a generator of a Feller 6

process. If X is a Feller process with infinitesimal generator (A+Apb, D(A)), then the value 7

function defined by (4.1) is the unique viscosity solution w ∈ Cb(E) to 8

min{aw −A0w − (Apbw + f), w − g} = 0. (4.2)

Proof. We first show that there exists a unique viscosity solution to (4.2). After transforming 9

(4.2) using Apbu := bBu− λbu, its viscosity solution is equivalent to that of 10

min{(a+ λb)w −A0w − (bBw + f), w − g} = 0.

Since a+ λb ∈ Cb(E) and a+ λb > 0, this is further equivalent to the viscosity solution to 11

min
{
w − 1

a+ λb
A0w −

bBw + f

a+ λb
, w − g

}
= 0. (4.3)

We use Theorem 2.4 to show that there exists a viscosity solution to (4.3). Define F and G 12

by 13

Fu :=
bBu+ f

a+ λb
and Gu := g.

We only need to verify that Assumption 2.1 and Assumption 2.2 are satisfied. 14

(i) Since B is defined from Cb(E) to itself and b ∈ Cb(E), we have that F is defined from 15

Cb(E) to itself. 16

(ii) The monotonic property of F in Assumption 2.1 follows from the fact that B is positive, 17

a+ λb > 0 and b ≥ 0. 18

(iii) The convexity of F in Assumption 2.1 follows from the linearity of B, that is, 19

F(pu1 + (1− p)u2) =
bB(pu1 + (1− p)u2) + pf + (1− p)f

a+ λb
= pFu1(x) + (1− p)Fu2(x).

(iv) Let κ > 0 be a constant and w+ := max{‖f‖∞a + (a+λ‖b‖∞)κ, ‖g‖∞+κ} be a constant 20

function. Then, 21

min
{
w+ −

1

a+ λb
A0w+ −

bBw+ + f

a+ λb
− κ,w+ − g − κ

}
= min

{ aw+

a+ λ
− A0w+ + bBw+ + λw+

a+ λb
− f

a+ λb
− κ,w+ − g − κ

}
= min

{aw+ − f
a+ λb

− κ,w+ − g − κ
}
≥ 0.

Hence, using Lemma 2.2, we have Assumption 2.2 (i). 22

(v) Assumption 2.2 (ii) is true, since F(w + C)− Fw = bBC
a+λ ≤

Cλb
a+λb ≤ 1. 23
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The verification for G is straightforward and is omitted here. Thus, we can conclude that1

there exists a unique viscosity solution to (4.2) by Theorem 2.4 (or equivalently (4.3)).2

Next, we prove that the value function V defined by (4.1) is the unique viscosity solution to3

(4.2). Since X is a Feller process, the value function V defined by (4.1) is the unique viscosity4

solution to5

min{aw −Aw − f, w − g} = 0. (4.4)

where A := A0 + Apb. By the uniqueness of the viscosity solution to (4.4), we only need to6

prove that the viscosity solution w to (4.2) is also aviscosity solution to (4.4). Let w be the7

viscosity solution to (4.3) (that is, a viscosity solution to (4.2)). Assume φ ∈ D(A0) satisfies8

φ − w has a global minimum at x0 ∈ E such that φ(x0) = w(x0). Since w is a viscosity9

subsolution to (4.3), we have10

min
{
φ(x0)−

1

a+ λb
A0φ(x0)− Fw(x0), φ(x0)− g(x0)

}
≤ 0.

In addition, since φ ≥ w and F is increasing, we have Fφ ≥ Fw and then11

min
{
φ(x0)−

1

a+ λb
A0φ(x0)− Fφ(x0), φ(x0)− g(x0)

}
≤ 0.

This is the same as12

min{aφ(x0)−Aφ(x0)− f(x0), φ(x0)− g(x0)} ≤ 0.

Therefore, w is also a viscosity subsolution to (4.2). The case of the viscosity supersolution13

can be proved similarly. �14

Next, we construct a numerical scheme to derive the value function.15

Proposition 4.2. Suppose that assumptions in Proposition 4.1 are in force. Let v0 ∈ Cb(E)16

be a viscosity subsolution to17

min{aw −A0w − (Fpbw + f), w − g} = 0.

Let vn be the viscosity solution to18

min{aw −A0w − Fpb(vn−1 + f), w − g} = 0,

or equivalently,19

vn(x) := sup
τ

Ex
[ ∫ τ

0
e−s

b(Y (s))Bvn−1(Y (s)) + f(Y (s))

a+ λb(Y (s))
ds+ e−τg(Y (s))

]
,

where Y is a Feller process with the infinitesimal generator ( A0
a+λb , D(A0)). Then vn converges20

uniformly to the viscosity solution w ∈ Cb(E) to (4.2).21

Proof. Since we have proved the value function is the viscosity solution to (4.4). Then, we22

can transform our problem by an iterative optimal stopping method. �23

Next, we present three examples that satisfy Assumption 4.1 : jump processes, regime24

switching Feller processes and semi-Markov processes. We recall that the iterative optimal25

stopping method was also used in [13] for regime switching and [14] for pricing of the American26

option for jump processes. Results obtained from our method are consistent with theirs.27

4.2. Examples.28
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4.2.1. Compound Poisson operator. Here, we only consider the simple case introduced in [14]. 1

The authors in [14] study an optimal stopping problem for American options pricing. Its value 2

function is defined by 3

V (c)(x) := sup
τ

Ex
[
e−aτ (K − eX(τ))+

]
,

where X is a jump diffusion, i.e., 4

X(t) = (µ− 1

σ2
)t+ σW (t) +

N(t)∑
n=1

Sn,

with W (t) a standard Brownian motion, N(t) is a Poisson process with intensity λ0 > 0 and 5

{Sn}n∈N a sequence of independent and identical random variables. Here, X is a Lévy process 6

with infinitesimal generator 7

D(A) := C2∗(R)

Au(x) := (µ− 1

σ2
)Dxu(x) +

1

2
σ2Dxxu(x) +

∫
R

(u(x+ y)− u(x))λF (dy),

where F is the distribution of Sn. 8

In this way, we can decompose the infinitesimal generator (A, D(A)) by 9

A0u(x) := (µ− 1

σ2
)Dxu(x) +

1

2
σ2Dxxu(x) for u ∈ D(A0) := C2∗(R),

Fbpu(x) :=

∫
R

(u(x+ y)− u(x))α(x,dy),

where α(x, dy) := λF (dy) such that (A, D(A)) = (A0 + Fbp, D(A0). Then, using Proposi- 10

tion 4.2, we obtain the value function V (c) as follows. 11

Corollary 4.1. Let v0(x) := (K − ex)+. Define 12

vn(x) := sup
τ

Ex
[ ∫ τ

0
e−s

λ0
a+ λ0

( ∫
R
vn−1(Y (s) + y)F (dy)

)
ds+ e−τ (K − eY (τ))+

]
,

where Y is a diffusion defined by Y (t) =
(µ− 1

σ2
)

a+λ0
t+ σ

a+λ0
W (t). Then, the sequence of functions 13

{vn}n∈N converges to the value function V (c) uniformly. 14

Remark 4.1. Notice that results computed by the proposed iterative optimal stopping 15

method in Corollary 4.1 coincides with those in [14, Section 3]. Similar problem was solved 16

in [29] when X is a Lévy process. It is worth mentioning that our setting does not allow us 17

to tackle infinite activity Lévy processes since the partial integro differential operator in this 18

case is not a bounded. 19

4.2.2. Regime Switching Process. This example is an extension from [13], where regime switch- 20

ing diffusion processes were studied. We generalize the underlying processes to regime switch- 21

ing Feller processes by adding a perturbation operator. Here, S := {1, 2, . . . , N} is a finite 22

discrete space, where N is a positive integer. Let (Ai, D(Ai)) be the infinitesimal generators 23

of some Feller semigroups on C0(E). Then, define the operator (A(r)
0 , D(A(r)

0 )) as follows: 24

D(A(r)
0 ) := {u ∈ C0(S × E);u(i, ·) ∈ D(Gi)},

A(r)
0 u(i, x) := Aiui(x) for i ∈ S and x ∈ E,
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where ui(x) := u(i, x). By Hille-Yosida theorem, the above generator is the infinitesimal1

generator of some Feller semigroup. Additionally, let us introduce a bounded operator2

A(r)
pb u(i, x) :=

∑
j∈N

qij(x)(u(j, x)− u(i, x)),

where qij ∈ Cb(E) and qij ≥ 0. Since A(r)
pb satisfies the positive maximum principle and3

A(r)
pb : C0(E) → C0(E), the operator ((A(r)

0 + A(r)
pb , D(A(r)))) is the infinitesimal generator of4

some Feller semigroup.5

Then, there exists a corresponding Feller process (I(s), X(s)) with state space S ×E whose6

infinitesimal generator is (A(r)
0 + A(r)

pb , D(A(r))). Therefore, our interest lies in the optimal7

stopping problem of the Feller process (I(s), X(s)):8

V (r)(i, x) := sup
τ

Ei,x
[ ∫ τ

0
e−asf(I(s), X(s))ds+ e−aτg(I(τ), X(τ))

]
. (4.5)

We can once more characterise the above value function using the iterative optimal stopping9

method below.10

Corollary 4.2. Let v0(i, x) := g(i, x). Define11

vn(i, x) = sup
τ

Ei,x
[ ∫ τ

0
e−s
( f(i, Y (i)(s))

a+
∑

j∈N qij(x)
−
∑
j∈N

qij(x)vn−1(j, x)

a+
∑

j∈N qij(x)

)
ds+ e−τg(i, Y (i)(τ))

]
for n ≥ 1, where Y (i) is a process with the generator ( 1

a+
∑
j∈N qij(x)

Ai, D(Ai)). Then, the12

value function vn converges to the value function V (r) defined by (4.5) uniformly.13

Proof. The proof follows from Proposition 4.2. �14

Remark 4.2. The above result generalised the one in [13] in which the state process is given15

by regime switching diffusions only.16

4.2.3. Semi-Markov process. Finally, we study an application to optimal stopping problems17

for semi-Markov processes. To the best of our knowledge, this problem has not been solved18

using viscosity methods in literature. Let us illustrate this by the following example. Consider19

a risk process20

X(t) := X(0) + t−
N(s)(t)∑
n=1

Sn,

where N (s)(t) is a renewal process with inter-arrival time {Tn}n∈N having the distribution law21

FT , and {Sn}n∈N is a sequence of i.i.d random variables with a distribution function F . Let22

ξ(t) be the time from the last jump and Y := {ξ(t), X(t)}t≥0 be a Markov process. Then, its23

infinitesimal generator (A, D(A)) is24

D(A) := {u ∈ C0([0,∞]× R);u has first order derivative and
∂

∂ξ
u(∞, x) = 0},

Au(ξ, x) :=
∂

∂ξ
u(ξ, x) +

∂

∂x
u(ξ, x) + s(ξ)

∫
R

(u(0, x+ ζ)− u(ξ, x))dF (ζ),

where the function s is the hazard function of the distribution FT .25



AN ITERATIVE OPTIMAL STOPPING METHOD AND ITS APPLICATIONS 23

Then, we decompose the generator A as 1

A0u(ξ, x) :=
∂

∂ξ
u(ξ, x) +

∂

∂x
u(ξ, x),

Apbu(ξ, x) := s(ξ)

∫
R

(u(0, x+ ζ)− u(ξ, x))dF (ζ).

Here, we show numerical approximation results deduced from the iterative optimal stopping 2

method. We consider the following optimal stopping problem 3

V (x) := sup
τ

Ex
[
e−aτg(X(τ))

]
.

Proposition 4.3. Assume g ∈ Cb(R) and s ∈ Cb(R). 4

(i) The value function V (x) = w(0, x) for x ∈ R, where w is the unique viscosity solution 5

w ∈ Cb([0,∞]× R) to 6

min{aw −A0w −Apbw,w − ḡ} = 0. (4.6)

where ḡ(ξ, z) := g(x) for y ∈ [0,∞] and z ∈ R. 7

(ii) Let v0 = ḡ. Define vn as the viscosity solution in w ∈ Cb([0,∞]× R) to 8

min{aw −A0w −Apbvn−1, w − ḡ} = 0,

or equivalently, 9

vn(y, z) := sup
τ

E(y,z)
[
−
∫ τ

0
e−

∫ s
0 (a+s(Y (l)))dls(Y (s))

∫
R
vn−1(0, Z(s) + ζ)dF (ζ)ds

+ e−
∫ τ
0 (a+s(Y (l)))dlḡ(Y (τ), Z(τ))

]
,

where {Y (t), Z(t)}t≥0 is a Feller process with generator (A0, D(A0)). Then, vn(0, ·) 10

converges to the value function V uniformly. 11

Proof. The proof follows from Proposition 4.2. � 12

Remark 4.3. Based on Proposition 4.3 (ii), the optimal stopping problem for semi-Markov 13

process can also be solved by constructing an iterative optimal stopping problem for two- 14

dimensional deterministic processes. 15

Specifically, let Tn be a mixture exponential distribution and Sn be an exponential distri- 16

bution, i.e., 17

FT (x) := 1− βe−λ1x − (1− β)e−λ2x,

FS(x) := 1− e−γx,

where β ∈ [0, 1] is the weight, λ1, λ2, γ are three positive parameters. Then, the force rate of 18

the inter-arrival time is 19

sβ(y) =
βλ1e

−λ1y + (1− β)λ2e
−λ2y

βe−λ1y + (1− β)e−λ2y
.

Consider the subsequent optimal stopping problem 20

V (x) := sup
τ

Ex
[
e−aτ (X(τ)) ∨ 0) ∧ L

]
.
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The value function V can be described as the viscosity solution to the following equation1

min{aw(ξ, x)−A0w(ξ, x)− sβ(ξ)

∫
R+

(u(0, x− ζ)− u(ξ, x))λe−λζdζ,

w(ξ, x)− (x ∨ 0) ∧ L} = 0.

We derive a numerical solution for such problem. Here, ḡ in (4.6) is given by ḡ(y, z) :=2

(y ∨ 0) ∧ c. We solve the value function numerically using the iterative optimal stopping3

method. As a consequence, we sketch both the value function and exercise boundaries under4

different scenarios based on various choices of β. Assume that λ1 = 1, λ2 = 3, γ = 1, discount5

rate a = 0.25 and L = 2 The rate β can take values between 0 and 1.6

Figure 5. Since the hazard rate of FT is an increasing function of β, then the
frequency of the negative jumps increases. Besides, since the payoff g function
is an increasing function, intuitively speaking, the value function V (β) increases
with β as shown in the figure.

Figure 6. Each line represents the boundary of an exercise. We should stop
when {ξ(t), X(t)}t≥0 hit the left side of the line. We can see that for each
β ∈ (0, 1), when the time from the last jump ξ continues to grow, we will stop
at rising levels of the state x based on process X. However, when β = 0 or
β = 1, since the process X is Markov, the optimal stopping strategy does not
depend on the time ξ.
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5. Application 3: Non-negative Random discount 1

In the previous sections, the discount rate a is a positive constant. The aim of this section 2

is to relax the assumption on the discount rate, assuming that it is a random variable. 3

5.1. Main results. We start by studying the properties of the value function 4

V (x) := sup
τ

Ex
[ ∫ τ

0
e−

∫ s
0 r(X(s))dsf(X(s))ds+ e−

∫ τ
0 r(X(s))dsg(X(τ))

]
, (5.1)

where r ∈ Cb(E) is a random non-negative discount rate and f, g ∈ Cb(E). It is worth mention- 5

ing that the discount rate r could be zero. For example, the work [15] considers an optimal 6

stopping problem for non-uniformly ergodic Feller-Markov processes. The authors proved the 7

continuity of the value function V and its characterisation in the viscosity sense, that is, they 8

showed that V is a viscosity solution to 9

min{rw −Aw − f, w − g} = 0. (5.2)

Note, however, that they did not prove the uniqueness of the viscosity solution. Here, we 10

provide the proof of the uniqueness of the viscosity solution as a consequence of Theorem 2.4. 11

The ergodic property (see [15]) of the Feller process is not necessary in our proof for the 12

uniqueness. Instead, we make the following assumption. 13

Assumption 5.1. There exist κ > 0 and w+ ∈ Cb(E) such that w+ is a viscosity supersolution 14

to 15

rw −Aw − f − κ = 0. (5.3)

This is a reasonable assumption for common problems encountered in literature. For in-
stance, suppose that r is a continuous bounded function and infx∈E r(x) = a > 0. For this

case, we can choose w+ = ‖f‖∞+1
a and κ = 1 so that

rw+ −Aw+ − f − κ ≥ ‖f‖∞ + 1− f − 1 ≥ 0.

Then, Assumption 5.1 is satisfied. In particular, if r is a constant function, it reduces to the 16

results discussed in the above sections. 17

There have been extensive works under the previous setting. Hence, we would like to 18

devote more attention to the case when infx∈E r(x) = 0. The next result gives existence and 19

uniqueness of the viscosity solution to (5.2). 20

Proposition 5.1. Suppose that Assumption 5.1 holds. Let r ∈ Cb(E) and r ≥ 0, f, g ∈ Cb(E). 21

There exists a unique viscosity solution to 22

min{rw −Aw − f, w − g} = 0. (5.4)

Proof. Let us first observe that the viscosity solution to (5.4) is equivalent to the viscosity 23

solution to 24

min{(1 + r)w −Aw − (w + f), w − g} = 0. (5.5)

Since r ∈ Cb(E) and r ≥ 0, it follows that the viscosity solution to (5.5) is equivalent to the 25

viscosity solution associated with ( 1
1+rA, D(A)) to 26

min
{
w − 1

1 + r
Aw − Fw,w − Gw

}
= 0, (5.6)
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where Fw := w+f
1+r and Gu := g. Then, we only need to verify all the conditions of Assump-1

tion 2.1 and Assumption 2.2. The properties of G are obvious and we only prove the properties2

of F as follows.3

(i) We know that r ∈ Cb(E) and r ≥ 0 thus 1
1+r ∈ Cb(E). Since f ∈ Cb(E), then Assump-4

tion 2.1 (i) holds. Let u1, u2 ∈ Cb(E) and 0 ≤ p ≤ 1, we have5

pFu1 + (1− p)Fu2 =p
u1 + f

1 + r
+ (1− p)u2 + f

1 + r

=
pu1 + (1− p)u2 + f

1 + r
=F(pu1 + (1− p)u2).

Thus, the operator F is convex. Additionally, if u1 ≥ u2, Fu1 = u1+f
1+r ≥

u2+f
1+r = Fu2.6

Therefore, Assumption 2.1 holds.7

(ii) Using Assumption 5.1, let w+ be the viscosity supersolution to rw−A−f = 0. Define8

w∗+ := w+ + ‖w+‖∞ + ‖g‖∞. Then, w∗+ is a viscosity supersolution to9

min{rw∗+ −A− f, w − g} = 0,

which is equivalent to10

min
{
w − 1

1 + r
Aw − Fw,w − g

}
= 0.

Therefore, by Corollary 2.2, Assumption 2.2 (i) holds. Let C > 0, p1 = 1 and11

u ∈ Cb(E). Since 1
1+r ≤ 1, we get F(u+C)−Fu = C

1+r ≤ p1C. Hence, Assumption 2.212

holds.13

Here Assumption 2.2 (i) follows from (5.3). Thus, there exists a unique viscosity solution to14

(5.6), which is equivalent to the viscosity solution to (5.4). By [15, Theorem 1.1], the value15

function function is the viscosity solution to (5.4). Whence, by Theorem 2.4, the proof is16

completed. �17

To the best of our knowledge there are no general results on the uniqueness of the viscosity18

solution when the value function is given by (5.1) and X is a Feller process. However, under19

appropriate assumptions, it is possible to show using Proposition 5.1 that there always exists20

a unique viscosity solution to (5.3).21

Let us look into more details with several examples satisfying Assumption 5.1. As empha-22

sized above, we have to assume that the value function is the underlying viscosity solution,23

yet such assumption is justifiable in most cases.24

5.2. Examples.25

5.2.1. Non-uniformly ergodic Markov process. Similarly as in [15, Section 2.2], the authors26

introduced a zero potential function27

q(x) = lim
T→∞

Ex
[ ∫ T

0
(f(X(s))− µ(f))ds

]
,

where µ is an invariate measure of the process X and µ(f) is a negative constant depending28

on f . By [15, Lemma 2.2], the process Z(t) =
∫ t
0 (f(X(s))− µ(f)) + q(X(t)) is a martingale.29
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Additionally, in this example, we assume that q is a bounded function and µ(f) < 0. Let κ 1

such that 0 < κ < −µ(f), then q is a viscosity supersolution to 2

−Aw − f + κ = 0.

The zero potential function q is not necessarily bounded from above if E is not compact. 3

Thus, the value function in [15] is only continuous but not bounded. 4

Corollary 5.1. Assume that the conditions of [15, Theorem 1.1] are in force and q is bounded 5

and µ(f) < 0. Then, the value function V defined by 6

V (x) := sup
τ

Ex
[ ∫ τ

0
f(X(s))ds+ g(X(τ))

]
,

is a continuous and bounded function. Additionally, the value function is the unique viscosity
solution to

min{−Aw − f, w − g} = 0.

Proof. As mentioned before, there exists κ < −µ(f) such that the zeros potential function 7

q(x) is the viscosity supersolution to 8

−Aw − f + κ = 0.

If Assumption 5.1 is satisfied and the claim follows from Proposition 5.1. � 9

On the other hand, we should mention that we do not need the ergodicity of (G, D(G)) to 10

show there exists a unique viscosity solution to (5.4). For example, if there exists C0 < 0 such 11

that f ≤ C0, (5.3) in Corollary 5.1 holds for any Feller process. 12

5.2.2. Optimal stopping with random costs of observation. In this example, we are interested 13

in the following problem 14

V (x) := sup
τ

Ex
[ ∫ τ

0
f(X(s))ds+ g(X(τ))

]
, (5.7)

where X is a Feller process which does not necessarily satisfy the ergodic property. We have 15

the next result. 16

Corollary 5.2. Suppose that there exists a constant c > 0 such that f ≤ −c. Then, the value 17

function V defined by (5.7) is the unique viscosity solution to 18

min{−Aw − f, w − g} = 0.

Proof. Similar to the proof of Corollary 5.1. Choose w+ := 0 and κ = c
2 and then Assump- 19

tion 5.1 holds and the result follows. � 20

In particular, let f = −c be a constant function and g ∈ Cb(E). The value function of the 21

optimal stopping time problem defined by 22

V (x) := sup
τ

Ex
[
− cτ + g(X(τ))

]
can be characterized by the viscosity solution to 23

min{c−Aw,w − g} = 0.

24



28 AN ITERATIVE OPTIMAL STOPPING METHOD AND ITS APPLICATIONS

5.2.3. Finite time horizon optimal stopping problems. A finite time horizon optimal stopping1

problem is also a popular topic in previous literature. However, compared to infinite time2

horizon problems, such problems often do not include the discount cost, i.e., a = 0. Conse-3

quently, in this part, we will study the finite time horizon optimal stopping problems using4

Proposition 4.1 and obtain some direct results. Consider a process (D,X) = {D(t), X(t)}t≥05

on E := R+ × Rn with infinitesimal generator6

D(A(time)) := {u ∈ C∗(E);
∂

∂t
u(t, x) ∈ C0(E), ut ∈ D(A) for t ∈ R+},

A(time)u(t, x) :=
∂

∂t
u(t, x) + b(t)Aut(x),

where ut(x) := u(t, x). By [30], (D,Y ) is a Feller process if (A, D(A) is the generator of7

the Feller semigroup. Additionally, let T > 0, we are interested in the following finite time8

horizon optimal stopping problem9

V (d, x) := E(d,x)
[ ∫ τ∧T

0
f(D(s), X(s))ds+ g(D(τ ∧ T ), X(τ ∧ T ))

]
. (5.8)

Remark 5.1. In general, the above optimal stopping problems are commonly studied for10

the time inhomogeneous diffusions, whose operator A(time) are of a parabolic type (see for11

example [6]). Here, we extend past results using Proposition 5.1 and we do not restrict our12

operator to be of parabolic type. However, we have to assume that f(T, ·) = g(T, ·) = 0.13

First, define the operator (A(time)
[0,T ] , D(A(time)

[0,T ] )) by14

D(A(time)
[0,T ] ) := {u ∈ Cb([0, T )× Rn); there exists a continue extension u∗ ∈ D(Atime)},

A(time)
[0,T ] u(t, x) :=

∂

∂t
u(t, x) + b(t)Aut(x).

Then, variational characterization of the value function is shown in the following corollary.15

Corollary 5.3. Assume that f, g ∈ Cb([0, T ] × Rn), f(T, x) = 0 and g(T, x) = 0 for all16

x ∈ Rn. Then, the value function V defined by (5.8) is in Cb([0, T ]×Rn). Moreover, the value17

function V is the unique viscosity solution w ∈ Cb([0, T )× Rn) to18

min{−A(time)
[0,T ] w − f, w − g} = 0,

with the boundary condition w(T, ·) = 0.19

Proof. Define the continuous extensions of the functions f and g by20

f̃(t, x) :=


f(t, x) for x ∈ [0, T )× Rn

T − t for x ∈ [T, T + 1)× Rn

−1 for x ∈ [T + 1,∞)× Rn

g̃(t, x) :=

{
g(t, x) for x ∈ [0, T )× Rn

0 for x ∈ [T,∞)× Rn.

Due to the fact that f(T, ·) = g(T, ·) = 0, f̃ and g̃ are continuous functions. Define21

Ṽ (x) := sup
τ

Ex
[ ∫ τ

0
f̃(s,X(s))ds+ g̃(τ,X(τ))

]
.
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Since τ ∧ T is also a Ft stopping time, we have V (t, x) ≤ Ṽ (x). On the other hand, for any22

ε > 0, there exists a stopping time τ̃ satisfying 1

Ṽ (x)− ε ≤ Ex
[ ∫ τ̃

0
f̃(s,X(s))ds+ g̃(τ,X(τ̃))

]
= Ex

[ ∫ τ̃∧T

0
f̃(s,X(s))ds+ 1τ̃>T

∫ τ̃

τ̃∧T
f̃(s,X(s))ds+ g̃(τ̃ , X(τ̃))

]
≤ Ex

[ ∫ τ̃∧T

0
f̃(s,X(s))ds+ g̃(τ̃ ∧ T,X(τ̃ ∧ T ))

]
,

where the last inequality comes from f(t, x) ≤ 0 and g(t, x) = 0 for t ≥ T . Additionally, 2

as ε → 0, Ṽ (x) ≥ V (t, x). Therefore, the value function Ṽ is equal to V . Since f̃ , g̃ ∈ 3

Cb(R+ × Rn), the value function Ṽ in Cb(E) is a viscosity solution to 4

min{−Aw − f̃ , w − g̃} = 0. (5.9)

Now, let us prove that the viscosity solution to (5.9) is unique. Define 5

u(t) :=


−(‖f‖∞ + 1) for t ∈ [0, T + 1)

−(‖f‖∞ + 1) + (‖f‖∞ + 1)(T + 2− t) for t ∈ [T + 1, T + 2)

0.

Define w+(t, x) :=
∫ t
0 u(s)ds such that A(time)w+(t, x) = ∂w+(t,x)

∂t = u(t). As a result, we have 6

−A(time)w(t, x)− f(t, x) = −u(t) + f(t, x) ≥ 1.

Hence, Assumption 5.1 holds. Then, by Proposition 5.1, there exists a unique viscosity 7

solution to (5.9). Furthermore, since Ṽ (t, x) = 0 for t ≥ T , the value function v can be 8

characterized by the viscosity solution to 9

min{−A(time)
0 w − f, w − g} = 0

with boundary condition w(T, x) = 0. � 10

Conclusion 11

In this paper, we have suggested an iterative optimal stopping method for general optimal 12

stopping problems for Feller processes. More precisely, we use an approximating scheme to 13

show that the value function is the unique viscosity solution to an Hamilton-Jacobi-Bellman 14

equation. Unlinke in the traditional litterature, in which the generator is given by a partial 15

differential operator, we assume in this work that the generator is given by a generator of some 16

semigroup. One of the advantages of our method is that it provides a unified framework, and 17

enables to solve the HJB equations in more abtract cases. We can then apply our technique 18

to solve optimal stopping and impulse control problems with the state process not only only 19

given by a diffusion process, but also by compound poisson processes, semi-Markov processes, 20

etc. We can also tackle the case of infinite horizon optimal stopping problem with zero 21

discount. 22

Note however that if our method allows us to tackle problems with more general bequest 23

functions and terminal rewards, we can still at the moment not handle the case in which these 24

functions are unbounded. Nevertheless, we believe that this can be overcomed by extending 25

our operators in some weighted spaces (see for example [16]).1
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Thus our methodology gives other perspectives of research, namely the study of optimal2

stopping and impulse control problems with integrable bequest functions and terminal re-3

wards.4

Another interesting study would be to addressed the problem of optimal stopping for5

negative discount rate as studies in [31]. This often arises in the stock loan problem. In6

fact, when the loan interest rate is higher than the risk-free rate, the problem reduces to the7

valuation of an American call option with a negative discount rate (see for example [32]).8
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6 (4) (2002) 473–493. 26

[30] A. Mijatovic, M. Pistorius, On additive time-changes of feller processes, In Progress in 27

Analysis and Its Applications: Proceedings of the 7th International ISAAC Congress 28

(13-18 July 2009), London, UK, pages 431–437, 2010. 29
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