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Abstract

A semi-analytical method is proposed for determining the response of a

lightly damped single-degree-of-freedom nonlinear system subjected to com-

bined deterministic and non-stationary stochastic excitations. This is at-

tained by combining the stochastic averaging and statistical linearization

methodologies. Specifically, first, the system response is decomposed into

two components, namely the deterministic and the stochastic parts. This
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leads to a set of coupled differential sub-equations governing, respectively,

the deterministic and the stochastic component of the response. Next, aim-

ing at solving the set of differential sub-equations, an additional expression

is derived by applying the statistical linearization methodology, followed by

the application of a stochastic averaging step to the stochastic sub-equations.

Therefore, an equivalent time-varying linear system is defined for the original

nonlinear system. The stochastic averaging method is then applied to the lin-

earized system for reducing its order, and thus, its complexity from a solution

perspective. In this regard, an additional equation is derived, which connects

the deterministic and stochastic components of the response. The latter and

the deterministic differential sub-equations are solved simultaneously for de-

termining the system response. A single-degree-of-freedom nonlinear system

exhibiting quadratic and cubic nonlinear stiffness is considered for assessing

the reliability of the proposed technique. The obtained results are compared

with pertinent Monte-Carlo simulation estimates.

Keywords: Nonlinear system, Evolutionary stochastic process, Statistical

linearization, Stochastic averaging, Combined excitation

1. Introduction1

The development of methodologies and techniques for efficiently treating2

the uncertainty in engineering systems constitutes a critical aspect of the re-3

search pertaining to random vibration of structural and mechanical systems.4

In the field of stochastic dynamics of structural systems, in particular, this5

relates to developing solution frameworks to account for the nonlinear and6

hysteretic behavior of the system, as well as for the realistic modeling of the7
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applied excitations (e.g., [1, 2]).8

In this regard, a number of different tools exhibiting a varying degree9

of efficiency have been developed over the last years for determining the10

stochastic response, and assessing the risk and reliability of complex engi-11

neering systems. These include, for instance, the development of solution12

frameworks based on the concept of the Wiener path integral (e.g., [3, 4, 5]),13

or on the probability density evolution method (e.g., [6, 7, 8]), as well as14

methods based on utilizing compressive sampling tools for attaining a sparse15

representation of the stochastic system response (e.g., [9, 5]), and various16

harmonic wavelet-based tools for joint time-frequency stochastic response17

analysis (e.g., [10, 11, 12, 13]). Nevertheless, it can be argued that two of the18

most versatile tools for treating nonlinear systems are the statistical lineariza-19

tion method (e.g., [14, 15, 16]) and the stochastic averaging method (e.g.,20

[17, 18, 19]). Through a plethora of engineering applications, these classical21

methodologies of random vibration theory have proven to be efficient, as well22

as straightforward in their application tools for determining the stochastic23

response of nonlinear systems. Clearly, both methods are readily applied to24

systems exhibiting a wide-range of nonlinearities and hysteretic behaviors,25

systems endowed with fractional derivative elements and subjected to both26

stationary and non-stationary stochastic excitations (e.g., [20, 18, 21, 19, 22]).27

Further, in terms of engineering applications, it can be argued that there28

is an increasing interest in developing efficient solution schemes to determine29

the response of nonlinear systems subjected to combined deterministic and30

stochastic excitations. Such systems are naturally met, for instance, in energy31

harvesting applications (e.g., [23, 24]), as well as in the modeling of slender32
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structures (e.g., [25, 26]) and aircraft rotation mechanisms (e.g., [27]). In33

this regard, various solution schemes have been proposed to determine the34

nonlinear system response, such as these applied to systems endowed with35

fractional derivative elements (e.g., [28, 29]) and systems exhibiting singular36

parameter matrices (e.g., [30]). In addition, extensive literature exists on the37

first-passage problem of systems subjected to combined deterministic and38

stochastic excitations (e.g., [31, 32, 33, 34]); a detailed discussion on the39

topic is found in [35]. However, most of the literature for nonlinear systems40

subjected to combined excitation pertains to the determination of the system41

stationary response, whereas to the best of the authors’ knowledge very few42

results are available for assessing the non-stationary behavior of such systems43

(e.g., [36]).44

In general, the rigorous mathematical modeling of environmental excita-45

tions necessitates the use of the theory of non-stationary stochastic processes.46

This is due to that the statistics and frequency content of most environmen-47

tal loads are efficiently modeled as time-varying processes. Taking this into48

account and further considering the reliability assessment of systems sub-49

jected to combined deterministic and stochastic excitations, in this paper,50

a semi-analytical technique is proposed for obtaining the response of single-51

degree-of-freedom (SDOF) systems subjected to combined deterministic and52

non-stationary stochastic excitations described by evolutionary power spec-53

trum forms. This is attained by decomposing the system response into two54

parts, namely the deterministic and stochastic components, and construct-55

ing a coupled set of differential deterministic/stochastic sub-equations to be56

solved for determining the two components. For the solution of the cou-57

4



pled set of equations, an additional expression is derived by resorting to a58

statistical linearization- and averaging-based framework. Specifically, first,59

the nonlinear stochastic system is replaced by an equivalent linear one, where60

the time-dependent damping and stiffness coefficients (time-dependent equiv-61

alent elements) of the latter are readily found by closed-form expressions ob-62

tained via a mean-square minimization criterion. The equivalent elements63

depend on the form of the considered nonlinearity, the deterministic compo-64

nent, as well as the time-varying variance of the stochastic component of the65

system response. Hence, considering the case of a lightly damped system, a66

stochastic averaging step is used for efficiently treating the linearized system67

by reducing its order. This leads to the formulation of the Fokker-Planck68

equation governing the evolution in time of the amplitude of the stochastic69

response component. Finally, utilizing a solution of the Rayleigh form for70

the Fokker-Planck equation which is proposed in [37], yields a deterministic71

first-order nonlinear differential equation to be solved simultaneously with72

the deterministic sub-equations for determining both time-varying determin-73

istic response component and the stochastic response variance. The present74

semi-analytical technique can be construed as a substantial extension of the75

pioneering work by Spanos and co-workers [38], as well as the subsequent76

development by Kong and co-workers [36], to account for systems subjected77

to deterministic and non-stationary stochastic excitation with non-separable78

power spectral density. The efficiency and reliability of the proposed tech-79

nique are demonstrated in the example section by considering an SDOF80

nonlinear system exhibiting quadratic and cubic nonlinear stiffness. Various81

levels of nonlinearity strength are considered in conjunction with different82
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non-stationary stochastic excitation forms. The obtained results are com-83

pared to Monte-Carlo simulation (MCS) estimates.84

2. Mathematical formulation85

2.1. Single-degree-of-freedom systems subjected to combined deterministic and86

evolutionary stochastic excitations87

The governing equation of motion of an SDOF nonlinear system subject88

to combined periodic and non-stationary excitation is given by89

ẍ+ 2ξωnẋ+ g(t, x, ẋ, ẍ) = F (t) +Q (t) , (1)90

where x, ẋ and ẍ denote, respectively, the displacement, velocity and accel-91

eration of the system. ξ, ωn are the damping ratio and the natural frequency92

of the corresponding linear system, and g(t, x, ẋ, ẍ) represents the nonlinear93

restoring force depending on x, ẋ, and ẍ. Further, F (t) is the deterministic94

excitation defined herein by the modulated harmonic function95

F (t) = F0 exp (−µ0 |t− t0|) cos(ω0t), (2)96

where F0 and ω0 are, respectively, the amplitude and frequency of the har-97

monic excitation, the parameter µ0 is related to the decaying rate of F (t),98

whereas t0 represents the time instant when F (t) attains its peak value; Q(t)99

is a zero-mean non-stationary Gaussian stochastic excitation possessing a100

broad spectrum. In the ensuing analysis, Q(t) is considered as either a mod-101

ulated non-stationary white/colored noise with a separable power spectral102

density (PSD), or a non-stationary noise with non-separable PSD.103
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Next, considering that the system in Eq. (1) is subject to a combined104

excitation, the corresponding response is decomposed into a combination of105

a deterministic and a stochastic component ([38]). That is106

x(t) = µx(t) + x̂(t), (3)107

where µx(t) is the deterministic component of the response and, without108

loss of generality, x̂(t) is the corresponding zero-mean stochastic component.109

In passing, note that the stochastic response is not a zero-mean process110

in general. Nevertheless, it can be considered as such by defining a new111

process as the difference between the non-zero-mean response and its mean;112

a detailed discussion is found in [14]. Further, it is also noted that for the113

case of a lightly damped system, x̂(t) is considered as a Gaussian process.114

Next, differentiating twice with respect to time on both sides of Eq. (3) yields115

116

ẋ = µ̇x + ˙̂x (4)117

and118

ẍ = µ̈x + ¨̂x, (5)119

and substituting Eqs. (3-5) into the equation of motion Eq. (1) yields120

(µ̈x + ¨̂x) + 2ξωn(µ̇x + ˙̂x) + g(t, µx + x̂, µ̇x + ˙̂x, µ̈x + ¨̂x) = Q(t) + F (t). (6)121

Further, ensemble averaging on both sides of Eq. (6), the zero-mean response122

component of the linear terms is eliminated, and thus, the deterministic sub-123
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equation is derived124

µ̈x + 2ξωnµ̇x + E
[
g(t, µx + x̂, µ̇x + ˙̂x, µ̈x + ¨̂x)

]
= F (t), (7)125

where E [·] denotes the mathematical expectation operator. Then, it is as-126

sumed for simplicity that the nonlinear function g (·) in Eq. (1) depends127

only on x and ẋ (i.e., g (x, ẋ)), which readily encloses the nonlinear behavior128

modeling of diverse components in civil and/or mechanical engineering ap-129

plications. Moreover, adopting the Gaussian assumption for the stochastic130

response x̂ (e.g., [14]), the mean of the nonlinear term in Eq. (6) is written131

as a function of µx, µ̇x, c(t) and ċ(t), where the time-dependent coefficient132

c(t) can be construed as the non-stationary response variance of the system133

(e.g., [37, 39, 40, 22]), to be determined in section 2.2; that is134

E
[
g(t, µx + x̂, µ̇x + ˙̂x)

]
= γ (µx, µ̇x, c(t), ċ(t)) . (8)135

Substituting Eq. (8) into Eq. (7) leads to a coupled state-space equation136

q̇1 = q2

q̇2 = F (t)− 2ξωnq2 − γ (q1, q2, c(t), ċ(t))
, (9)137

where q1 = µx and q2 = µ̇x for simplicity. Clearly, additional expressions138

connecting the deterministic and stochastic components of the response are139

required for solving the coupled state-space equation defined by Eq. (9).140

These supplementary equations are derived in section 2.2 by resorting to a141

combination of the statistical linearization and stochastic averaging method-142
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ologies.143

2.2. Statistical linearization- and stochastic averaging-based framework for144

determining the response stochastic component145

In this section, a treatment based on the statistical linearization (e.g.,146

[14, 40]) and stochastic averaging methodologies (e.g., [17]) is proposed for147

deriving an additional set of equations, which are required for solving the148

coupled system defined in Eq. (9).149

In this regard, subtracting Eq. (7) from Eq. (1), and also taking into150

account Eq. (8), leads to the stochastic sub-equation151

¨̂x+ 2ξωn
˙̂x+ h(t, µx, x̂, c(t), µ̇x, ˙̂x, ċ(t)) = Q(t), (10)152

where153

h(t, µx, x̂, c(t), µ̇x, ˙̂x, ċ(t)) = g(t, µx + x̂, µ̇x + ˙̂x)− γ(µx, µ̇x, c(t), ċ(t)). (11)154

Next, for the application of the statistical linearization method, first, an155

equivalent time-varying linear system for the oscillator in Eq. (10) is defined156

in the form157

¨̂x+ βeq(t) ˙̂x+ ω2
eq(t)x̂ = Q(t), (12)158

where βeq(t) and ω2
eq(t) denote the time-dependent equivalent linear elements.159

For the determination of the equivalent elements in Eq. (12), first, the error160

between the original system and its linear equivalent is formed. Then, consid-161

ering a mean-square minimization criterion and also adopting the Gaussian162
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response assumption (e.g., [14]), the equivalent linear elements are given by163

βeq(t) = 2ξωn + E

[
∂h

∂ ˙̂x

]
= λ1 (µx, µ̇x, c(t), ċ(t)) (13)164

and165

ω2
eq(t) = E

[
∂h

∂x̂

]
= λ2 (µx, µ̇x, c(t), ċ(t)) , (14)166

where h denotes the nonlinear function in Eq. (11). Clearly, the time-167

dependent equivalent elements defined in Eqs. (13) and (14) depend on µx,168

µ̇x, c(t) and ċ(t). A detailed derivation of Eqs. (12-14) is found in [14, 41].169

Next, a stochastic averaging-based framework is proposed to reduce the or-170

der of the equivalent linear system in Eq. (12), and thus, treat the linearized171

system in a more computational efficient manner.172

In this regard, considering that the system in Eq. (1) is lightly damped,173

or, equivalently, βeq(t) attains small values, it can be argued that the system174

response follows a pseudo-harmonic behavior. That is175

x̂ (t) = a(t) cosϕ(t) (15)176

and177

˙̂x (t) = −ωeq(t)a(t) sinϕ(t), (16)178

where ϕ = ϕ(t) = tωeq(t) + θ(t), with a = a(t) denoting the time-dependent179

amplitude of the pseudo-harmonic response, given by180

a2 (t) = x̂2(t) +
˙̂x2(t)

ω2
eq(t)

, (17)181
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and θ = θ(t) the corresponding phase. The latter are considered to be slowly182

varying functions with respect to time, and approximately constant over one183

cycle of oscillation (e.g., [14, 22]). Then, substituting Eqs. (15) and (16) into184

Eq. (12) yields ([17])185

ȧ(t) = −βeq(t)a(t)sin
2ϕ(t)− Q(t)

ωeq(t)
sinϕ(t) (18)186

and187

θ̇(t) = −βeq(t) sinϕ(t) cosϕ(t)−
Q(t)

a(t)ωeq(t)
cosϕ(t). (19)188

Next, the standard stochastic averaging method (e.g., [17]) is applied to189

decouple the system response amplitude and phase given by Eqs. (18) and190

(19), respectively. In this regard, considering that the stochastic excitation191

Q(t) in Eq. (1) possesses a wide-band spectrum, it can be proved that ([39])192

−Q(t) sinϕ(t) ≈ πS(ωeq(t), t)

2ωeq(t)a(t)
+ (πS(ωeq(t), t))

1/2 η(t), (20)193

where η(t) denotes a delta correlated zero-mean process of intensity one (e.g.,194

[37, 40, 22]). Further, substituting Eq. (20) into Eq. (18) and deterministi-195

cally averaging leads to the first-order differential equation for the response196

amplitude197

ȧ(t) = −1

2
βeq(t)a(t) +

πS (ωeq(t), t)

2a(t)ω2
eq(t)

− (πS (ωeq(t), t))
1/2

ω2
eq(t)

η(t). (21)198

The corresponding Fokker–Planck partial differential equation governing the199

evolution in time of the response amplitude probability density function200
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(PDF) takes the form (e.g., [37, 1, 22])201

∂p(a, t)

∂t
= − ∂

∂a

{(
−1

2
βeq(t)a(t) +

πS (ωeq(t), t)

2a(t)ω2
eq(t)

)
p(a, t)

}
202

+
πS (ωeq(t), t)

2ω2
eq(t)

∂2p(a, t)

∂a2
. (22)203

Next, considering that a solution of the Fokker-Planck equation is already204

available for the case of a linear oscillator subject to stationary stochastic205

excitation (e.g., [17, 18]), following closely [37], for the non-stationary case206

the solution to Eq. (22) is sought in the Rayleigh form207

p(a, t) =
a

c(t)
exp

(
− a2

2c(t)

)
. (23)208

In Eq. (23), c(t) denotes the time-dependent variance of the response process209

x̂(t) to be determined; the interested reader is referred to [37, 39, 40, 18]210

for a detailed derivation of Eqs. (18-23) and further discussion on the topic.211

Moreover, it is noted that the closed-form expression in Eq. (23) for deter-212

mining the non-stationary response amplitude PDF for nonlinear oscillators,213

has been recently generalized in [22] to account for nonlinear oscillators en-214

dowed with fractional derivative elements. Finally, substituting Eq. (23) into215

the Fokker-Planck equation Eq. (22) and manipulating, yields ([40])216

ċ(t) = −βeq(c(t))c(t) +
πS (ωeq(c(t)), t)

ω2
eq(c(t))

. (24)217

Clearly, the deterministic first-order nonlinear differential equation de-218

fined in Eq. (24) greatly facilitates the determination of the non-stationary219

response amplitude PDF of Eq. (23), since its solution can be readily found220
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by any standard numerical scheme. Further, taking into account the system221

nonlinearity in Eq. (11) it can be argued that the time-dependent equiva-222

lent linear elements βeq(t) and ωeq(t) depend, in essence, on c(t), µx and µ̇x.223

Therefore, Eqs. (13) and (14) are written in the form224

βeq(c(t)) = λ1 (µx, µ̇x, c(t), ċ(t)) (25)225

and226

ω2
eq(c(t)) = λ2 (µx, µ̇x, c(t), ċ(t)) , (26)227

which, in conjunction with Eq. (24), constitute the additional set of differen-228

tial equations to be solved for determining the deterministic and stochastic229

response of the system in Eq. (1). In this regard, combining Eqs. (24-26)230

with Eq. (9), and further defining231

q =
[
q1 q2 q3

]T
=

[
µx µ̇x c(t)

]T
, (27)232

leads to the nonlinear system233

q̇1 = q2, (28a)234

q̇2 = F (t)− 2ξωnq2 − γ (q1, q3, q2, q̇3) , (28b)235

q̇3 = −βeq(c(t))q3 +
πS (ωeq(c(t)), t)

ω2
eq(c(t))

, (28c)236

237

which can be solved by utilizing the Runge-Kutta method.238
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2.3. Mechanization of the semi-analytical technique239

To further elucidate the theoretical developments in section 2.2, the mech-240

anization of the semi-analytical technique is concisely described in this sec-241

tion. It involves the following steps:242

1. Utilize Eq. (8) for determining the expectation of the nonlinear function243

γ (q1, q3, q2, q̇3) in Eq. (28b).244

2. Determine the time-dependent equivalent linear elements βeq(c(t)) and245

ωeq(c(t)) of Eqs. (25-26), and substitute the corresponding expressions246

into Eq. (28c).247

3. Solve the system defined in Eqs. (28a-28c) simultaneously to obtain248

the deterministic response and the variance of the stochastic response.249

This is attained by applying any standard numerical scheme, such as250

the Runge-Kutta method.251

3. Numerical Examples252

In this section, an SDOF nonlinear system exhibiting quadratic and cubic253

nonlinear stiffness is considered for assessing the reliability of the proposed254

technique. The system governing equation of motion is given by255

ẍ+ 2ξωnẋ+ ω2
nx

(
1 + ε1x+ ε2x

2
)
= Q (t) + F (t) , (29)256

where the coefficients ε1, ε2 > 0 denote the intensity of the quadratic and257

cubic nonlinearity, respectively, and F (t) and Q(t) are the deterministic and258

non-stationary stochastic excitations.259
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Decomposing the system response into a deterministic and a stochastic260

component, Eq. (29) takes the form261

(µ̈x + ¨̂x) + 2ξωn (µ̇x + ẋ) + ω2
n (µx + x̂)

(
1 + ε1 (µx + x̂) + ε2(µx + x̂)2

)
= Q (t) + F (t) .

(30)

262

Then, taking into account Eq. (6), the nonlinear restoring force is given by263

g(µx + x̂, µ̇x + ˙̂x) = ω2
n (µx + x̂)

(
1 + ε1 (µx + x̂) + ε2(µx + x̂)2

)
, (31)264

and thus, ensemble averaging, Eq. (8) yields265

γ (µx, c(t)) = ω2
n

(
µx + ε1

(
c(t) + µ2

x

)
+ ε2

(
3µxc(t) + µ3

x

))
, (32)266

whereas, Eq. (11) is written as267

h (t, µx, x̂, c(t)) = ω2
n (µx + x̂)

(
1 + ε1 (µx + x̂) + ε2(µx + x̂)2

)
− ω2

n

(
µx + ε1

(
c(t) + µ2

x

)
+ ε2

(
3µxc(t) + µ3

x

))
.

(33)268

In this regard, the time-dependent equivalent linear elements in Eqs. (25)269

and (26) become270

βeq(c(t)) = 2ξωn (34)271

and272

ω2
eq(c(t)) = ω2

n

(
1 + 2ε1µx + 3ε2

(
c(t) + µ2

x

))
, (35)273

respectively, where the non-stationary response variance c(t) is determined by274
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the deterministic first-order nonlinear differential equation Eq. (24). Finally,275

substituting Eq. (32) and Eqs. (34-35) into Eqs. (28a-28c) yields the system276

of equations277

q̇1 = q2, (36a)278

q̇2 = −2ξωnq2 − ω2
n

(
q1 + ε1

(
q21 + q3

)
+ ε2

(
3q1q3 + q31

))
+ F (t), (36b)279

q̇3 = −2ξωnq3 +
πS

(√
ω2
n [1 + 3ε (q3 + q21)], t

)
ω2
n [1 + 3ε (q3 + q21)]

. (36c)280

281

Clearly, the solution of the system defined in Eqs. (36a-36c), and thus, the282

determination of the response vector q in Eq. (27), relies on the specific form283

of the evolutionary power spectrum S(ω, t). In the ensuing analysis, the284

reliability of the proposed method is assessed by considering four different285

cases of non-stationary stochastic excitation loads, each one described by a286

different power spectrum.287

3.1. Systems subjected to combined deterministic excitation and modulated288

white noise289

In this section, the non-stationary stochastic excitation of the system in290

Eq. (29) is modeled as a modulated white noise excitation described by the291

power spectrum292

S (ω, t) = S0ρ
2(t). (37)293

In Eq. (37), S0 denotes the constant spectral density of the white noise and294

ρ(t) is the deterministic time-modulating function295

ρ (t) = H (exp (µ1t)− exp (µ2t)) , (38)296

16



where H is the amplitude of the modulating function, and the parameters297

µ1 and µ2 account for the modulation speed.298

The following set of parameters are considered for the numerical imple-299

mentation: ξ = 0.05, ωn = 1, ε1 = ε2 = ε = 0.5 for the system; F0 = 1,300

ω0 = 1, µ0 = 0.15, t0 = 20 for the deterministic excitation; and S0 = 0.1,301

H = 1, µ1 = 0.025, µ2 = 0.25 for the random excitation. Further, the ob-302

tained results are compared with MCS data (10, 000 samples). Specifically,303

the samples of the stochastic excitation used in the MCS estimates are gen-304

erated by multiplying the modulating function ρ(t) in Eq. (38) by relevant305

white noise samples synthesized using the spectral representation method306

[42].307

The deterministic component of the response displacement and the stan-308

dard deviation of the stochastic component of the response displacement ob-309

tained by the proposed method are shown in Figs. 1(a) and 1(b), respectively;310

MCS data are also included for comparison. Clearly, the deterministic re-311

sponse displacement component obtained by the proposed method agrees well312

with the MCS data. The method is not only capable of capturing the salient313

characteristics of the modulated harmonic wave, such as the pulses and the314

time-varying amplitudes, but also agrees with the fact that the harmonic315

reference line is not exactly zero, due to the quadratic nonlinear factor in316

Eq. (29). Further, Fig. 1(b) demonstrates a satisfactory agreement between317

the standard deviation of the stochastic response displacement obtained by318

the proposed method and the MCS data. However, it is noted that since the319

employed stochastic averaging step has eliminated the harmonic character-320

istic of the standard deviation, the proposed method does not capture the321
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harmonic-like oscillations visible between 20s and 30s of the MCS data.322
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Figure 1: (a) Time history of the deterministic response displacement component; and (b)
standard deviation of the stochastic response displacement component of the SDOF non-
linear system in Eq. (29) subjected to combined harmonic excitation and non-stationary
modulated white noise excitation described by the PSD in Eq. (37). MCS data (10, 000
samples) are included for comparison.

3.2. Systems subjected to combined deterministic excitation and modulated323

colored noise324

In this section, it is assumed that the system non-stationary excitation is325

described by the modulated Kanai-Tajimi power spectrum326

S(ω, t) = S0ρ
2(t)

1 + 4ξ2g (ω/ωg)
2(

1− (ω/ωg)
2)2 + 4ξ2g (ω/ωg)

2
, (39)327

where ξg and ωg are the damping ratio and natural period of the site; S0328

represents the constant spectral density of the noise, whereas the determin-329

istic time-modulating function ρ(t) is defined in Eq. (38). For the numerical330

implementation, the colored noise parameter values are selected as ωg = 1,331
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ξg = 0.4, whereas all other system parameter values are the same as in sec-332

tion 3.1.333

In this regard, applying the herein proposed method, the time history of334

the deterministic response displacement component, as well as the standard335

deviation of the stochastic response displacement are shown in Figs. 2(a) and336

2(b), where MCS data (10, 000 samples) are also included for comparison.337

Similar to the excitation case considered in section 3.1, it is clear that the338

proposed method is in extremely good agreement with the relevant MCS339

data.340
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Figure 2: (a) Time history of the deterministic response displacement component; and (b)
standard deviation of the stochastic response displacement component of the SDOF nonlin-
ear system in Eq. (29) subjected to combined harmonic excitation and non-stationary mod-
ulated colored noise excitation described by the evolutionary power spectrum in Eq. (39).
MCS data (10, 000 samples) are included for comparison.

3.3. Systems subjected to combined deterministic excitation and evolutionary341

stochastic excitation342

In this section, the proposed approach is utilized to determine the re-343

sponse of the SDOF nonlinear oscillator in Eq. (29) subjected to determinis-344
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tic and stochastic excitation described by two different non-separable power345

spectrum forms.346

In this regard, first, the evolutionary Clough-Penzien model is considered347

348

S(ω, t) = S0ρ
2(t)

ω4
g(t) + 4ξ2g(t)ω

2
g(t)ω

2(
ω2 − ω2

g(t)
)2

+ 4ξ2g(t)ω
2
g(t)ω

2

× ω4

(ω2 − ω2
f (t))

2
+ 4ξ2f (t)ω

2
f (t)ω

2
,

(40)349

where350

ωg(t) = ωg − c
t

T
, (41a)351

ξg(t) = ξg + d
t

T
, (41b)352

ωf(t) = 0.1ωg(t), (41c)353

ξf(t) = ξg(t). (41d)354
355

In Eqs. (41a-41d), T denotes the time duration of the applied white noise356

excitation process, c and d are the parameters of the evolutionary Clough-357

Penzien model denoting the varying rate of the site parameters with respect358

to time ([43]), ρ(t) is the modulating function defined in Eq. (38), and S0359

denotes the constant spectral density. For the numerical implementation, the360

parameter values of the evolutionary Clough-Penzien model are c = 0.4 and361

d = 0.25, whereas the other parameters of the system have the same values362

as the parameters in section 3.2.363

The time history of the deterministic response displacement component364

and the standard deviation of the stochastic response displacement compo-365
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nent obtained by the proposed method are shown in Figs. 3(a)-3(b), respec-366

tively, where relevant MCS data are also shown for comparison. Obviously,367

the proposed method is in good agreement with the MCS data.368
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Figure 3: (a) Time history of the deterministic response displacement component; and (b)
standard deviation of the stochastic response displacement component of the SDOF nonlin-
ear system in Eq. (29) subjected to combined harmonic excitation and non-separable non-
stationary stochastic excitation described by the evolutionary power spectrum in Eq. (40).
MCS data (10, 000 samples) are included for comparison.

The applicability of the proposed method to systems with different levels369

of nonlinearity is further investigated in the following. For convenience in the370

comparisons, the time-average modulus (TAM) of the deterministic response371

is defined as372

P =
1

T

∫ T

0

√
µ2
x(t)dt, (42)373

whereas374

σ̄ =
1

T

∫ T

0

√
c(t)dt (43)375

denotes the time-averaged standard deviation (TASTD) of the non-stationary376

stochastic response component. The considered parameter values in this377

example remain the same as these used in the typical parameters setting378
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in sections 3.1 and 3.2, apart from the values of the nonlinearity strength379

ε1 = ε2 = ε which vary between 0 and 1. Finally, relevant MCS estimates380

(10, 000 samples) are provided in the ensuing analysis for comparison.381

In this regard, the variation of the TAM of the deterministic response382

and the TASTD of the stochastic response versus a varying intensity of the383

nonlinear strength are shown in Figs. 4(a) and 4(b), respectively. Fig. 4(a)384

clearly shows that the TAM derived by the proposed method is in perfect385

agreement with the MCS estimate. In Fig. 4(b), on the contrary, although the386

error in determining the TASTD by the proposed method slightly increases387

with increasing the intensity of the nonlinearity, as compared to the MCS388

estimate, yet the margin of the error remains relatively small. This aspect389

demonstrates the capacity of the proposed method to efficiently capture the390

TASTD of the non-stationary stochastic response component, even for the391

case of highly nonlinear systems. Further, it is seen that although the TASTD392

decreases with increasing the nonlinearity magnitude, the same action affects393

in a different way the bahavior of the TAM, which decreases dramatically at394

the beginning but then remains almost the same.395

Next, it is assumed that the evolutionary power spectrum that corre-396

sponds to the stochastic excitation component applied to the nonlinear os-397

cillator in Eq. (29) is of the non-separable kind (e.g., [39, 22])398

S(ω, t) = S0

( ω

5π

)2

t2ρ2(t) exp

(
−
( ω

5π

)2

t

)
, (44)399

where ρ(t) denotes the time-modulating function defined in Eq. (38). In the400

ensuing analysis, the parameter values of the system and the excitation are401

the same with these used in section 3.1.402
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Figure 4: (a) TAM of the deterministic response displacement component; and (b) TASTD
of the stochastic response displacement component versus nonlinearity magnitude of the
SDOF nonlinear system in Eq. (29), subjected to combined harmonic excitation and non-
separable non-stationary stochastic excitation described by the evolutionary power spec-
trum in Eq. (40). MCS data (10, 000 samples) are included for comparison.

In this regard, the time history of the deterministic response displacement403

component obtained by the proposed method is shown in Figs. 5(a), while a404

relevant MCS estimate (10, 000 samples) is also included in the same figure for405

comparison. Further, Fig. 5(b) shows the standard deviation of the stochas-406

tic response displacement component and the corresponding MCS estimate.407

It is readily seen that the results obtained by the proposed method agree408

well with the MCS estimates, even for the case of non-stationary stochastic409

excitation described by the non-separable power spectrum in Eq. (44). Fur-410

ther, comparing Fig. 3(a) with Fig. 5(a) and Fig. 3(b) with Fig. 5(b), it is411

clear that, the application of different kind of stochastic excitation spectra412

to the same system, not only affects the stochastic response displacement413

component, but also alters the deterministic component of the response.414

Finally, similar to the case of the evolutionary Clough-Penzien model, the415

variation of the TAM of the deterministic response and the TASTD of the416

23



0 20 40 60 80 100 120

Time (s)

-1.5

-1

-0.5

0

0.5

1

MCS

proposed method

(a)

0 20 40 60 80 100 120

Time (s)

0

0.2

0.4

0.6

0.8

1

1.2

MCS

proposed method

(b)

Figure 5: (a) Time history of the deterministic response displacement component; and (b)
standard deviation of the stochastic response displacement component of the SDOF nonlin-
ear system in Eq. (29) subjected to combined harmonic excitation and non-separable non-
stationary stochastic excitation described by the evolutionary power spectrum in Eq. (44).
MCS data (10, 000 samples) are included for comparison.

stochastic response, versus varying nonlinear strength is shown in Figs. 6(a)417

and 6(b), and analogous conclusions are drawn. Specifically, the TAM ob-418

tained by the proposed method is in satisfactory agreement with the MCS419

estimate, as it is seen in Fig. 6(a). In Fig. 6(b), in spite the increasing error420

between the TASTD and the MCS estimate with increasing the nonlinearity421

strength, the margin of the error is acceptable. Further, increasing the non-422

linearity magnitude results in decreasing the TASTD, whereas the TAM first423

decreases dramatically over the anterior part of the considered nonlinearity424

magnitude, and then slightly increases over the posterior part of it.425

Overall, it can be argued that the herein proposed method exhibits satis-426

factory accuracy for the considered SDOF systems subjected to non-stationary427

stochastic excitation described by modulated noise and non-separable noise.428

In addition, the method can be readily applied to systems exhibiting strong429

nonlinearity.430
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Figure 6: (a) TAM of the deterministic response displacement component; and (b) TASTD
of the stochastic response displacement component versus nonlinearity magnitude of the
SDOF nonlinear system in Eq. (29), subjected to combined harmonic excitation and non-
separable non-stationary stochastic excitation described by the evolutionary power spec-
trum in Eq. (44). MCS data (10, 000 samples) are included for comparison.

4. Concluding remarks431

In this paper, a semi-analytical technique has been developed for deter-432

mining the stochastic response of single-degree-of-freedom nonlinear systems433

subjected to combined deterministic and non-stationary stochastic excita-434

tions. This has been attained by resorting to the combination of the statis-435

tical linearization and stochastic averaging methods. Based on the nature of436

the excitation, the response of the system has been decomposed into a de-437

terministic component and a zero-mean stochastic component. These have438

been treated separately. Specifically, first, a coupled set of differential sub-439

equations governing the deterministic component of the response have been440

derived. Next, an additional equation has been constructed by applying the441

statistical linearization and stochastic averaging methodologies. In this re-442

gard, applying the statistical linearization has led to a linearized equivalent443

system. Further, adopting a mean-square minimization criterion, standard444
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closed-form expressions have been derived for determining the time-varying445

equivalent damping and stiffness coefficients of the linearized system. It has446

been shown that the latter not only depend on the nonlinearity and the de-447

terministic response component, but also on the unknown time-dependent448

variance of the stochastic response. Therefore, considering that the system449

is lightly damped, a stochastic averaging step has been applied for reduc-450

ing the order of the linearized system, and thus, the computational effort451

required for its solution. This has been achieved by assuming that the452

zero-mean stochastic response follows a pseudo-harmonic behavior charac-453

terized by slowly varying over one cycle of oscillation response amplitude454

and phase. Subsequently, a first-order differential equation for the ampli-455

tude of the stochastic response has been constructed, and a solution for the456

corresponding Fokker-Planck equation has led to a first-order nonlinear dif-457

ferential equation for determining the time-dependent stochastic response458

variance. The latter, in conjunction with the expressions for the equiva-459

lent damping and stiffness elements, as well as the coupled set of differential460

sub-equations have led to the computation of the system response.461

A single-degree-of-freedom nonlinear system exhibiting quadratic and cu-462

bic nonlinear stiffness, and subjected to deterministic and non-stationary463

stochastic excitations has been considered in the numerical example section.464

The efficiency of the proposed technique has been demonstrated by con-465

sidering different levels of nonlinearity and various forms of non-stationary466

stochastic excitation. These include the case of modulated white and colored467

noise processes, as well as non-stationary stochastic excitation described by468

evolutionary power spectrum forms of the non-separable kind. The latter469
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have demonstrated the applicability of the technique to arbitrary excitation470

evolutionary power spectrum forms. Pertinent Monte-Carlo simulation data471

have been used to assess the accuracy of the proposed technique.472
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