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#### Abstract

The current state-of-the-art methods for showing inapproximability in PPAD arise from the $\varepsilon$-Generalized-Circuit ( $\varepsilon$-GCIRCUIT) problem. Rubinstein (2018) showed that there exists a small unknown constant $\varepsilon$ for which $\varepsilon$-GCIRCUIT is PPAD-hard, and subsequent work has shown hardness results for other problems in PPAD by using $\varepsilon$-GCircuit as an intermediate problem.

We introduce Pure-Circuit, a new intermediate problem for PPAD, which can be thought of as $\varepsilon$-GCIrcuit pushed to the limit as $\varepsilon \rightarrow 1$, and we show that the problem is PPAD-complete. We then prove that $\varepsilon$-GCircuit is PPAD-hard for all $\varepsilon<0.1$ by a reduction from PURE-CIRCUIT, and thus strengthen all prior work that has used GCIRCUIT as an intermediate problem from the existential-constant regime to the large-constant regime.

We show that stronger inapproximability results can be derived by a direct reduction from Pure-Circuit. In particular, we prove that finding an $\varepsilon$-well-supported Nash equilibrium in a polymatrix game is PPAD-hard for all $\varepsilon<1 / 3$, and that this result is tight for two-action games.


Index Terms-TFNP, PPAD, approximation, Nash equilibrium, polymatrix games, generalized circuit

## I. Introduction

The complexity class PPAD has played a central role in determining the computational complexity of many problems arising in game theory and economics [Pap94]. The celebrated results of Daskalakis, Goldberg, and Papadimitriou [DGP09] and Chen, Deng, and Teng [CDT09] established that finding a Nash equilibrium in a strategic form game is PPAD-complete, and subsequent to this breakthrough many other PPADcompleteness results have been shown [CSVY08], [CDDT09], [VY11], [DQS12], [Das13], [KPR+ 13], [CDO15], [CPY17], [SSB17], [Meh18], [Rub18], [DFS20], [CKK21a], [CKK21b], [PP21], [GH21], [FRGH ${ }^{+}$21], [DSZ21], [CCPY22].

These celebrated results not only showed that it is PPADhard to find an exact equilibrium, but also that finding approximate solutions is PPAD-hard. The result of Daskalakis, Goldberg, and Papadimitriou [DGP09] showed that finding an $\varepsilon$-Nash equilibrium is PPAD-complete when $\varepsilon$ is exponentially small, while the result of Chen, Deng, and Teng [CDT09] improved this to show hardness for polynomially small $\varepsilon$. This

[^0]lower bound is strong enough to rule out the existence of an FPTAS for the problem.

The main open question following these results was whether equilibrium computation problems in PPAD were hard for constant $\varepsilon$, which would also rule out the existence of a PTAS. Here one must be careful, because some problems do in fact admit approximation schemes. For example, in the case of two-player strategic-form games, a quasipolynomial-time approximation scheme is known [LMM03], meaning that the problem cannot be hard for a constant $\varepsilon$ unless every problem in PPAD can be solved in quasipolynomial time. But for other types of game such results are not known. This includes polymatrix games, which are $n$-player games with succinct representation [Jan68].

In another breakthrough result, Rubinstein [Rub18] developed techniques for showing constant inapproximability within PPAD, by proving that there exists a constant $\varepsilon$ such that finding an $\varepsilon$-well-supported Nash equilibrium in a polymatrix game is PPAD-complete. This lower bound is obtained by first showing constant inapproximability for the $\varepsilon$-GeneralizedCircuit ( $\varepsilon$-GCIRCUIT) problem introduced by Chen, Deng, and Teng [CDT09], and then utilizing the known reduction from GCircuit to polymatrix games [DGP09].

Rubinstein's lower bound has since been used to show constant inapproximability for other problems. Rubinstein himself showed constant inapproximability for finding Bayesian Nash equilibria, relative approximate Nash equilibria, and approximate Nash equilibria in non-monotone markets [Rub18]. Subsequent work has shown constant inapproximability for finding clearing payments in financial networks with credit default swaps [SSB17], finding equilibria in first-price auctions with subjective priors $\left[\mathrm{FRGH}^{+} 21\right]$, finding throttling equilibria in auction markets [CKK21b], finding equilibria in public goods games on directed networks [PP21], and finding consensushalving solutions in fair division [FRFGZ18], [GHI ${ }^{+} 22$ ].

Rubinstein's lower bound is an existential-constant result, meaning that it shows that there exists some constant $\varepsilon$ below which the problem becomes PPAD-hard. The fact that such a constant exists is important, since it rules out a PTAS. On the other hand, Rubinstein does not give any concrete lower bound
on the size of the constant (understandably so, since this was not the purpose of his work). One could of course deduce such a lower bound by a careful examination of his reduction, but it is clear that this would yield an extremely small constant. Due to this, all of the other results that have utilized Rubinstein's lower bound are likewise existential-constant results, which rule out PTASs but do not give any concrete lower bounds.

Ultimately, this means that existing work does not rule out an efficient algorithm that finds, say, a 0.001-approximate solution for any of these problems, which would likely be more than enough for most practical needs. Arguably, a player would be more than happy to know that her strategy is an optimal best-response, up to a loss of at most 0.001 in her utility value. Moreover, the existing work gives us no clue as to where the threshold for hardness may actually lie. To address these questions one would need to prove a largeconstant inapproximability result, giving hardness for a known substantial constant.

Rubinstein's lower bound is the ultimate source of all of the recent existential-constant lower bounds, so if one seeks a large-constant lower bound, then Rubinstein's result is the bottleneck. Attempting to directly strengthen or optimize Rubinstein's result does not seem like a promising direction. His proof, while ingenious, is very involved, and does not lend itself to easy optimization. Furthermore, it consists of many moving parts, so that even if one was able to optimize each module, the resulting constant would still be very small.

Our contribution. In this paper we introduce the techniques needed to show large-constant inapproximability results for problems in PPAD. Our key technical innovation is the introduction of a new intermediate problem, called Pure-Circuit, which we show to be PPAD-complete.

Then, by reducing onwards from Pure-Circuit, we show large-constant inapproximability results for a variety of problems in PPAD. In this sense, Pure-Circuit now takes on the role that $\varepsilon$-GCIRCUIT has taken in the past, as an important intermediate problem from which all other results of this type are derived.

The Pure-Circuit problem itself can be thought of as a version of $\varepsilon$-GCircuit that is taken to its limits, and also dramatically simplified. In fact, the problem has only two gates (or, in a different formulation, three gates), which should be compared to $\varepsilon$-GCIRCUIT, which has nine distinct gates. Perhaps more importantly, the gates in Pure-Circuit have very weak constraints on their outputs: the gates can be thought of as taking inputs in $[0,1]$, and producing outputs in $[0,1]$, but the gates themselves essentially only care about the values 0 and 1, with all other values being considered to be "bad" or "garbage" values (which we will later simply denote by " $\perp$ ", instead of using values in $(0,1)$ ). This should be compared to $\varepsilon$-GCircuit gates, where, for example, one must output a value in $[0,1]$ that is within $\varepsilon$ of the sum of two inputs.

Combined, these properties make Pure-Circuit a very attractive problem to reduce from when showing a hardness
result, since one only has to implement two (or three) gates, and the constraints that one must simulate are very loose, making them easy to implement. We formally introduce PURECircuit, and compare it to $\varepsilon$-GCircuit, in Section II.

Our main result is to show that the Pure-Circuit problem is PPAD-complete. It is worth noting that there is no $\varepsilon$ in this result, and in fact the Pure-Circuit problem does not even take a parameter $\varepsilon$ in its definition. This is because, in some sense, the Pure-Circuit problem can be viewed as a variant of $\varepsilon$-GCIRCUIT in which we have taken the limit $\varepsilon \rightarrow 1$. We give further justification of this idea in Section II, but at a high level, this means that there is no loss of $\varepsilon$ in our main hardness result, with the only losses coming when one reduces onwards from Pure-Circuit. The proof of our main result is presented in Section III, but we present a brief exposition of the main ideas in Section I-A.

Finally, in Section IV we present a number of new largeconstant hardness results for problems in PPAD, all of which are shown via reductions from Pure-Circuit. We begin by showing that $\varepsilon$-GCircuit is PPAD-hard for all $\varepsilon<0.1$, giving a direct strengthening of Rubinstein's lower bound. This also implies large-constant inapproximability results for all of the problems that currently have existential-constant lower bounds proved via GCircuit. However, to determine the constant, one would need to determine the amount of $\varepsilon$ that is lost in each of the onward reductions, and these reductions often did not optimize this, since they were proving existentialconstant lower bounds.

We argue that the way forward now is providing direct reductions from Pure-Circuit in order to get the best possible hardness results. As evidence of this, we present the first tight inapproximability result for additive approximate equilibria in polymatrix games. Via a direct reduction from PURECircuit, we show that finding an $\varepsilon$-well-supported Nash equilibrium in a polymatrix game (PolymatrixWSNE) is PPAD-hard for all $\varepsilon<1 / 3$, even when every player only has two actions. This is much stronger than the lower bound of 0.05 that we would have obtained by a reduction from our lower bound for GCircuit. It is also a tight result for two-action games: we give a polynomial-time algorithm for finding a $1 / 3$-well-supported Nash equilibrium, and so our lower bound completely characterizes the computational complexity of approximate well-supported equilibria in twoaction polymatrix games.

Due to space constraints, the formal statements and proofs of our results for polymatrix games are omitted, but they can be found in the full version. The full version also contains further large-constant inapproximability results obtained through a direct reduction from Pure-Circuit, such as for computing $\varepsilon$-Nash equilibria in polymatrix games and for finding approximate equilibria in threshold games [PP21].

## A. Proof Overview for Our Main Result

We begin this proof overview by defining a very weak version of Pure-Circuit. An instance of the problem consists of a Boolean circuit using the standard gates NOT, AND,
and $O R$, but with the following tweak: the circuit is allowed to have cycles. A solution to the problem is an assignment of values to each node of the circuit, so that all gates are satisfied. If we are only allowed to assign values in $\{0,1\}$ to the nodes, then it is easy to see that the problem is not a total search problem, i.e., some instances do not have a solution. For example, there is no way to assign consistent values to a cycle of three consecutive NOT gates.

In order to ensure that the problem is total (and can thus be used to prove PPAD-hardness results), we make the value space continuous by extending it to $[0,1]$. We extend the definition of the logical gates NOT, AND, and OR to nonBoolean inputs in the most permissive way: if at least one input to the gate is not a pure bit (i.e., not in $\{0,1\}$ ), then the gate is allowed to output any value in $[0,1]$. The attentive reader might observe that this problem is now trivial to solve: just assign arbitrary values in $(0,1)$ to all the gates.

It is thus clear that the definition of the problem needs to be extended, by adding extra gates or by strengthening existing gates, so that the problem becomes PPAD-hard. However, in order to discover the least amount of additional structure needed to make the problem hard, it is instructive to proceed with this definition for now, and attempt to prove hardness.

In order to prove the PPAD-hardness of the problem, we cannot follow Rubinstein's approach, which goes through the construction of a continuous Brouwer function, because Pure-Circuit only offers very weak gates. Instead, we proceed via a direct reduction from the STRONGSPERNER problem, a discrete problem that is a computational version of Sperner's Lemma. The problem was shown to be PPADhard by Daskalakis, Skoulakis, and Zampetakis [DSZ21] (who called it the HighD-BiSperner problem), and is the "PPADanalogue" of the StRONGTUCKER problem which was recently used to prove PPA-hardness results [DFHM22]. This approach completely bypasses the continuous aspect of all such existing hardness reductions and enables us to work with the very weak gates that Pure-Circuit offers.

At a high level, our hardness construction works as follows: the Pure-Circuit instance implements the evaluation of the StrongSperner labeling on some input point $x$ (represented in unary by multiple nodes) and then uses a feedback mechanism to ensure that the circuit is only satisfied if $x$ is a solution to the StrongSperner instance. The full reduction is presented in Section III, but we mention here the two main obstacles when trying to implement this idea, and how to overcome them.

1. The input point $\boldsymbol{x}$ might not be represented by a valid bitstring. Indeed, since the gates take values in $[0,1]$ (and values in $(0,1)$ essentially do not carry any information), there is no guarantee that the input $x$ will be represented by bits $\{0,1\}$. But then the implementation of the StrongSperner labeling (which is given as a Boolean circuit) will also fail. To resolve this issue, we introduce a new gate, the PURIFY gate, which, on any input, outputs two values, with the guarantee that at least one of them is a "pure" bit, i.e., 0 or 1 . If the input is
already a pure bit, then both outputs are guaranteed to be copies of the input. Using a binary tree of PURIFY gates, we can now create many copies of $x$, such that most of them consist only of pure bits, and then use the logical gates to compute the StrongSperner labeling correctly on these good copies.
2. How to implement the feedback mechanism? Given the outputs of the STRONGSPERNER labeling at all the copies of $x$, we now need to provide some kind of feedback to $x$, so that $x$ is forced to change if it is not a solution of StrongSperner. It turns out that this step can be performed if we have access to sorting: given a list of values in $[0,1]$, sort them from smallest to largest. Unfortunately, this is impossible to achieve with the gates at our disposal, namely standard logical gates and the PURIFY gate. We circumvent this obstacle by observing that: (i) it is sufficient to be able to perform some kind of "weak sorting" (essentially, we only care about pure bits being sorted correctly), and (ii) this weak sorting can be achieved if we make our logical gates robust. For example, the robust version of the AND gate outputs 0 , whenever at least one of its inputs is 0 , irrespective of whether the other input is a pure bit or not.

With these two extensions in hand-namely, the PURIFY gate and the robustness of the logical gates- it is now possible to prove PPAD-hardness of the problem. A very natural question to ask is: Is it really necessary to add both extensions for the problem to be hard? In Appendix A we show that any attempt to weaken the gate-constraints makes the problem polynomialtime solvable. In particular, the introduction of the PURIFY gate is not enough by itself to make the problem PPAD-hard; the robustness of the logical gates is also needed.

The robustness of, say, the AND gate seems like a very natural constraint to impose. It is consistent with the meaning of the logical AND operation, but we also observe in our applications that this "robustness" seems to always be automatically satisfied in all simulations of the AND gate. On the other hand, the PURIFY gate, which might look a bit unnatural or artificial at first, actually corresponds to the simplest possible version of a bit decoder, a crucial tool in all prior works. As mentioned above, we show in Appendix A that these are the minimal gate-constraints that are needed for the problem to be PPADhard. In that sense, we argue that Pure-Circuit captures the essence of PPAD-hardness: it consists of the minimal set of ingredients that are needed for a problem to be PPAD-hard.

The attentive reader might have noticed that our gates do not distinguish between different values in $(0,1)$. For this reason, it will be more convenient to use a single symbol to denote such values in the definition of Pure-Circuit (Section II) and in the rest of this paper. As explained in more detail in Section II, the symbol " $\perp$ " will be used to denote these "garbage" values. In other words, the nodes of the circuit will take values in $\{0,1, \perp\}$ instead of $[0,1]$.

## II. The Pure-Circuit Problem

In this section we define our new problem Pure-Circuit and state our main result, namely its PPAD-completeness. Before defining Pure-Circuit, we begin by explaining the intuition behind its definition, and how it relates to the Generalized-Circuit (GCIRCUIT) problem.

The Generalized-Circuit problem. In the Generalized-Circuit (GCircuit) problem (formally defined in Section IV-A) we are given a circuit and the goal is to assign a value to each node of the circuit so that each gate is computed correctly. Importantly, the circuit is a generalized circuit, meaning that cycles are allowed. If cycles were not allowed, then it would be easy to find values satisfying all gates: just pick arbitrary values for the input gates, and then evaluate the circuit on those inputs.
Every node of GCIRCUIT must be assigned a value in $[0,1]$, and the gates are arithmetic gates, such as addition, subtraction, multiplication by a constant (with output truncated to lie in $[0,1]$ ), and suitably defined logical gates. Reducing from GCircuit is very useful for obtaining hardness of approximation results, because the problem remains PPADhard, even when we allow some error at every gate. In the $\varepsilon$-GCircuit problem, the goal is to assign a value in $[0,1]$ to each node of the circuit, so that each gate is computed correctly, up to an additive error of $\pm \varepsilon$.

The problem was first defined by Chen et al. [CDT09], who proved that it is PPAD-hard for inverse polynomial $\varepsilon$, and who used it to prove PPAD-hardness of finding Nash equilibria in bimatrix games. Prior to that, Daskalakis et al. [DGP09] had implicitly proved that it is PPAD-hard for inverse exponential $\varepsilon$. Rubinstein's [Rub18] breakthrough result proved that there exists some constant $\varepsilon>0$ such that $\varepsilon$-GCircuit remains PPAD-hard.

Taking the limit $\varepsilon \rightarrow \mathbf{1}$. In order to get strong inapproximability results, it seems necessary to prove hardness of $\varepsilon$ GCircuit for large, explicit, values of $\varepsilon$. Ideally, we would like to obtain hardness for the largest possible $\varepsilon$. While it is unclear what that value is for GCircuit, in theory, as long as $\varepsilon<1$ the output of a gate still carries some information. Namely a gate whose actual output should be 0 cannot take the value 1 .

This observation leads us to define a problem to essentially capture the setting $\varepsilon \rightarrow 1$. In that case, a node carries information only if its value is 0 or 1 . Otherwise, its value is irrelevant. As a result, the natural operations to consider in this setting are simple Boolean operations, such as NOT, AND, OR, NAND, and NOR. We only require these gates to output the correct result when their input is relevant, i.e., 0 or 1. For example, the NOT gate should output 1 on input 0 , and output 0 on input 1 , but there is no constraint on its output when the input lies in $(0,1)$.

Since values in $(0,1)$ do not carry any information, and are as such interchangeable (e.g., a value $1 / 2$ can be replaced by $1 / 3$ without impacting any of the gates), we will instead use the symbol " $\perp$ " to denote any and all values in $(0,1)$. In other
words, instead of assigning a value in $[0,1]$ to each gate, we will assign a value in $\{0,1, \perp\}$, where $\perp$ is interpreted as a "garbage" value, i.e., not corresponding to a pure bit value 0 or 1 . With this new notation, the updated description of the NOT gate would be that it must output 1 on input 0 , it must output 0 on input 1 , and it can output anything (namely, 0,1 , or $\perp$ ) on input $\perp$.

Unfortunately, if we only allow these logical gates, then the problem is trivial to solve: assigning the "garbage" value $\perp$ (or any value in $(0,1)$ if we use the old notation) to every node will satisfy all gates. Thus, we need a gate that makes this impossible.
The PURIFY gate. To achieve this, we introduce the PURIFY gate: a gate with one input and two outputs, which, intuitively, "purifies" its input. When fed with an actual pure bit, the PURIFY gate outputs two copies of the input bit. However, when the input is not a pure bit, the gate still ensures that at least one of its two outputs is a pure bit. In more detail:

- If the input is 0 , then both outputs are 0 .
- If the input is 1 , then both outputs are 1 .
- If the input is $\perp$, then at least one of the outputs is a pure bit, i.e., 0 or 1 .

Note that the gate is quite "under-defined". For example, we do not specify which pure bit the gate should output when the input is $\perp$, nor do we specify the output on which this bit appears. This is actually an advantage, because it makes it easier to reduce from the problem, since the less constrained the gates are, the easier it is to simulate them in the target application problem.
Robustness of the logical gates. The introduction of the PURIFY gate makes the problem non-trivial: if a PURIFY gate appears in the circuit, then assigning the "garbage" value $\perp$ to all nodes is no longer a solution. However, it turns out that one more modification is needed to make the problem PPAD-hard: we have to make the logical gates robust. For the AND gate, this means the following: if one of its two inputs is 0 , then the output is 0 , no matter what the other input is (even if it is not a pure bit, i.e., if it is $\perp$ ). Similarly, for the OR gate we require that the output be 1 when at least one of the two inputs is 1 . Robustness is defined analogously for NAND and NOR.

We show that introducing the PURIFY gate and making the logical gates robust is enough to make the problem PPADcomplete. Next, we define the problem formally and state our main result.

Formal definition. In the definition below, we use the PURIFY and NOR gates, because these two gates are enough for the problem to already be PPAD-complete. However, the problem remains hard for various other combinations of gates and restrictions on the interactions between nodes, as we detail in Corollaries II. 2 and II.3. In Appendix A we discuss the definition in more detail, and explain why any attempt at relaxing the definition (in particular, removing the robustness) makes the problem polynomial-time solvable.

Definition 1 (Pure-Circuit). An instance of PureCircuit is given by a vertex set $V=[n]$ and a set $G$ of gate-constraints (or just gates). Each gate $g \in G$ is of the form $g=(T, u, v, w)$ where $u, v, w \in V$ are distinct nodes and $T \in\{$ NOR, PURIFY $\}$ is the type of the gate, with the following interpretation.

- If $T=\mathrm{NOR}$, then $u$ and $v$ are the inputs of the gate, and $w$ is its output.
- If $T=$ PURIFY, then $u$ is the input of the gate, and $v$ and $w$ are its outputs.
We require that each node is the output of exactly one gate.
A solution to instance $(V, G)$ is an assignment $\mathbf{x}: V \rightarrow$ $\{0,1, \perp\}$ that satisfies all the gates, i.e., for each gate $g=$ $(T, u, v, w) \in G$ we have:
- if $T=$ NOR, then x satisfies (top: mathematically; bottom: truth table)

$$
\left.\begin{array}{rl}
\mathbf{x}[u]=\mathbf{x}[v]=0 & \Longrightarrow \mathbf{x}[w]=1 \\
(\mathbf{x}[u]=1) \vee(\mathbf{x}[v]=1) & \Longrightarrow \mathbf{x}[w]=0 \\
u & v \\
w \\
\hline 0 & 0 \\
1 & \{0,1, \perp\} \\
\{0,1, \perp\} & 1
\end{array} \right\rvert\, \begin{gathered}
0 \\
\text { Else }
\end{gathered}
$$

- if $T=$ PURIFY, then $\mathbf{x}$ satisfies

$$
\left.\begin{array}{rl|l} 
& \{\mathbf{x}[v], \mathbf{x}[w]\} \cap\{0,1\} \neq \emptyset \\
\mathbf{x}[u] \in\{0,1\} & \Longrightarrow \mathbf{x}[v]=\mathbf{x}[w]=\mathbf{x}[u]
\end{array}\right\} \begin{array}{c|c|c}
u & v & w \\
\hline 0 & 0 & 0 \\
1 & 1 & 1 \\
\perp & \text { At least one } \\
\text { output in }\{0.1\}
\end{array}
$$

The following theorem is our main technical result and is proved in Section III.

Theorem II.1. The Pure-Circuit problem is PPADcomplete.

The most important part of this statement is of course the PPAD-hardness of Pure-Circuit, but let us briefly discuss the other part, namely the PPAD-membership. This is obtained as a byproduct of our results in Section IV, where we reduce Pure-Circuit to various problems that are known to lie in PPAD. However, there is also a more direct way to prove membership in PPAD, and in particular to establish the existence of a solution, and we briefly sketch it here. Indeed, the Pure-Circuit problem can be reduced to the problem of finding a Brouwer fixed point of a continuous function $F$, a problem known to lie in PPAD [Pap94], [EY10]. Given an instance of Pure-Circuit with $n$ nodes, the function $F:[0,1]^{n} \rightarrow[0,1]^{n}$ is constructed by letting $x \in[0,1]^{n}$ represent an assignment of values to the $n$ nodes, and by defining $F_{i}(x) \in[0,1]$ as a continuous function that outputs a
valid value for the $i$ th node, given that the other nodes have values according to assignment $x$ (where any value in $(0,1)$ is interpreted as " $\perp$ "). For every type of gate, it is not hard to construct a continuous piecewise-linear function $F_{i}$ (or, in the case of PURIFY, two such functions $F_{i}$ and $F_{j}$ ) that satisfies the constraints of that type of gate.

## A. Alternative Gates and Further Restrictions

In this section, we present various versions of the problem that remain PPAD-complete, in particular versions that use alternative gates and have additional restrictions.
More gates. We define the following additional gates.

- If $T=$ COPY in $g=(T, u, v)$, then $\mathbf{x}$ satisfies

$$
\begin{array}{rl}
\mathbf{x}[u]=0 \Longrightarrow \mathbf{x}[v]=0 \\
\mathbf{x}[u]=1 \Longrightarrow \mathbf{x}[v]=1 \\
u & v \\
\hline 0 & 0 \\
1 & 1 \\
\perp & \{0,1, \perp\}
\end{array}
$$

- If $T=$ NOT in $g=(T, u, v)$, then $\mathbf{x}$ satisfies

$$
\begin{gathered}
\mathbf{x}[u]=0 \Longrightarrow \mathbf{x}[v]=1 \\
\mathbf{x}[u]=1 \Longrightarrow \mathbf{x}[v]=0 \\
u
\end{gathered}\left|\begin{array}{c}
v \\
\hline 0 \\
1 \\
\perp
\end{array}\right| \begin{gathered}
1 \\
\{0,1, \perp\}
\end{gathered}
$$

- If $T=\mathrm{OR}$ in $g=(T, u, v, w)$, then $\mathbf{x}$ satisfies

$$
\left.\begin{array}{rl}
\mathbf{x}[u]=\mathbf{x}[v]=0 & \Longrightarrow \mathbf{x}[w]=0 \\
(\mathbf{x}[u]=1) \vee(\mathbf{x}[v]=1) & \Longrightarrow \mathbf{x}[w]=1 \\
u & v \\
\hline 0 & 0 \\
1 & \{0,1, \perp\} \\
\{0,1, \perp\} & 1
\end{array} \right\rvert\, \begin{gathered}
\\
\text { Else }
\end{gathered}
$$

- If $T=$ AND in $g=(T, u, v, w)$, then $\mathbf{x}$ satisfies

$$
\left.\begin{array}{rl}
\mathbf{x}[u]=\mathbf{x}[v]=1 & \Longrightarrow \mathbf{x}[w]=1 \\
(\mathbf{x}[u]=0) \vee(\mathbf{x}[v]=0) & \Longrightarrow \mathbf{x}[w]=0 \\
u & v \\
w \\
\hline 1 & 1 \\
0 & \{0,1, \perp\} \\
\{0,1, \perp\} & 0
\end{array} \right\rvert\, \begin{gathered}
1 \\
\text { Else }
\end{gathered}
$$

- If $T=$ NAND in $g=(T, u, v, w)$, then $\mathbf{x}$ satisfies

$$
\begin{aligned}
\mathbf{x}[u]=\mathbf{x}[v]=1 & \Longrightarrow \mathbf{x}[w]=0 \\
(\mathbf{x}[u]=0) \vee(\mathbf{x}[v]=0) & \Longrightarrow \mathbf{x}[w]=1
\end{aligned}
$$

| $u$ | $v$ | $w$ |
| :---: | :---: | :---: |
| 1 | 1 | 0 |
| 0 | $\{0,1, \perp\}$ | 1 |
| $\{0,1, \perp\}$ | 0 | 1 |
| Else |  |  |
| $0,1, \perp$ |  |  |

Corollary II.2. The Pure-Circuit problem is PPADcomplete, for any of the following choices of gate types:

- PURIFY and at least one of $\{$ NOR, NAND $\}$;
- PURIFY, NOT, and at least one of \{OR, AND\}.

Proof. This follows from Theorem II. 1 by observing that a NOR gate can always be simulated with the given set of gates. Clearly, NOR can be simulated by first using an OR gate and then a NOT gate. Furthermore, OR can be simulated by NOT and AND by applying De Morgan's laws. Finally, AND can easily be obtained from NOT and NAND, and NOT can be obtained from NAND and PURIFY as follows: first apply a PURIFY gate, and then use its two outputs as the two inputs to a NAND gate.

More structure. The hardness result is also robust with respect to restrictions applied to the interaction graph. This graph is constructed on the vertex set $V=[n]$ by adding a directed edge from node $u$ to node $v$ whenever $v$ is the output of a gate with input $u$. For example, a NOR gate with inputs $u, v$ and output $w$ yields the two edges $(u, w)$ and $(v, w)$. On the other hand, a PURIFY gate with input $u$ and outputs $v, w$ gives the edges $(u, v)$ and $(u, w)$. Since any given node is the output of at most one gate, it immediately follows that the in-degree of every node is at most 2 . However, the out-degree of a node can a priori be arbitrarily large. It is quite easy to show that the problem remains PPAD-complete, even if we severely restrict the interaction graph.
Corollary II.3. The Pure-Circuit problem remains PPADcomplete, for any choice of gates $\{\mathrm{PURIFY}, \mathrm{X}, \mathrm{Y}\}$, where $(\mathrm{X}, \mathrm{Y}) \in\{\mathrm{NOT}\} \times\{\mathrm{OR}, \mathrm{AND}, \mathrm{NOR}, \mathrm{NAND}\}$ or $(\mathrm{X}, \mathrm{Y}) \in$ $\{\mathrm{COPY}\} \times\{$ NOR, NAND $\}$ and even if we also simultaneously have all of the following restrictions.

1) Every node is the input of exactly one gate.
2) In the interaction graph, the total degree of every node is at most 3. More specifically, for every node, the inand out-degrees, $d_{\text {in }}$ and $d_{\text {out }}$, satisfy $\left(d_{\text {in }}, d_{\text {out }}\right) \in$ $\{(1,1),(2,1),(1,2)\}$.
3) The interaction graph is bipartite.

The proof of this corollary is again quite simple, and it can be found in the full version.
Remark 1. Using Corollary II.3, it is also possible to show that Pure-Circuit with only two gates (namely, PURIFY and one of $\{N O R$, NAND $\}$ ) remains PPAD-complete even if the total degree of every node is at most 4 in the interaction graph. Indeed, NOT gates can be implemented by first using a PURIFY gate and then a NOR/NAND gate. The structural properties of Corollary II. 3 ensure that this yields an interaction graph where the total degree is at most 4 for each node.

This can be further reduced to degree 3, if one modifies the definition of Pure-Circuit (Definition 1) so that the two inputs to a NOR/NAND gate are no longer required to be two distinct nodes $u$ and $v$, but can possibly be the same node $u=v$. However, if the definition is modified in that way, then one must be careful when reducing from Pure-Circuit to make sure to take into account the possibility that $u=v$ when constructing the gadget for a NOR/NAND gate.

## III. PPAD-completeness of Pure-Circuit

This section proves our main technical result, namely that Pure-Circuit is PPAD-complete (Theorem II.1). We note that membership in PPAD follows immediately from the reduction of the problem to GCircuit in Section IV-A. In order to establish the PPAD-hardness, we present a polynomial-time reduction from a PPAD-complete problem to Pure-Circuit. The canonical PPAD-complete problem is the End-of-Line problem, but, as is usually the case, we do not reduce directly from End-of-Line, but from a problem with topological structure instead, which we introduce next.

## A. The StrongSperner Problem

We will reduce from the StrongSperner problem, which is based on a variant of Sperner's lemma [Spe28]. This problem is in essence the same as the HighD-BiSperner problem defined by Daskalakis et al. [DSZ21] and used to prove PPAD-hardness of a problem related to constrained min-max optimization. Furthermore, the corresponding "strong" variant of Tucker's lemma was used by Deligkas et al. [DFHM22] to provide improved PPA-hardness results for the consensushalving problem in fair division.

## Definition 2. The StrongSperner problem:

Input: A Boolean circuit computing a labeling $\lambda:[M]^{N} \rightarrow$ $\{-1,+1\}^{N}$ satisfying the following boundary conditions for every $i \in[N]$ :

- if $x_{i}=1$, then $[\lambda(x)]_{i}=+1$;
- if $x_{i}=M$, then $[\lambda(x)]_{i}=-1$.

Output: Points $x^{(1)}, \ldots, x^{(N)} \in[M]^{N}$ that satisfy $\| x^{(i)}-$ $x^{(j)} \|_{\infty} \leq 1$ for all $i, j \in[N]$, and such that $\lambda\left(x^{(1)}\right), \ldots, \lambda\left(x^{(N)}\right)$ cover all labels, i.e., for all $i \in[N]$ and $\ell \in\{-1,+1\}$ there exists $j \in[N]$ with $\left[\lambda\left(x^{(j)}\right)\right]_{i}=$ $\ell$.
Note that the requirement that a solution should consist of exactly $N$ points is without loss of generality. If we find less than $N$ points that cover all labels, then we can simply re-use the same points multiple times to obtain a list of $N$ points that cover all labels (there is no requirement on them being distinct). If we find more than $N$ points that cover all labels, then it is easy to see that we can extract a subset of $N$ points that still cover all labels in polynomial time [DFHM22, Lemma 3.1].
Theorem III. 1 ( [DSZ21]). StrongSperner is PPAD-hard, even when $M$ is only polynomially large (i.e., given in unary in the input).

Remark 2. This was proven by Daskalakis et al. [DSZ21] by reducing from the SUCCINCTBROUWER problem, which had been proven PPAD-hard by Rubinstein [Rub16]. The PPAD-hardness can also be proved by a more direct reduction from End-of-Line. Indeed, End-of-Line can be reduced to StrongSperner with $N=2$ and exponentially large $M$ by using the techniques of Chen and Deng [CD09]. Then, a snake embedding technique [CDT09], [DFHM22] can be used to obtain hardness for the high-dimensional version with small $M$, in fact, even for constant $M$. For our purposes, the hardness for polynomially large $M$ is sufficient.

## B. Reduction from StrongSperner to Pure-Circuit

Consider an instance $\lambda:[M]^{N} \rightarrow\{-1,+1\}^{N}$ of StrongSperner, where $\lambda$ is given as a Boolean circuit and $M$ is only polynomially large (i.e., given in unary). We will now show how to construct an instance of Pure-Circuit in polynomial time such that from any correct assignment to the nodes, we can extract a solution to the STRONGSperner instance in polynomial time. We will make use of the gates PURIFY, AND, OR, NOT, COPY. All these gates can easily be simulated using the two gates PURIFY and NOR, by the arguments in the proof of Corollary II.2.

We begin the construction of the Pure-Circuit instance by creating nodes $u_{i, 1}, \ldots, u_{i, M}$ for each $i \in[N]$. We call these nodes the original inputs, and we think of $u_{i, 1}, \ldots, u_{i, M}$ as being the unary representation of an element in $[M]$. Of course, this only makes sense when all these nodes are assigned pure bit values, i.e., 0 or 1 . In general, this will not be the case. The rest of the instance can be divided into four parts: the purification stage, the circuit stage, the sorting stage, and the selection stage.

We begin with a brief overview of the purpose of each stage and how they interact with each other. The purification stage uses the PURIFY gate to create multiple "copies" of the original $u_{i, j}$ nodes, while ensuring that most of the copies have pure bit values (Purification Lemma, Lemma III.2). Then, the circuit stage evaluates the circuit $\lambda$ on these copies of the original inputs. Since the purification stage ensures that most copies have pure bits, the circuit stage outputs the correct labels for most copies, and, in particular, most outputs are pure bits (Circuit Lemma, Lemma III.3). Next, for each $i \in[N]$, the sorting stage "sorts" the list of all $i$ th output values computed in the circuit stage (Sorting Lemma, Lemma III.4). Since most of the $i$ th output values are pure bits, the sorting stage ensures that all non-pure values are close to each other in the sorted list. The selection stage then proceeds to select $M$ values from the sorted list, but in a careful way, namely such that they are all far away from each other. This ensures that at most one of the $M$ selected values is not a pure bit. The $M$ selected values are then fed back into the original inputs $u_{i, 1}, \ldots, u_{i, M}$. As a result, the original input $u_{i, 1}, \ldots, u_{i, M}$ contains at most one non-pure bit, and thus the purification stage ensures that all the (pure) copies of $u_{i, 1}, \ldots, u_{i, M}$ correspond to unary numbers that differ by at most 1 . This means that these copies represent points in the StrongSperner domain that are within $\ell_{\infty^{-}}$
distance 1 (Selection Lemma, Lemma III.5). Finally, using the boundary conditions of the StrongSperner instance, we argue that these points must cover all the labels (Solution Lemma, Lemma III.6).

We now describe each of the stages in more detail. We let $K$ denote the number of copies that we make. It will be enough to pick $K=3 N M^{2}$. In what follows, $\mathbf{x}$ always denotes an arbitrary solution to the PURE-CIRCUIT instance we construct.
Step 1: Purification stage. For each $(i, j) \in[N] \times[M]$, we construct a binary tree of PURIFY gates that is rooted at $u_{i, j}$ and has leaves $u_{i, j}^{(1)}, \ldots, u_{i, j}^{(K)}$.

We say that $k \in[K]$ is a good copy, if $\mathbf{x}\left[u_{i, j}^{(k)}\right]$ is a pure bit for all $(i, j) \in[N] \times[M]$. We denote the set of all good copies by $G$, i.e.,

$$
G:=\left\{k \in[K]: \mathbf{x}\left[u_{i, j}^{(k)}\right] \in\{0,1\} \quad \forall(i, j) \in[N] \times[M]\right\}
$$

For a good copy $k \in G$ and any $i \in[N]$, we can interpret the bitstring $\left(\mathbf{x}\left[u_{i, j}^{(k)}\right]\right)_{j \in[M]} \in\{0,1\}^{M}$ as representing a number in $[M]$ in unary, which we denote by $u_{i}^{(k)} \in[M]$. In other words, $u_{i}^{(k)}$ corresponds to the number of 1 's in the bit-string $\left(\mathbf{x}\left[u_{i, j}^{(k)}\right]\right)_{j \in[M]}$. For notational convenience we let the all-zero bit string $0^{M}$ correspond to 1 as well, i.e., if $\mathbf{x}\left[u_{i, j}^{(k)}\right]=0$ for all $j \in[M]$, then $u_{i}^{(k)}=1$. (Alternatively, we could also use $M-1$ bits instead of $M$.) Finally, we let $u^{(k)} \in[M]^{N}$ denote the vector $\left(u_{1}^{(k)}, \ldots, u_{N}^{(k)}\right)$.
Lemma III. 2 (Purification Lemma). The following hold.

1) There are at least $K-N M$ good copies, i.e., $|G| \geq$ $K-N M$.
2) If for some $(i, j) \in[N] \times[M]$ the original input $\mathbf{x}\left[u_{i, j}\right]$ is a pure bit, then all copies have that same bit, i.e., $\mathbf{x}\left[u_{i, j}^{(k)}\right]=\mathbf{x}\left[u_{i, j}\right]$ for all $k \in[K]$.
Proof. Observe that in a binary tree of PURIFY gates, if some node has some pure value $b \in\{0,1\}$, then all nodes in the subtree rooted at this node also have value $b$. Applying this observation at the root of the tree rooted at $u_{i, j}$, we immediately obtain part 2 of the statement.

For part 1 , note that for any $(i, j) \in[N] \times[M]$, in the binary tree of PURIFY gates rooted at $u_{i, j}$, all leaves, except at most one, have a pure bit value. This follows from the definition of the PURIFY gate and the observation about subtrees made in the previous paragraph. As a result, all values $\left(\mathbf{x}\left[u_{i, j}^{(k)}\right]\right)_{(i, j, k) \in[N] \times[M] \times[K]}$ are pure bits, except for at most $N M$ of them. But this means that there are at least $K-N M$ values of $k \in[K]$ such that $\mathbf{x}\left[u_{i, j}^{(k)}\right] \in\{0,1\}$ for all $\forall(i, j) \in[N] \times[M]$. In other words, $|G| \geq K-N M$.

Step 2: Circuit stage. We assume, without loss of generality, that $\lambda$ is given as a Boolean circuit $C:\left(\{0,1\}^{M}\right)^{N} \rightarrow\{0,1\}^{N}$ using gates AND, OR, NOT, and, on input $z \in\left(\{0,1\}^{M}\right)^{N}$ :

- For each $i \in[N]$, the $i$ th block of input bits $z_{i} \in\{0,1\}^{M}$ is interpreted by $C$ as representing a number $\overline{z_{i}} \in[M]$ in unary, in the exact same way as $u_{i}^{(k)} \in[M]$ is obtained from the bitstring $\left(\mathbf{x}\left[u_{i, j}^{(k)}\right]\right)_{j \in[M]}$.
- The circuit $C$ outputs $\lambda\left(\overline{z_{1}}, \ldots, \overline{z_{N}}\right) \in\{-1,+1\}^{N}$, where a -1 output is represented by a 0 , and a +1 output by a 1 . To keep things simple, in the rest of this exposition we will abuse notation and think of $\lambda$ as outputting labels in $\{0,1\}^{N}$.
If the circuit is not originally in this form, then it can be brought in this form in polynomial time.

In the circuit stage, we construct $K$ separate copies of the circuit $C$, using the AND, OR, and NOT gates. For each $k \in[K]$, the $k$ th copy $C_{k}$ takes as input the nodes $\left(u_{i, j}^{(k)}\right)_{(i, j) \in[N] \times[M]}$ and we denote its output nodes by $v_{1}^{(k)}, \ldots, v_{N}^{(k)}$. Since the gates always have correct output when the inputs are pure bits, we immediately obtain the following.
Lemma III. 3 (Circuit Lemma). For all good copies $k \in G$, the output of circuit $C_{k}$ is correct, i.e., $\mathbf{x}\left[v_{i}^{(k)}\right]=\left[\lambda\left(u^{(k)}\right)\right]_{i}$ for all $i \in[N]$.

Step 3: Sorting stage. In this stage, for each $i \in[N]$, we would like to have a gadget that takes as input the list of nodes $v_{i}^{(1)}, \ldots, v_{i}^{(K)}$ (namely, the list of $i$ th outputs of the circuits $C_{1}, \ldots, C_{K}$ ) and outputs the nodes $w_{i}^{(1)}, \ldots, w_{i}^{(K)}$, such that these output nodes are a sorted list of the values of the input nodes (where we think of the values as being ordered $0<\perp<1$ ). Unfortunately, this is not possible given the gates we have at our disposal. However, it turns out that we can do some kind of "weak" sorting by using the robustness of the AND and OR gates (i.e., the fact that AND on input 0 and $s$, always outputs 0 , no matter what $s \in\{0,1, \perp\}$ is).

For now assume that we consider values in $[0,1]$ (instead of $\{0,1, \perp\}$ ) and that we have access to a comparator gate that takes two inputs $s_{1}$ and $s_{2}$ and outputs $t_{1}$ and $t_{2}$, such that $t_{1}, t_{2}$ is the sorted list $s_{1}, s_{2}$. Formally, we can write this as $t_{1}:=\min \left\{s_{1}, s_{2}\right\}$ and $t_{2}:=\max \left\{s_{1}, s_{2}\right\}$. Using comparator gates, it is easy to construct a circuit that takes $K$ inputs and outputs them in sorted order. Indeed, we can directly implement a sorting network [Knu98], for example. Even a very naive approach will yield such a circuit of polynomial size, which is all we need. We implement this circuit with inputs $v_{i}^{(1)}, \ldots, v_{i}^{(K)}$ and outputs $w_{i}^{(1)}, \ldots, w_{i}^{(K)}$ in our Pure-Circuit instance, by replacing every comparator gate by AND and OR gates. Namely, to implement a comparator gate with inputs $s_{1}, s_{2}$ and outputs $t_{1}, t_{2}$, we use an AND gate with inputs $s_{1}, s_{2}$ and output $t_{1}$, and an OR gate with inputs $s_{1}, s_{2}$ and output $t_{2}$. The robustness of the AND and OR gates allows us to prove that this sorting gadget sorts the pure bit values correctly, in the following sense.
Lemma III. 4 (Sorting Lemma). Let $K_{0}$ and $K_{1}$ denote the number of zeroes and ones that the ith sorting gadget gets as input, i.e., $K_{b}:=\left|\left\{k \in[K]: \mathrm{x}\left[v_{i}^{(k)}\right]=b\right\}\right|$. Then, the first $K_{0}$ outputs of the gadget are zeroes, and the last $K_{1}$ outputs are ones. Formally, $\mathbf{x}\left[w_{i}^{(k)}\right]=0$ for all $k \in\left[K_{0}\right]$, and $\mathbf{x}\left[w_{i}^{(K+1-k)}\right]=1$ for all $k \in\left[K_{1}\right]$.
Proof. Consider the ideal sorting circuit (that uses comparator gates) with input $f\left(\mathbf{x}\left[v_{i}^{(1)}\right]\right), \ldots, f\left(\mathbf{x}\left[v_{i}^{(K)}\right]\right)$, where $f$ maps 0
to 0,1 to 1 , and $\perp$ to $1 / 2$. In other words, we imagine running the comparator circuit on our list of values, except that the "garbage" value $\perp$ is replaced by $1 / 2$. Since the comparator circuit correctly sorts the list, its output satisfies the desired property: the first $K_{0}$ outputs are 0 , and the last $K_{1}$ outputs are 1. Thus, in order to prove the lemma, it suffices to prove the following claim: if a node in the ideal circuit has a pure bit value $b \in\{0,1\}$, then the corresponding node in our PureCircuit instance must also have value $b$.

We prove the claim by induction. Clearly, all input nodes satisfy the claim. Now consider some node $t_{1}$ that is the minoutput of a comparator gate with inputs $s_{1}$ and $s_{2}$, that both satisfy the claim. Recall that this gate will be implemented in the Pure-Circuit by an AND gate with inputs $s_{1}, s_{2}$ and output $t_{1}$. If the ideal circuit assigns value $1 / 2$ to $t_{1}$, then the claim trivially holds for $t_{1}$. If the ideal circuit assigns value 1 to $t_{1}$, then both $s_{1}$ and $s_{2}$ must have value 1 in the ideal circuit. Since the claim holds for $s_{1}$ and $s_{2}$, they also have value 1 in Pure-Circuit, and so the AND gate will ensure that $t_{1}$ also has value 1 , thus satisfying the claim. Finally, if the ideal circuit assigns value 0 to $t_{1}$, then it must also have assigned value 0 to at least one of $s_{1}$ or $s_{2}$. But then, by the claim, Pure-Circuit also assigns value 0 to at least one of $s_{1}$ or $s_{2}$, and the robustness of the AND gate ensures that $t_{1}$ also has value 0 . The same argument also works with max and OR instead.

Note that Lemma III. 4 only guarantees a "weak" type of sorting: some parts of the output list might not be correctly ordered, and the list of output values might not be a permutation of the input values (namely, it can happen that there are more 0 's and/or 1's in the output list than in the input list). However, this "weak" sorting will be enough for our needs as we will see below.
Step 4: Selection stage. Since the list $w_{i}^{(1)}, \ldots, w_{i}^{(K)}$, is now "sorted", we can select $M$ nodes from it in such a way that at most one node does not have a pure value. Indeed, this can be achieved by selecting nodes that are sufficiently far apart from each other. We thus select the nodes $\left(w_{i}^{(j \cdot 2 N M)}\right)_{j \in[M]}$ and copy their values onto the original input nodes $\left(u_{i, j}\right)_{j \in[M]}$. Namely, for each $j \in[M]$ we introduce a COPY gate with input $w_{i}^{(j \cdot 2 N M)}$ and output $u_{i, j}$. Recall that $K=3 N M^{2} \geq$ $M \cdot 2 N M$, so this is well defined. This selection procedure has the following nice properties.
Lemma III. 5 (Selection Lemma). We have:

1) All good copies are close to each other: $\| u^{(k)}-$ $u^{\left(k^{\prime}\right)} \|_{\infty} \leq 1$ for all $k, k^{\prime} \in G$.
2) If all good copies agree that the ith output is $b \in\{0,1\}$, i.e., $\mathrm{x}\left[v_{i}^{(k)}\right]=b$ for all $k \in G$, then the original input satisfies $\mathbf{x}\left[u_{i, j}\right]=b$ for all $j \in[M]$.
Proof. We begin by proving part 1 of the statement. First of all, note that it suffices to show that, for all $i \in[N]$, at most one of the original inputs $\mathbf{x}\left[u_{i, 1}\right], \ldots, \mathbf{x}\left[u_{i, M}\right]$ is not a pure bit. Indeed, in that case, by part 2 of the Purification Lemma (Lemma III.2), it follows that for any $i \in[N]$ and any $k, k^{\prime} \in$
$G$, the bitstrings $\left(\mathbf{x}\left[u_{i, j}^{(k)}\right]\right)_{j \in[M]}$ and $\left(\mathbf{x}\left[u_{i, j}^{\left(k^{\prime}\right)}\right]\right)_{j \in[M]}$ differ in at most one bit. But this implies that $\left|u_{i}^{(k)}-u_{i}^{\left(k^{\prime}\right)}\right| \leq 1$ for all $i \in[N]$, and thus $\left\|u^{(k)}-u^{\left(k^{\prime}\right)}\right\|_{\infty} \leq 1$.

Now consider any $i \in[N]$. By part 1 of the Purification Lemma (Lemma III.2), we have that the number of good copies $|G| \geq K-N M$. By the Circuit Lemma (Lemma III.3) we know that the corresponding outputs are pure bits, i.e., $\mathbf{x}\left[v_{i}^{(k)}\right] \in\{0,1\}$ for all $k \in G$. Thus, the list $\mathbf{x}\left[v_{i}^{(1)}\right], \ldots, \mathbf{x}\left[v_{i}^{(K)}\right]$ contains at least $K-N M$ pure bits. Using the notation from the Sorting Lemma (Lemma III.4), this means that $K_{0}+K_{1} \geq K-N M$. As a result, by applying the Sorting Lemma, it follows that in the list obtained after sorting, $\mathbf{x}\left[w_{i}^{(1)}\right], \ldots, \mathbf{x}\left[w_{i}^{(K)}\right]$, all the non-pure bits are contained in an interval of length $N M$. Since the selected nodes $\left(w_{i}^{(j \cdot 2 N M)}\right)_{j \in[M]}$ are sufficiently far apart (namely $2 N M$ ), at most one such node can fall in the "bad" interval. This means that all selected nodes, except at most one, are pure bits, and since the selected nodes are copied into the original inputs, this also holds for them.

It remains to prove part 2 of the statement. If for some $i \in[N], \mathbf{x}\left[v_{i}^{(k)}\right]=0$ for all $k \in G$, then this means that $K_{0} \geq|G| \geq K-N M$. By the Sorting Lemma (Lemma III.4), it follows that $\mathbf{x}\left[w_{i}^{(k)}\right]=0$ for all $k \in[K-N M]$. In particular, since $K-N M=3 N M^{2}-N M \geq M \cdot 2 N M$, this means that for all $j \in[M], \mathbf{x}\left[w_{i}^{(j \cdot 2 N M)}\right]=0$. But these are the nodes we select, and we copy their value into the original inputs, so the statement follows. The case where $\mathbf{x}\left[v_{i}^{(k)}\right]=1$ for all $k \in G$ is handled analogously.

Correctness. The description of the reduction is now complete. We have constructed a valid instance of Pure-Circuit in polynomial time. In particular, note that every node is the output of exactly one gate. To complete the proof, it remains to prove that from any solution of the Pure-Circuit instance we can extract a solution to StrongSperner in polynomial time. We do this in the following final lemma.
Lemma III. 6 (Solution Lemma). The points $\left\{u^{(k)}: k \in G\right\} \subseteq$ $[M]^{N}$ yield a solution to the STRONGSPERNER instance $\lambda$.
Proof. First of all, by part 1 of the Selection Lemma (Lemma III.5), we know that the points $u^{(k)}, k \in G$, are all within $\ell_{\infty}$-distance 1 . Thus, it suffices to prove that they cover all labels with respect to $\lambda$. Note that we can efficiently extract these points from a solution $\mathbf{x}$, since, for each $k \in[K]$, we can easily decide whether $k$ lies in $G$ or not, and then extract the point $u^{(k)}$.

We prove by contradiction that the points $u^{(k)}, k \in G$, must cover all labels. Assume, on the contrary, that there exists $i \in[N]$ and $b \in\{0,1\}$ such that $\left[\lambda\left(u^{(k)}\right)\right]_{i}=b$ for all $k \in G$. Then, by the Circuit Lemma (Lemma III.3), all the corresponding circuits must output $b$, i.e., $\mathbf{x}\left[v_{i}^{(k)}\right]=b$ for all $k \in G$. By part 2 of the Selection Lemma (Lemma III.5), it follows that the original input satisfies $\mathbf{x}\left[u_{i, j}\right]=b$ for all $j \in[M]$. Finally, by part 2 of the Purification Lemma (Lemma III.2), it must be that for all copies $k \in G$, all $M$
bits $\mathbf{x}\left[u_{i, 1}^{(k)}\right], \ldots, \mathbf{x}\left[u_{i, M}^{(k)}\right]$ are equal to $b$. Now, if $b=1$, then this means that $u_{i}^{(k)}=M$, and thus $\left[\lambda\left(u^{(k)}\right)\right]_{i}=0 \neq b$ by the STRONGSPERNER boundary conditions, which contradicts the original assumption. Similarly, if $b=0$, then $u_{i}^{(k)}=1$, and thus $\left[\lambda\left(u^{(k)}\right)\right]_{i}=1 \neq b$ by the STRONGSPERNER boundary conditions, which is again a contradiction. (We recall here that we have renamed the labels $\{-1,+1\}$ to $\{0,1\}$, respectively, for the purpose of this proof.)

## IV. Applications

In this section, we derive strong inapproximability lower bounds for PPAD-complete problems, by reducing from Pure-Circuit.

## A. Generalized Circuit

The $\varepsilon$-GCircuit problem was introduced by Chen, Deng, and Teng [CDT09]. In this section, we show that $\varepsilon$-GCircuit is PPAD-hard for all $\varepsilon<0.1$.

The $\varepsilon$-GCircuit problem. The problem is defined as follows.

Definition 3 (Generalized Circuit [CDT09]). A generalized circuit is a tuple $(V, T)$, where $V$ is a set of nodes, and $T$ is a set of gates. Each gate $t \in T$ is a fivetuple $(G, u, v, w, c)$, where $G$ is a gate type from the set $\left\{G_{c}, G_{\times c}, G_{=}, G_{+}, G_{-}, G_{<}, G_{\vee}, G_{\wedge}, G_{\neg}\right\}, u, v \in V \cup\{$ nil $\}$ are input variables, $w \in V$ is an output variable, and $c \in[0,1] \cup\{$ nil $\}$ is a rational constant.

The following requirements must be satisfied for each gate $(G, u, v, w, c) \in T$.

- $G_{c}$ gates take no input variables and use a constant in $[0,1]$. So $u=v=$ nil and $c \in[0,1]$ whenever $G=G_{c}$.
- $G_{\times c}$ gates take one input variable and a constant. So $u \in V$, $v=$ nil, and $c \in[0,1]$ whenever $G=G_{\times c}$.
- $G_{=}$and $G_{\neg}$ gates take one input variable and do not use a constant. So $u \in V, v=c=$ nil, whenever $G \in\left\{G_{=}, G_{\neg}\right\}$.
- All other gates take two input variables and do not use a constant. So $u \in V, v \in V$, and $c=$ nil whenever $G \notin$ $\left\{G_{c}, G_{\times c}, G_{=}, G_{\neg}\right\}$.
- Every variable in $V$ is the output variable for exactly one gate. More formally, for each variable $w \in V$, there is exactly one gate $t \in T$ such that $t=(G, u, v, w, c)$.

The $\varepsilon$-GCircuit problem is defined as follows. Given a generalized circuit $(V, T)$, find a vector $\mathbf{x} \in[0,1]^{|V|}$ such that for each gate in $T$ the following constraints are satisfied.

| Gate | Constraint |
| :---: | :---: |
| ( $G_{c}$, nil, nil, $w, c$ ) | $\mathbf{x}[w]=c \pm \varepsilon$ |
| ( $G_{\times c}, u$, nil $, w, c$ ) | $\mathbf{x}[w]=\mathbf{x}[u] \cdot c \pm \varepsilon$ |
| ( $G_{=}, u$, nil,$w$, nil) | $\mathbf{x}[w]=\mathbf{x}[u] \pm \varepsilon$ |
| ( $G_{+}, u, v, w$, nil) | $\mathbf{x}[w]=\min (\mathbf{x}[u]+\mathbf{x}[v], 1) \pm \varepsilon$ |
| ( $G_{-}, u, v, w$, nil) | $\mathbf{x}[w]=\max (\mathbf{x}[u]-\mathbf{x}[v], 0) \pm \varepsilon$ |
| ( $G_{<}, u, v, w$, nil) | $\mathbf{x}[w]= \begin{cases}1 \pm \varepsilon & \text { if } \mathbf{x}[u]<\mathbf{x}[v]-\varepsilon \\ 0 \pm \varepsilon & \text { if } \mathbf{x}[u]>\mathbf{x}[v]+\varepsilon\end{cases}$ |
| ( $G_{\vee}, u, v, w$, nil $)$ | $\mathbf{x}[w]= \begin{cases}1 \pm \varepsilon & \text { if } \mathbf{x}[u] \geq 1-\varepsilon \\ & \text { or } \mathbf{x}[v] \geq 1-\varepsilon \\ 0 \pm \varepsilon & \text { if } \mathbf{x}[u] \leq \varepsilon \text { and } \mathbf{x}[v] \leq \varepsilon\end{cases}$ |
| ( $G_{\wedge}, u, v, w$, nil $)$ | $\mathbf{x}[w]= \begin{cases}1 \pm \varepsilon & \text { if } \mathbf{x}[u] \geq 1-\varepsilon \\ 0 \pm \varepsilon & \text { ifd } \mathbf{x}[v] \geq 1-\varepsilon \\ 0 \pm \varepsilon \text { or } \mathbf{x}[v] \leq \varepsilon\end{cases}$ |
| ( $G_{\neg}, u$, nil, $w$, nil) | $\mathbf{x}[w]= \begin{cases}1 \pm \varepsilon & \text { if } \mathbf{x}[u] \leq \varepsilon \\ 0 \pm \varepsilon & \text { if } \mathbf{x}[u] \geq 1-\varepsilon\end{cases}$ |

Here the notation $a=b \pm \varepsilon$ is used as a shorthand for $a \in[b-\varepsilon, b+\varepsilon]$. We will also make use of gates of type ( $G_{>}, u, v, w$, nil) which enforce the constraint

$$
\mathbf{x}[w]= \begin{cases}0 \pm \varepsilon & \text { if } \mathbf{x}[u]<\mathbf{x}[v]-\varepsilon \\ 1 \pm \varepsilon & \text { if } \mathbf{x}[u]>\mathbf{x}[v]+\varepsilon\end{cases}
$$

Gates of type $G_{>}$can be easily built by using a $G_{\neg}$ gate to negate the output of a $G_{<}$gate.

In the remainder of this section, we prove the following result.
Theorem IV.1. $\varepsilon$-GCircuit is PPAD-hard for every $\varepsilon<0.1$.
Proof. We will reduce from the Pure-Circuit problem that uses the gates NOR and PURIFY, which we showed to be PPAD-hard in Theorem II.1. We will encode 0 values in the Pure-Circuit problem as values in the range $[0, \varepsilon]$ in GCircuit, while 1 values will be encoded as values in the range $[1-\varepsilon, 1]$. Then, each gate from Pure-Circuit will be simulated by a combination of gates in the GCircuit instance.
NOR gates. A NOR gate (NOR, $u, v, w$ ) will be simulated by GCircuit gates that compute

$$
\mathbf{x}[u]+\mathbf{x}[v]<5 / 9,
$$

which requires us to use $G_{+}, G_{<}$and $G_{c}$. We claim that this gate works for any $\varepsilon<1 / 9$.

The idea is that if both inputs lie in the range $[0, \varepsilon]$, and thus both inputs encode zeros in Pure-Circuit, we will have $\mathbf{x}[u]+\mathbf{x}[v] \leq 3 \varepsilon<3 / 9$, where the extra $\varepsilon$ error is introduced by $G_{+}$. The $G_{c}$ gate outputting $5 / 9$ may output a value as small as $4 / 9$ after the error is taken into account. Thus, the $G_{<}$gate will compare these two values, and provided that $\varepsilon<1 / 9$, the comparison will succeed, so the gate will output a value greater than or equal to $1-\varepsilon$, which corresponds to a 1 in the Pure-Circuit instance, as required.

If, on the other hand, at least one input is in the range $[1-\varepsilon, 1]$, then we will have $\mathbf{x}[u]+\mathbf{x}[v] \geq 1-2 \varepsilon>7 / 9$, where again $G_{+}$introduces an extra $\varepsilon$ error. The $G_{c}$ gate outputting $5 / 9$ may output a value as large as $6 / 9$ after the error is taken
into account. Thus, the $G_{<}$will compare these two values and provided that $\varepsilon<1 / 9$, the comparison will succeed, so the gate will output a value less than or equal to $\varepsilon$, which corresponds to a 0 in the Pure-Circuit instance, which is again as required.
PURIFY gates. A PURIFY gate (PURIFY, $u, v, w$ ) will be simulated by two GCircuit gadgets. The first will set $\mathbf{x}[v]$ equal to $\mathbf{x}[u]>0.3$, while the second will set $\mathbf{x}[w]$ equal to $\mathbf{x}[u]>0.7$, where $G_{c}$ and $G_{>}$gates are used to implement these operations. We claim that this construction works for any $\varepsilon<0.1$.

We begin by considering the first gadget, which sets $\mathbf{x}[v]$ equal to $\mathbf{x}[u]>0.3$. If $\mathbf{x}[u] \leq \varepsilon<0.1$, then note that the $G_{c}$ gate outputting 0.3 may output a value as small as 0.2 once errors are taken into account. Thus, since $\varepsilon<0.1$, the comparison made by the $G_{>}$gate will succeed, and so $\mathbf{x}[v]$ will be set to a value less than or equal to $\varepsilon$. On the other hand, if $\mathbf{x}[u] \geq 0.5$, then note that the $G_{c}$ gate outputting 0.3 may output a value as large as 0.4 once errors are taken into account. So, the comparison made by the $G_{>}$gate will again succeed, and $\mathbf{x}[v]$ will be set to a value greater than or equal to $1-\varepsilon$.

One can repeat the analysis above for the second gadget to conclude that $\mathbf{x}[w]$ will be set to a value less than or equal to $\varepsilon$ when $\mathbf{x}[u] \leq 0.5$, and a value greater than or equal to $1-\varepsilon$ when $\mathbf{x}[u] \geq 1-\varepsilon$. So we can verify that the conditions of the PURIFY gate are correctly simulated.

- If $\mathbf{x}[u] \leq \varepsilon$, meaning that the input encodes a zero, then $\mathbf{x}[v]$ and $\mathbf{x}[w]$ will be set to values that are less than or equal to $\varepsilon$, and so both outputs encode zeros.
- If $\mathbf{x}[u] \geq 1-\varepsilon$, meaning that the input encodes a one, then $\mathbf{x}[v]$ and $\mathbf{x}[w]$ will be set to values that are greater than or equal to $1-\varepsilon$, and so both outputs encode ones.
- No matter what value $\mathbf{x}[u]$ takes, at least one output will be set to a value that encodes a zero or a one. Specifically, if $\mathbf{x}[u] \leq 0.5$, then the second comparison gate will set $\mathbf{x}[w] \leq \varepsilon$, while if $\mathbf{x}[u] \geq 0.5$, then the first comparison gate will set $\mathbf{x}[v] \geq 1-\varepsilon$.
Thus, the construction correctly simulates a PURIFY gate. Note that $\varepsilon$ cannot be increased beyond 0.1 in this construction, since then there would be no guarantee that an encoding of a zero or a one would be produced when $\mathbf{x}[u]=0.5$.
The lower bound. Given a Pure-Circuit instance defined over variables $V$, we produce a GCircuit instance by replacing each gate in the Pure-Circuit with the constructions given above. Then, given a solution x to the 0.1 -GCircuit instance, we can produce a solution $\mathrm{x}^{\prime}$ to Pure-Circuit in the following way. For each $v \in V$
- if $\mathbf{x}[v] \leq \varepsilon$, then we set $\mathbf{x}^{\prime}[v]=0$,
- if $\mathbf{x}[v] \geq 1-\varepsilon$, then we set $\mathbf{x}^{\prime}[v]=1$, and
- if $\mathbf{x}[v]>\varepsilon$ and $\mathbf{x}[v]<1-\varepsilon$, then we set $\mathbf{x}^{\prime}[v]=\perp$.

By the arguments given above, we have that $x^{\prime}$ is indeed a solution to Pure-Circuit, and thus Theorem IV. 1 is proved.

## Appendix A

## On the Definition of Pure-Circuit

In this section, we explore different ways to weaken the definition of PURE-CIRCUIT, and show how, in each case, the problem is no longer PPAD-hard.
No PURIFY gate. If we allow all gates, except the PURIFY gate (so only NOT, COPY, OR, AND, NOR, NAND), then the problem becomes polynomial-time solvable. Indeed, it suffices to assign value $\perp$ to all the nodes.
No Negation. If we allow all gates, except the ones that perform some kind of negation (so only PURIFY, COPY, OR, AND), then the problem becomes polynomial-time solvable. Indeed, assigning the value 1 to each node (or, alternatively, the value 0 to each node) always yields a solution. More generally, we can make the following observation: for any set of gates that can be implemented by monotone functions, the problem lies in the class PLS, and is thus unlikely to be PPAD-complete. Indeed, as already mentioned in Section II, we can view any Pure-Circuit instance with $n$ nodes as a function $F:[0,1]^{n} \rightarrow[0,1]^{n}$, where each gate is replaced by a continuous function that is consistent with the gate-constraint. Then any fixed point of $F$ yields a solution to the PURECircuit instance. If each of the gates can be replaced by a continuous monotone function, then the problem of finding a fixed point of $F$ is an instance of Tarski's fixed point theorem, which is known to lie in PLS [EPRY20].
No robustness. If we allow all gates (PURIFY, NOT, COPY, OR, AND, NOR, NAND), but we drop the robustness requirement from the logical gates OR, AND, NOR, NAND, then the problem can be solved in polynomial time.

Construct the interaction graph $G$ of the Pure-Circuit instance, as defined in Section II-A. In the first stage of the algorithm, as long as there exists a directed cycle in graph $G$, we do the following:

1) Pick an arbitrary directed simple cycle of $G$.
2) For each node $u$ on the simple cycle $C$, assign value $\perp$ to it, i.e., $\mathbf{x}[u]:=\perp$.
3) Remove all nodes on the simple cycle $C$ from the graph $G$, including all their incident edges.
At the end of this procedure, $G$ no longer contains any cycles. In the second stage of the algorithm we then repeat the following, until $G$ is empty:
4) Pick any source $u$ of $G$ (which must exist, since $G$ contains no cycles).
5) Let $g$ be the (unique) gate that has $u$ as output. Since $u$ does not have incoming edges in $G$, all inputs of $g$ have already been assigned a value. If $u$ is the only output of $g$, then assign a value to $u$ that satisfies the gate, and remove $u$ and its edges from $G$. If the gate $g$ also has another output $v$, then $g$ is a PURIFY gate, and there are two cases:

- If $v$ has not been assigned a value yet, then assign values to both $u$ and $v$ such that the gate is satisfied. Remove $u$ and $v$ and their edges from $G$.
- If $v$ has already been assigned a value, then this happened in the first stage of the algorithm, and both $v$ and the input to $g$ were assigned value $\perp$ (if $v$ lies on a simple cycle $C$, then so does the input of gate $g$, because $v$ has a single incoming edge in the original interaction graph). In that case, we assign value 0 or 1 to $u$ and $g$ is satisfied. Remove $u$ and its edges from $G$ ( $v$ was already removed in the first stage).
Since a node is removed from $G$ only when it is assigned a value, all nodes have been assigned a value at the end of the algorithm. We argue that all gates are satisfied. Clearly, any gate that has an output node that is still present in $G$ after the end of the first stage will be satisfied (by construction of the second stage). Thus, it remains to consider any gate $g$ such that all its output nodes are removed in the first stage. There are three cases:
- $g$ is a NOT or COPY gate: if the output lies on a simple cycle $C$, then so does the input. Both are thus assigned value $\perp$ and the gate is satisfied.
- $g$ is a (non-robust) OR, AND, NOR, or NAND gate: if the output lies on a simple cycle $C$, then so does at least one of its inputs. Thus, at least one input is also assigned value $\perp$, and the gate is satisfied. Note that we crucially used the non-robustness of the gate here.
- $g$ is a PURIFY gate: if an output $v$ of $g$ lies on a simple cycle $C$, then the input $u$ of $g$ also lies on $C$, and so both are removed at the same time from $G$. However, the other output $w$ of $g$ cannot lie on that same simple cycle $C$, and after $u$ is removed, $w$ does not have an incoming edge anymore and will thus not be removed in the first stage. Thus, $g$ cannot be a PURIFY gate.

Adding Constant Gates. It is a natural idea to try to add constant gates in an attempt to make the problem hard for a set of gates for which the problem is not PPAD-hard. By constant gates, we mean a 0 -gate which has one output and no input, and which enforces that the value of its output node always be 0 , and a 1-gate defined analogously. No matter which subset of gates $S \subseteq\{$ PURIFY, NOT, COPY, OR, AND, NOR, NAND $\}$ we use, adding the constant gates 0 and 1 does not change the complexity of the problem. Indeed, it is easy to see that the constants can be "propagated" through the circuit. If a constant is an input to a PURIFY, NOT, or COPY gate, then we can replace the output(s) of that gate by constants that satisfy the gate-constraint. If a constant is an input to an $X$ gate, where $X \in\{O R, A N D, N O R, N A N D\}$, then there are two cases: either we can replace the output by a constant, or we can replace the gate by an $X$ gate with the same input twice (namely, the other input). In order to create a copy of the other input, we can either use the COPY gate, or the NOT gate, or the PURIFY gate. If none of these three gates lies in $S$, then Pure-Circuit with gates $S \cup\{0,1\}$ is polynomialtime solvable, since it is polynomial-time solvable with gates $S \cup\{$ NOT, 0,1$\}$ (by the propagation argument, and the lack of PURIFY gate).
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