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#### Abstract

We propose a correlated bivariate interval arithmetic which allows for an initial dependence to be propagated, as well as the tracking of complicated non-linear dependencies arising from a computer program's execution. For this task, we extend several familiar concepts from probability theory to intervals, including bivariate copulas, conditioning, inference, and vine copulas. The interval copulas, which we call interval relations, may take any shape, and are represented by Boolean matrices defining where two intervals jointly exist or not. We use set conditioning to define an efficient correlated interval arithmetic, which may be used to find the input-output relations of operations. A key component of the presented arithmetic are interval relation networks, interval analogues to vine copulas, which store the interval relations throughout a program's execution, and use set inference to determine any unknown relations. The presented network inference can give a robust outer approximation to the exact multivariate interval dependency, which is found by projecting each pairwise bivariate relation into higher dimensions. Although some higher dimensional information is lost in this process, the bivariate projections are often sufficient to stop interval bounds becoming excessively wide. This extension allows for intervals to be rigorously and tightly propagated in deterministic engineering codes in an automatic fashion, and we apply the arithmetic on several engineering dynamics problems, including a non-linear ordinary differential equation.


## 1. Introduction

Uncertain computer arithmetic is an intrusive alternative to sampling based methods for uncertainty propagation and quantification. They rely on access to a computational model's source code, and much like how automatic differentiation calculates the derivative after every line of code, an uncertainty arithmetic calculates the uncertainty. These intrusive methods work by replacing floating point operations with operations defined for uncertain numbers, such as intervals [1-3], probability distributions [4], probability boxes [5,6] or possibility distributions [7]. This allows for uncertainty to be propagated with the following features:

- A bounded solution to the output uncertainty is achieved. That is, an outer approximation which contracts to the exact result with more computational effort. Interval calculations also allow for automatically verified computation.
- Functions of sets of probability distributions can be computed as cheaply as functions of singular distributions. For example in p-box arithmetic [6], computing with p-boxes has the same computational cost as precise distributions.

[^0]https://doi.org/10.1016/j.ymssp.2022.109771
Received 21 January 2022; Received in revised form 8 August 2022; Accepted 4 September 2022
0888-3270/© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

- Dependency information between variables may be partially defined. A Monte Carlo simulation requires the full input joint distribution to be specified. Any missing information about the input distribution, for example if any of the marginals or dependencies are missing, would require multiple Monte Carlo loops.

One of the reasons sampling methods are more widely used is they require no changes to source code. Preparing one's source code to be used with an uncertainty arithmetic presents its own challenges. There are two avenues for this: source-to-source transformation, and multiple dispatch. Source-to-source transformation entails some sort of a pre-compiler, where a program replaces specific data structures and functions in the source code. This would require an uncertainty precompiler like one described by [8], or perhaps using metaprogramming techniques. If a programming language allows it, using multiple dispatch requires by far the least effort. Multiple dispatch is a feature of a programming language which allows for multiple functions to defined with the same name. The correct function is dynamically called based on its input data type and/or other arguments. In this case only the initial variables are changed to the required uncertain types (interval, p -box, ...) and the language handles the appropriate function calls. A language like Julia [9] is very well suited for this, which has multiple dispatch as its core programming paradigm. This allows programming packages with very different functionality to work together seamlessly with very little extra work. Also in Julia custom types can be used with minimal overhead over its basic types.

The main issue with this type of uncertainty propagation is known as the dependency problem, or sometimes called repeated variables or the wrapping effect in interval arithmetic. When a variable appears multiple times in a sequence of operations, the same uncertainty is inserted multiple times and results are artificially inflated. By the rigorous nature of the uncertainty arithmetic, the correct solution is still bounded, however the bounds can be excessively wide. For example consider the following sequence of binary operations:

$$
\begin{array}{l|l}
X+Y=Z & {[-1,1]+[-1,1]=[-2,2]} \\
Z-X=\tilde{Y} & {[-2,2]-[-1,1]=[-3,3]} \tag{1}
\end{array}
$$

The left shows a sequence of operations and the right shows it evaluated with interval arithmetic. $X$ and $Y$ are the intervals [ $-1,1]$, and are summed to create $Z . X$ is then subtracted from $Z$ to create $\widetilde{Y}$. Because the same $X$ was added and then subtracted $Y=\widetilde{Y}$. However the calculation gave us $Y \subset \widetilde{Y}$ (i.e. $[-1,1] \subset[-3,3]$ ). This extra uncertainty came from the fact that $X$ was repeated in the sequence of operations. Operations between uncertain quantities are generally a function of their dependence as well as the quantities themselves. Since $Z$ was created in a binary operation involving $X$, they are somehow dependent on one another and it was the disregard of this dependence that lead to an inflated answer.

Note that what is criticised here is naïve or straightforward interval arithmetic, and not what is often called interval computations. In his original 1966 book, Moore [10] never proposed naïvely replacing each elementary operation with their interval equivalents as a way to estimate uncertainty. He instead suggests that, for each algorithm, we perform monotonicity checks, then use the mean value form of interval arithmetic, and perform bisection if required. For the above example, the mean value form of interval arithmetic would yield the exact interval $\tilde{Y}=Y$. Other than the mean value form of interval arithmetic, there have been several proposed solutions for reducing artificial inflation, including significance arithmetic [11], affine arithmetic [12], zonotopes [13] and Taylor models [14]. There has also been a method proposed for probability distributions [15]. In certain cases, the expression can be rearranged such that the variable only appears once. For example realising that $a^{2}+a=\left(a+\frac{1}{2}\right)^{2}-\frac{1}{4}$ or $\frac{a}{a+b}=\frac{1}{1+b / a}$. However this is not always applicable, for example in expressions like $x \sin (x)$, or $\left(x^{2}+y\right) x$.

The fact that we can produce a rigorous enclosure of the exact range of the uncertainty is a benefit of, and perhaps unique to, interval computations. The computed range is guaranteed to include the true range of the uncertainty, so long as the input interval does. But the fact that the exact range is not always retrieved is not a fault of the method. It is known that computing the exact range of a polynomial is NP-hard [16], meaning that unless $P=N P$ (which most computer scientists believe not to be true) no feasible algorithm can always produce the exact range. Therefore many of the set-based methods highlighted above, and indeed the method suggested in this work, aim to produce a tight enclosure of the exact range with a reasonable amount of computation.

One of the simplest-to-implement solutions is subintervalisation, where the interval is split into $n$ (usually linearly spaced) subintervals, and the expression is evaluated $n$ times with each subinterval. The resulting range is then taken to be the union of the propagated subintervals. An advantage of subintervalisation is that it can be used to bound the complete multivariate set of model responses, including the relationship between model inputs and outputs. For example consider a real function $f$ with $X_{k}$ inputs and $Y_{m}$ outputs, and which has been extended for intervals using interval arithmetic $f: \mathcal{B}^{k} \rightarrow \mathcal{B}^{m}$. Subintervalisation will give an outer bound to the multivariate set of input-outputs $J_{X_{k} Y_{m}}$. As an example, consider the function $f\left(x_{1}, x_{2}\right)=\left(y_{1}, y_{2}\right)$ where

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=\binom{\left(x_{1} /\left(x_{2}^{2}+1\right)-1\right)^{2} \sin \left(x_{2}\right)}{-x_{1}^{2}+x_{2}^{3}-x_{2}}, \tag{2}
\end{equation*}
$$

and with $J_{X_{1} X_{2}}=X_{1} \times X_{2}=[-1.4,1.4] \times[-1.4,1.4]$. Subintervalisation of $J_{X_{1} X_{2}}$ gives an outer bound on $J_{X_{1} X_{2} Y_{1} Y_{2}}$, the four dimensional set of input-outputs of $f$. Three dimensional plots of this set are shown on Fig. 1. The central red shapes are three dimensional interval boxes of two of $f$ 's outputs $Y_{1}$ and $Y_{2}$, and one of the inputs $X_{1}$ (left) or $X_{2}$ (right). The input set $J_{X_{1} X_{2}}$ is not shown since it is a square. The union of the red boxes forms a rigorous bound on the set of multivariate input-outputs of $f$. If the input domain of $f$ could be subdivided to an infinite resolution, then this approach would produce the exact multivariate set of inputs and responses, known as the united extension [17]. The blue shapes in Fig. 1 show the two dimensional projections of the set onto the axis planes, the bivariate sets of pairwise parameters.


Fig. 1. A trivariate set of a function's input-outputs using subintervalisation.


Fig. 2. A trivariate set of a function's input-outputs using subintervalisation, but with an initial ring shaped dependence.

An initial dependence may also be placed on the input set $J_{X_{1} X_{2}}$, such as constraining the initial set to a ring $X_{1}^{2}+X_{2}^{2} \subseteq[1,2]$. This may be done by first subintervalising the domain, and rejecting the boxes which do not meet the constraint. If this is performed, the set shown in Fig. 2 is obtained, which is a subset of the set shown in Fig. 1.

The drawback of subintervalisation is that it greatly suffers from the curse of dimensionality. If a function has $m$ inputs, then $n^{m}$ interval calculations are required for $n$ subintervals. For example a model with 9 inputs and a low subinterval number of 10 gives over 3 billion interval calculations, which may be feasible with modern high performance computing standards, but too prohibitive for standard application. Some variants of subintervalisation exist, for example interval global optimisation [18] and interval root finding [3] are based on subdividing input intervals in particular ways. Interval contractors [19] have also been used to rigorously solve inverse problems, and have been recently applied to ordinary differential equations and differential-algebraic systems of equations [20].

The approach studied in this paper considers solely the two dimensional projections of these higher dimensional sets, the blue projections shown in Figs. 1 and 2. Some of the higher dimensional information is lost when only considering projections, however the resulting dependent arithmetic is more efficient than using subintervals. We propose a model for bivariate dependencies amongst intervals, which is akin to a copula from probability theory, and show how dependent interval arithmetic may be performed, tracking dependencies in binary and unary operations. We show that complex non-convex dependencies can be tracked through linked operations using this method.

In functions involving multiple variables, we propose an interval relation network model to store the known or calculated binary dependencies, and to infer the binary dependencies required in the course of a calculation. This network model is similar to a vine copula from probability theory, and may be used to bound higher dimensional sets from the known binary projections in a rigorous way.

The presented method preserves the rigour of interval arithmetic, and a varying granularity or resolution may be defined, with a higher resolution providing tighter answers but a higher computational cost. Parallelisation of this method is however straightforward, with some discussions provided.

## 2. Dependence amongst intervals

There have been a number of proposed models for dependencies amongst intervals. Ferson and Kreinovich [21] describe a dependence between two intervals as regions where the two sets are pairwise allowed and disallowed (values where the two sets jointly exist). They describe a number of parametric families for interval dependencies, and show how arithmetic operations can be performed with these families. They include non-interactive (the standard interval arithmetic case), perfect and opposite dependencies as special cases. Ceberio et al. [22] similarly describe a joint interval as a set of possible allowed pairs, but allow the set to take any shape. They define a dependence between two intervals $X_{1}$ and $X_{2}$ to be any proper subset of their Cartesian product $J_{X_{1} X_{2}} \subseteq X_{1} \times X_{2}$. They describe how any arbitrary subset of $X_{1} \times X_{2}$ can be represented on a computer by a discrete outer approximation. They first divide the box $X_{1} \times X_{2}$ into $n \times n$ subboxes; and then describe the set $J_{X_{1} X_{2}}$ as the union of subboxes which contain a possible pair. This representation of a set is the well known upper approximation used in rough set theory [23]. They perform dependent interval operations with interval arithmetic on each individual subbox, much in the style of subintervalisation. As opposed to storing each subinterval, which would require $n^{2} \times 2$ (one for each interval bound) floating point numbers, they propose that the sets are represented by Boolean matrices, requiring only $n^{2}$ bits. In this section we expand on the ideas of Ceberio et al. [22], describing how bivariate intervals may be defined and manipulated. We also describe a method for performing an arithmetic with dependent intervals, which is computationally cheaper than subintervalisation and may be used to determine dependencies of inputs and outputs of binary and unary operations, a task required for dependency tracking.

### 2.1. Interval relations

In probability theory, a bivariate copula returns the value of the cumulative distribution for a ( $u, v$ ) pair in the unit square $[0,1]^{2}, C:[0,1]^{2} \rightarrow[0,1]$, and can be used to define any probabilistic dependency independently from marginals. Following a similar idea, we define any generic interval dependency as an indicator function $\mathcal{R}(u, v)$ on $[0,1]^{2}$ which returns a Boolean value, $\mathcal{R}:[0,1]^{2} \rightarrow\{0,1\}$, stating whether the pair $(u, v)$ is contained in the bivariate set. Much like how univariate intervals make no statement of how the probability is distributed within them, these bivariate sets only state whether possible pairs are contained or not. Generally the set $\mathcal{R}$ may be any arbitrarily complicated two dimensional shape, which may be difficult to represent and manipulate on the computer. We therefore construct a discrete outer representation $R$ using a uniform grid of subboxes on $[0,1]^{2}$, which like Ceberio et al. [22] we store with a $n \times n$ bit matrix. $\mathcal{R}$ may also be extended to allow for interval inputs, in which case $\mathcal{R}$ returns a 1 if any real values in the interval are included in $\mathcal{R}$

$$
R(u, v)= \begin{cases}1 & \text { if }(u \times v) \cap \mathcal{R} \neq \emptyset  \tag{3}\\ 0 & \text { otherwise }\end{cases}
$$

Stated another way, $R$ returns a 0 only if all the values in the interval are not in the original set, and in that sense $R$ guarantees exclusion. The function $R$ can be represented by a $n^{2}$ bit-matrix by subintervalising $[0,1]^{2}$ and evaluating Eq. (3) on each sub box, forming a discrete outer approximation of the original dependence $\mathcal{R}$. Note the functions $\mathcal{R}$ and $R$ are strongly related to binary relations from set theory, which associate elements of one set to elements of another. For this reason we label functions like $R$ as relations or interval relations, as they relate a particular subinterval in one dimension to a collection of subintervals of another dimension. Fig. 3 shows a hypothetical interval relation represented by a bit-matrix, with some examples of intervals which would be included and excluded. The set is the union of two rings, and is just an example of a generic bivariate set picked to show the flexibility of this discrete set representation. Note that the relation does not need to extend to the entire [0, 1$]^{2}$ range, which is a modelling choice. Information about the bounds of one variable may inform the bounds of the other, and may not extend to its entire range. Also for practical reasons, any values outside $[0,1]^{2}$ will be returned as 0 .

Similar to how a bivariate distribution may be defined in terms of two marginals and a copula, a joint interval may be defined by two marginal (or univariate) intervals $X_{1}, X_{2}$ and a relation $R(u, v)$, by $J_{X_{1}, X_{2}}(x, y)=\operatorname{supp} R(u, v)$ with $u=\left(x-X_{1}\right) /\left(\overline{X_{1}}-X_{1}\right)$ and $v=\left(y-X_{2}\right) /\left(\overline{X_{2}}-X_{2}\right)$. This defines a grid of subboxes following $R$ by a uniform scaling by the intervals $X_{1}$ and $X_{2}$, and then taking the support of resulting indicator function. This allows dependencies to be stored and manipulated independently from marginal intervals. Similar to how univariate intervals bound a sets of probability distributions, i.e. an interval is a special case of a p-box, these joint intervals may be considered to bound a set of joint distributions: the set of bivariate distributions whose ranges are a subset of the bivariate set.

Some useful special cases of interval relations are shown on Fig. 4. Shown is non-interactivity or Fréchet, which is the standard interval case which make no dependence assumptions. In perfect, opposite and functional associations one variable is completely determined by the other, and are useful in arithmetic since intervals resulting from simple scalar transformations and scaling will produce perfect or opposite dependence. Univariate transformations will give functional dependencies. This, and arithmetic with generic binary and unary operations, is discussed in the next section.


Fig. 3. Shows an outer approximation of a relation represented by a bit-matrix. Also shown are several intervals which would be included and excluded by the relation.


Fig. 4. Some special cases of interval relations.

## 3. Relation arithmetic

Ceberio et al. [22] suggest that binary operations are performed with $J$ using interval arithmetic on each individual subbox, which requires of the order $\sim n^{2}$ interval operations. We proposed an alternative method which requires $\sim n$ operations. For this we borrow another concept for probability theory: conditioning. Much like how a univariate distribution can be created from a bivariate distribution by conditioning on a value, we produce a conditional (univariate) set from a bivariate set by constraining it to particular values. A conditional set $J(x \mid y=Y)$ may be created from the bivariate interval $J(x, y)$ by intersecting the it with an interval, or real value, $Y$

$$
\begin{equation*}
J(x \mid y=Y)=J(x, y) \cap([-\infty, \infty] \times Y) . \tag{4}
\end{equation*}
$$

$J(x \mid y=Y)$ is the conditional sets indicator function, which may be the union of several disjoint intervals (an interval union [24]). For example, if we condition the relation in Fig. 3 with $v=[0.48,52]$, we would get a set made up of 4 disjoint intervals: $[0.195,0.255] \cup[0.395,0.455] \cup[0.545,0.605] \cup[0.745,0.8]$. Fig. 5 shows an illustration of this. Calculations of this sort can be performed quite efficiently with a bit-matrix representation, since it is a simple subselection of arrays of $R$.

We perform dependent interval operations using this conditioning. Instead of $n^{2}$ interval operations, we perform $n$ (for each row or column) set operations on the conditionals. Since a conditional may contain more than one interval, multiple interval operations are performed per set operation, however the overall number of interval operations remains lower than $n^{2}$. The minimum number of interval operations is $n$, corresponding to the non-interactive case (everywhere true). The maximum number of required interval operations is $n^{2} / 2$, which is the very extreme case where every other element of the bit matrix is empty.

Using this conditional arithmetic, the relations between inputs and outputs of operations may be computed. Take for example the simple sequence of operations shown earlier: $x+y=z$, and then $z-x$, where initially the joint interval $J_{X Y}$ is known. For $z-x$ to be evaluated tightly, the joint $J_{Z X}$, or similarly the relation $R_{Z X}$, must be calculated. For this we condition $J_{X Y}$ on some subinterval $x=X$, and evaluate the $x+y$ with the conditional set, giving $J_{Z X}(z \mid x=X)$. This is repeated for $n$ subintervals of $x$, and the joint $J_{Z X}$ is constructed as the union of all conditionals of $z$

$$
\begin{align*}
J_{Z X}(z \mid x=X) & =J_{Y X}(y \mid x=X)+X,  \tag{5}\\
J_{Z X}(z, x) & =\bigcup_{i=1}^{n} J_{Z X}\left(z \mid x=X_{i}\right), \tag{6}
\end{align*}
$$

where the + operator is an interval sum, and where $X_{i}$ is a subinterval. Fig. 6 shows an example of this, where $x+y=z$ is evaluated for $x, y=[-1,1]$ and with $J_{X Y}$ having the complement of a ring shaped dependence shown on the left. The calculated


Fig. 5. Illustration of conditioning a relation on the interval $v=[0.48,52]$. The resulting set is the union of the disjoint intervals $[0.195,0.255] \cup[0.395,0.455] \cup$ $[0.545,0.605] \cup[0.745,0.8]$.


Fig. 6. An example of using conditional arithmetic to propagate an interval relation though a binary operator. Shown is $x+y=z$, with $x, y=[-1,1]$ having the dependency shown on the left figure. Centre shows the calculated bivariate set $J_{Z X}$. When the inverse operation of $\tilde{y}=z-x$ is performed, the original $J_{X Y}$ is retrieved. Shown in red is a conditional set, conditioned on a particular subinterval of $X$.
interval $z=[-2,2]$ as expected, however the dependence has also been propagated. If $\tilde{y}=z-x$ is evaluated, then $\tilde{y}=[-1.08,1.08]$, which tightly encloses the exact solution of $\tilde{y}=y=[-1,1]$, and a vast improvement of the standard interval arithmetic answer of $\tilde{y}=[-3,3]$. Moreover, when the inverse operation is performed, and outer approximation of the initial dependence is retrieved $J_{X Y} \subseteq J_{X \tilde{Y}}$ The tightness of the result depends on the discretisation used, and for this example a discretisation $200 \times 200$ was used. Using fewer subboxes will compute the result quicker, but giving a wider result. The method however is still guaranteed to bound the exact relation and marginals. An identical calculation can be performed for $J_{Z Y}$, conditioning on subintervals of $Y$. The above shows sum as an example, any binary operation $\circ$ that has an interval extension (e.g. $\circ \in\{+,-, \times, \div, \min , \max \}$ ) can be used:

$$
\begin{align*}
& J_{X \circ Y, X}(z, x)=\bigcup_{i=1}^{n} J_{Y X}\left(y \mid x=X_{i}\right) \circ X_{i}  \tag{7}\\
& J_{X \circ Y, Y}(z, y)=\bigcup_{i=1}^{n} J_{X Y}\left(x \mid y=Y_{i}\right) \circ Y_{i} \tag{8}
\end{align*}
$$

### 3.1. Unary operations

Dependency can be tracked in a similar way through a unary operation with an interval extension $f: \mathcal{B} \rightarrow \mathcal{B}$. To determine the joint interval between an input and its transformation $f(X)$, we again condition $X$ on various subintervals, and take the union of


Fig. 7. Examples of dependency tracking through unary operations.
the images:

$$
\begin{equation*}
J_{f(X), X}(z, x)=\bigcup_{i=1}^{n} f\left(J_{X}\left(x=X_{i}\right)\right) . \tag{9}
\end{equation*}
$$

This is identical to the calculation that is performed for standard subintervalisation, where $X$ is split into linearly spaced subintervals $X_{i}$, and $f$ is evaluated for each subinterval. The bit-matrix representing the relation $R_{f(X), X}$ is then filled with 1 s where there is an overlap between the calculated boxes $f\left(X_{i}\right) \times X_{i}$ and a uniform grid of boxes in the domain $f(X) \times X$. Fig. 7 shows examples of bivariate intervals constructed using various unary transformations.

### 3.2. Chained operations

The above arithmetic gives the dependencies for intervals linked by binary operations $J_{X \circ Y, X}$, or unary transformations $J_{f(X), X}$. We can therefore use these dependencies to further propagate intervals in expressions composed of chained operations, such as $W=X \sin (X)$ or $W=(X+Y) X$. The propagation problem for $X \sin (X)$ can be solved by first performing $\widetilde{W}=\sin (X)$, and calculating $J_{\sin (X), X}$, followed by a multiplication $W=\widetilde{W} * X$ using $J_{\sin (X), X}$. The dependency between $J_{W, X}$ may also calculated.

Similarly $W=(X+Y) X$ may be chained as $\widetilde{W}=X+Y$ (finding $J_{X+Y, X}$ ), followed by a binary $W=\widetilde{W} * X$. An initial dependency for $J_{X Y}$ may be specified and propagated. Fig. 8 shows an example of propagating an elliptical relation through repeated evaluations of $w_{i+1}=w_{i} * x$. It can be seen that the set does not remain an ellipse. A similar calculation is shown in Fig. 9 but with an initial ring shaped dependence with two different resolutions. The top row in shows a fine resolution of $n=200$, and a coarser $n=20$ shown on the bottom row. The lower fidelity calculation is guaranteed to enclose the higher fidelity one, and any calculation which is performed with an $n>20$. The whitespace of these calculations is guaranteed to be excluded from the propagated bivariate set at any resolution.

## 4. Interval relation networks

The previous section describes a method to propagate dependencies in variables linked by operations. However, generally not all variables in a program will be linked by an operation. Even for simple expressions such as $K=(X+Y) Z$, the first operation $W=X+Y$ may be performed exactly, giving $J_{W X}$ and $J_{W Y}$, however for the following $K=W * Z, J_{W Z}$ is required. Certainly $W * Z$ may be performed with an unknown dependence (the standard interval case), but it is possible to do better. Given that $J_{W X}$ (or $J_{W Y}$ ) and $J_{X Z}$ (or $J_{Y Z}$ ) is known, what can be said about $J_{W Z}$ ? We show that a surprising amount of information about $J_{W Z}$ can be found from known dependencies such as $J_{W X}$ and $J_{X Z}$.

The goal of this work is also to produce a method which is automatic. At the beginning of one's program, uncertain variables should be specified as intervals with any proceeding code tightly evaluated with arithmetic, with little or no consideration from the user about the underlying complexities of the method. We therefore require a storage model for the known dependencies at a particular point in a programs execution, such that when a binary operation is called, the correct dependence may be retrieved and used. As operations are performed, and new dependencies calculated, they should also be stored appropriately for future use. If a particular dependence is required but is not available, it must be automatically inferred from the known dependencies.

For this task, we borrow a final model from probability: a vine copula [25]. A vine copula is a method for constructing higher dimensional copulas solely from pairwise bivariate marginal information. An undirected network is constructed, with nodes as random variables and edges as pairwise copulas. Under certain assumptions, such as conditional independence and with only specific network topologies being allowed, a high dimensional dependence structure can be constructed. We construct a similar network model, but with intervals as nodes and bivariate relations as edges. The proposed interval relation networks have no constraints on the topology and requires no additional assumptions.

As an illustrative example, consider the expression $K=\sin (X Y)(X Z)$. Say that all three input intervals are known $X=[1,3]$, $Y=[-1,2]$, and $Z=[-2,1]$, as well as the pairwise dependencies $J_{X Y}$ and $J_{Y Z}$. In a program, this expression would be evaluated by the following sequence of operations:

$$
W_{1}=X * Y
$$

$$
\text { (requires } J_{X Y} \text {, gives } J_{W_{1} X} \& J_{W_{1} Y} \text { ) }
$$



Fig. 8. Shown is the evolution of an ellipse through the repeated evaluation of $w_{i+1}=w_{i} * x$.


Fig. 9. Shown is the evolution of an interval relation with two different resolutions through the repeated evaluation of $w_{i+1}=w_{i} * x$, starting from the complement of a ring shaped relation in the left. The top row shows a fine resolution of $n=200$, and the lower row shows a coarse $n=20$.

$$
\begin{aligned}
W_{2} & =\sin \left(W_{1}\right) \\
W_{3} & =X * Z \\
K & =W_{3} * W_{2}
\end{aligned}
$$

(gives $J_{W_{2} W_{1}}$ )
(requires $J_{X Z}$, gives $J_{W_{3} X} \& J_{W_{3} Z}$ )
(requires $J_{W_{3} W_{2}}$ ).


Fig. 10. Shows the evolution of an interval relation network through a sequence of calculations. The network stores interval variables (nodes) and known relations (edges) at a particular point in the program. New intervals and relations are added as the calculation executes.

The initial state of the program, where $X, Y, Z, J_{X Y}$, and $J_{Y Z}$ are known, is shown on the top left of Fig. 10. The nodes of this network store the intervals $X=[1,3], Y=[-1,2]$, and $Z=[-2,1]$, and the links store the known two dependencies $J_{X Y}$ and $J_{Y Z}$. For the sake of this example, we begin with $J_{X Y}$ being a complement of a circle and $J_{Y Z}$ being a circle. Fig. 10 shows the evolution of the interval relation network corresponding to the first two steps the evaluation of the expression. The first step $W_{1}=X * Y$, requiring $J_{X Y}$ which is known by the network and can be evaluated, results in $W_{1}=[-3,6]$. This is the same result as standard interval arithmetic, however additionally $J_{W_{1} X}$ and $J_{W_{1} Y}$ are calculated. After this binary operation, $W_{1}$ is added as a new node and is linked to $X$ and $Y$ using $J_{W_{1} X}$ and $J_{W_{1} Y}$. The network's state after this operation is shown on the top right of Fig. 10, showing the newly calculated relations.

The next unary operation $W_{2}=\sin \left(W_{1}\right)$ only requires the marginal $W_{1}$ known from the previous step. The calculated $W_{2}=[-1,1]$ is added and linked to $W_{1}$ using $J_{W_{2} W_{1}}$ which encodes the evaluated sin function. The proceeding $W_{3}=X * Z$ requires $J_{X Z}$, which is not currently available in the network. However $J_{X Y}$ and $J_{Y Z}$ are known, and may be used to bound $J_{X Z}$. How such inferences can be performed is discussed in the next section.

### 4.1. Relation inference

Much like how in a vine copula, where the two dimensional marginals are defined and used to construct a higher dimensional copula, the two dimensional sets of the interval network are the two dimensional marginals (projections or shadows) of a higher dimensional set. Indeed the network shown at the bottom left in Fig. 10 with five intervals has a five dimensional set associated with it, but all that is known about this shape are five of its shadows $J_{X Y}, J_{Y Z}, J_{W_{1} X}, J_{W_{1} Y}$, and $J_{W_{2} W_{1}}$. In most cases there will not exists a unique higher dimensional set which has these 2D shadows. However, it is possible to construct a outer bound on all 5D shapes with these marginals, and use this higher dimensional shape to determine the required dependencies by projecting it onto the axis planes. In the case where there is no high dimensional shape with these projections exits, this should also be determinable and returned to the user as an error. However this will only occur at the beginning of the calculation with the user defined dependencies, and will not occur as a result of a sequence of operations.

Unlike vine copulas, there are no additional assumptions required to construct these higher dimensional sets. For copulas, the problem of finding an n-copula from two dimensional marginals is well studied. Only in very limited situations is it possible to find a unique n-copula from the marginals, with solutions often being vacuous (no better than the Fréchet bounds). In vines, certain assumptions are made to return a single n-copula with the desired margins, but it will not necessarily be the only solution. In the presented interval relation networks, no such assumptions are needed. The returned result will be a rigorous bound on the n - d set and projections, and in most cases will not be vacuous. Some higher dimensional information is lost by only considering the projections, for example a cube containing an empty sphere cannot be represented this way. But crucially the presented framework is sufficient to determine the required dependencies well enough to reduce repeated variable problems.

Constructing such higher dimensional sets every time a dependence inference is required would be very computationally complex. Therefore we only ever perform this calculation in three dimensions, i.e. in the determination of $J_{X Z}$ from $J_{X Y}$ and $J_{Y Z}$, we only


Fig. 11. Visualisation of dependence inference using two known bivariate projections (red) to determine a third (green).
project in three dimensions $J_{X Y Z}$. It is easy to visualise this projection inference process with sampling, shown in Fig. 11. The volume defined by the marginals $X \times Y \times Z$ has been uniformly sampled, and the samples which fall outside the sets $J_{X Y}$ and $J_{Y Z}$ are rejected, giving the blue 3D scatter in the centre and the red $X Y$ and $Z Y$ projections. The accepted samples can then be projected onto the required $X Z$ axis giving the missing dependence, shown in green. Certainly, using sampling is not rigorous and will lead to some missing features of the inferred dependence (in low volume regions), but Fig. 11 serves as a useful visualisation of this process.

Interval relation inference can be performed rigorously and quite efficiently in terms of bit-matrices. Like for relation arithmetic, this step can be performed with conditioning. The sets $J_{X Y}$ and $J_{Y Z}$ have the common variable $Y$, which will be conditioned on in both sets. Conditioning both sets on the same subinterval of $Y_{i}$ gives two univariate sets $J_{X Y}\left(x \mid y=Y_{i}\right)$ in $X$, and $J_{Y Z}\left(z \mid y=Y_{i}\right)$ in $Z$. The Cartesian product of these sets $J_{X Y}\left(x \mid y=Y_{i}\right) \times J_{Y Z}\left(z \mid y=Y_{i}\right)$ exists in the $X Z$ plane, and defines a part of $J_{X Z}$. Taking the union for all subintervals of $Y$, the dependence $J_{X Z}$ is found

$$
\begin{equation*}
J_{X Z}=J_{X Y} \circledast J_{Y Z}=\bigcup_{i=1}^{n} J_{X Y}\left(x \mid y=Y_{i}\right) \times J_{Y Z}\left(z \mid y=Y_{i}\right) \tag{10}
\end{equation*}
$$

In a sense, the common variable $Y$ is marginalised out. The operator $\circledast$ denotes this set based inference using relations with a common variable. The operator $\circledast$ cancels out the common variable, the right variable in the first operand, and the left variable in the second, i.e. $J_{X_{1} X_{2}} \circledast J_{X_{2} X_{3}}$ marginalises out $X_{2}$ and combines $X_{1}, X_{3}$ to give $J_{X_{1} X_{3}}$. The right of Fig. 12 shows the result of $J_{X Y} \circledast J_{Y Z}$, and is the same as the green projection that was found by sampling in Fig. 11. It is simple to check that all trails by sampling fall in the set produced by $J_{X Y} \circledast J_{Y Z}$. In red are the sets found from conditioning on a particular subinterval of $Y$, which is used as a part of the construction of $J_{X Z}$. This process may quite efficiently be performed with bit-matrices, where the same array of $R_{X Y}$ and $R_{Y Z}$ is subselected. The Cartesian product of the indices of those arrays which have value 1 are then filled in $R_{X Z}$. A Julia function for performing this projection step is available in Appendix.

This relation inference allows us to continue the calculation of $K=\sin (X Y)(X Z)$. The continuation of the associated network is shown in Fig. 13, with the network containing newly calculated $J_{X Z}$ shown on the top right. The following $W_{3}=X * Z$ may then be evaluated, with the new variable and relations added to the network, shown on the bottom left of Fig. 13. The final operation in the calculation is $W_{3} * W_{2}$, requiring $J_{W_{3} W_{2}}$. The variables $W_{3}$ and $W_{2}$ do not share a common neighbour in the network, and so the inference cannot be performed directly. However there are paths in the network which link the two nodes, and so it is possible to perform several chained inference steps to determine $J_{W_{3} W_{2}}$.

### 4.2. Chained inference

The inference operator $\circledast$ may be chained through several relations which have common variables, i.e. any path in the interval network which links two nodes. For example, one of the paths linking $W_{2}$ and $W_{3}$ is $W_{2} \rightarrow W_{1} \rightarrow Y \rightarrow Z \rightarrow W_{3}$, which gives the following chained inference

$$
\begin{equation*}
J_{W_{2} W_{3}}=J_{W_{2} W_{1}} \circledast J_{W_{1} Y} \circledast J_{Y Z} \circledast J_{Z W_{3}} \tag{11}
\end{equation*}
$$

There is not a unique way to solve the above expression. For example, always solving from the left gives

$$
J_{W_{2} W_{3}}=\left(J_{W_{2} W_{1}} \circledast J_{W_{1} Y}\right) \circledast J_{Y Z} \circledast J_{Z W_{3}}
$$



Fig. 12. Shows the interval relation inference of $J_{X Z}$ from $J_{X Y}$ and $J_{Y Z}$. In red is a particular conditional set, conditioned on a subinterval of $Y$, which is used to determine part of $J_{X Z}$.

$$
\begin{aligned}
& =\left(J_{W_{2} Y} \circledast J_{Y Z}\right) \circledast J_{Z W_{3}} \\
& =\left(J_{W_{2} Z} \circledast J_{Z W_{3}}\right)=J_{W_{2} W_{3}},
\end{aligned}
$$

which gives the new dependencies $J_{W_{2} Y}, J_{W_{2} Z}$, and $J_{W_{2} W_{3}}$. This leads to the final network configuration shown on the bottom right of Fig. 13. This is however not the only way Expression (11) can be solved. Solving always from the right

$$
\begin{aligned}
J_{W_{2} W_{3}} & =J_{W_{2} W_{1}} \circledast J_{W_{1} Y} \circledast\left(J_{Y Z} \circledast J_{Z W_{3}}\right) \\
& =J_{W_{2} W_{1}} \circledast\left(J_{W_{1} Y} \circledast J_{Y W_{3}}\right) \\
& =\left(J_{W_{2} W_{1}} \circledast J_{W_{1} W_{3}}\right),
\end{aligned}
$$

which still gives $J_{W_{2} W_{3}}$, but also gives the different dependencies $J_{Y W_{3}}$ and $J_{W_{1} W_{3}}$. Indeed one could solve from the centre, or any combination of these. It is difficult to determine a priori which one of the ways will be most efficient (gives the tightest $J_{W_{2} W_{3}}$ ), so as a heuristic we always solve from the left. Irregardless of the path taken, the calculation will give a rigorous bound on the dependence. Some discussion of making use of these various calculation paths is discussed in Section 6. However, an interesting feature of this is that this chained inference step can be parallelised. Consider the following chained calculation, with this time the various brackets solved concurrently

$$
\begin{aligned}
J_{X_{1} X_{9}} & =\left(J_{X_{1} X_{2}} \circledast J_{X_{2} X_{3}}\right) \circledast\left(J_{X_{3} X_{4}} \circledast J_{X_{4} X_{5}}\right) \circledast\left(J_{X_{5} X_{6}} \circledast J_{X_{6} X_{7}}\right) \circledast\left(J_{X_{7} X_{8}} \circledast J_{X_{8} X_{9}}\right) \\
& =\left(J_{X_{1} X_{3}} \circledast J_{X_{3} X_{5}}\right) \circledast\left(J_{X_{5} X_{7}} \circledast J_{X_{7} X_{9}}\right) \\
& =\left(J_{X_{1} X_{5}} \circledast J_{X_{5} X_{9}}\right) .
\end{aligned}
$$

The serial calculation would have taken seven steps, where the parallel one only takes three.
The path $W_{2} \rightarrow W_{1} \rightarrow Y \rightarrow Z \rightarrow W_{3}$ is also not the only path linking $W_{1}$ and $W_{3}$. Looking at the network in the bottom left of Fig. 13, one can see that the following are also possible paths:

$$
\begin{aligned}
& W_{2} \rightarrow W_{1} \rightarrow X \rightarrow Y \rightarrow Z \rightarrow W_{3}, \\
& W_{2} \rightarrow W_{1} \rightarrow Y \rightarrow X \rightarrow W_{3}, \\
& W_{2} \rightarrow W_{1} \rightarrow X \rightarrow W_{3} .
\end{aligned}
$$

Indeed, the last of these appears to be the shortest, however the path $W_{2} \rightarrow W_{1} \rightarrow Y \rightarrow Z \rightarrow W_{3}$ is actually preferred since it gives the tightest inference. We therefore require a method to automatically find and select the best path for chained inference. In principle any standard network path finding algorithm could be used, for example Dijkstra's algorithm or the $A^{*}$ algorithm. In this work the $A^{*}$ algorithm was used, but with no particular preference over Dijkstra's algorithm. We do however add weights or distances between nodes in the graph search as a heuristic to get tighter inferences. Consider for example the network shown at the top of Fig. 14, with five variables $X_{1}, X_{2}, X_{3}, X_{4}, X_{5}$, and with $J_{X_{1} X_{2}}, J_{X_{2} X_{3}}, J_{X_{3} X_{5}}$ as perfect dependencies, and with $J_{X_{1} X_{4}}$ and $J_{X_{4} X_{5}}$ as non-interactive. Fig. 14 shows two inferences of $J_{X_{1} X_{5}}$, the centre one using the path $X_{1} \rightarrow X_{2} \rightarrow X_{3} \rightarrow X_{5}$, and the bottom using a shorter $X_{1} \rightarrow X_{4} \rightarrow X_{5}$. Although it is a longer path, the first inference gives a much more precise dependence, perfect dependence as opposed to non-interaction from the short path. This is clearly preferred since it gives tighter arithmetic. We can encode this preference by giving weights or distances to the links in the network, which the path finding algorithm will use in its determination of the shortest path. A simple distance metric is the area in the set compared to the bounding box's area, i.e. blue area divided by the total area. In terms of a bit-matrix representation of $R_{X_{1} X_{2}}$, this is a simple sum of all elements with value 1 over the total number of elements in the bit-matrix

$$
\begin{equation*}
\operatorname{dist}\left(X_{1}, X_{2}\right)=\frac{\sum_{i, j}^{n} R_{X_{1} X_{2}}[i, j]}{n^{2}} \tag{12}
\end{equation*}
$$



Fig. 13. Shows the evolution of an interval relation network including several relation inference steps. The first step infers $J_{X Z}$, from $J_{X Y}$ and $J_{Y Z}$, which is added to the network as a link. The next steps is a multiplication involving the new $J_{X Z}$, which adds a new node $W_{3}$ and two newly calculated relations. The final steps shows a chained inference of $J_{W_{2} W_{3}}$ through a path linking the nodes, which adds several new relations.

Very precise dependencies (such as perfect or opposite) will give distances close to 0 , and non-interactivity will be assigned the maximum distance of 1 . This gives the path $X_{1} \rightarrow X_{4} \rightarrow X_{5}$ a total distance of $\operatorname{dist}\left(X_{1}, X_{4}\right)+\operatorname{dist}\left(X_{4}, X_{5}\right)=1+1=2$, and gives $X_{1} \rightarrow X_{2} \rightarrow X_{3} \rightarrow X_{5}$ a total distance of $0.02+0.02+0.02=0.06$ (for an $n=50$ ). When these distances are incorporated, the path finding algorithm correctly identifies $J_{X_{1} X_{2}} \circledast J_{X_{2} X_{3}} \circledast J_{X_{3} X_{5}}$ as the best inference.

A question can arise about which path is optimum in a network consisting solely of perfect and opposite dependencies. In a network configuration comprised entirely of perfect dependencies, the algorithm would identify the shortest (in terms of number of nodes) as the tightest path. In fact, in this situation it does not matter which path is chosen, any inferred dependencies would correctly be identified as perfect. The situation is slightly more complex in a configuration of a mix of perfect and opposite. The algorithm cannot distinguish paths of equal area, but often these configurations are not mathematically possible. Considering a network with three variables $X, Y$, and $Z$, a configuration of $J_{X Y}=$ perfect, $J_{Y Z}=$ opposite, and $J_{X Z}=$ opposite is not valid [26]. For correlations, this gives a correlation matrix which is not semi-positive definite. In copulas, there is no higher dimensional copula with these 2-copula marginals. For relations, there is no 3D set that has these exact projections. This is a well-studied problem in


Fig. 14. Shows two different inferences of $J_{X_{1} X_{5}}$. The network in the centre uses $J_{X_{1} X_{2}} \circledast J_{X_{2} X_{3}} \circledast J_{X_{3} X_{5}}$, giving a perfect dependence between $J_{X_{1} X_{5}}$. The bottom shows $J_{X_{1} X_{4}} \circledast J_{X_{4} X_{5}}$ giving non-interaction. Although the second inference is from a shorter path, the first gives a tighter relation and is preferred.
copulas called compatibility, and these sorts of non-compatibility bivariate dependencies cannot arise as a result of elementary arithmetic operations.

Returning to the calculation of $K=\sin (X Y)(X Z)$, the resulting $J_{W_{2} W_{3}}$ is surprisingly precise, a near straight line resembling perfect dependence. Evaluating the final $K=W_{2} * W_{3}$ gives a $K=[-0.24,6]$ (using a resolution of $n=200$ throughout) and a clear improvement over standard arithmetic of [ $-6,6$ ]. Importantly the method can also obtain any dependencies between variables, for example the output and the inputs, if further propagation is required. The calculation was serial and took 0.9 s , including the initial dependency assignment, network creation and inference, on a mid-range 2019 laptop computer ( 2.3 GHz Quad-Core Intel Core i5 and 8 GB RAM), implemented in the Julia programming language.

## 5. Applications

The method presented in this paper has been implemented in a open source Julia package RelationArithmetic.jl ${ }^{1}$. The software uses IntervalArithmetic.jl [27] for the base arithmetic, and Graphs.jl [28] and MetaGraphs.jl [29] for the

[^1]

Fig. 15. Mass-spring-damper system with base acceleration.
network model. All of the presented applications have been performed by writing a deterministic function in Julia, specifying some intervals at the beginning of a script, and using RelationArithmetic.jl to automatically track dependencies. As an example, the following script produces the final plot of the elliptical relation example in Fig. 8.

```
using RelationArithmetic
x = intervalR(-1, 1) # R for relation
w = intervalR(-1, 1)
R=ellipse(e=0.5, n = 200) # eccentricity and resolution
define_relation(x, w, R) # gives intervals specified dependence
function iterate5(w, x) # define a function
    for i = 1:5
        w = w * x
    end
    return w
end
w_5 = iterate5(w, x) # pass intervals to function
plot(w_5, x) # plot bivariate set
```


### 5.1. Forced harmonic oscillator

This example performs interval arithmetic in a dynamical system shown in Fig. 15, a damped oscillator subject to harmonic ground motion. The quantity of interest is the displacement amplitude $|y|$, with the mass $M$, stiffness $K$, and damping coefficient $C$ as intervals. The absolute displacement is

$$
\begin{equation*}
y(t)=x(t)+u(t) \tag{13}
\end{equation*}
$$

It is assumed that (i) the inertial forces are proportional to the acceleration of the mass $m$; (ii) the damping force and the elastic force are proportional to the relative velocity $\dot{x}$ and the relative displacement $x$, respectively. The equation of motion is

$$
\begin{equation*}
M \ddot{y}+C \dot{x}+K x=0 . \tag{14}
\end{equation*}
$$

The equation of motion in terms of absolute displacement is

$$
\begin{equation*}
M \ddot{y}+C \dot{y}+K y=K u+C \dot{u} . \tag{15}
\end{equation*}
$$

If $u(t)$ is harmonic, the solution to Eq. (15) can be obtained substituting the two exponentials

$$
u(t)=u_{0} e^{j \omega t}, \quad y(t)=y e^{j \omega t}
$$

which when placed into Eq. (15) give

$$
\left(-M \omega^{2}+j \omega C+K\right) y e^{j \omega t}=(K+j \omega C) u_{0} e^{j \omega t}
$$



Fig. 16. Amplitude spectrum bounds of an oscillator subject to harmonic ground motion, with frequency $w$ and with interval parameters. In purple shows IntervalArithmetic.jl, and RelationArithmetic.jl is in orange. The right figure shows the bounds with the assist of variable reuse.
from which we obtain the displacement as

$$
\begin{equation*}
y=u_{0} \frac{K+j \omega C}{-M \omega^{2}+j \omega C+K} . \tag{16}
\end{equation*}
$$

The displacement of Eq. (16) is complex (harmonic wave), so it carries information about the amplitude and phase. The absolute value $|y|$ is the amplitude of the harmonic wave, which will be the quantity of interest in this example. Setting the amplitude of the ground force motion to one $u_{0}=1$, and taking the absolute value of (16) gives

$$
\begin{equation*}
|y|=\frac{\sqrt{\left(-\omega^{2} M K+K^{2}+(\omega C)^{2}\right)^{2}+\left(-\omega^{3} C M\right)^{2}}}{\left(-\omega^{2} M+K\right)^{2}+(\omega C)^{2}} . \tag{17}
\end{equation*}
$$

We may now perform interval arithmetic through the above expression. For the intervals

$$
\begin{aligned}
M & =[9900,10100] \quad(\mathrm{kg}), \\
K & =[99000000,10100000] \quad(\mathrm{N} / \mathrm{m}), \text { and } \\
C & =[9900,10100] \quad(\mathrm{N} \mathrm{~s} / \mathrm{m})
\end{aligned}
$$

we obtain the results in left of Fig. 16. Purple shows the bounds obtained with IntervalArithmetic.jl, and orange shows the results using RelationArithmetic.jl. The improvement in the bounds is significant, the interval widths are about halved. For this calculation Expression (17) was essentially copied into Julia, intervals specified and propagated using RelationArithmetic.jl. We can however do better by reusing certain variables in the implementation. For example, setting $A=-\omega^{2} M+K$, and realising that $-\omega^{2} M K+K^{2}=A * K$. This gives the following expression:

$$
\begin{equation*}
|y|=\frac{\sqrt{\left(A * K+(\omega C)^{2}\right)^{2}+\left(-\omega^{3} C M\right)^{2}}}{A^{2}+(\omega C)^{2}} \tag{18}
\end{equation*}
$$

with $A=-\omega^{2} M+K$. The result of evaluating the expression like this is seen on the right of Fig. 16 , with the bounds from RelationArithmetic.jl being much tighter. The reason reusing variables is tighter is we have directly specified that the same $A$ appears twice, and helps the method identify dependencies. When Expression (17) was evaluated, two instances of $A$ were made, $A_{1}=-\omega^{2} M+K$ and $A_{2}=-\omega^{2} M+K$, two different nodes in the dependence network. These two variables are actually the same interval (have the same bounds and are perfectly dependent), however this can be difficult to determine. The method instead constructs an outer approximation to this precise perfect dependence, which is why the left of Fig. 16 is wider. With Expression (18) this is implicitly stated, and allows for the perfect dependence to be precisely specified, resulting in tighter intervals. In the current implementation of RelationArithmetic.jl this unfortunately has to be done manually, but is often simple to do. This process could also be automated using an uncertainty precompiler [8].

### 5.2. Euler integration

In this example we propagate an interval through dynamic system governed by a non-linear ordinary differential equation (ODE). For this we implement a standard deterministic ODE solver (the Euler method) and perform interval dependence tracking through


Fig. 17. Interval propagation through a non-linear ODE for different initial interval widths. Left shows standard interval arithmetic, and right shows relation arithmetic. Plotted on the right is also the ODE's flow-field, which the interval bounds follow and converge when dependencies are tracked.
the algorithm. We stress that if one wants to rigorously propagate sets in ODEs there are specialised methods and software for doing so, namely Taylor Models [14], Reachability Analysis [13], and Interval Contractors [20]. However this example is interesting because we take fairly complicated deterministic algorithm, which is completely unaware about intervals, and propagate intervals tightly through it.

We will compute the sets of trajectories of the ODE $\dot{y}(t)=f(t, y)=t \cos (y)$ for different interval initial value problems $Y_{0}=\frac{\pi}{2} \pm \epsilon \frac{\pi}{2}$, with $\epsilon \in[0,1]$ (i.e. $\epsilon=1$ is $Y_{0}=[0, \pi]$, and $\epsilon=0$ is $Y_{0}=\pi / 2$ ), and $t_{0}=0$, $t_{\text {final }}=3$. For a specified time step $h$, the Euler method computes the trajectory $y(t)$ by starting from the initial condition $Y_{0}$ and time stepping the trajectory's value $Y_{i} \approx Y_{i-1}+h f\left(t_{i-1}, Y_{i-1}\right)$ and time $t_{i}=t_{i-1}+h$, until $t_{\text {final }}$ is reached. If $h$ is small enough, the computed trajectory is accurate. Since $Y_{i-1}$ is an interval, the function evaluation $Y_{\text {step }}=h f\left(t_{i-1}, Y_{i-1}\right)$ also produces an interval. Therefore for the time step $Y_{i-1}+Y_{\text {step }}$ to be tightly evaluated with interval arithmetic, the dependence of $Y_{i-1}$ and $Y_{\text {step }}$ must be computed, which the method presented here will do automatically.

Fig. 17 show the results of using interval arithmetic (left) and relation arithmetic (right) directly in the Euler method for the different initial value problems $\epsilon=\{0.25,0.75,1\}$. The bounds from interval arithmetic diverge, whilst the bounds from relation arithmetic converge. Plotted on the right is also the flow-field of the ODE, which actually converges towards the point $\pi / 2$. The interval bounds from relation arithmetic correctly follow the flow-field and converge to this point.

We stress again that this example is not intended as rigorous calculation of the ODEs trajectories, but as showcase of automatically inserting uncertainty into a deterministic algorithm. The Euler method only approximates the correct solution, and so the calculated bounds will not be a rigorous enclosure of the trajectories. The intervals will however bound all the Monte Carlo trajectories of the same Euler method. The method also can retrieve the dependencies between the different time values, i.e. $J_{Y_{i}, Y_{i+1}}$.

## 6. Extensions

In this section we discuss some optimisations and generalisations that can be made to the method.

### 6.1. Making the method more efficient

For large computer programs, one can see that a large amount of memory would be required to store all the dependencies. Even a simple expression such as $\sin (X Y)(X Z)$ resulted in quite a complex network, as seen in Fig. 13. In the worst case, for $N$ overall variables used in a program, not only inputs but including variables that are initialised during the execution, $N^{2} \times n \times n$ bits are required to store the entire relation network. However, this is an extreme case where all variables require an interaction with each other. To make the storage more efficient one could use a sparse bit matrix, whereby only the indices containing 1 are stored, as opposed to the entire bit matrix. This would be particularly effective in storing dependencies with low uncertainty (are mostly 0 ). For the non-interactive case, where all elements are 1 , one could use a single bit to indicate so, i.e. a $1 \times 1$ bit matrix containing a single 1.


Fig. 18. Use of different relation network paths in the evaluation of $Y=X^{2} \sin (X) \cos (X)$ to get a tighter dependence. $J_{1}$ and $J_{2}$ are intersected to get the right plot.

A further optimisation would be to not store every new relation after operations. Each binary operation creates two new dependencies ( $J_{X \circ Y, X}$ and $J_{X \circ Y, Y}$ ) and each unary operation one new dependency ( $J_{f(X), X}$ ). These dependencies may not be required in the calculation, for example $J_{W_{1} X}$ is unused in Fig. 13. As opposed to adding these dependencies each time, the mathematical operator relating the variables could be stored, and used in the calculation of the appropriate dependency when, and if, it is required by the program. Note that this would not lead to a dramatic saving in computational time, but would reduce the overall memory required by the method.

The method is also readily parallelisable. The conditioning steps used in arithmetic and inference are independent of each other, and could be calculated concurrently. The process of using different paths in the network to get the same dependence could also be parallelised fairly easily, leading to tighter dependencies and marginals.

### 6.2. Intersecting different paths

There are often not singular solutions to the chained dependence inferences from Section 4.2. We have seen that often multiple paths link variables, and that the order in which chained inference is performed can be selected. All solutions are however rigorous, and we can therefore combine these different rigorous calculations to get a tighter result. Take for example the calculation of $Y=X^{2} \sin (X) \cos (X)$ for $X=[-6,6]$. Fig. 18 shows two different calculations of the set $J_{Y X}, J_{1}$ in blue and $J_{2}$ in red. Since these are two different rigorous calculations of the same quantity, they can be combined with a simple set intersection, which is shown on as the orange dependence on the right of Fig. 18. Set intersections can be easily performed with bit-matrices as element-wise Boolean and operations (or multiplication). The resulting intersection is a much tighter bound on the exact solution. Although this is likely too intensive for serial calculation, these different calculations could be designated to different parallel processes.

The order in which the operations are executed will also influence results. For example, solving the propagation problem for $\left(X^{2} \sin (X)\right) \cos (X)$ and $X^{2}(\sin (X) \cos (X))$ will give two different outer approximations to $J_{Y X}$. In this work, no suggestion is given about the most efficient (tightest) order to execute. However like the above example, both approximations are rigorous and can be intersected to give a tighter result.

### 6.3. Tracking in higher dimensions

The presented method incorporates bivariate dependence into interval arithmetic, and as such gives outer approximations to exact multivariate dependencies. The method therefore may never contract to the exact interval bounds, even as higher discretisations are used. A generalisation would be to track trivariate or higher dependencies, which would lead to further tighter dependencies and marginals, and eventually the exact multivariate set of interest. Although this would introduce additional computational cost, likely to be similar or exactly the same as subintervalisation for large systems.

### 6.4. Copulas and p-boxes

Rigorous p-box calculations can be performed with p-box arithmetic or probability bounds analysis [6]. P-box arithmetic is based on convolutions involving copulas, i.e. to perform binary operations exactly a copula between the inputs is required, and as such also suffers from the repeated variable problem. A p-box generalisation of the presented method would be to calculate the copulas between inputs and outputs of operations, and use them for variables which are repeated in a program. This has been suggested by the authors [30], and they show that this is feasible to some extent, with some initial results. However, the generalisation of the proposed dependency network is not straightforward. Indeed it could be used to store copulas, however it is unlikely that inferences can be performed the same way as was proposed here. Unlike for intervals, two bivariate copulas $C_{X Y}, C_{Y Z}$ give little information
about the third $C_{X Z}$, and so likely a slightly different strategy is required for dependency inferences. The work of Durante et al. [31] on $\star$-products for copulas may be useful here. However, perhaps the method proposed here could be used to constrain the ranges of repeated bivariate p-boxes, and this in turn could be used to gain some information about the copula, for example where it has zero probability measure.

## 7. Conclusions

A novel method to incorporate dependence into interval arithmetic has been introduced. The presented method preserves the rigour for interval arithmetic, but additionally allows for dependencies between intervals to be track through a computational model's execution. It has been shown that when dependence is tracked this way, artificial uncertainty from repeated variables can be reduced. We represent bivariate interval relations as $n \times n$ bit-matrices, which serve as interval equivalents to copulas from probability theory. We show how dependencies can be tracked through binary and unary operations efficiently using this representation.

A central component and novelty of the presented method are interval relation networks, an interval analogue to vine copulas. In these networks, bivariate dependencies between variables are stored and used to infer any unknown dependence required in the calculation sequence, or indeed may be used to bound a higher dimensional interval dependence. It has been shown how to evolve a relation network as a calculation sequence is executed, and we present the theoretical and computation details about how inferences are performed. Unlike vine copulas, interval relation networks require no additional assumptions to compute inferences, such as specific network topologies or conditional independence. The interval relation network may be interesting in and of itself. Vine copulas have become a popular tool for modelling complex high dimensional probabilistic dependencies, and analysts presented with imprecise probabilistic information may find them useful.

The presented method is automatic, in the sense that intervals and relations can be specified at the beginning of one's scripts and any proceeding code will be tightly evaluated with arithmetic, including any inferences, allowing for the complexities of the method to be hidden away from the computational scientist. This has been demonstrated in an open source Julia package RelationArithmetic.jl, which we have applied to several engineering dynamics problems. The presented method may be used stand-alone, or may be incorporated into a larger uncertainty compiler or language framework [8], whereby additional syntactic tricks may be used to further reduce the effect of repeated variables. However, how the presented method can interact with p-box [6], possibilistic [7] and moment arithmetic [32] is an interesting theoretical question that would have to be addressed.
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## Appendix. Code for relation inference

The following is a Julia function for performing interval relation inference using bit-matrices, as described in Section 4.1.

```
function project(Rxy :: BitMatrix, Ryz :: BitMatrix)
    ###
    # Returns projection Rxz from projections Rxy & Ryz
    # Assumes size(Rxy, 2) == size(Ryz, 1)
    ###
    nx = size(Rxy, 1); nz = size(Ryz, 2);
    ny = size(Rxy, 2);
    Rxz= falses(nx, nz); # BitMatrix of falses
    for k=1:ny
        is = findall(Rxy[:,k] .== 1) # find conditionals
        js = findall(Ryz[k,:] .== 1) # indices of trues
        [Rxz[i,j] = 1 for i in is, j in js] # Cartesian product
    end
    return Rxz
end
```
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