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Search for resonant and non-resonant Higgs boson
pair production in the 𝒃�̄�𝝉+𝝉− decay channel using
13 TeV 𝒑 𝒑 collision data from the ATLAS detector

The ATLAS Collaboration

A search for Higgs boson pair production in events with two 𝑏-jets and two 𝜏-leptons is
presented, using a proton–proton collision data set with an integrated luminosity of 139 fb−1
collected at

√
𝑠 = 13 TeV by the ATLAS experiment at the LHC. Higgs boson pairs produced

non-resonantly or in the decay of a narrow scalar resonance in the mass range from 251
to 1600 GeV are targeted. Events in which at least one 𝜏-lepton decays hadronically are
considered, and multivariate discriminants are used to reject the backgrounds. No significant
excess of events above the expected background is observed in the non-resonant search. The
largest excess in the resonant search is observed at a resonance mass of 1 TeV, with a local
(global) significance of 3.1𝜎 (2.0𝜎). Observed (expected) 95% confidence-level upper limits
are set on the non-resonant Higgs boson pair-production cross-section at 4.7 (3.9+1.5−1.1) times the
Standard Model prediction, assuming Standard Model kinematics, and on the resonant Higgs
boson pair-production cross-section at between 21 and 900 fb (12 and 840 fb), depending on
the mass of the narrow scalar resonance.
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1 Introduction

The discovery of a Higgs boson (𝐻) with a mass of about 125 GeV [1, 2] has led to a comprehensive
programme of measurements and searches by the ATLAS [3] and CMS [4] collaborations at the Large
Hadron Collider (LHC) [5] using proton–proton (𝑝𝑝) collision data. To date, all of the measured properties
of the Higgs boson are found to be consistent with their Standard Model (SM) predictions [6–13], and no
unexpected particles or Higgs boson decay modes have been observed. The SM predicts non-resonant
𝐻𝐻 production, with approximately 90% of the total cross-section being due to the gluon–gluon fusion
(ggF) process. The leading-order (LO) contributions to ggF 𝐻𝐻 production are the ‘triangle diagram’,
which includes a Higgs boson self-coupling vertex, and the heavy-quark ‘box diagram’, which has two
fermion–fermion–Higgs vertices, as shown in Figure 1(a) and Figure 1(b), respectively. These diagrams
interfere destructively, leading to a small SM ggF non-resonant 𝐻𝐻 cross-section, which is predicted
to be 31.1+2.1−7.2 fb at next-to-next-to-leading (NNLO) order in 𝛼s, including an approximation of finite
top-quark-mass effects, for 𝑚𝐻 = 125 GeV and

√
𝑠 = 13 TeV [14–21]. The vector-boson fusion (VBF)

process provides a sub-leading source of 𝐻𝐻 production in the SM, and has a cross-section of 1.73±0.04 fb,
for 𝑚𝐻 = 125 GeV and

√
𝑠 = 13 TeV [22–26]. Due to these small cross-sections, an observation of SM

non-resonant 𝐻𝐻 production is not expected with the currently available LHC data set, although significant
non-resonant and resonant enhancements to the 𝐻𝐻 cross-section are predicted in many beyond-the-SM
(BSM) theories.
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Figure 1: Leading-order Feynman diagrams for ggF non-resonant production of Higgs boson pairs: (a) the ‘triangle
diagram’ and (b) the ‘box diagram’. The Higgs boson trilinear self-coupling is denoted by _𝐻𝐻𝐻 .

Due to the diagram shown in Figure 1(a) and its interference with the diagram shown in Figure 1(b),
non-resonant 𝐻𝐻 production is a sensitive probe of the Higgs boson trilinear self-coupling and the shape of
the Higgs field potential, which have important implications for the stability of the electroweak vacuum [27,
28] and for baryogenesis [29] and inflation [30, 31]. Modifications to the non-resonant 𝐻𝐻 cross-section
occur in BSM scenarios with new, light, coloured scalars [32], composite Higgs models [33], theoretical
scenarios with couplings between pairs of top quarks and pairs of Higgs bosons [34], as well as models
with a modified coupling of the Higgs boson to the top quark.

Previous searches for non-resonant 𝐻𝐻 production were performed by ATLAS and CMS in the
𝑏�̄�𝜏+𝜏− [35–37], 𝑏�̄�𝛾𝛾 [38–40], 𝑏�̄�𝑏�̄� [41–45], 𝑏�̄�ℓ+aℓ−a [46, 47] decay channels, by ATLAS in
the 𝑏�̄�𝑞𝑞ℓa [48],𝑊𝑊∗𝛾𝛾 [49] and𝑊𝑊∗𝑊𝑊∗ [50] decay channels, and by CMS in the 𝑏�̄�ℓ+ℓ−ℓ+ℓ− [51]
and 𝑊𝑊∗𝑊𝑊∗/𝑊𝑊∗𝜏+𝜏−/𝜏+𝜏−𝜏+𝜏− [52] decay channels. In the 𝑏�̄�𝜏+𝜏− decay channel, ATLAS and
CMS set observed (expected) upper limits on the non-resonant 𝐻𝐻 production cross-section at 12.7
(14.8) [35] and 30 (25) [36] times the SM expectation using 36.1 fb−1 and 35.9 fb−1 of 13 TeV 𝑝𝑝 collision
data, respectively. Using these data sets, ATLAS and CMS each combined their results from several search
channels, improving these observed (expected) limits to 6.9 (10) [53] and 22.2 (12.8) [54] times the SM
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expectation, respectively. ATLAS and CMS recently published searches for 𝐻𝐻 production in the 𝑏�̄�𝛾𝛾
decay mode using their full Run-2 𝑝𝑝 collision data sets, which set observed (expected) upper limits on the
SM non-resonant 𝐻𝐻 cross-section at 4.2 (5.7) and 5.2 (7.7) times the SM expectation, respectively [39,
40]. CMS also recently performed a search for 𝐻𝐻 production in the 𝑏�̄�𝜏+𝜏− [37] decay mode using
138 fb−1 of 13 TeV 𝑝𝑝 collision data, which set observed (expected) upper limits on the SM non-resonant
𝐻𝐻 cross-section of 3.3 (5.2) times the SM expectation. ATLAS and CMS have performed combinations
of 𝐻𝐻 searches using their full Run-2 datasets, which set observed (expected) upper limits on the SM
non-resonant 𝐻𝐻 cross-section at 2.4 (2.9) and 3.4 (2.5) times the SM expectation, respectively [13, 55].

Various BSM scenarios predict heavy resonances that can decay into pairs of Higgs bosons. These BSM
resonances include heavy Higgs bosons from extended Higgs sectors such as those in two-Higgs-doublet
models (2HDMs) [56], the minimal supersymmetric extension of the SM [57, 58], twin Higgs models [59],
and composite Higgs models [33, 60]. Heavy resonances that decay into pairs of Higgs bosons also include
spin-0 radions and spin-2 gravitons from the Randall–Sundrum model [61–63], and stoponium states in
supersymmetric models [64]. Searches for resonant 𝐻𝐻 production have been performed in many final
states by ATLAS and CMS, and no significant excesses have been observed [35, 36, 38, 39, 41, 42, 47–50,
52–54, 65–70].

This paper describes a search for non-resonant and resonant 𝐻𝐻 production in the final state with two
𝜏-leptons and two jets containing 𝑏-hadrons (𝑏-jets). The sizeable fraction of all possible SM decays
that result in this final state, B(𝐻𝐻 → 𝑏�̄�𝜏+𝜏−) = 7.3% [71, 72], and relatively low backgrounds make
this one of the most sensitive 𝐻𝐻 search signatures. In the search for non-resonant 𝐻𝐻 production, the
signal kinematics are assumed to follow the SM prediction, and the search is optimised for maximum
sensitivity to the cross-section rather than the Higgs boson self-coupling. Additionally, only the ggF and
VBF non-resonant 𝐻𝐻 production modes are considered, because other production modes are not expected
to contribute significant additional sensitivity in this search. A narrow CP-even scalar particle (𝑋) with a
mass between 251 and 1600 GeV is used as the benchmark model for the resonant signal. Decay modes
in which both 𝜏-leptons decay hadronically (𝜏had), or in which one decays hadronically and the other
leptonically (𝜏lep), are considered; these are referred to as 𝜏had𝜏had and 𝜏lep𝜏had, respectively. The presence
of 𝜏had are determined by detector signatures compatible with the expected visible decay products (𝜏had-vis).
Events are categorised according to the type of trigger that accepted the event, and are required to contain
two oppositely charged 𝜏had-vis and two 𝑏-tagged jets in the 𝜏had𝜏had final state, or an electron or muon and
an oppositely charged 𝜏had-vis and two 𝑏-tagged jets in the 𝜏lep𝜏had final state. Signal events also contain
neutrinos from the decay of 𝜏-leptons and 𝑏-hadrons, which manifest themselves as missing momentum
transverse to the beamline (pmissT ). Backgrounds in this search include the production of top-quark pairs
(𝑡𝑡), single top quarks,𝑊 and 𝑍 bosons in association with jets, dibosons (𝑊𝑊,𝑊𝑍, 𝑍𝑍), single Higgs
bosons, and multi-jet events. In some background events, quark- or gluon-initiated jets are misidentified as
𝜏had-vis. The selected events are tested for the presence of the signal by performing profile-likelihood fits to
multivariate discriminant distributions. The search is performed using a data set obtained from 𝑝𝑝 collisions
delivered by the LHC during Run 2, between 2015 and 2018, at a centre-of-mass energy of

√
𝑠 = 13 TeV.

The data were collected by the ATLAS detector [3] and correspond to an integrated luminosity of 139 fb−1.
Compared to the previous ATLAS search [35], in addition to the greater integrated luminosity, this search
profits from improved 𝜏had-vis and 𝑏-jet reconstruction and identification algorithms, more sophisticated
multivariate techniques used to target the resonant signal hypotheses, and new background estimation
techniques. In particular, the combined reconstruction and identification efficiencies for 𝜏had-vis and 𝑏-jets
increased by around 25%–38% and 10%, respectively.

The rest of this paper is organised as follows. A brief description of the ATLAS detector is given in Section 2,
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and the data and simulation samples used are outlined in Section 3. Overviews of the reconstruction and
selection of physics objects are presented in Sections 4 and 5, respectively. The background modelling
strategy is described in Section 6. The systematic uncertainties relevant to this search and the statistical
interpretation are described in Sections 7 and 8, respectively. The results of the search are given in Section 9.
Finally, Section 10 presents the conclusions.

2 ATLAS detector

ATLAS [3] is a general-purpose particle detector covering nearly the entire solid angle1 around the
collision point. It is composed of an inner tracking detector system surrounded by a thin superconducting
solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large
superconducting toroidal magnets.

The inner detector, located within a 2 T axial magnetic field generated by the superconducting solenoid,
is used to measure the trajectories and momenta of charged particles. The inner layers, consisting of
high-granularity silicon pixel detectors, instrument a pseudorapidity range |[ | < 2.5. An innermost silicon
pixel layer, the insertable B-layer [73, 74], was added to the detector between Run 1 and Run 2. The
insertable B-layer improves the ability to identify displaced vertices, which significantly improves the 𝑏-jet
tagging performance [75]. Silicon strip detectors, which cover the range |[ | < 2.5, surround the pixel
detectors. Outside the strip detectors and covering |[ | < 2.0, there are straw-tube tracking detectors, which
also provide measurements of transition radiation that are used in electron identification.

The calorimeter system covers the range |[ | < 4.9. Within the region |[ | < 3.2, electromagnetic calorimetry
is provided by barrel (|[ | < 1.475) and endcap (1.375 < |[ | < 3.2) highly segmented lead/liquid-argon
(LAr) electromagnetic calorimeters, with an additional thin LAr presampler covering |[ | < 1.8 to correct for
energy loss in material upstream of the calorimeters. Hadronic calorimetry is provided by a steel/scintillator-
tile calorimeter, segmented into three barrel structures within |[ | < 1.7, and two copper/LAr hadronic
endcap calorimeters extend the coverage to |[ | = 3.2. The region of 3.2 < |[ | < 4.9 is instrumented
with copper/LAr and tungsten/LAr calorimeter modules optimised for electromagnetic and hadronic
measurements, respectively.

The outermost part of the detector is the muon spectrometer, which measures the curved trajectories of
muons in the field of three large air-core toroidal magnets. High-precision tracking is performed within the
range |[ | < 2.7, and there are chambers for fast triggering within the range |[ | < 2.4.

The ATLAS detector has a two-level trigger system [76] to select events of interest. The first-level (L1)
trigger is implemented in custom electronics and, using a subset of the information from the detector, it
accepts events from the 40 MHz LHC proton bunch crossings at a rate of about 100 kHz. This is followed
by a software-based high-level trigger (HLT) that reduces the accepted event rate to approximately 1 kHz.

An extensive software suite [77] is used in the reconstruction and analysis of real and simulated data, in
detector operations, and in the trigger and data acquisition systems of the experiment.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the centre of the LHC ring, and the 𝑦-axis points upwards.
Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis. The pseudorapidity
is defined in terms of the polar angle \ as [ = − ln tan(\/2). The distance in ([, 𝜙) coordinates, Δ𝑅 =

√︁
(Δ[)2 + (Δ𝜙)2, is also

used to define cone sizes. Transverse momentum and energy are defined as 𝑝T = 𝑝 sin \ and 𝐸T = 𝐸 sin \, respectively.
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3 Data and simulation samples

3.1 Data samples

The data used in this search were collected at a centre-of-mass energy of 13 TeV between 2015 and 2018,
using triggers to select events with at least one lepton (where a lepton is defined as an electron or a muon),
at least one 𝜏had-vis, at least one lepton and one 𝜏had-vis, or at least two 𝜏had-vis. Details about these triggers
are discussed in Section 5.1. Events are selected for analysis only if they are of good quality and if all
the relevant detector components are known to be in good operating condition [78]. The total integrated
luminosity of the data, after meeting the good-quality criteria, is 139.0 ± 2.4 fb−1 [79, 80]. The recorded
events contain an average of 34 simultaneous inelastic 𝑝𝑝 collisions per bunch-crossing.

3.2 Simulated event samples

Monte Carlo (MC) simulated events are used to model SM background production, SM non-resonant 𝐻𝐻

signal production, and BSM resonant 𝐻𝐻 signal production. The events were passed through the full
ATLAS detector simulation [81] based on Geant4 [82], with the exception of the BSM resonant 𝐻𝐻

signal events, which were passed through a fast simulation in which the response of the calorimeters is
parameterised rather than fully simulated. The effects of multiple interactions in the same and neighbouring
bunch crossings (pile-up) were modelled by overlaying each hard-scatter event with minimum-bias events,
simulated using the soft quantum chromodynamics (QCD) processes of Pythia 8.186 [83] with a set of
tuned parameters called the A3 tune [84] and the NNPDF2.3lo [85] parton distribution functions (PDFs).
The EvtGen program [86] was used to model the decays of bottom and charm hadrons in all samples of
simulated events, except those generated using Sherpa [87]. The samples generated with Sherpa used the
bottom- and charm-hadron decay model implemented within the generator. The simulated events were
processed through the same reconstruction algorithms as the data. For all samples containing a SM Higgs
boson, its mass was fixed to 125 GeV. The same mass value is used in the calculation of the Higgs boson
decay branching fractions and in the calculation of the single-Higgs-boson and SM non-resonant 𝐻𝐻

production cross-sections. Unless otherwise specified, the order of the cross-section calculation refers to
the expansion in the strong coupling constant (𝛼s). A summary of the event samples used for the simulation
of the signal and background processes is shown in Table 1.

Simulated SM non-resonant 𝐻𝐻 signal production includes the contributions from the ggF and VBF
processes. The simulated ggF events were generated with the PowhegBox v2 generator [88] at next-to-
leading order (NLO) with finite top-quark mass, and using the PDF4LHC15_nlo_30_pdfas (code 90400
in the LHAPDF database [89]) PDF set [90]. Parton showers and hadronisation were simulated using
Pythia 8.244 [83] with the A14 tune [91, 92] and theNNPDF2.3lo PDF set. The cross-section for ggF non-
resonant 𝐻𝐻 production is calculated at next-to-next-to-leading order (NNLO) using FTApprox [20]. The
VBF non-resonant 𝐻𝐻 signal events were generated at LO using theMadGraph5_aMC@NLO 2.7.3 [93]
generator with the NNPDF3.0nlo [94] PDF set. Parton showering and hadronisation were performed using
Pythia 8.244 with the A14 tune and the NNPDF2.3lo PDF set. The cross-section for VBF non-resonant
𝐻𝐻 production is calculated at next-to-next-to-next-to-leading order (N3LO) in QCD in the limit of
no partonic exchange between the two protons [26]. The calculated cross-section values for ggF and
VBF non-resonant 𝐻𝐻 production at

√
𝑠 = 13 TeV and 𝑚𝐻 = 125 GeV are given in Section 1. Other

non-resonant𝐻𝐻 production modes are not considered because their contributions to the analysis sensitivity
are expected to be negligible.
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Table 1: The generators used to simulate the signal and background processes. If not otherwise specified, the order of
the cross-section calculation refers to the expansion in the strong coupling constant (𝛼s). The acronyms ME, PS and
UE are used for matrix element, parton shower and underlying event, respectively. Details of the simulation of the
signal and background samples are described in the text. (†) The NNLO(QCD)+NLO(EW) cross-section calculation
for the 𝑝𝑝 → 𝑍𝐻 process already includes the 𝑔𝑔 → 𝑍𝐻 contribution. The 𝑞𝑞 → 𝑍𝐻 process is normalised to the
NNLO(QCD)+NLO(EW) cross-section for the 𝑝𝑝 → 𝑍𝐻 process, after subtracting the 𝑔𝑔 → 𝑍𝐻 contribution.

Process ME generator ME QCD ME PDF PS and UE model Cross-section
order hadronisation tune order

Signal
non-resonant 𝑔𝑔 → 𝐻𝐻 (ggF) PowhegBox v2 NLO PDF4LHC15nlo Pythia 8.244 A14 NNLO FTApprox
non-resonant 𝑞𝑞 → 𝑞𝑞𝐻𝐻 (VBF) MadGraph5_aMC@NLO 2.7.3 LO NNPDF3.0nlo Pythia 8.244 A14 N3LO(QCD)
resonant 𝑔𝑔 → 𝑋 → 𝐻𝐻 MadGraph5_aMC@NLO 2.6.1 LO NNPDF2.3lo Herwig 7.1.3 H7.1-Default –

Top-quark
𝑡𝑡 PowhegBox v2 NLO NNPDF3.0nlo Pythia 8.230 A14 NNLO+NNLL
𝑡-channel PowhegBox v2 NLO NNPDF3.0nlo Pythia 8.230 A14 NLO
𝑠-channel PowhegBox v2 NLO NNPDF3.0nlo Pythia 8.230 A14 NLO
𝑊𝑡 PowhegBox v2 NLO NNPDF3.0nlo Pythia 8.230 A14 NLO
𝑡𝑡𝑍 Sherpa 2.2.1 NLO NNPDF3.0nnlo Sherpa 2.2.1 Default NLO
𝑡𝑡𝑊 Sherpa 2.2.8 NLO NNPDF3.0nnlo Sherpa 2.2.8 Default NLO

Vector boson + jets
𝑊/𝑍+jets Sherpa 2.2.1 NLO (≤ 2 jets) NNPDF3.0nnlo Sherpa 2.2.1 Default NNLO

LO (3,4 jets)

Diboson
𝑊𝑊,𝑊𝑍, 𝑍𝑍 Sherpa 2.2.1 NLO (≤ 1 jet) NNPDF3.0nnlo Sherpa 2.2.1 Default NLO

LO (2,3 jets)

Single Higgs boson
ggF PowhegBox v2 NNLO NNPDF3.0nlo Pythia 8.212 AZNLO N3LO(QCD)+NLO(EW)
VBF PowhegBox v2 NLO NNPDF3.0nlo Pythia 8.212 AZNLO NNLO(QCD)+NLO(EW)
𝑞𝑞 → 𝑊𝐻 PowhegBox v2 NLO NNPDF3.0nlo Pythia 8.212 AZNLO NNLO(QCD)+NLO(EW)
𝑞𝑞 → 𝑍𝐻 PowhegBox v2 NLO NNPDF3.0nlo Pythia 8.212 AZNLO NNLO(QCD)+NLO(EW)(†)
𝑔𝑔 → 𝑍𝐻 PowhegBox v2 NLO NNPDF3.0nlo Pythia 8.212 AZNLO NLO+NLL
𝑡𝑡𝐻 PowhegBox v2 NLO NNPDF3.0nlo Pythia 8.230 A14 NLO

The BSM resonant 𝐻𝐻 signal from the ggF production of a heavy spin-0 resonance and its decay
into a pair of SM Higgs bosons, 𝑋 → 𝐻𝐻, was simulated with the MadGraph5_aMC@NLO 2.6.1
generator using the NNPDF2.3lo PDF set at LO accuracy in QCD. The simulated events were interfaced
to Herwig 7.1.3 [95, 96] to model the parton shower, hadronisation and underlying event, using the
H7.1-Default tune [97] and the NNPDF2.3lo PDF set. The resonant 𝐻𝐻 signal was simulated for 19
values of the resonance mass, 𝑚𝑋 , between 251 GeV and 1.6 TeV. The width of the heavy scalar 𝑋 was
fixed to 10 MeV.

The production of 𝑡𝑡 events, and of single-top-quark events in the𝑊𝑡-, 𝑠- and 𝑡-channels, was simulated
using the PowhegBox v2 generator together with the NNPDF3.0nlo PDF set. The simulated events were
interfaced to Pythia 8.230 for parton showering and hadronisation using the A14 tune together with the
NNPDF2.3lo PDF set. The top-quark spin correlations were preserved for all these simulated top-quark
processes. The top-quark mass was set to 172.5 GeV. The 𝑡𝑡 production cross-section is calculated at
next-to-next-to-leading-order and next-to-next-to-leading-logarithm (NNLO+NNLL) accuracy [98]. The
cross-sections for the three single-top-quark production channels are calculated at NLO [99–101]. The
𝑡𝑡–𝑊𝑡 interference was handled using the diagram removal scheme.

Events containing a𝑊 or 𝑍 boson produced in association with jets, diboson (𝑊𝑊 ,𝑊𝑍 and 𝑍𝑍) production
processes, and the 𝑡𝑡𝑍 production process were simulated with the Sherpa 2.2.1 generator [87], whereas
the 𝑡𝑡𝑊 production process was simulated with the Sherpa 2.2.8 generator. These samples used the
NNPDF3.0nnlo [94] PDF set with dedicated parton shower tuning developed by the Sherpa authors. For
the simulation of𝑊 /𝑍+jets events, the matrix elements were calculated for up to two partons at NLO and
up to four partons at LO using the OpenLoops [102] and Comix [103] matrix-element generators. The

6



expected number of𝑊 /𝑍+jets events is normalised to the NNLO cross-sections [104]. Diboson production
was simulated for up to one additional parton at NLO and up to three additional partons at LO using the
OpenLoops and Comix programs. The NLO cross-sections from Sherpa are used to normalise the diboson
and the 𝑡𝑡𝑊/𝑍 events.

SM single Higgs boson production is considered as part of the background in this search, and its production
modes were simulated using the PowhegBox v2 generator and the NNPDF3.0nlo PDF set. Single
Higgs boson production via ggF was simulated at NNLO accuracy in QCD using the Powheg NNLOPS
program [105, 106], whereas VBF single Higgs boson production was simulated at NLO accuracy in
QCD [107]. Events from both of these production modes were interfaced to Pythia 8.212 for parton
showering and hadronisation using the AZNLO tune [108] together with the CTEQ6L1 PDF set [109].
The cross-section for ggF production of single Higgs bosons is based on a computation with N3LO
accuracy in QCD, and NLO accuracy in the electroweak (EW) expansion [71, 110–113], whereas the
cross-section for VBF production of single Higgs bosons is taken from the NNLO(QCD)+NLO(EW)
calculation [71, 114–116]. The 𝑞𝑞 → 𝑊𝐻, 𝑞𝑞 → 𝑍𝐻 and 𝑔𝑔 → 𝑍𝐻 simulated events were interfaced to
Pythia 8.212 for parton showering and hadronisation using the AZNLO tune together with the CTEQ6L1
PDF set. The cross-sections are taken from the NNLO(QCD)+NLO(EW) calculations for 𝑞𝑞 → 𝑊𝐻

and 𝑞𝑞 → 𝑍𝐻 [117–123], and from calculations at next-to-leading-order and next-to-leading-logarithm
(NLO+NLL) accuracy in QCD for 𝑔𝑔 → 𝑍𝐻 [124–128]. For Higgs boson production in association with
a pair of top quarks (𝑡𝑡𝐻), the simulated events were interfaced to Pythia 8.230 for parton showering and
hadronisation using the A14 tune and the NNPDF2.3lo PDF set. The cross-section for 𝑡𝑡𝐻 production is
taken from NLO calculations [71]. SM single Higgs boson production plays a more important role as a
background in the non-resonant 𝐻𝐻 search than in the resonant 𝐻𝐻 search, due to more similar production
kinematics.

4 Object reconstruction

Electrons, muons, 𝜏had-vis, jets from the hadronisation of quarks and gluons, including 𝑏-tagged jets, and
pmissT are used in this search. An anti-𝜏had-vis object, defined as a 𝜏had-vis with modified identification
requirements, is also used to estimate the backgrounds from hadronic jets misidentified as 𝜏had-vis. Tracks
are used in the reconstruction, identification, isolation and vertex compatibility requirements and calibration
of many of the physics objects described below, and in vertex reconstruction; they are reconstructed from
hits in the inner tracking detectors, and are required to have 𝑝T > 500MeV [129, 130]. Events are required
to have at least one collision vertex reconstructed from two or more associated tracks. If multiple vertices
are found, the one with the largest

∑
𝑝2T of the associated tracks is selected as the primary vertex. Finally,

an overlap removal procedure is applied to ensure that no detector signature is identified as multiple
reconstructed objects.

Electron candidates are reconstructed by matching tracks reconstructed in the inner detector to topological
energy clusters in the electromagnetic calorimeter, with a reconstruction efficiency of around 98% [131].
Electron candidates are required to have 𝑝T > 7 GeV and |[ | < 2.47, and to be outside the transition region
between the calorimeter’s barrel and endcaps, 1.37 < |[ | < 1.52. Theymust pass track-quality requirements,
followed by a loose likelihood-based selection that requires the shower profile to be compatible with that of
an electromagnetic shower. These requirements have an efficiency of around 93%. Isolation requirements
are applied; these are based on the presence of tracks in a cone of 𝑝𝑒T-dependent size Δ𝑅 around the electron
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and of calorimetric energy deposits in a fixed-size cone. Lastly, the electron energy scale is calibrated in
data, and the energy resolution is calibrated in simulation, using 𝑍 → 𝑒𝑒 events [131].

Muon candidates are reconstructed from tracks in the muon spectrometer, matched to tracks in the inner
detector where available [132]. In the absence of full tracks in the muon spectrometer, muons with |[ | < 0.1
can be reconstructed from track segments in the muon spectrometer, or energy deposits compatible with
that of a minimum-ionising particle in the calorimeters. If an inner-detector track is present, it must match
the direction and momentum of the muon spectrometer track for it to be included. The muon momentum is
defined by using information from both the muon spectrometer and the inner detector where available.
Only muon candidates with 𝑝T > 7 GeV and |[ | < 2.7, and passing loose quality requirements based on
the number of hits used to reconstruct the tracks, with an efficiency of around 99%, are considered for
further analysis. Lastly, isolation requirements with an efficiency of around 95% that are based on the
presence of particle-flow objects [133] in a cone of 𝑝`

T-dependent size Δ𝑅 around the muon are applied,
except for muons used in the 𝑏-tagged-jet energy correction described below.

Jets are reconstructed using the anti-𝑘𝑡 jet clustering algorithm [134, 135] with a radius parameter of 0.4,
applied to noise-suppressed positive-energy topological energy clusters [136, 137] and charged-particle
tracks, processed using a particle-flow algorithm [133]. Jet energies are corrected for contributions from
pile-up, calibrated using energy- and [-dependent correction factors determined from comparisons between
particle-level objects and reconstructed physics objects in simulated events, and then corrections are
applied to account for effects due to the initiating-parton type and hadron composition [138]. In data,
a residual in situ correction is applied in order to correct for differences relative to simulation. Jets are
required to have 𝑝T > 20 GeV and |[ | < 2.5, or 𝑝T > 30 GeV and 2.5 < |[ | < 4.5. To reject jets from
pile-up, jets with 𝑝T < 60 GeV and |[ | < 2.5 (20 < 𝑝T < 120 GeV and 2.5 < |[ | < 4.5) are required
to pass a ‘jet vertex tagger’ [139] (‘forward jet vertex tagger’ [140]) requirement to determine if they
originate from the primary vertex [141]. Lastly, quality criteria [142] are applied to jets reconstructed from
topological clusters [136, 137] in the calorimeter in order to identify and remove events containing jets
from non-collision backgrounds and calorimeter noise.

A multivariate classification algorithm based on a deep neural network, the DL1r tagger [143, 144], is used
to distinguish 𝑏-jets from the background of light-flavour- and charm-quark-initiated jets using information
about the jet kinematics, the impact parameters of tracks associated with the jet, and the presence of
displaced vertices. The inputs to the DL1r network include variables based on a recurrent neural network
(RNNIP) [145], which can exploit the spatial and kinematic correlations between tracks that are initiated
from the same 𝑏-hadrons. This analysis uses a 𝑏-jet working point that targets an efficiency of 77%. A
simulation-based 𝑝T-dependent correction is applied to the 𝑏-tagged jet momentum [146]. Finally, for
𝑏-tagged jets containing a muon, the difference between the reconstructed muon momentum and the
momentum corresponding to the energy of its associated cluster in the calorimeter is added to the 𝑏-tagged
jet momentum [146]. This corrects for the fact that the muon typically deposits only a small fraction of its
energy in the calorimeters. These two corrections improve the resolution of the invariant mass of the pair
of 𝑏-tagged jets by approximately 16% for the non-resonant 𝐻𝐻 signal.

The reconstructed 𝜏had-vis candidates [147] are seeded by jets. The 𝜏had-vis energy is calibrated using
multivariate methods with information from tracks and calorimeter energy clusters [148]. The 𝜏had-vis are
required to have 𝑝T > 20 GeV and |[ | < 2.5, excluding 1.37 < |[ | < 1.52. Boosted decision trees are used
to determine if tracks near a cluster originate from a 𝜏had, and one or three tracks with a total charge of ±1
are required. The true-𝜏had-vis are discriminated from quark- and gluon-initiated-jet backgrounds by using
recurrent neural networks trained to target signatures with either one or three associated tracks [149], and a
loose requirement with an efficiency of around 85% (75%) for one-track (three-track) 𝜏had-vis candidates is
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applied. A separate boosted decision tree is then used to reject 𝜏had-vis candidates with one associated track
that originate from electrons, with an efficiency of about 95% for 𝜏had [147].

Anti-𝜏had-vis objects are defined in order to estimate the background from jets misidentified as 𝜏had-vis,
as described in Section 6. They are only used for the estimation of these backgrounds, and only one
anti-𝜏had-vis per event is considered. Anti-𝜏had-vis objects are reconstructed, and their energy is calibrated,
in the same way as for 𝜏had-vis candidates, and they must satisfy the nominal 𝜏had-vis kinematic and track
selection criteria. They are required to pass a looser recurrent neural-network requirement, corresponding
to an efficiency of approximately 99% for true-𝜏had-vis, but to fail the nominal recurrent neural-network
requirement applied to the 𝜏had-vis candidates.

Neutrinos are produced in the decay of 𝜏-leptons and in the semileptonic decay of 𝑏-hadrons, and contribute
to the total pmissT in the event. The pmissT is defined as the negative vector sum of the transverse momenta of
all reconstructed and calibrated leptons, jets, and 𝜏had-vis, and of all tracks matched to the primary vertex
but not to other reconstructed objects in the event [150]. The magnitude of pmissT is denoted by 𝐸missT .

A sequential overlap removal procedure is applied to resolve ambiguities in which multiple electron, muon
or jet candidates would otherwise be reconstructed from the same detector signature. This procedure uses
a definition of angular distance, Δ𝑅𝑦 =

√︁
(Δ𝑦)2 + (Δ𝜙)2, that is based on the rapidity 𝑦 of the objects. The

following steps are applied in order:

1. if any electrons share a track, all but the highest-𝑝T electron are removed;

2. any 𝜏had-vis within Δ𝑅𝑦 = 0.2 of an electron or a muon is removed, except if the 𝜏had-vis has
𝑝T > 50 GeV, in which case the muon must also be associated with a track in the muon spectrometer
for the 𝜏had-vis to be removed;

3. if an electron and a muon share a track, the electron is removed if the muon is associated with a
signature in the muon spectrometer, otherwise the muon is removed;

4. any jet within Δ𝑅𝑦 = 0.2 of an electron is removed;

5. any electron within Δ𝑅𝑦 = 0.4 of a jet is removed;

6. any jet within Δ𝑅𝑦 = 0.2 of a muon, or which would have the inner-detector track of a muon matched
to it using ghost association [151], is removed if it has fewer than three associated tracks;

7. any muon within Δ𝑅𝑦 = 0.4 of a jet is removed;

8. any jet within Δ𝑅𝑦 = 0.2 of a 𝜏had-vis is removed;

9. if an anti-𝜏had-vis is within Δ𝑅𝑦 = 0.2 of a jet, it is removed if the jet is 𝑏-tagged, otherwise the jet is
removed.

5 Event selections

Events are selected in three separate signal categories. The 𝜏had𝜏had category targets events with two
oppositely charged 𝜏had-vis and two 𝑏-jets, whereas two 𝜏lep𝜏had categories target events with an electron
or muon, an oppositely charged 𝜏had-vis and two 𝑏-jets. A control region (𝑍 +HF CR) is also defined in
order to determine the normalisation of the background in which a 𝑍 boson is produced in association
with one or more jets initiated by heavy-flavour quarks (𝑍 +HF background). Events in the signal regions
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(SRs) are analysed for the presence of signal using multivariate discriminants, and discrimination between
the 𝑍 +HF and 𝑡𝑡 backgrounds is achieved using the dilepton invariant mass (𝑚ℓℓ) in the 𝑍 +HF CR, as
described in Section 5.3.

5.1 Signal regions

Events in the 𝜏had𝜏had category were recorded using a combination of single-𝜏had-vis triggers (STTs) and
di-𝜏had-vis triggers (DTTs). The STTs accept events with at least a single 𝜏had-vis at the HLT with a minimum
𝑝T between 80 GeV and 160 GeV, depending on the data-taking period. The DTTs select events with at
least a pair of 𝜏had-vis reconstructed at the HLT, with minimum 𝑝T of 35 GeV (25 GeV) for the (sub-)leading
𝜏had-vis, where the (sub-)leading 𝜏had-vis is defined as the 𝜏had-vis with the (second-)highest 𝑝T in the event.
From the 2016 data-taking period onward, additional requirements were applied in the L1 trigger to reduce
the DTT trigger rates. During 2016 data-taking, an additional jet with 𝐸T > 25 GeV was required. For
2017 (2018) data-taking, if two offline2 jets with 𝑝T > 45 GeV are found, then a trigger is used that requires
two additional jets with 𝐸T > 12 GeV (and |[ | < 2.3) at L1, otherwise another trigger is used that requires
one additional jet with 𝐸T > 25 GeV and the 𝜏had-vis to be reconstructed within Δ𝑅 = 2.8 of each other3. In
order to select events near the trigger efficiency plateaus where the efficiencies are well modelled, the offline
𝜏had-vis are required to be within Δ𝑅 = 0.2 of the corresponding HLT 𝜏had-vis objects and a minimum offline
𝑝T requirement is applied to 𝜏had-vis and to the jets. The offline 𝑝T thresholds for the 𝜏had-vis range between
100 GeV and 180 GeV for the STTs, and are 40 GeV (30 GeV) for the (sub-)leading 𝜏had-vis for the DTTs.
Additional offline requirements for the DTTs are either that two additional jets with 𝑝T > 45 GeV are
present in the event, or that a jet with 𝑝T > 80 GeV is present in the event and the 𝜏had-vis are reconstructed
within Δ𝑅 = 2.5 of each other. For events that pass both the STTs and DTTs, the offline requirements used
for the STTs are applied. Events passing the 𝜏had𝜏had event selection are analysed together.

Events in the 𝜏lep𝜏had categories were recorded using a combination of single-lepton triggers (SLTs) and
lepton-plus-𝜏had-vis triggers (LTTs). The SLTs require an electron or muon to be reconstructed at the HLT
with an 𝐸T threshold that ranges from 24 GeV to 26 GeV for electrons and a 𝑝T threshold that ranges from
20 GeV to 26 GeV for muons, depending on the data-taking period. The LTTs require that an electron with
𝑝T > 17 GeV or a muon with 𝑝T > 14 GeV in addition to a 𝜏had-vis with 𝑝T > 25 GeV is reconstructed
at the HLT. The LTTs used to collect lepton-plus-𝜏had-vis events with 𝜏had-vis 𝑝T < 35 GeV had additional
requirements at the L1 trigger, requiring the presence of either an additional jet with 𝐸T > 25 GeV or
two additional jets with 𝐸T > 12 GeV. The electron-plus-𝜏had-vis triggers that require an additional jet
with 𝐸T > 25 GeV was only used to select an event if the electron-plus-𝜏had-vis triggers that require two
additional jets with 𝐸T > 12 GeV did not select the event. For any trigger to select an event, based on the
presence of a muon, the muon must have |[ | < 2.5. In order to select events near the trigger efficiency
plateaus where the trigger efficiencies are well modelled, the offline electrons, muons and 𝜏had-vis objects
are required to be within Δ𝑅 = 0.07, Δ𝑅 = 0.1 and Δ𝑅 = 0.2 of the corresponding objects at the HLT,
respectively. Minimum 𝑝T requirements are applied to the offline objects, and these are 1 GeV above the
thresholds for electrons and muons at the HLT, 5 GeV above the thresholds for 𝜏had-vis at the HLT, and
80 GeV (45 GeV) for jets with an L1-trigger 𝐸T threshold of 25 GeV (12 GeV). Events which pass the
offline SLT lepton 𝑝T requirements are not considered for the LTT. This ensures that there is no overlap
between the SLT and LTT categories. These two categories are analysed separately.

2 In this paper, offline objects are objects which are reconstructed after the data were collected, as opposed to trigger-level objects.
3 This dependence of the online selection on the offline requirements ensures that both triggers will not be used for the same
events, which avoids the need to study their combined efficiency.
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In the 𝜏had𝜏had category, in addition to the trigger selection described above, events are required to contain
exactly two 𝜏had-vis with opposite charges and exactly two 𝑏-tagged jets. Events with any additional leptons
are vetoed, and the (sub-)leading 𝑏-tagged jet is required to have 𝑝T > 45 (20) GeV. The invariant mass of
the 𝜏-lepton pair (𝑚MMC𝜏𝜏 ) is estimated from the four-momenta of the 𝜏had-vis and the pmissT using the Missing
Mass Calculator (MMC) [152], which assumes that the pmissT is exclusively from the neutrinos produced in
the 𝜏-lepton decays. To reject background from low-mass Drell–Yan events, 𝑚MMC𝜏𝜏 is required to be above
60 GeV.

In the 𝜏lep𝜏had categories, exactly one ‘loose’ electron or ‘loose’ muon, an oppositely charged 𝜏had-vis,
and exactly two 𝑏-tagged jets are required. The selected electron (muon) must also pass a tight
(medium) identification requirement with an efficiency of around 80% (97%). Events are required to have
𝑚MMC𝜏𝜏 > 60 GeV, where 𝑚MMC𝜏𝜏 is calculated using the four-momenta of the electron or muon, the 𝜏had-vis
and the pmissT . The 𝑏-tagged jet pair invariant mass (𝑚𝑏𝑏) is required to be less than 150 GeV to reject 𝑡𝑡
background events, and to allow for the definition of a 𝑡𝑡-enriched region which is used in the estimation of
𝑡𝑡 backgrounds, as described in Section 6. A 𝜏had-vis with 𝑝T > 20 GeV and |[ | < 2.3 is required in the SLT
category, and a 𝜏had-vis with 𝑝T > 30 GeV, or higher if required by the trigger, and |[ | < 2.3 is required
in the LTT category. In both categories, the (sub-)leading 𝑏-tagged jet must have 𝑝T > 45 (20) GeV, in
addition to any trigger-dependent requirements.

The full event selection is summarised in Table 2. The acceptance times efficiency for the non-resonant
ggF+VBF 𝐻𝐻 → 𝑏�̄�𝜏+𝜏− signal, evaluated with respect to the targeted 𝜏-lepton pair decay mode, is 4.0%,
4.0% and 1.0%, in the 𝜏had𝜏had category, and the 𝜏lep𝜏had SLT and 𝜏lep𝜏had LTT categories, respectively. For
the resonant 𝐻𝐻 signal, the acceptance times efficiency is shown in Figure 2 as a function of the resonance
mass. The decrease in acceptance times efficiency for 𝑚𝑋 greater than about 1000 GeV is due to the
Lorentz boost of the Higgs bosons causing their decay products to become highly collimated more often.
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Figure 2: Acceptance times efficiency for the full analysis selections as a function of the resonance mass 𝑚𝑋 in the
𝜏had𝜏had, 𝜏lep𝜏had SLT and 𝜏lep𝜏had LTT trigger categories, shown in solid line with square markers, dashed and dotted
lines, respectively. The solid line with circle markers is the acceptance times efficiency curve for the combined
𝜏lep𝜏had category. The acceptance times efficiency for 𝑋 → 𝐻𝐻 → 𝑏�̄�𝜏+𝜏− decays is evaluated with respect to the
targeted 𝜏-lepton pair decay mode (𝜏lep𝜏had or 𝜏had𝜏had).
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Table 2: Summary of the event selections, shown separately for events that are selected by different triggers. In
cases where pairs of reconstructed objects of the same type are required, thresholds for the (sub-)leading 𝑝T object
are given outside (within) parentheses where different event selection thresholds are applied. When the selection
depends on the year of data-taking, the possible values of the requirements are separated by commas, except for the jet
selection in the LTT and DTT triggers, which use multiple selection criteria as described in Section 5.1. The trigger
𝑝T thresholds shown are applied to the offline physics objects that are matched to the corresponding trigger objects.

𝜏had𝜏had category 𝜏lep𝜏had categories
STT DTT SLT LTT

𝒆/𝝁 selection
No loose 𝑒/` Exactly one loose 𝑒/`

𝑒 (`) must be tight (medium and have |[ | < 2.5)
𝑝𝑒T > 25, 27 GeV 18 GeV < 𝑝𝑒T < SLT cut
𝑝
`

T > 21, 27 GeV 15 GeV < 𝑝
`

T < SLT cut

𝝉had-vis selection
Two loose 𝜏had-vis One loose 𝜏had-vis

|[ | < 2.3
𝑝T >

100, 140, 180 (25) GeV 𝑝T > 40 (30) GeV 𝑝T > 30 GeV

Jet selection
≥ 2 jets with |[ | < 2.5

Leading jet 𝑝T > 45 GeV Trigger dependent Leading jet 𝑝T > 45 GeV Trigger dependent

Event-level selection
Trigger requirements passed
Collision vertex reconstructed

𝑚MMC𝜏𝜏 > 60 GeV
Opposite-sign electric charges of 𝑒/`/𝜏had-vis and 𝜏had-vis

Exactly two 𝑏-tagged jets
𝑚𝑏𝑏 < 150 GeV

5.2 Multivariate signal extraction

Multivariate discriminants (MVAs) evaluated for events passing the above selections are used to extract
possible signals. Parameterised neural networks (PNNs) [153] are used in the search for resonant 𝐻𝐻

production, and a boosted decision tree (BDT) and neural networks (NNs) are used in the 𝜏had𝜏had category
and 𝜏lep𝜏had categories of the non-resonant 𝐻𝐻 search, respectively. The (P)NNs are trained using
Keras [154] with the Tensorflow [155] backend, and the BDT is trained using TMVA [156]. During
training, the sum of all backgrounds normalised to their respective cross-sections is used. The backgrounds
containing one or more 𝜏had-vis from a misidentified quark- or gluon-initiated jet are modelled using
simulation, except for the multi-jet background in the 𝜏had𝜏had category, where the data-driven estimate is
used. The PNNs are parameterised in the mass of the heavy resonance, providing near-optimal sensitivity
and continuity over the range of signal masses considered.

The same choice of MVA input variables is used for the resonant and non-resonant production modes,
although different input variables are used in the different analysis categories. These variables are listed in
Table 3, and are defined as follows:

• 𝑚𝐻𝐻 is the invariant mass of the 𝐻𝐻 system as reconstructed from the 𝜏-lepton pair (calculated
using the MMC) and the 𝑏-tagged jet pair. In the 𝜏lep𝜏had categories the four-momenta of the 𝑏�̄� and
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𝜏+𝜏− systems are multiplied by correction factors (125 GeV/𝑚𝑏𝑏 and 125 GeV/𝑚MMC𝜏𝜏 , respectively)
in order to improve the 𝑚𝐻𝐻 mass resolution;

• Δ𝑅(𝜏, 𝜏) is evaluated between the two 𝜏had-vis (the electron or muon and the 𝜏had-vis) in the 𝜏had𝜏had
category (𝜏lep𝜏had categories);

• Δ𝑅(𝑏, 𝑏) is evaluated between the 𝑏-tagged jets;

• Δ𝑝T(ℓ, 𝜏) is the difference between the transverse momenta of the lepton and the 𝜏had-vis;

• 𝑚𝑊
T =

√︃
2𝑝ℓT𝐸

miss
T (1 − cosΔ𝜙ℓ,pmissT

) is the transverse mass of the lepton and the pmissT ;

• the pmissT 𝜙 centrality specifies the angular position of the pmissT relative to the 𝜏had-vis in the transverse
plane [157] and is defined as (𝐴 + 𝐵)/

√
𝐴2 + 𝐵2, where 𝐴 = sin(𝜙pmissT

− 𝜙𝜏2)/sin(𝜙𝜏1 − 𝜙𝜏2),
𝐵 = sin(𝜙𝜏1 − 𝜙pmissT

)/sin(𝜙𝜏1 − 𝜙𝜏2), and 𝜏1 and 𝜏2 represent the two 𝜏had-vis (electron or muon and
𝜏had-vis) in the case of the 𝜏had𝜏had category (𝜏lep𝜏had categories);

• Δ𝜙(ℓ𝜏, 𝑏𝑏) is the azimuthal angle between the ℓ + 𝜏had-vis system and the 𝑏-tagged jet pair;

• Δ𝜙(ℓ, pmissT ) is the azimuthal angle between the lepton and the pmissT ;

• Δ𝜙(𝜏𝜏, pmissT ) is the azimuthal angle between the 𝜏-lepton pair system (estimated using the MMC)
and the pmissT ;

• 𝑆T is the total transverse energy in the event, summed over all jets, 𝜏had-vis and leptons in the event
and 𝐸missT .

The 𝑚𝐻𝐻 , 𝑚MMC𝜏𝜏 and 𝑚𝑏𝑏 distributions are shown in Figure 3. For all categories of the non-resonant
search, 𝑚MMC𝜏𝜏 and 𝑚𝑏𝑏 are among the three most important MVA input variables. For the resonant search,
five values of 𝑚𝑋 were tested in all categories, and 𝑚𝐻𝐻 was found to be the most important MVA input
variable in all cases except at lower values of 𝑚𝑋 in the 𝜏had𝜏had category. The 𝑚MMC𝜏𝜏 and 𝑚𝑏𝑏 variables
separate resonant 𝐻 → 𝜏𝜏 and 𝐻 → 𝑏𝑏 signals (respectively) from backgrounds that do not contain these
processes, and the 𝑚𝐻𝐻 variable targets resonant 𝑋 → 𝐻𝐻 decays in the resonant search.

The (P)NNs use rectified linear unit and sigmoidal activation functions for the hidden and output layers,
respectively, binary cross entropy as the loss function, and stochastic (mini-batch) gradient descent as the
optimiser [158]. The PNN used in the 𝜏had𝜏had category has 3 hidden layers of 128 nodes, followed by 1
hidden layer of 16 nodes. The (P)NN used in the 𝜏lep𝜏had SLT category has 2 hidden layers of 512 nodes,
and the (P)NN used in the 𝜏lep𝜏had LTT category has 3 hidden layers of 512 (256) nodes. The (P)NN input
variables are standardised by subtracting the median value and dividing by the interquartile range. Nesterov
momentum and learning-rate decay were used in the training of all (P)NNs, and in the 𝜏lep𝜏had categories
they used an L2 regularisation (‘ridge regression’) term in the loss function [158]. The BDT uses 1500
trees with a maximum depth of 2 and a minimum node size of 1% of the training events. Gradient boosting
is used with a shrinkage of 0.2.
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Figure 3: Signal (solid lines), background (filled histograms) and data (dots with error bars) distributions of 𝑚𝐻𝐻

(top), 𝑚MMC𝜏𝜏 (middle row) and𝑚𝑏𝑏 (bottom) for events in the 𝜏had𝜏had (left), 𝜏lep𝜏had SLT (middle column) and 𝜏lep𝜏had
LTT (right) categories. The normalisation and shape of the backgrounds and the uncertainty in the total background
shown are determined from the likelihood fit (described in Section 8) to data in the non-resonant 𝐻𝐻 search. The
expected non-resonant signal is overlaid with its normalisation scaled by a factor of 100, and the 𝑚𝑋 = 500 GeV and
𝑚𝑋 = 1000 GeV resonant signals are overlaid in the 𝑚𝐻𝐻 distributions with their cross-section set to 1 pb. The
dashed histogram shows the total pre-fit background. The size of the combined statistical and systematic uncertainty
of the background is indicated by the hatched band. The ratio of the data to the sum of the backgrounds is shown in
the lower panels.
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Table 3: Variables used as inputs to the MVAs in the three analysis categories. The same choice of input variables is
used for the resonant and non-resonant production modes. The variables are defined in the main text.

Variable 𝜏had𝜏had 𝜏lep𝜏had SLT 𝜏lep𝜏had LTT

𝑚𝐻𝐻 3 3 3

𝑚MMC𝜏𝜏 3 3 3

𝑚𝑏𝑏 3 3 3

Δ𝑅(𝜏, 𝜏) 3 3 3

Δ𝑅(𝑏, 𝑏) 3 3

Δ𝑝T(ℓ, 𝜏) 3 3

Sub-leading 𝑏-tagged jet 𝑝T 3

𝑚𝑊
T 3

𝐸missT 3

pmissT 𝜙 centrality 3

Δ𝜙(ℓ𝜏, 𝑏𝑏) 3

Δ𝜙(ℓ, pmissT ) 3

Δ𝜙(𝜏𝜏, pmissT ) 3

𝑆T 3

5.3 𝒁 + HF control region

The normalisation of the 𝑍 +HF background is determined from data by fitting the 𝑚ℓℓ distribution in
the 𝑍 +HF CR in the likelihood fit (described in Section 8). This is to account for a known discrepancy
between the 𝑍 +HF production cross-section provided at NLO by Sherpa and the cross-section observed in
data. The 𝑍 +HF CR targets events containing 𝑍 boson decays into electron or muon pairs by using triggers
that require either a lepton or a pair of same-flavour leptons. Exactly two oppositely charged same-flavour
leptons and exactly two 𝑏-tagged jets must be reconstructed offline. The leptons are required to have
𝑝T > 9 GeV, pass offline 𝑝T thresholds based on the trigger thresholds, be compatible with originating
from the primary vertex, and pass medium identification and loose isolation requirements. Lastly, the
invariant mass of the lepton pair is required to be between 75 GeV and 110 GeV to select events which
include a 𝑍 boson decay, and 𝑚𝑏𝑏 is required to be less than 40 GeV or greater than 210 GeV to ensure
orthogonality to the event selection of another search performed by ATLAS. This region also provides
constraints on the normalisation of the 𝑡𝑡 background. Figure 4 shows the post-fit background and data 𝑚ℓℓ

distributions in the 𝑍 +HF control region.

6 Background modelling

Backgrounds in this search are estimated using a combination of simulation-based and data-driven
techniques.

The main sources of background are top-quark, 𝑍+jets,𝑊+jets, diboson, single Higgs boson and multi-jet
production. A reconstructed 𝜏had-vis, in these background events, can originate either from a 𝜏had decay
(true-𝜏had-vis), or from a misidentified quark- or gluon-initiated jet (fake-𝜏had-vis). Events in which an
electron or a muon is misidentified as a 𝜏had-vis represent a small additional background.
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Figure 4: Post-fit background and data 𝑚ℓℓ distributions in the 𝑍 +HF control region. The normalisation and shape
of the backgrounds and the uncertainty in the total background are shown as determined from the likelihood fit
(described in Section 8) to data in the non-resonant 𝐻𝐻 search. The uncertainty band includes statistical and
systematic uncertainties of the total background. The dashed histogram shows the total pre-fit background.

Most of the background events with fake-𝜏had-vis are from 𝑡𝑡 or multi-jet production. In 𝑡𝑡 events, fake-𝜏had-vis
typically originate from quark-initiated jets from the top-quark decay. In multi-jet events, both quark- and
gluon-initiated jets may be misidentified as 𝜏had-vis.

The simulated event samples, summarised in Section 3.2, are used to model background events containing
true-𝜏had-vis and events with an electron or a muon misidentified as a 𝜏had-vis. Events with fake-𝜏had-vis
in 𝑡𝑡 or multi-jet production are estimated using techniques relying on both simulated events and data,
as detailed in the following subsections. Smaller backgrounds with fake-𝜏had-vis from other production
processes are estimated from simulation.

The normalisations of simulated 𝑡𝑡, for both the true- and fake-𝜏had-vis components, and 𝑍 +HF backgrounds
are determined from data in the likelihood fits of signal and control regions, as outlined in Section 8.

6.1 Fake-𝝉had-vis background in the 𝝉lep𝝉had channel

In the 𝜏lep𝜏had channel, a combined fake-factor method similar to that described in Ref. [35] is used to
estimate multi-jet and 𝑡𝑡 backgrounds with fake-𝜏had-vis. A schematic depiction of this method is shown
in Figure 5. This method employs events in two groups of regions. The events in the identification (ID)
regions require one identified 𝜏had-vis, whereas events in the anti-identification (anti-ID) regions contain
one anti-𝜏had-vis candidate.

Prior to the last step of the overlap removal procedure outlined in Section 4, if an event does not contain an
identified 𝜏had-vis, it is checked for reconstructed 𝜏had-vis candidates satisfying the anti-𝜏had-vis requirements,
as defined in Section 4. If an event contains multiple anti-𝜏had-vis candidates, one is chosen randomly. In the
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Figure 5: Schematic depiction of the combined fake-factor method used to estimate multi-jet and 𝑡𝑡 backgrounds
with fake-𝜏had-vis in the 𝜏lep𝜏had channel. Backgrounds which are not from events with fake-𝜏had-vis originating from
jets are estimated from simulation and are subtracted from data in all control regions. Events in which an electron
or a muon is misidentified as a 𝜏had-vis are also subtracted, but their contribution is very small. Both sources are
indicated by ‘True-𝜏had-vis subtracted’ in the legend.

LTT category, however, only the anti-𝜏had-vis candidate that is within Δ𝑅 = 0.2 of the HLT 𝜏had-vis object is
considered.

In order to define a fake-𝜏had-vis background template, an anti-ID region is defined using event selection
criteria equivalent to the SR selection, with one anti-𝜏had-vis candidate instead of one identified 𝜏had-vis.
This region, which is enriched with fake-𝜏had-vis, is defined as the SR Template region. The template for
estimating fake-𝜏had-vis in the SR is obtained by subtracting from the data distribution in the SR Template
region the distribution of simulated background events in which the 𝜏had-vis candidate is not a fake-𝜏had-vis
originating from jets. This subtraction is referred to as the true-𝜏had-vis subtraction given that the number of
events in which an electron or muon is misidentified as a 𝜏had-vis, which are also subtracted, is very small.
The data and simulated events that are used to build the template are scaled with event weights, referred to
as fake-factors (FFs), to estimate the fake-𝜏had-vis background in the SR.

The FFs are derived separately for multi-jet (FFMJ) and 𝑡𝑡 (FF𝑡𝑡 ) events in dedicated control regions. The
multi-jet control regions (MJ CRs) and 𝑡𝑡 control regions (𝑡𝑡 CRs) are defined separately for the ID and the
anti-ID regions, depending on whether they contain one identified 𝜏had-vis or one anti-𝜏had-vis candidate,
respectively. Besides the 𝜏had-vis selection, the MJ CRs are defined using the SR selection with an inverted
electron or muon isolation requirement (anti-Iso) and without the 𝑚𝑏𝑏 < 150 GeV requirement. The MJ
CR’s purity in multi-jet production events varies between 65% and 90% depending on the trigger category
type (SLT or LTT) and whether the MJ CR is in the ID or anti-ID region. Similarly, the 𝑡𝑡 CRs are defined
using the SR selection with an inverted 𝑚𝑏𝑏 requirement (𝑚𝑏𝑏 > 150 GeV). The 𝑡𝑡 CR is about 95% pure
in the events from 𝑡𝑡 production. Contamination from either non-resonant or resonant 𝐻𝐻 signal in these
CRs is estimated to be negligible. Backgrounds which are not from events with fake-𝜏had-vis originating
from jets, are estimated from simulation and are subtracted from the distribution of the data in all the
control regions used for the FF measurement. After the subtraction the FFs are derived as the ratio of the
number of events in the ID region to the number of events in the anti-ID region. They are parameterised in
terms of the 𝜏had-vis 𝑝T, independently for 1- and 3-prong 𝜏had-vis (‘1- and 3-prong’ refers to the number of
tracks associated with a reconstructed 𝜏had-vis), and separately for the SLT and LTT categories. The FFs
corresponding to the individual background processes are combined as

FFcomb = 𝑟MJ × FFMJ + (1 − 𝑟MJ) × FF𝑡𝑡 ,
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where 𝑟MJ is the expected fraction of multi-jet events in the SR Template. The number of multi-jet events
in the SR Template is estimated by taking the number of data events in the SR Template and subtracting the
expected number of non-multi-jet background events with both true- and fake-𝜏had-vis as estimated from
simulation. The non-multi-jet background events are dominated by 𝑡𝑡 production. The 𝑟MJ is parameterised
as a function of the 𝜏had-vis 𝑝T, and it is measured separately for the 𝜏𝑒𝜏had and 𝜏`𝜏had events, for 1- and
3-prong 𝜏had-vis categories, and for the SLT and LTT categories. The FFcomb is used to scale the events
used for the SR Template in order to obtain the fake-𝜏had-vis background prediction in the SR.

The determination of the fake-𝜏had-vis background using the combined FF method is sensitive to the
modelling of simulated 𝑡𝑡 events with true-𝜏had-vis given that this is the dominant background that is
subtracted from data in the derivation of the FF and 𝑟MJ, and when obtaining the SR Template. Additionally,
the derivation of 𝑟MJ is sensitive to the modelling of simulated 𝑡𝑡 events with fake-𝜏had-vis. To improve
predictions, the simulated events from 𝑡𝑡 production are differentially reweighted to data distributions
depending on the jet multiplicity and the scalar sum of the transverse momentum of all visible final-state
objects in the event. These reweighting factors are determined from another 𝑡𝑡 control region (𝑡𝑡 CR2),
which is about 93% pure in events from 𝑡𝑡 production, and is defined using a selection identical to the SR
selection, but with an inverted 𝑚𝑏𝑏 requirement (𝑚𝑏𝑏 > 150 GeV) and with an additional 𝑚𝑊

T > 40 GeV
requirement. Furthermore, events in this control region are required to have a reconstructed 𝜏had-vis
candidate, but this candidate is not required to meet the recurrent neural-network identification criteria
defined in Section 4. The 𝑚𝑊

T requirement is introduced to remove any potential contamination from
multi-jet events.

Statistical uncertainties in FF𝑡𝑡 , FFMJ and 𝑟MJ are evaluated and propagated to the final result. The
difference between the fake-𝜏had-vis background estimates obtained with and without the aforementioned 𝑡𝑡
modelling correction is taken as an uncertainty in the background estimate. A conservative 30% modelling
uncertainty is assigned to simulated non-𝑡𝑡 backgrounds which are subtracted from data. Due to its large
dependence on the modelling of simulated 𝑡𝑡 events with fake-𝜏had-vis, the obtained values of 𝑟MJ are varied
by ±0.5, with the constraint 0 ≤ 𝑟MJ ≤ 1. The impact of such a conservative uncertainty is small since the
FFs in multi-jet and 𝑡𝑡 events are found to be similar. The total uncertainty in the FFcomb value for the SLT
category is at most 10%, and at most 25% for the LTT category. The combined FF method is checked for
closure in the 𝑡𝑡 CR and it is validated in the 0-𝑏-tagged and 1-𝑏-tagged regions, which are the same as the
𝜏lep𝜏had SR except for the requirement on the number of 𝑏-tagged jets. The signal contamination in the
0-𝑏-tagged and 1-𝑏-tagged regions is negligible. The estimated background distributions agree well with
the observed distributions in all validation regions.

6.2 Fake-𝝉had-vis background in the 𝝉had𝝉had channel

In the 𝜏had𝜏had channel, two separate methods are used to estimate the backgrounds with fake-𝜏had-vis from
𝑡𝑡 and multi-jet production. Multi-jet events can only enter the signal selection when both 𝜏had-vis are fake,
whereas for 𝑡𝑡 production, usually no more than one reconstructed 𝜏had-vis is fake.

6.2.1 Fake-𝝉had-vis background from multi-jet production

In the 𝜏had𝜏had channel, the fake-𝜏had-vis background from multi-jet production is estimated using a fake-
factor method. A schematic depiction of this method is shown in Figure 6. The ID region selection refers
to the selection of events with two identified 𝜏had-vis. In order to define an anti-ID region selection, prior to
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the last step of the overlap removal procedure outlined in Section 4, events that have only one identified
𝜏had-vis are checked for a reconstructed 𝜏had-vis candidate satisfying the anti-𝜏had-vis requirements. The
selected anti-𝜏had-vis candidate is required to be within Δ𝑅 = 0.2 of an HLT 𝜏had-vis object, except in the
STT category for events in which the identified 𝜏had-vis is already trigger-matched. If multiple anti-𝜏had-vis
candidates fulfil the defined criteria, one is selected randomly.

In order to define a multi-jet background template, an anti-ID region is defined by using a selection
equivalent to the SR selection, with one identified 𝜏had-vis and one anti-𝜏had-vis candidate, instead of two
identified 𝜏had-vis. The template for estimating the multi-jet background in the SR (SR Template) is obtained
by subtracting simulated non-multi-jet events from data in the template region. A large fraction of the
subtracted non-multi-jet events are from 𝑡𝑡 production, and these simulated 𝑡𝑡 events with fake-𝜏had-vis are
corrected with scale factors of the fake-𝜏had-vis misidentification efficiencies in the anti-ID region, which
are described in Section 6.2.2. Similarly to the procedure used in the 𝜏lep𝜏had channel, the events that are
used to build the template are further scaled with FFs to estimate the multi-jet background in the SR.

A multi-jet-enriched control region is defined by using the 𝜏had𝜏had SR selection, but requiring the two
𝜏had-vis to have same-sign (SS) charges, as opposed to the SR selection that requires two 𝜏had-vis with
opposite-sign (OS) charges. Additionally, events in the control region are required to have exactly one
𝑏-tagged jet per event (SS CR with 1 𝑏-tagged jet). This control region, with its corresponding anti-ID
counterpart, is used for FF measurements. This control region’s purity in multi-jet production events varies
from 80% to 90% depending on the trigger type (STT or DTT). The FFs are measured as the ratio of
the number of events in the ID region to the number of events in the anti-ID region after subtracting all
simulated non-multi-jet backgrounds from data. The FFs are determined separately for the STT and DTT
categories, and for the different years of data-taking to account for the changes to the 𝜏had-vis identification
algorithms and event selection topologies used in the trigger. The FFs are derived in the SS CR with
1 𝑏-tagged jet, due to the limited number of selected events and large 𝑡𝑡 background contamination in
the SS region with 2 𝑏-tagged jets. For that reason, transfer factors (TFs) are defined to account for the
extrapolation from 1-𝑏-tagged-jet events to 2-𝑏-tagged-jet events. In the DTT category, the FFs are binned
in 𝑝T and [ of the anti-𝜏had-vis. In the STT category, due to the smaller number of available events, the FFs
are measured inclusively in 𝑝T and [, but separately according to whether the selected anti-𝜏had-vis is the
leading or sub-leading 𝜏had-vis candidate in 𝑝T. In both categories, the FFs are measured separately for
events with 1- or 3-prong anti-𝜏had-vis candidates.

The TFs are defined as ratios of the FFs measured in the SS CR with 2 𝑏-tagged jets to the FFs measured in
the SS CR with 1 𝑏-tagged jet, inclusively for the STT and DTT categories. The large contamination from
𝑡𝑡 background in the SS CR with 2 𝑏-tagged jets is removed in the subtraction of all simulated non-multi-jet
backgrounds from data. The TFs are also measured inclusively in 𝑝T and [ of the 𝜏had-vis, but separately for
events with 1- and 3-prong anti-𝜏had-vis candidates, separately according to whether the selected anti-𝜏had-vis
is the leading or sub-leading 𝜏had-vis candidate in 𝑝T, and separately for the different years of data-taking.
Their values are compatible with unity within the statistical uncertainty.

The sources of uncertainty in the estimate of the fake-𝜏had-vis background from multi-jet production include
the statistical uncertainties in the measured FFs and TFs, and uncertainties in the normalisation and shape
of the non-multi-jet backgrounds that are subtracted from data when deriving the SR Template. An
uncertainty is also introduced to account for the extrapolation from the SS events to the OS events. The
associated systematic uncertainty is estimated by comparing the FFs derived from SS 1-𝑏-tagged-jet events
with those derived from OS 1-𝑏-tagged-jet events. To ensure that the sample is dominated by multi-jet
events, the OS events are additionally required to satisfy 𝑚MMC𝜏𝜏 > 110 GeV and 𝐸missT /𝜎(𝐸missT ) < 3,
where 𝜎(𝐸missT ) is the event-based approximation to the resolution of the 𝐸missT [159]. The modelling
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Figure 6: Schematic depiction of the combined fake-factor method to estimate the multi-jet background with fake-
𝜏had-vis in the 𝜏had𝜏had channel. Backgrounds that are not from multi-jet events are simulated and subtracted from data
in all the control regions. This is indicated by ‘Non-multi-jet subtracted’ in the legend.
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Figure 7: Schematic depiction of the fake-𝜏had-vis scale-factor method to estimate the 𝑡𝑡 background with fake-𝜏had-vis
in the 𝜏had𝜏had channel.

of the multi-jet background is checked for closure in the SS CRs with 1 and 2 𝑏-tagged jets and good
agreement between data and prediction is observed. The FFs are measured in the SS CR with 1 𝑏-tagged
jet, and the TFs between the SS CR with 1 𝑏-tagged jet and SS CR with 2 𝑏-tagged jets only correct for the
normalisation of the fake-𝜏had-vis prediction. Thus the validation performed on the SS CR with 2 𝑏-tagged
jets provides a check of the shape extrapolation from 1 𝑏-tagged jet to 2 𝑏-tagged jets.

6.2.2 Fake-𝝉had-vis background from 𝒕 𝒕 production

Background events with fake-𝜏had-vis from 𝑡𝑡 production in the 𝜏had𝜏had channel are estimated using
simulation. However, the fake-𝜏had-vis misidentification efficiencies are corrected by scale factors (SFs)
derived from data. A schematic depiction of this method is shown in Figure 7.

The SFs are determined in the 𝑡𝑡 CR defined within the 𝜏lep𝜏had SLT category, as described in Section 6.1.
However, in order to harmonise it with the 𝜏had𝜏had SR selection, the 𝑡𝑡 CR is redefined to select events with
𝜏had-vis |[ | < 2.5. The SFs are extracted as a function of the fake-𝜏had-vis 𝑝T, separately for 1- and 3-prong
fake-𝜏had-vis objects, by fitting the 𝑚𝑊

T distribution of simulated events to data using a profile-likelihood fit.
The fit of the 𝑚𝑊

T distribution allows the contributions of the 𝑡𝑡 events with true- and fake-𝜏had-vis to be
determined while correcting for the modelling of the 𝑡𝑡 simulation that is common to both contributions.
Separate fits are performed for different trigger categories. For 1-prong fake-𝜏had-vis the SFs are close to
unity at fake-𝜏had-vis 𝑝T below 40 GeV and decrease to SF ∼ 0.6 for fake-𝜏had-vis 𝑝T above 70 GeV. The SFs
for the 3-prong fake-𝜏had-vis are generally about ∼ 20% larger than for the 1-prong fake-𝜏had-vis objects.
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The 𝑡𝑡 background with fake-𝜏had-vis in the 𝜏had𝜏had SR is estimated from the simulated events that pass the
SR selection, weighted by the corresponding SFs for each fake-𝜏had-vis in the event.

Uncertainties in the detector response and in the modelling of the 𝑡𝑡 events, as well as of the other minor
contributing processes, are taken into account in the likelihood fit when extracting the SFs. The covariance
matrix of the measured SFs, which contains all statistical and systematic uncertainties of the measurement,
is diagonalised and the resulting eigenvectors are used to define independent nuisance parameters which
are propagated to the final signal extraction fit. Theoretical modelling uncertainties in simulated 𝑡𝑡 events
to which the SFs are applied are estimated as described in Section 7 and they are also propagated to the
final signal extraction fit.

When estimating the fake-𝜏had-vis background from multi-jet production using the fake-factor method (cf.
Section 6.2.1), a large fraction of 𝑡𝑡 events containing at least one fake-𝜏had-vis needs to be subtracted from
data in the OS 2-𝑏-tagged-jet anti-ID region (SR Template) to estimate the multi-jet contribution in the
𝜏had𝜏had SR. The modelling of the simulated 𝑡𝑡 events with fake-𝜏had-vis in the anti-ID region is corrected
with SFs that are measured using the same method as described above. These SFs are measured in a control
region similar to the 𝑡𝑡 CR except that the 𝜏had-vis candidate has to satisfy the anti-𝜏had-vis requirements.
The measured SFs for 1-prong fake-𝜏had-vis in the anti-ID region are close to unity at fake-𝜏had-vis 𝑝T below
40 GeV, and follow the same trend of decreasing in value with increasing fake-𝜏had-vis 𝑝T, as observed
in the ID region. The SFs for the 3-prong fake-𝜏had-vis are generally about 10%–20% larger than for the
1-prong fake-𝜏had-vis objects.

7 Systematic uncertainties

The most significant uncertainty in this search is the statistical uncertainty of the data in the signal
region. Nonetheless, experimental, theoretical, and modelling uncertainties in the normalisation and shape
of the signal and background estimates give a non-negligible contribution to the total uncertainty and
are thus evaluated for use in the statistical model (described in Section 8); these are described below.
Statistical uncertainties in the predicted background processes are modelled using a simplified version of
the Beeston–Barlow technique [160], in which only the uncertainty in the total background content in each
bin is considered.

Systematic uncertainties in the detector response are considered in this search. Where relevant, uncer-
tainties in the trigger, reconstruction, identification, and isolation efficiencies, and in the momentum of
electrons [131], muons [132] and 𝜏had-vis [148] are estimated. Additional uncertainties are estimated for
the efficiencies of the electron veto for 𝜏had-vis and the track-to-vertex-matching requirements for muons.
Jet energy scale and resolution uncertainties [138] and the uncertainty in the efficiency of matching jets
to the primary vertex [139] are estimated. These energy scale and resolution uncertainties, in addition
to an uncertainty in the tracks matched to the primary vertex but not associated with other reconstructed
objects in the event, are propagated to the 𝐸missT calculation [150, 161]. Uncertainties in the 𝑏-jet tagging
efficiency are considered, and these are evaluated as a function of 𝑝T for 𝑏-tagged jets and 𝑐-tagged jets by
using 𝑡𝑡 events [143, 162], and as a function of 𝑝T for light-flavour jets by using 𝑍 + jets events [163]. An
uncertainty of 1.7% in the total integrated luminosity [79], obtained using the LUCID-2 detector [80], is
assigned to physics processes whose normalisations are taken from simulation. An uncertainty arising
from the correction of the pile-up distribution in simulation to that in data is also estimated.
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The effects of uncertainties in the parton shower on the acceptances of the resonant (non-resonant) 𝐻𝐻

signals are assessed by comparing the nominal MC samples with alternative samples which use Pythia 8
(Herwig 7) to model the parton shower. Alternative samples were not generated for some of the resonant
𝐻𝐻 signals, and uncertainties for these signals are derived by interpolating or extrapolating the uncertainties
from signals nearby in 𝑚𝑋 for which alternative samples were produced. Independent parton-shower
acceptance uncertainties are accounted for in the normalisation of the non-resonant ggF, non-resonant
VBF and resonant 𝐻𝐻 signals, and these range between 0.1% and 19% of the nominal acceptance values.
The effects of the renormalisation and factorisation scale, PDF and 𝛼s uncertainties on the ggF and VBF
𝐻𝐻 signal acceptances are included when they are found to be non-negligible. Separate normalisation
uncertainties are applied in the 𝜏had𝜏had and 𝜏lep𝜏had LTT categories to account for observed differences
in the 𝜏had-vis trigger acceptances between fast-simulation and full-simulation resonant 𝐻𝐻 signal MC
samples. The effects of renormalisation and factorisation scale, PDF and 𝛼s uncertainties on the SM ggF
and VBF 𝐻𝐻 cross-sections are considered, and an uncertainty arising from the scheme and value used
for the top-quark mass in calculations of the virtual top-quark loop contributions in the SM ggF 𝐻𝐻

cross-section [21] is included. Lastly, uncertainties in the 𝐻 → 𝑏�̄� and 𝐻 → 𝜏+𝜏− branching fractions [71]
are considered in the 𝐻𝐻 signal and single-Higgs-boson background samples.

The 𝑡𝑡 normalisation is determined in the likelihood fits, so the analysis is not sensitive to uncertainties
in its expected cross-section. However, the relative acceptances of the analysis categories and the
distribution shapes of the discriminating variables are still sensitive to modelling uncertainties, and
these are evaluated using a method that closely follows Ref. [164]. The 𝑡𝑡 hard-scatter and parton-
shower uncertainties are evaluated by comparing the nominal sample with samples generated using
MadGraph5_aMC@NLO + Pythia 8 and PowhegBox v2 + Herwig 7, respectively. The hard-scatter
uncertainty also accounts for the matrix-element–parton-shower matching and merging uncertainty
(henceforth referred to as the matching uncertainty). The impact of the uncertainty in the amount of
initial-state QCD radiation is evaluated by co-varying the ℎdamp parameter, the renormalisation and
factorisation scales, and the showering tune. The effects of uncertainties in the amount of final-state
QCD radiation, the PDF, the 𝛼s value, and the renormalisation and factorisation scales are all evaluated
by varying generator parameter values or the PDF used in the generation of the sample. All of these
uncertainties affect the relative acceptances of the analysis categories. Additionally, the effects of the
hard-scatter and parton-shower uncertainties on the distribution shapes of the MVA output variables are
evaluated directly in all categories, but are found to be negligible in the 𝜏lep𝜏had LTT category. The impact
of the uncertainty in the amount of initial-state QCD radiation on the MVA output variables is considered
in the 𝜏had𝜏had category.

The 𝑍 +HF normalisation is determined in the likelihood fits. The effects of uncertainties in the hard
scatter, matching, parton shower, the renormalisation, factorisation and resummation scales, PDF and 𝛼s on
the relative acceptances of the analysis categories are all considered. For the renormalisation, factorisation
and resummation scales, these uncertainties are evaluated by varying the relevant scales upwards and
downwards from their nominal values by a factor of two; both simultaneous and independent variations
are considered for the renormalisation and factorisation scales, while the resummation scale is varied
independently. In the 𝜏had𝜏had category, the impact of the hard-scatter and parton-shower uncertainty is
evaluated by comparing the nominal sample with aMadGraph5_aMC@NLO + Pythia 8 sample, and the
impact on distribution shapes is parameterised in 𝑚𝑏𝑏 and propagated to the MVA output variables. This
uncertainty is not applied in the 𝜏lep𝜏had category and the 𝑍 +HF CR. In the 𝜏had𝜏had category, the impact
of the renormalisation and factorisation scale uncertainties on the shape of the MVA output variables is
evaluated directly, and in the 𝜏lep𝜏had categories, their impact is parameterised in the 𝑝T of the 𝑏-tagged jet
pair and propagated to the MVA output variables.
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The effects of uncertainties in the PDF and the amount of initial- and final-state QCD radiation on the
acceptances of the single-top-quark backgrounds are estimated. Cross-section uncertainties are also
considered. Despite these backgrounds being small inclusively, their total yields in the most sensitive MVA
bins are significant, and the acceptance uncertainties in the different analysis categories range between
14% and 34% of the nominal values. The impact of the uncertainty in the amount of initial-state QCD
radiation is evaluated by co-varying the renormalisation and factorisation scales, and the showering tunes.
The impact of the uncertainty in the amount of final-state QCD radiation is evaluated by varying the
Var2 parameter [91] in the generation of the samples. The impact of uncertainties in the combined hard
scatter and matching (parton shower) of the𝑊𝑡 background is estimated by comparing the nominal sample
with a sample generated usingMadGraph5_aMC@NLO + Pythia 8 (PowhegBox v2 +Herwig 7). The
impact of the uncertainty in the interference between the 𝑊𝑡 and 𝑡𝑡 backgrounds on the acceptance is
evaluated by comparing simulated𝑊𝑡 samples produced with the diagram removal and diagram subtraction
schemes [165], parameterising this difference in the 𝑝T of the 𝑏-tagged jet pair, and propagating it to the
normalisation and shape of the MVA output distributions.

The effects of uncertainties in the renormalisation and factorisation scales, PDF and 𝛼s on the normalisation
of the single-Higgs-boson backgrounds are evaluated. Uncertainties of 100% are applied separately to
the normalisations of the ggF, VBF and 𝑊𝐻 single-Higgs-boson backgrounds where the Higgs boson
decays into 𝜏-leptons, to account for difficulties in the modelling of these processes in association with
heavy-flavour jets [166, 167]. The impact of uncertainties in the parton shower on the acceptances are
evaluated for the 𝑍𝐻 and 𝑡𝑡𝐻 backgrounds by comparing the nominal samples with alternative samples
generated using Herwig 7 and EvtGen. Uncertainties in the matching and the amount of initial- and
final-state QCD radiation are also considered for the 𝑡𝑡𝐻 backgrounds, and the impact of QCD radiation
uncertainties is evaluated by varying the Var3c parameter [91] and the renormalisation scale. Uncertainties
in the shape of the MVA output distributions of all single-Higgs-boson processes are found to be negligible.
Cross-section uncertainties are applied to the normalisation of the simulated single-Higgs-boson [71],
single-top-quark, 𝑍+light-flavour jets,𝑊+jets, and diboson backgrounds, and acceptance uncertainties are
applied to the normalisation of various small backgrounds.

Systematic uncertainties affecting the data-driven background estimates are described in Section 6.

Table 4 shows the breakdown of the relative contributions to the uncertainty in the non-resonant and
resonant extracted signal cross-sections, which is obtained from the likelihood fit described in Section 8.
Systematic uncertainties in the single-Higgs-boson backgrounds affect the non-resonant search more than
these resonant searches, due to the more significant contribution of ggF single-Higgs-boson background in
the most signal-like regions of the MVA distributions in the non-resonant search.

8 Statistical interpretation

The 𝐻𝐻 signal yields are each estimated from data using a simultaneous binned maximum-likelihood fit to
the MVA output distributions in the 𝜏had𝜏had, 𝜏lep𝜏had SLT, and 𝜏lep𝜏had LTT event categories, and to the 𝑚ℓℓ

distribution in the 𝑍 +HF CR. The 𝑡𝑡 and 𝑍 +HF background normalisations are free parameters in the fit,
and are primarily constrained by the background-like MVA output bins and the 𝑍 +HF CR. Upper limits
are set on the signal normalisations at the 95% confidence level (CL) using the profile-likelihood-ratio test
statistic [168] and the modified frequentist CLs technique [169] in the asymptotic approximation [168].
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Table 4: Breakdown of the relative contributions to the uncertainty in the extracted signal cross-sections, as determined
in the likelihood fit (described in Section 8) to data. They are obtained by fixing the relevant nuisance parameters in
the likelihood fit, subtracting the square of the obtained uncertainty in the fitted signal cross-section from the square
of the total uncertainty, taking the square root, and then dividing by the total uncertainty. The sum in quadrature of
the individual components differs from the total uncertainty due to correlations between uncertainties in the different
groups.

Uncertainty source Non-resonant 𝐻𝐻
Resonant 𝑋 → 𝐻𝐻

300 GeV 500 GeV 1000 GeV

Data statistical + floating normalisation 81% 76% 90% 93%
Data statistical 81% 76% 90% 93%
𝑡𝑡 and 𝑍 + HF normalisations 4% 8% 3% 5%

Systematic 58% 65% 43% 37%
MC statistical 28% 44% 33% 18%
Experimental 12% 31% 8% 12%
Jet and 𝐸missT 8% 27% 5% 4%
𝑏-jet tagging 5% 5% 3% 7%
𝜏had-vis 6% 12% 3% 8%
Electrons and muons 3% 3% 2% 2%
Luminosity and pile-up 3% 2% 2% 5%

Background and signal and modelling 42% 39% 26% 30%
Fake-𝜏had-vis 8% 19% 4% 8%
Top-quark 24% 17% 12% 8%
𝑍 (→ 𝜏𝜏) + HF 9% 17% 9% 15%
Single Higgs boson 29% 2% 14% 15%
Other backgrounds 3% 2% 5% 3%
Signal 5% 14% 7% 15%

The systematic uncertainties described in Sections 6 and 7 are represented in the fit as Gaussian- or
Poisson-constrained nuisance parameters, which modify the normalisation, relative normalisation between
event categories, and/or distribution shape of the discriminating variable for the signal and background
processes. Systematic uncertainties are symmetrised and shape uncertainties are smoothed where physically
motivated, and then those with a negligible impact are removed from the likelihood fit. Experimental,
cross-section, and acceptance uncertainties are correlated across the event categories, except for the
parton-shower uncertainty of the 𝑡𝑡 background, since the kinematic and topological properties of this
background differ between event categories. Modelling uncertainties in data-driven background estimates
are not correlated across different estimation strategies, because different sources of fake-𝜏had-vis are
estimated using different procedures.

The binning schemes for the MVA output distributions used in the likelihood fit were chosen to minimise
the number of bins, while also maximising the retained expected sensitivity, and ensuring the stability of
the fit and the validity of the asymptotic approximation. The binning schemes start from finely binned
histograms, and bins are iteratively merged beginning from the most signal-like MVA bins until the
following channel-dependent criteria are fulfilled. In the 𝜏had𝜏had channel, the bins are required to satisfy
𝜎MCb < 0.5 𝑓s + 1%, where 𝜎MCb is the relative MC statistical uncertainty of the background estimate and 𝑓s
is the signal fraction in the bin. In the 𝜏lep𝜏had channel, the bins are required to satisfy 10 𝑓s +5 𝑓b > 1, where
𝑓s and 𝑓b are the signal and background fractions in the bin, respectively. Bins in all channels must be
expected to contain at least five background events to ensure that the asymptotic approximation is valid.
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9 Results

The post-fit normalisation factors of the unconstrained 𝑡𝑡 and 𝑍 +HF backgrounds for the combined
𝜏had𝜏had and 𝜏lep𝜏had channels, as obtained in the search for non-resonant 𝐻𝐻 production, are 0.97 ± 0.04
and 1.40 ± 0.11, respectively. These post-fit background normalisation factors are compatible within
uncertainties with those obtained for the resonant 𝐻𝐻 production searches.

The MVA output distributions in the search for non-resonant 𝐻𝐻 production and for two resonance mass
hypotheses (𝑚𝑋 = 500 GeV and 1 TeV) are shown in Figure 8, after performing the fits to the data and
assuming a background-only hypothesis. The data, expected signal and post-fit background yields for
events entering the most signal-like bin in the non-resonant MVA output histograms in the three event
categories are shown in Table 5.

Table 5: Data, expected signal and background yields for events passing the event selection and entering the most
signal-like bin in the non-resonant MVA output histograms in the three event categories. The background yields
are calculated following a likelihood fit of the background model to data in the non-resonant 𝐻𝐻 search. The
non-resonant 𝐻𝐻 signal yields are normalised using the SM cross-section. The ‘multi-jet fakes’ and ‘𝑡𝑡 fakes’
estimates are only used in the 𝜏had𝜏had category, and the ‘combined fakes’ estimate is only used in the 𝜏lep𝜏had
categories. All systematic uncertainties are included in the indicated uncertainties.

𝜏had𝜏had 𝜏lep𝜏had SLT 𝜏lep𝜏had LTT

Data 8 7 7

Non-resonant ggF 𝐻𝐻 1.58 ± 0.27 0.77 ± 0.13 0.25 ± 0.05
Non-resonant VBF 𝐻𝐻 0.0227 ± 0.0019 0.0075 ± 0.0007 0.00455 ± 0.00035
𝑡𝑡 0.5 ± 0.1 0.44 ± 0.12 1.76 ± 0.32
Single top-quark 0.47 ± 0.20 1.2 ± 0.7 0.61 ± 0.35
𝑍 + HF 2.3 ± 0.4 1.55 ± 0.33 1.7 ± 0.4
Combined fakes – 1.09 ± 0.22 0.8 ± 0.5
Multi-jet fakes 0.47 ± 0.17 – –
𝑡𝑡 fakes 0.29 ± 0.07 – –
Single Higgs boson 1.7 ± 0.5 1.10 ± 0.28 0.4 ± 0.1
Other backgrounds 0.4 ± 0.1 0.48 ± 0.09 0.33 ± 0.07
Total background 6.1 ± 0.8 6 ± 1 6 ± 1

Table 6 shows the 95% CL upper limits on the cross-sections for non-resonant 𝐻𝐻 production, and on the
ratios of these cross-sections to their SM predictions. The combined observed (expected) limit on the SM
non-resonant 𝐻𝐻 production cross-section via the ggF and VBF processes is 140 fb (110+40−30 fb), while the
limit on the ratio to the SM prediction is 4.7 (3.9+1.5−1.1). The expected limit is calculated assuming no 𝐻𝐻

production.

Figure 9 shows the data, background and non-resonant 𝐻𝐻 signal yields, where final-discriminant bins
from the 𝜏had𝜏had, 𝜏lep𝜏had SLT and 𝜏lep𝜏had LTT categories are combined into bins of log10(𝑆/𝐵). The
fitted background yield 𝐵 assumes the background-only hypothesis. The signal 𝑆 that is shown in the
overlaid histograms is scaled either to the SM expected cross-section or to the combined expected limit
cross-section.
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Figure 8: The MVA output distributions in the search for non-resonant 𝐻𝐻 signal (top) and in the search for resonant
𝐻𝐻 signal with 𝑚𝑋 = 500 GeV (middle row) and 𝑚𝑋 = 1000 GeV (bottom), in the 𝜏had𝜏had (left), 𝜏lep𝜏had SLT
(middle column) and 𝜏lep𝜏had LTT (right) categories. The distributions are shown after performing the fits to data and
assuming the background-only hypothesis. The signal is overlaid and scaled to the combined expected limit. The
dashed histogram shows the total pre-fit background. The lower panels show the ratio of data to the total post-fit
background, where the hatched band shows the statistical and systematic uncertainties of that background. For
visualisation purposes, these histograms are displayed using uniform bin widths instead of the bin edges used in the
fit, although the bin contents correspond to those used in the fit. Indices are used to label the bins.

26



Table 6: Observed and expected 95% CL upper limits on the cross-section for non-resonant 𝐻𝐻 production, assuming
SM kinematics, and on the cross-section for non-resonant 𝐻𝐻 production divided by the SM prediction. The ±1𝜎
and ±2𝜎 variations around the expected limit are also shown.

Observed −2𝜎 −1𝜎 Expected +1𝜎 +2𝜎

𝜏had𝜏had
𝜎ggF+VBF [fb] 150 70 95 130 180 240

𝜎ggF+VBF/𝜎SMggF+VBF 5.0 2.4 3.2 4.4 6.1 8.2

𝜏lep𝜏had
𝜎ggF+VBF [fb] 280 120 170 230 320 430

𝜎ggF+VBF/𝜎SMggF+VBF 9.7 4.2 5.6 7.8 11 15

Combined 𝜎ggF+VBF [fb] 140 62 83 110 160 210
𝜎ggF+VBF/𝜎SMggF+VBF 4.7 2.1 2.8 3.9 5.4 7.2
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Figure 9: Event yields as a function of log10 (𝑆/𝐵) for data, background and non-resonant 𝐻𝐻 signal. Final-
discriminant bins from the 𝜏had𝜏had, 𝜏lep𝜏had SLT and 𝜏lep𝜏had LTT categories are combined into bins of log10 (𝑆/𝐵).
The fitted background yield 𝐵 assumes the background-only hypothesis. In the lower panel, the pull of the data
relative to the background (the statistical significance of the difference between data and fitted background) is shown
with statistical uncertainties only. The full lines indicate the pull expected from the sum of the fitted background and
the signal, which is scaled to either the SM expected cross-section (red) or the combined expected limit cross-section
(blue), relative to the fitted background.
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For resonant 𝐻𝐻 production, the exclusion limits on the cross-section are shown as a function of 𝑚𝑋 in
Figure 10. The 𝜏had𝜏had channel has better sensitivity than the 𝜏lep𝜏had channel below a resonance mass
of 1 TeV, while their sensitivities become comparable at higher masses. A broad excess is observed in
both channels in the mass range 700 GeV < 𝑚𝑋 < 1.2 TeV. The most significant excess for the 𝜏had𝜏had
(𝜏lep𝜏had) channel is found for the signal mass hypothesis of 1 TeV (1.1 TeV) with a local significance of
2.8𝜎 (1.6𝜎). The most significant combined excess is at a signal mass hypothesis of 1 TeV with a local
significance of 3.1𝜎 and a global significance of 2.0𝜎.

The 𝑝-value defining the global significance is given by the probability of finding a maximum local excess
larger than the observed value under the background-only hypothesis, regardless of the resonance mass
value 𝑚𝑋 where the largest excess is found. It is estimated using fits of ‘toy’ experiments drawn from a
model providing a joint description of all observables in the statistical interpretation. The set of observables
comprises the number of events observed in a bin entering either a signal or control region, separately for
all bins, as well as the central values of auxiliary measurements used to propagate systematic uncertainties
to the results. This model differs from the probabilistic model used to define the likelihood functions
since these describe only one PNN discriminant at a time, targeting a single signal mass hypothesis.
However, non-trivial correlations between observables are expected since events are subject to the same
selection criteria regardless of the resonance mass value 𝑚𝑋 to be probed, but different multivariate
discriminants are used for each of these signal hypotheses. Observables describing the number of events in
a given bin are generated from a multivariate Poisson distribution with the dependence structure between
observables given by the copula [170] of a centred multivariate normal distribution with covariance matrix
given by the expected linear correlations estimated from a simulation- and data-driven background model.
Observables describing the statistical precision of the background estimate are generated using a resampling
approach [171]. Observables associated with all other experimental and theoretical uncertainties are varied
coherently for all hypothesis tests.

10 Conclusion

A search for non-resonant and resonant Higgs boson pair production in 𝑏�̄�𝜏+𝜏− events is conducted, where
the non-resonant signal is assumed to be produced with SM kinematics, and the resonant signal corresponds
to a narrow scalar resonance with a mass 𝑚𝑋 in the range 251 to 1600 GeV. The 13 TeV 𝑝𝑝 collision data
set used was collected at the LHC by the ATLAS experiment between 2015 and 2018, and corresponds to
an integrated luminosity of 139 fb−1. The sensitivity of this search to the non-resonant signal hypothesis
improves on the previous ATLAS search in this channel by around a factor of four. Roughly half of this
improvement is due to the larger data set, while most of the remaining sensitivity gain is due to significant
improvements in the 𝜏had-vis and 𝑏-jet reconstruction and identification. Analysis-level improvements
include the use of more sophisticated multivariate techniques to target the resonant signal hypotheses,
and new fake-𝜏had-vis estimation methods. The data are found to be compatible with the background-only
hypothesis, with the largest deviation being found in the search for resonant 𝐻𝐻 production at a mass of
1 TeV and corresponding to a local (global) significance of 3.1𝜎 (2.0𝜎). The observed (expected) upper
limit on the non-resonant Higgs boson pair-production cross-section, set at the 95% confidence level, is 4.7
(3.9+1.5−1.1) times the SM expectation. Observed (expected) upper limits are placed at the 95% confidence level
on resonant Higgs boson production and exclude cross-sections above 21–900 fb (12–840 fb), depending
on the mass of the resonance. This search provides the highest expected sensitivity to non-resonant 𝐻𝐻

production of any individual search to date, and provides limits on resonant 𝐻𝐻 production that are more
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Figure 10: Observed and expected limits at 95% CL on the cross-section for resonant 𝐻𝐻 production as a function
of the scalar resonance mass 𝑚𝑋 . The dashed lines show the expected limits while the solid lines show the observed
limits. The blue and red lines are the limits for the 𝜏had𝜏had channel and 𝜏lep𝜏had channel, respectively. The black
lines are the combined limits of the two channels. The ±1𝜎 and ±2𝜎 variations around the expected combined limit
are indicated by the turquoise and yellow bands, respectively. The limits are obtained using the profile-likelihood test
statistic and the modified frequentist CLs technique.

stringent than, or competitive with, the most recently published ATLAS and CMS 𝐻𝐻 resonant search
combinations over much of the 𝑚𝑋 range explored.
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