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#### Abstract

This paper proposes a novel stochastic finite element scheme to solve partial differential equations defined on random domains. A geometric mapping algorithm first transforms the random domain into a reference domain. By combining the mesh topology (i.e. the node numbering and the element numbering) of the reference domain and random nodal coordinates of the random domain, random meshes of the original problem are obtained by only one mesh of the reference domain. In this way, the original problem is still discretized and solved on the random domain instead of the reference domain. A random isoparametric mapping of random meshes is then proposed to generate the stochastic finite element equation of the original problem. We adopt a weak-intrusive method to solve the obtained stochastic finite element equation. In this method, the unknown stochastic solution is decoupled into a sum of the products of random variables and deterministic vectors. Deterministic vectors are computed by solving deterministic finite element equations, and corresponding random variables are solved by a proposed sampling method. The computational effort of the proposed method does not increase dramatically as the stochastic dimension increases and it can solve high-dimensional stochastic problems with low computational effort, thus the proposed method avoids the curse of dimensionality successfully. Four numerical examples are given to demonstrate the good performance of the proposed method.
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## 1. Introduction

As predicting uncertainty propagation of physical models has become an important part of the analysis of many engineering problems, it is necessary to develop efficient computational schemes for dealing with a variety of uncertainties, e.g. random material properties, random external forces, random geometries and their couplings [1, 2]. The focus of this work is on the geometric uncertainty, which may arise from many kinds of problems, e.g. topology optimization, random multi-phased materials, etc [3, 4, 5, 6, 7].

In this paper, we pay attention on solving deterministic/stochastic partial differential equations (PDEs) defined on random/parameter-dependent domains. In the last decades, several methods have been proposed for this purpose. Following the approaches to deal with random geometries, they can be divided into the remeshing method [8], the geometric mapping method [9], the fictitious method [10, 11] and the extended stochastic finite element method [5, 6], etc. A straightforward method to deal with random domains is the Monte Carlo simulation (MCS) [12] and other non-intrusive techniques, e.g. multilevel MCS, response surface method, stochastic collocation method, etc [8, 13, 14]. This kind of method remeshes the geometry associated with each random sample and classical finite element solvers are then used to solve the solution on each sampled mesh. It is easy to implement and existing codes can be adopted without difficulties. The method is independent or weakly dependent on stochastic dimensions, thus it can be applied to the geometries related to a large number of random variables. However, numerous deterministic simulations are necessary in order to obtain a high-precision stochastic solution, which leads to expensive computational costs. Also, since the samples of the stochastic solution are obtained on different domains and meshes, extra attention is required for the postprocessing of the stochastic solution. In order to avoid remeshing the domain for each sample realization, the geometric mapping

[^0]method is proposed in [9, 15, 16]. The method maps the random domain into a reference domain and then transforms the PDE defined on the random domain into a stochastic PDE defined on the reference domain. In this method, a boundary-conforming coordinate system is used to map the random geometry, which can be considered as a stochastic extension of deterministic mesh mapping methods [17]. For the obtained stochastic PDE, classical stochastic finite element solvers are used to solve the stochastic finite element equation (SFEE), e.g. MCS, stochastic collocation method, spectral stochastic finite element method, etc [9, 18, 19, 20]. However, extra complexities are introduced when tackling nonlinear PDEs since the differential operator is coupled with the geometric mapping.

The fictitious domain method, as a stochastic extension of the deterministic fictitious domain method [21], is proposed to solve PDEs defined on random domains [10, 11]. The fictitious domain is a deterministic domain including all possible sample realizations of the random domain and it usually has simple geometry. This kind of method can be applied to complex geometries, but effective methods are required to tackle the random boundaries of the random domain in the fictitious domain. In [10], the original PDE is transformed into a saddle-point problem defined on the fictitious domain and the original boundary conditions are enforced by Lagrange multipliers. In [11], the original PDE is reformulated on the fictitious domain. The proper generalized decomposition (PGD) method is used to approximate the stochastic solution and a stochastic indicator function is proposed to capture the random domain in the fictitious domain. Furthermore, the extended stochastic finite element method is proposed in [5, 6, 22, 23]. This method still reformulates the PDE on a fictitious domain and extends the deterministic extended finite element method [24] to handle the discontinuities of the stochastic solution on the fictitious domain. The spectral stochastic finite element method [18, 25] is then used to solve the solution on the mesh of the fictitious domain. Other methods have also been developed, e.g. the computational frameworks and error estimations for Neumann and Dirichlet boundary value problems defined on random domains [26, 27], the perturbation-based methods for problems with small geometric variability [28, 29, 30] and the PGD-based descriptions for geometric parameters [31, 32].

In this paper, we develop an efficient numerical scheme for solving linear deterministic/stochastic partial differential equations (PDEs) defined on random/parameter-dependent domains. To avoid
remeshing the random domain, a geometric mapping algorithm is adopted to transform the random domain into a reference domain. As the unknown stochastic solution of the transformation equation, random nodal coordinates of the random domain are obtained by solving a Laplace equation with random boundary conditions. The random mesh of the random domain can be generated by combining the mesh topology (i.e. the node numbering and the element numbering) of the reference domain and random nodal coordinates. A random isoparametric mapping of the random mesh is developed to assemble the stochastic stiffness matrix and the stochastic force vector. The assembly procedure is the same as the classical FEM assembly and is completely non-intrusive. Existing FEM codes can be embedded without any modification.

We mention that a similar random mesh approach is also used in [16] as a discretized version of the method proposed in [9, 15] and conditions are given to ensure the well-posedness of the geometric transformation. However, the method relies on the polynomial chaos approximation of the random coordinates and still assembles stochastic matrices and vectors in the reference domain, which leads to the coupling of the differential operator of the PDE and the geometric uncertainty. Much attention is needed to tackle the coupling when nonlinear PDEs defined on random domains are solved. Our proposed method still discretizes and solves the original PDE on the random domain instead of the reference domain. Hence it decouples the differential operator of the PDE and the geometric uncertainty, which is consistent with the fact that the differential operators of PDEs are not sensitive to geometric domains when using the finite element method. We also mention that a random isoparametric mapping is used in [28], which embeds the random isoparametric mapping of the random boundary into the spectral SFEM frame. This method relies on the polynomial chaos-based approximations of random boundaries, mapping of differential operators and corresponding Jacobian matrices, which is considered as a kind of intrusive approach. Additional computational complexity is thus required. Also, high-dimensional stochastic problems remain challenging for this method. The proposed random isoparametric mapping in this paper has the same computational complexity as the deterministic isoparametric mapping and it is easy to implement by existing FEM assembly codes.

After assembling stochastic matrices and vectors, we adopt a weak-intrusive method to solve the obtained stochastic finite element equation. In this method, the unknown stochastic solution
is decoupled into a sum of the products of a set of random variables and deterministic vectors. Deterministic vectors are obtained by solving deterministic finite element equations that are generated by applying the stochastic Galerkin method to the original SFEE. Corresponding random variables are the solutions of one-dimensional stochastic algebraic equations that are solved efficiently by use of a proposed sampling method. Since the computational effort of the proposed method does not increase dramatically as the stochastic dimension increases and it can solve highdimensional stochastic problems with low computational effort, the proposed method avoids the curse of dimensionality successfully.

The paper is organized as follows: Section 2 gives the basic setting of deterministic/stochastic PDEs on random domains and a geometric transformation from the random domain to a reference domain is presented. Section 3 introduces a random isoparametric mapping method to assemble SFEE. A weak-intrusive SFEM is then used to solve the obtained SFEE in Section 4 The algorithm implementation of the proposed method is elaborated in Section [5. Following that, four numerical examples, including an elastic equation defined on a random domain, a stochastic elliptic PDE with a random interface and a case from orthodontics with random material properties and random geometry, are given to demonstrate the performance of the proposed method in Section 6 . and conclusions and discussions follow in Section 7

## 2. Geometric transformation of the random domain

### 2.1. PDEs defined on random domains

Let $(\Theta, \Xi, \mathcal{P})$ be a suitable probability space, where $\Theta$ denotes the space of elementary events, $\Xi$ is a $\sigma$-algebra defined on $\Theta$ and $\mathcal{P}$ is a probability measure. In this paper, we consider the deterministic/stochastic linear PDE defined on a random domain $\mathcal{D}(\theta) \subset \mathbb{R}^{d}$ with the physical dimension $d=1,2,3$ and the random boundary $\partial \mathcal{D}(\theta)$. We solve the following stochastic problem: find a stochastic solution $\mathbf{u}(\mathbf{x}, \theta): \mathcal{D}(\theta) \rightarrow \mathbb{R}$ such that the following PDE holds for all $\theta \in \Theta$,

$$
\begin{equation*}
\mathcal{L}(\mathbf{u}(\mathbf{x}, \theta), \mathbf{x})=0 \quad \text { in } \quad \mathcal{D}(\theta), \tag{1}
\end{equation*}
$$

subjected to boundary conditions on $\partial \mathcal{D}(\theta)$, where $\mathcal{L}(\cdot)$ is a linear differential operator, $\mathbf{x}=$ $\left(x_{1}, \cdots, x_{d}\right) \in \mathbb{R}^{d}$ is the Cartesian coordinate. We assume that the random boundary $\partial \mathcal{D}(\theta)$ is
sufficiently regular and that Eq. (11) is well-posed. The randomness of the domain $\mathcal{D}(\theta)$ is only described by the random boundary $\partial \mathcal{D}(\theta)$ that is related to random variables/fields (the parameters for describing unfixed domains can also be considered as special random variables). Although we only consider linear PDEs in this paper, nonlinear PDEs defined on random domains are readily solved in the computational frame proposed in this paper.

### 2.2. Geometric transformation from random domain to reference domain

To avoid remeshing the random domain $\mathcal{D}\left(\theta^{(i)}\right)$ for each sample $\theta^{(i)}, i=1, \cdots, n_{s}$, where $n_{s}$ is the number of random samples, we transform the random domain into a reference domain and represent the random domain by the mesh topology of the reference domain. To transform the random domain $\mathcal{D}(\theta) \subset \mathbb{R}^{d}$ into a reference domain $\overline{\mathcal{D}} \subset \mathbb{R}^{d}$, we consider that the random coordinate $\mathbf{x}(\theta)=\left(x_{1}(\theta), \cdots, x_{d}(\theta)\right) \in \mathcal{D}(\theta)$ is mapped into the deterministic coordinate $\overline{\mathbf{x}}=$ $\left(\bar{x}_{1}, \cdots, \bar{x}_{d}\right) \in \overline{\mathcal{D}}$ by the following transformation,

$$
\begin{equation*}
\overline{\mathbf{x}}=\mathscr{M}^{-1}(\mathbf{x}(\theta), \theta), \tag{2}
\end{equation*}
$$

and the random coordinate $\mathbf{x}(\theta)$ is represented by the deterministic coordinate $\overline{\mathbf{x}}$ and the inverse mapping of Eq. (2),

$$
\begin{equation*}
\mathbf{x}(\theta)=\mathscr{M}(\overline{\mathbf{x}}, \theta), \tag{3}
\end{equation*}
$$

where $\mathscr{M}(\cdot, \theta)$ represents the mapping operator and $\mathscr{M}^{-1}(\cdot, \theta)$ is its inverse operator. In this way, we can use the deterministic coordinate of the reference domain to represent the random coordinate of the random domain. In other words, the random domain is fully described by the reference domain and the realization $\theta$. The selection of $\mathscr{M}(\cdot, \theta)$ is not unique and it is dependent on the selection of the reference domain and the uncertainty involved in the problem under consideration. We can adopt an arbitrary reference domain as long as the ease of implementation and wellposedness of the transformation can be ensured [9, 17]. In practice, the mean of the random domain is usually chosen as the reference domain.

### 2.3. Geometric mapping based on the Laplace equation

We execute the transformation Eq. (3) on the mesh of the reference domain. Correspondingly, the random mesh of the random domain is obtained by the mesh transformation of the reference
domain, which can be considered a mesh-based random geometry description. Several differential system-based mapping methods are initially developed for the mesh transformation, e.g. the elliptic equations, hyperbolic equations, etc [17], which are then extended to deal with random geometries in [9, 15]. In this paper we adopt the Laplace equation for the transformation $\mathscr{M}(\cdot, \theta)$ in Eq. (3), which corresponds to

$$
\begin{equation*}
\Delta x_{i}(\theta)=0 \text { in } \overline{\mathcal{D}}, i=1, \cdots, d \tag{4}
\end{equation*}
$$

with the geometric boundary constraints

$$
\begin{equation*}
\left.x_{i}(\theta)\right|_{\Gamma_{j}}=\mathscr{M}_{i, j}\left(\left.\overline{\mathbf{x}}\right|_{\Gamma_{j}}, \theta\right), j=1, \cdots, b, \tag{5}
\end{equation*}
$$

where $\Delta=\sum_{j=1}^{d} \frac{\partial^{2}}{\partial \bar{x}_{j}^{2}}$ represents the Laplace operator, $\left.\overline{\mathbf{x}}\right|_{\Gamma_{j}}=\left[\left.\bar{x}_{1}\right|_{\Gamma_{j}}, \cdots,\left.\bar{x}_{d}\right|_{\Gamma_{j}}\right] \in \mathbb{R}^{d}$ and $\left.\mathbf{x}(\theta)\right|_{\Gamma_{j}}=$ $\left[\left.x_{1}(\theta)\right|_{\Gamma_{j}}, \cdots,\left.x_{d}(\theta)\right|_{\Gamma_{j}}\right] \in \mathbb{R}^{d}$ represent the deterministic and random coordinates on the boundary $\Gamma_{j}, \mathscr{M}_{i, j}(\cdot, \theta)$ represents the mapping of the $i$-th coordinate on the boundary $\Gamma_{j}, b$ is the total number of geometry boundaries under consideration. In this paper, we assume that the obtained random mesh has a good quality and can be used to solve the PDE, e.g., there should be no element flips in the random mesh. Conditions to ensure the well-posedness of the transformation can be found in [16, 17]. Further, several advanced mesh deformation methods [33, 34] can be used for more general cases that the Laplace equation-based mesh transformation does not work well, e.g., the case of too large mesh deformations caused by large uncertainties, which is beyond the scope of this paper and will be presented in follow-up studies.

### 2.4. Finite element solution of the transformation equation

To solve Eq. (4), we discretize the reference domain by use of the finite element method [35]. Let $\overline{\mathbf{X}}_{i} \in \mathbb{R}^{n}, i=1, \cdots, d$ be the discretized nodal coordinates of the coordinate $\bar{x}_{i}$ obtained by the finite element discretization, where $n$ is the number of nodes, and $\mathbf{X}_{i}(\theta) \in \mathbb{R}^{n}$ be the corresponding stochastic solution on the discretized nodes, which is also the discretization of the random coordinate $x_{i}(\theta)$. The finite element equation of Eq. (4) is thus given by

$$
\left\{\begin{array}{l}
\mathbf{K}_{\mathcal{G}} \mathbf{X}_{i}(\theta)=0  \tag{6}\\
\left.\mathbf{X}_{i}(\theta)\right|_{\Gamma_{j}}=\mathscr{M}_{i, j}\left(\left.\overline{\mathbf{X}}\right|_{\Gamma_{j}}, \theta\right), j=1, \cdots, b
\end{array}, i=1, \cdots d\right.
$$

which can be rewritten as

$$
\left[\begin{array}{cccc}
\widetilde{\mathbf{K}}_{\mathcal{G}, 0,0} & \widetilde{\mathbf{K}}_{\mathcal{G}, 0,1} & \cdots & \widetilde{\mathbf{K}}_{\mathcal{G}, 0, b}  \tag{7}\\
\widetilde{\mathbf{K}}_{\mathcal{G}, 1,0} & \widetilde{\mathbf{K}}_{\mathcal{G}, 1,1} & \cdots & \widetilde{\mathbf{K}}_{\mathcal{G}, 1, b} \\
\vdots & \vdots & \ddots & \vdots \\
\widetilde{\mathbf{K}}_{\mathcal{G}, b, 0} & \widetilde{\mathbf{K}}_{\mathcal{G}, b, 1} & \cdots & \widetilde{\mathbf{K}}_{\mathcal{G}, b, b}
\end{array}\right]\left[\begin{array}{c}
\left.\mathbf{X}_{i}(\theta)\right|_{\mathcal{D}(\theta)} \\
\mathscr{M}_{i, 1}\left(\left.\overline{\mathbf{X}}\right|_{\Gamma_{1}}, \theta\right) \\
\vdots \\
\mathscr{M}_{i, b}\left(\left.\overline{\mathbf{X}}\right|_{\Gamma_{b}}, \theta\right)
\end{array}\right]=0, i=1, \cdots d
$$

where $\left.\mathbf{X}_{i}(\theta)\right|_{\mathcal{D}(\theta)} \in \mathbb{R}^{n_{0}}$ represents the unknown stochastic solution of the nodes not on the constraint boundaries, $n_{0}$ is the number of the nodes not on the constraint boundaries, $\left.\mathbf{X}_{i}(\theta)\right|_{\Gamma_{j}(\theta)}=$ $\mathscr{M}_{i, j}\left(\left.\overline{\mathbf{X}}\right|_{\Gamma_{j}}, \theta\right) \in \mathbb{R}^{n_{j}}, j=1, \cdots, b$ are the stochastic solutions of the nodes on the boundary $\Gamma_{j}$ and they can be calculated via Eq. (5), $\widetilde{\mathbf{K}}_{\mathcal{G}, i, j} \in \mathbb{R}^{n_{i} \times n_{j}}$ are corresponding submatrices, $n_{1}, \cdots, n_{b}$ are the number of nodes on the boundary $\Gamma_{j}, j=1, \cdots, b$. The matrix $\mathbf{K}_{\mathcal{G}}$ is also not unique and depends on the selection of the reference domain. For a given reference domain and its mesh discretization, the matrix $\mathbf{K}_{\mathcal{G}}$ is unique and assembled by using the classical finite element method [35]. Eq. (7) is considered as a deterministic finite element equation with stochastic Dirichlet boundary conditions. To calculate the submatrix $\widetilde{\mathbf{K}}_{\mathcal{G}, i, j}, i, j=0,1, \cdots, b$, we let $\left\{I_{i, 1}, \cdots, I_{i, n_{i}}\right\}$ be the numbering of nodes on the $i$-th mapped boundary (the case $i=0$ corresponds to the nodes not on mapped boundaries). The index matrix $\mathcal{I} I_{i j}$ is given by

$$
\mathcal{I} I_{i j}=\left[\begin{array}{c}
\mathcal{I}_{i, 1}  \tag{8}\\
\vdots \\
\mathcal{I}_{i, n_{i}}
\end{array}\right] \otimes\left[\mathcal{I}_{j, 1}, \cdots, \mathcal{I}_{j, n_{j}}\right]=\left[\begin{array}{ccc}
\left(\mathcal{I}_{i, 1}, \mathcal{I}_{j, 1}\right) & \cdots & \left(\mathcal{I}_{i, 1}, \mathcal{I}_{j, n_{j}}\right) \\
\vdots & \ddots & \vdots \\
\left(\mathcal{I}_{i, n_{i}}, \mathcal{I}_{j, 1}\right) & \cdots & \left(\mathcal{I}_{i, n_{i}}, I_{j, n_{j}}\right)
\end{array}\right] \in \mathbb{R}^{n_{i} \times n_{j}},
$$

where $\otimes$ represents the outer product operator. The submatrix $\widetilde{\mathbf{K}}_{\mathcal{G}, i, j}$ is thus calculated by

$$
\begin{equation*}
\widetilde{\mathbf{K}}_{\mathcal{G}, i, j}=\mathbf{K}_{\mathcal{G}}\left[\mathcal{I} I_{i j}\right] . \tag{9}
\end{equation*}
$$

Based on the first row of Eq. (7), the stochastic solution $\left.\mathbf{X}_{i}(\theta)\right|_{\mathcal{D}(\theta)}$ is solved by an explicit form

$$
\begin{equation*}
\left.\mathbf{X}_{i}(\theta)\right|_{\mathcal{D}(\theta)}=\sum_{j=1}^{b} \underline{\mathbf{K}}_{\mathcal{G}, j} \mathscr{M}_{i, j}\left(\left.\overline{\mathbf{X}}\right|_{\Gamma j}, \theta\right), i=1, \cdots, d, \tag{10}
\end{equation*}
$$

where the matrices $\underline{\mathbf{K}}_{G, j}=-\widetilde{\mathbf{K}}_{\mathcal{G}, 0,0}^{-1} \widetilde{\mathbf{K}}_{\mathcal{G}, 0, j} \in \mathbb{R}^{n_{0} \times n_{j}}$.
The above transformation is summarized in Algorithm 1. In step 1, we choose a reference domain and generate its mesh topology $\left[\mathcal{K}\{\right.$ Node, Ele $\left.\},\left\{\overline{\mathbf{X}_{i}}\right\}_{i=1}^{d}\right]$, where $\mathcal{K}\{$ Node, Ele $\}$ represents the topology of the node numbering and the element numbering. The matrix $\mathbf{K}_{\mathcal{G}}$ in Eq. (6) (or

```
Algorithm 1 Algorithm for mapping random domains to reference domains
    Choose a reference domain and generate its mesh topology \(\left[\mathcal{K}\{\right.\) Node, Ele \(\left.\},\left\{\overline{\mathbf{X}}_{i}\right\}_{i=1}^{d}\right]\)
    Assemble the deterministic matrix \(\mathbf{K}_{\mathcal{G}}\) in Eq. (6) (or Eq. (7))
    for the geometric boundary \(j=1, \cdots, b\) do
        Calculate the matrices \(\underline{\mathbf{K}}_{\mathcal{G}, j}=-\widetilde{\mathbf{K}}_{\mathcal{G}, 0,0}^{-1} \widetilde{\mathbf{K}}_{\mathcal{G}, 0, j} \in \mathbb{R}^{n_{0} \times n_{j}}\)
    end
    for the geometric boundary \(j=1, \cdots, b\) do
        for the coordinate dimension \(i=1, \cdots, d\) do
        The coordinate transformation \(\mathscr{M}_{i, j}\left(\left.\overline{\mathbf{X}}\right|_{\Gamma j}, \theta\right)\) on the \(j\)-th boundary
        end
    end
    for the coordinate dimension \(i=1, \cdots, d\) do
        Solve the random coordinate \(\left.\mathbf{X}_{i}(\theta)\right|_{\mathscr{D}(\theta)}\) via Eq. (10)
    end
```

Eq. (7)) is assembled in step 22, the computation of which is fully deterministic for a given reference domain. From step 3 to 5 , the matrices $\widehat{\mathbf{K}}_{\mathcal{G}, j}$ are solved by a set of systems of linear equations,

$$
\begin{equation*}
\widetilde{\mathbf{K}}_{\mathcal{G}, 0,0} \underline{\mathbf{K}}_{\mathcal{G}, j}=\widetilde{\mathbf{K}}_{\mathcal{G}, 0, j}, j=1, \cdots, b, \tag{11}
\end{equation*}
$$

which can be solved efficiently by use of existing FEM solvers [35] and can be executed in parallel for each boundary $j$. After that, the random boundaries are computed by step 6 to 10 , which only depends on the choice of the reference domain and is almost independent of the finite element discretization (weakly depends on the number of the discretized nodes on the boundaries). We adopt a non-intrusive way to execute the transformation $\mathscr{M}_{i, j}\left(\left.\overline{\mathbf{X}}\right|_{\Gamma_{j}}, \boldsymbol{\theta}\right) \in \mathbb{R}^{n_{j} \times n_{s}}$ of the $i$-th coordinate on the $j$-th boundary, where $\boldsymbol{\theta}=\left\{\theta^{(i)}\right\}_{i=1}^{n_{s}}$ are $n_{s}$ sample realizations. In this way, changes in the geometric shape can be accurately captured compared to the approximation method [9, 16]. Also, the procedure from step 6 to 10 is independent of the matrix assembly from step 3 to 5 and they can be executed in parallel. Taking into account $\widehat{\mathbf{K}}_{\mathcal{G}, j}$ and $\mathscr{M}_{i, j}\left(\left.\overline{\mathbf{X}}\right|_{\Gamma_{j}}, \boldsymbol{\theta}\right)$ as calculated in the previous steps, the stochastic solutions $\left.\mathbf{X}_{i}(\theta)\right|_{\mathscr{D}(\theta)}$ are computed in step 12 .

## 3. Discretization and assembly on random domains

Based on the above geometric mapping, we transform the random domain into a reference domain. A popular method is to transform the PDE defined on the random domain into a stochastic PDE defined on the reference domain [9, 15]. In this kind of method, the dependency of the PDE on the geometric randomness is transformed into the dependence on stochastic coefficients over the reference domain by means of a random Jacobian matrix. The differential operator of the PDE and the randomness are coupled in this way. In this section, we propose a random isoparametric mapping to deal with the PDEs defined on the random domain, which decouples the differential operator of the PDE and the randomness and has the same computational complexity as the classical isoparametric mapping.

### 3.1. Random isoparametric mapping

We recall the mesh topology $[\mathcal{K}\{$ Node, Ele $\}, \overline{\mathbf{X}}]$ of the reference domain generated in step 1 in Algorithm 1 , where $\overline{\mathbf{X}}=\left[\overline{\mathbf{X}}_{1}, \cdots, \overline{\mathbf{X}}_{d}\right] \in \mathbb{R}^{n \times d}$ is the set of node coordinates of the reference domain. We construct a random mesh of the random domain in the form $[\mathcal{K}\{\operatorname{Node}, \mathrm{Ele}\}, \mathbf{X}(\theta)]$, where $\mathbf{X}(\theta)=\left[\mathbf{X}_{1}(\theta), \cdots, \mathbf{X}_{d}(\theta)\right] \in \mathbb{R}^{n \times d}$ is the stochastic solutions of Eq. (6). In other words, the random mesh is obtained by combining the topology $\mathcal{K}\{$ Node, Ele $\}$ of the reference domain and the random coordinates $\mathbf{X}(\theta)$ of the random domain. To illustrate the construction of the random mesh, we consider two sample realizations $\mathcal{D}\left(\theta^{(1)}\right)$ and $\mathcal{D}\left(\theta^{(2)}\right)$ of the random domain shown in Fig. 1a and both of them are transformed into the reference domain $\overline{\mathcal{D}}$. The mesh topology $\mathcal{K}\{$ Node, Ele $\}$ is generated on the reference domain by one meshing and the random coordinates $\mathbf{X}(\theta)$ of the random domain is solved by Eq. (6). The realizations of two random meshes $\left[\mathcal{K}\{\right.$ Node, Ele $\left.\}, \mathbf{X}\left(\theta^{(1)}\right)\right]$ and $\left[\mathcal{K}\{\right.$ Node, Ele $\left.\}, \mathbf{X}\left(\theta^{(2)}\right)\right]$ are thus obtained. They have the same mesh topology $\mathcal{K}\{$ Node, Ele $\}$ and only one meshing is involved. Further, we consider the element analysis of the random elements $\mathcal{E}_{i}\left(\theta^{(1)}\right)$ and $\mathcal{E}_{i}\left(\theta^{(2)}\right)$ in random domains $\mathcal{D}\left(\theta^{(1)}\right)$ and $\mathcal{D}\left(\theta^{(2)}\right)$, which are mapped from the element $\mathcal{E}_{i}$ in the reference domain $\overline{\mathcal{D}}$. As shown in Fig. 1b. the elements $\mathcal{E}_{i}, \mathcal{E}_{i}\left(\theta^{(1)}\right)$ and $\mathcal{E}_{i}\left(\theta^{(2)}\right)$ have the same element number (i.e. $i$ ) and consist of the same node group (i.e. $\left\{n_{i}^{(1)}, n_{i}^{(2)}, n_{i}^{(3)}, n_{i}^{(4)}\right\}$ ). The only difference between them is the coordinates of
the node group $\left\{n_{i}^{(1)}, n_{i}^{(2)}, n_{i}^{(3)}, n_{i}^{(4)}\right\}$. We extend the deterministic isoparametric mapping to random cases and map elements $\mathcal{E}_{i}\left(\theta^{(1)}\right)$ and $\mathcal{E}_{i}\left(\theta^{(2)}\right)$ into the isoparametric element $\mathcal{E}_{\text {iso }}$.

Let us simply recall the deterministic isoparametric mapping [35, 36]. For complex geometric domains, irregular elements are used to fit irregular curves (or surfaces), which increases computational complexity of the element analysis. Isoparametric mapping enables meshing geometric domains with irregular elements but performing the element analysis using regular elements. Isoparametric formulations are used to map the irregular elements into regular elements and the mapping functions are usually the same as shape functions used for the solutions. Based on the mapping, the numerical integration on the irregular elements is transformed into that on the regular isoparametric elements. For the explanation of this point, we consider a two-dimensional irregular rectangular element $\mathcal{E}$ with four nodes $\left(x_{i}, y_{i}\right), i=1, \cdots, 4$ as the physical element, and a two-dimensional regular rectangular element $\mathcal{E}_{\text {iso }}$ with four nodes $\left(\eta_{i}, \zeta_{i}\right), i=1, \cdots, 4$ as the reference element. The basic idea of the deterministic isoparametric mapping is to use the shape functions $N_{i}(\eta, \zeta), i=1, \cdots, 4$ on the reference element $\mathcal{E}_{\text {iso }}$ to describe the shape of $\mathcal{E}$ through the following equations

$$
\begin{equation*}
x(\eta, \zeta)=\sum_{i=1}^{4} x_{i} N_{i}(\eta, \zeta), y(\eta, \zeta)=\sum_{i=1}^{4} y_{i} N_{i}(\eta, \zeta) . \tag{12}
\end{equation*}
$$

The solution $u(\eta, \zeta)$ is approximated in a similar way

$$
\begin{equation*}
u(\eta, \zeta)=\sum_{i=1}^{4} u_{i} N_{i}(\eta, \zeta) . \tag{13}
\end{equation*}
$$

After the above mapping, we can transform the irregular elements and the solution into those on the reference elements. The element analysis is then performed on the reference elements, such as calculating numerical integration and assembling element matrices.

We extend the above idea of deterministic isoparametric mapping to random cases. Considering the weak form of Eq. (1) discretized by finite element method, the stochastic solution $\mathbf{u}^{(i)}(\theta)$ of the $i$-th element is thus represented by shape functions of the isoparametric element in a way similar to the deterministic isoparametric mapping Eq. (13)

$$
\begin{equation*}
\mathbf{u}^{(i)}(\theta)=\sum_{j=1}^{n_{I}} N_{j}(\boldsymbol{\eta}) \mathbf{u}^{(i, j)}(\theta) \tag{14}
\end{equation*}
$$

and the random coordinates are approximated in a similar way,

(a) Random domain transformation and the mesh topology reuse.

(b) Random isoparametric mapping.

Figure 1: Domain transformation and random isoparametric mapping: (a) domain transformation and random mesh obtained from the reference domain, (b) random isoparametric mapping.

$$
\begin{equation*}
\mathbf{x}_{k}^{(i)}(\theta)=\sum_{j=1}^{n_{I}} N_{j}(\boldsymbol{\eta}) \mathbf{x}_{k}^{(i, j)}(\theta), k=1, \cdots, d, \tag{15}
\end{equation*}
$$

where $N_{j}(\boldsymbol{\eta})$ is the shape function of the isoparametric element, $\boldsymbol{\eta} \in \mathbb{R}^{d}$ represents the local coordinate of the isoparametric element, $\mathbf{u}^{(i, j)}(\theta)$ is the value of the stochastic solution $\mathbf{u}(\theta)$ on the $j$-th node of the $i$-th element, $\mathbf{x}_{k}^{(i, j)}(\theta)$ is the value of the random coordinate $\mathbf{x}_{k}(\theta)$ on the $j$ th node of the $i$-th element, $n_{I}$ is the number of nodes of the $i$-th element. It is noted that the
random isoparametric mapping in this section is applicable to any type of element although only the rectangular element is shown in Fig. 1. Also, different $N_{j}(\boldsymbol{\eta})$ and $n_{I}$ should be adopted if elements of different types and orders are used for the finite element discretization. Thus Eq. (14) and Eq. (15) can represent the isoparametric mapping analyses of general cases. Also, from now on we discard the reference domain $\overline{\mathcal{D}}$ and all analyses are performed on the random domain and the corresponding random mesh.

Inspired by the deterministic isoparametric analysis, the random transformation between the global coordinate $\mathbf{x}^{(i)}(\theta)$ and the local coordinate $\boldsymbol{\eta}$ is given by

$$
\begin{equation*}
\frac{\partial N_{j}(\boldsymbol{\eta})}{\partial \boldsymbol{\eta}}=\mathbf{J}\left(\mathbf{x}^{(i)}(\theta)\right) \frac{\partial N_{j}(\boldsymbol{\eta})}{\partial \mathbf{x}^{(i)}(\theta)}, j=1, \cdots, n_{I}, \tag{16}
\end{equation*}
$$

where the vectors $\frac{\partial N_{j}(\eta)}{\partial \eta} \in \mathbb{R}^{d}$ and $\frac{\partial N_{j}(\eta)}{\partial x^{(i)}(\theta)} \in \mathbb{R}^{d}$ are defined as

$$
\begin{equation*}
\frac{\partial N_{j}(\boldsymbol{\eta})}{\partial \boldsymbol{\eta}}=\left[\frac{\partial N_{j}(\boldsymbol{\eta})}{\partial \eta_{1}}, \cdots, \frac{\partial N_{j}(\boldsymbol{\eta})}{\partial \eta_{d}}\right]^{T} \in \mathbb{R}^{d}, \frac{\partial N_{j}(\boldsymbol{\eta})}{\partial \mathbf{x}^{(i)}(\theta)}=\left[\frac{\partial N_{j}(\boldsymbol{\eta})}{\partial x_{1}^{(i)}(\theta)}, \cdots, \frac{\partial N_{j}(\boldsymbol{\eta})}{\partial x_{d}^{(i)}(\theta)}\right]^{T} \in \mathbb{R}^{d} \tag{17}
\end{equation*}
$$

and $\mathbf{J}\left(\mathbf{x}^{(i)}(\theta)\right)$ is the random Jacobian matrix given by

$$
\mathbf{J}\left(\mathbf{x}^{(i)}(\theta)\right)=\left[\begin{array}{ccc}
\frac{\partial x_{1}^{(i)}(\theta)}{\partial \eta_{1}} & \cdots & \frac{\partial x_{d}^{(i)}(\theta)}{\partial \eta_{1}}  \tag{18}\\
\vdots & \ddots & \vdots \\
\frac{\partial x_{1}^{(i)}(\theta)}{\partial \eta_{d}} & \cdots & \frac{\partial x_{d}^{(i)}(\theta)}{\partial \eta_{d}}
\end{array}\right] \in \mathbb{R}^{d \times d} .
$$

The inverse transformation of Eq. (16) is

$$
\begin{equation*}
\frac{\partial N_{j}(\boldsymbol{\eta})}{\partial \mathbf{x}^{(i)}(\theta)}=\mathbf{J}^{-1}\left(\mathbf{x}^{(i)}(\theta)\right) \frac{\partial N_{j}(\boldsymbol{\eta})}{\partial \boldsymbol{\eta}}, \tag{19}
\end{equation*}
$$

where $\mathbf{J}^{-1}\left(\mathbf{x}^{(i)}(\theta)\right) \in \mathbb{R}^{d \times d}$ is the inverse matrix of the Jacobian matrix $\mathbf{J}\left(\mathbf{x}^{(i)}(\theta)\right)$. In this way, we transform the random global coordinates into the deterministic local coordinates. The above random isoparametric mapping is very similar to the classical isoparametric analysis but involves the random coordinates instead of the deterministic coordinates. We will extend the classical isoparametric mapping for solving PDEs to a random case in the next section.

### 3.2. Elastic equation defined on the random domain

We illustrate the proposed random isoparametric analysis using an elastic equation defined on a random domain, but the proposed method can be applied to more general PDEs, as will be shown in the example 6.2. Consider a two-dimensional linear elastic equation written as

$$
\begin{equation*}
\operatorname{div}(\sigma(\mathbf{x}(\theta)))+f(\mathbf{x}(\theta))=0 \quad \text { in } \quad \mathcal{D}(\theta), \tag{20}
\end{equation*}
$$

where $\operatorname{div}(\cdot)$ represents the divergence operator, $\sigma(\mathbf{x}(\theta))$ is the stochastic stress tensor and $f(\mathbf{x}(\theta))$ is the stochastic external force. Based on the finite element discretization of Eq. 20), the stochastic $\operatorname{strain} \varepsilon^{(i)}(\theta)$ of the $i$-th element is given by

$$
\begin{equation*}
\varepsilon^{(i)}(\theta)=\left[\frac{\partial u_{1}^{(i)}\left(\mathbf{x}^{(i)}(\theta)\right)}{\partial x_{1}^{(i)}(\theta)}, \frac{\partial u_{2}^{(i)}\left(\mathbf{x}^{(i)}(\theta)\right)}{\partial x_{2}^{(i)}(\theta)}, \frac{\partial u_{1}^{(i)}\left(\mathbf{x}^{(i)}(\theta)\right)}{\partial x_{2}^{(i)}(\theta)}+\frac{\partial u_{2}^{(i)}\left(\mathbf{x}^{(i)}(\theta)\right)}{\partial x_{1}^{(i)}(\theta)}\right]=\left[\mathbf{B}_{1}(\theta), \cdots, \mathbf{B}_{n_{I}}(\theta)\right] \mathbf{u}^{(i)}(\theta), \tag{21}
\end{equation*}
$$

where $\mathbf{u}^{(i)}(\theta)=\left[\mathbf{u}^{(i, 1)}(\theta)^{T}, \cdots, \mathbf{u}^{\left(i, n_{l}\right)}(\theta)^{T}\right]^{T}$ is the stochastic solution of all nodes of the $i$-th element, $\mathbf{u}^{(i, j)}(\theta)=\left[u_{1}^{(i, j)}(\theta), u_{2}^{(i, j)}(\theta)\right]^{T}$ is the stochastic solution of the $j$-th node of the $i$-th element. The submatrix $\mathbf{B}_{j}(\theta)$ of the strain matrix $\mathbf{B}(\theta)=\left[\mathbf{B}_{1}(\theta), \cdots, \mathbf{B}_{n_{I}}(\theta)\right]$ is defined as

$$
\mathbf{B}_{j}(\theta)=\left[\begin{array}{cc}
\frac{\partial N_{j}(\eta)}{\partial x_{1}^{(i)}(\theta)} & 0  \tag{22}\\
0 & \frac{\partial N_{j}(\eta)}{\partial x_{2}^{(i)}(\theta)} \\
\frac{\partial N_{j}(\eta)}{\partial x_{2}^{(i)}(\theta)} & \frac{\partial \lambda_{j}(\eta)}{\partial x_{1}^{(i)}(\theta)}
\end{array}\right] \in \mathbb{R}^{3 \times 2}, j=1, \cdots, n_{I} .
$$

Further, the element stochastic stiffness matrix $\mathbf{k}^{(i)}(\theta)$ can be calculated via the isoparametric element [35, 36]

$$
\begin{equation*}
\mathbf{k}^{(i)}(\theta)=\int_{\mathcal{D}^{(i)}(\theta)} \mathbf{B}^{T}(\theta) \mathbf{C B}(\theta) \mathrm{d} \mathbf{x}(\theta)=\int_{\mathcal{E}_{\text {iso }}} \mathbf{B}^{T}(\theta) \mathbf{C B}(\theta)|\mathbf{J}(\mathbf{x}(\theta))| \mathrm{d} \boldsymbol{\eta} \in \mathbb{R}^{2 n_{I} \times 2 n_{I}}, \tag{23}
\end{equation*}
$$

where $i=1, \cdots, n_{e}$ is the element numbering, $\mathcal{D}^{(i)}(\theta)$ is the $i$-th random element, $|\mathbf{J}(\mathbf{x}(\theta))|$ represents determinant of the matrix $\mathbf{J}(\mathbf{x}(\theta))$ and the material matrix $\mathbf{C}$ is given by

$$
\mathbf{C}=\frac{E}{1-\mu^{2}}\left[\begin{array}{ccc}
1 & \mu & 0  \tag{24}\\
\mu & 1 & 0 \\
0 & 0 & \frac{1-\mu}{2}
\end{array}\right]
$$

where $E$ and $\mu$ are the Young's modulus and the Poisson's ratio, respectively. We can compute the global stochastic stiffness matrix by assembling the element stochastic stiffness matrix,

$$
\begin{equation*}
\mathbf{K}(\theta)=\bigcup_{i=1}^{n_{e}}\left(\mathbf{k}^{(i)}(\theta)\right) \in \mathbb{R}^{n \times n}, \tag{25}
\end{equation*}
$$

where $\bigcup_{i=1}^{n_{e}}$ is the assembly operation. The global stochastic force vector $\mathbf{F}(\theta)=\bigcup_{e=1}^{n_{e}}\left(\mathbf{f}^{(e)}(\theta)\right) \in \mathbb{R}^{n}$ can be obtained in a similar way, where $\mathbf{f}^{(e)}(\theta) \in \mathbb{R}^{2 n_{I}}$ is the element stochastic force vector.

The inverse Jacobian matrix $\mathbf{J}^{-1}\left(\mathbf{x}^{(i)}(\theta)\right)$ in Eq. 19 has the following form for 2D finite elements,

$$
\mathbf{J}^{-1}\left(\mathbf{x}^{(i)}(\theta)\right)=\frac{1}{\left|\mathbf{J}\left(\mathbf{x}^{(i)}(\theta)\right)\right|}\left[\begin{array}{cc}
\frac{\partial x_{2}^{(i)}(\theta)}{\partial \eta_{i}} & -\frac{\partial x_{2}^{(i)}(\theta)}{\partial \eta_{1}}  \tag{26}\\
-\frac{\partial x_{1}^{(i)}(\theta)}{\partial \eta_{2}} & \frac{\partial x_{1}^{(i)}(\theta)}{\partial \eta_{1}}
\end{array}\right] \in \mathbb{R}^{2 \times 2},
$$

where the component is given by

$$
\begin{equation*}
\frac{\partial x_{k}^{(i)}(\theta)}{\partial \eta_{j}}=\sum_{l=1}^{n_{l}} \frac{\partial N_{l}(\boldsymbol{\eta})}{\partial \eta_{j}} x_{k}^{(i, l)}(\theta), k, j=1,2 \tag{27}
\end{equation*}
$$

and its determinant is

$$
\begin{equation*}
\left|\mathbf{J}\left(\mathbf{x}^{(i)}(\theta)\right)\right|=\frac{\partial x_{1}^{(i)}(\theta)}{\partial \eta_{1}} \frac{\partial x_{2}^{(i)}(\theta)}{\partial \eta_{2}}-\frac{\partial x_{1}^{(i)}(\theta)}{\partial \eta_{2}} \frac{\partial x_{2}^{(i)}(\theta)}{\partial \eta_{1}} . \tag{28}
\end{equation*}
$$

Combining Eq. (19) and Eq. (26) we rewrite Eq. (22) as

$$
\mathbf{B}_{j}(\theta)=\left[\begin{array}{cc}
1 & 0  \tag{29}\\
0 & 0 \\
0 & 1
\end{array}\right] \mathbf{J}^{-1}\left(\mathbf{x}^{(i)}(\theta)\right)\left[\frac{\partial N_{j}(\boldsymbol{\eta})}{\partial \boldsymbol{\eta}}, \mathbf{0}_{2 \times 1}\right]+\left[\begin{array}{cc}
0 & 0 \\
0 & 1 \\
1 & 0
\end{array}\right] \mathbf{J}^{-1}\left(\mathbf{x}^{(i)}(\theta)\right)\left[\mathbf{0}_{2 \times 1}, \frac{\partial N_{j}(\boldsymbol{\eta})}{\partial \boldsymbol{\eta}}\right]
$$

which indicates that the random coordinate $\mathbf{x}(\theta)$ is only related to the random inverse Jacobian ma$\operatorname{trix} \mathbf{J}^{-1}\left(\mathbf{x}^{(i)}(\theta)\right)$. We compute the random coordinate $\mathbf{x}(\theta)$ by the non-intrusive solution of Eq. (6) in practice. Following that, we still adopt the non-intrusive way to compute the matrix $\mathbf{B}_{j}(\theta)$ in Eq. (29) and assemble the element stochastic stiffness matrix in Eq. (23), which can be performed by using the deterministic FEM procedure to loop random samples $\mathbf{x}\left(\theta^{(i)}\right), i=1, \cdots, n_{s}$. It is noted that Eq. (23) and Eq. (29) are only applicable to the elastic equation considered in this section, and other assembly formats should be adopted for more general problems.

It is seen from Eq. (23) that if the material parameters are not spatially dependent, the material matrix $\mathbf{C}$ is independent of the random coordinate $\mathbf{x}(\theta)$. If the random material matrix $\mathbf{C}(\theta)$ is involved in the problem, the same computational framework as described above can be employed to assemble the stiffness matrix. In the numerical example 6.2, we will show that the proposed method can be applied to the stochastic PDE defined on the random geometry, the random coefficients of which are simulated as random variables. However, since simulating random fields defined on random domains is still an open problem, PDEs that couple random geometries and random coefficient fields require further study. Also, although we only consider linear PDEs in
this paper, the proposed method is readily extended to nonlinear PDEs. For instance, we can describe inelastic behavior by adopting a nonlinear material matrix $\mathbf{C}$ in Eq. (23), which is still independent of the random coordinate and can be assembled in the same way as deterministic FEM. The applicability of the proposed method to nonlinear PDEs on random domains will be verified with the aid of a nonlinear heat equation on a random domain in Section 6.4 .

## 4. Solution algorithm of stochastic finite element equations

Based on the above assembly of the stochastic matrix and the stochastic vector, we can obtain a stochastic finite element equation (SFEE)

$$
\begin{equation*}
\mathbf{K}(\theta) \mathbf{u}(\theta)=\mathbf{F}(\theta) \tag{30}
\end{equation*}
$$

It is noted that the stochastic matrix $\mathbf{K}(\theta)$ and the stochastic vector $\mathbf{F}(\theta)$ are assembled in a nonintrusive way. By repeating the realizations $\mathbf{K}\left(\theta^{(i)}\right) \in \mathbb{R}^{n \times n}$ and $\mathbf{F}\left(\theta^{(i)}\right) \in \mathbb{R}^{n}$ for $n_{s}$ different samples, they usually have the forms $\mathbf{K}(\boldsymbol{\theta}) \in \mathbb{R}^{n \times n \times n_{s}}$ and $\mathbf{F}(\boldsymbol{\theta}) \in \mathbb{R}^{n \times n_{s}}$. Much memory is needed to store $\mathbf{K}(\theta)$ and $\mathbf{F}(\theta)$ if the sample size $n_{s}$ is large. However, if a small size $n_{s}$ is adopted, the accuracy of the stochastic solution will be low. To avoid the difficulties, we adopt a weak-intrusive SFEM [37, 38] to solve Eq. (30] in this paper.

### 4.1. A weak-intrusive SFEM

To solve Eq. (30), we approximate the stochastic solution $\mathbf{u}(\theta)$ in the form,

$$
\begin{equation*}
\mathbf{u}(\theta) \approx \sum_{i=1}^{k} \lambda_{i}(\theta) \mathbf{d}_{i}=\mathbf{D} \boldsymbol{\Lambda}(\theta), \tag{31}
\end{equation*}
$$

where $\lambda_{i}(\theta) \in \mathbb{R}$ denotes a scalar random variables, $\boldsymbol{\Lambda}(\theta)=\left[\lambda_{1}(\theta), \cdots, \lambda_{k}(\theta)\right]^{\mathrm{T}} \in \mathbb{R}^{k}$ is a random variable vector, $\mathbf{d}_{i} \in \mathbb{R}^{n}$ denotes a deterministic vector and $\mathbf{D}=\left[\mathbf{d}_{1}, \cdots, \mathbf{d}_{k}\right] \in \mathbb{R}^{n \times k}$ is a matrix. All of these terms are not known a priori and need to be solved. As it is not easy to compute them at once, we adopt a sequential way to solve the couple $\left\{\lambda_{i}(\theta), \mathbf{d}_{i}\right\}_{i}$ one by one. For this purpose, we assume that the first $k-1$ couples $\left\{\lambda_{i}(\theta), \mathbf{d}_{i}\right\}_{i=1}^{k-1}$ have been determined and Eq. 30\} is thus transformed into

$$
\begin{equation*}
\mathbf{K}(\theta) \lambda_{k}(\theta) \mathbf{d}_{k}=\mathbf{F}_{k}(\theta), \tag{32}
\end{equation*}
$$

where $\mathbf{F}_{k}(\theta)=\mathbf{F}(\theta)-\mathbf{K}(\theta) \sum_{i=1}^{k-1} \lambda_{i}(\theta) \mathbf{d}_{i}$. In this way, only $\lambda_{k}(\theta)$ and $\mathbf{d}_{k}$ are unknown. They are solved via an alternating iterative algorithm as follows.

For a known random variable $\lambda_{k}(\theta)$ (or a given initial value, the details of which can be found in Section 5), a deterministic finite element equation is obtained by use of the stochastic Galerkin method [18, 25],

$$
\begin{equation*}
\mathbb{E}\left\{\lambda_{k}^{2}(\theta) \mathbf{K}(\theta)\right\} \mathbf{d}_{k}=\mathbb{E}\left\{\lambda_{k}(\theta) \mathbf{F}_{k}(\theta)\right\} \tag{33}
\end{equation*}
$$

which can be solved efficiently via existing FEM solvers [35]. To speed up the convergence, we let the vector $\mathbf{d}_{k}$ orthogonal to the obtained vectors $\left\{\mathbf{d}_{i}\right\}_{i=1}^{k-1}$. The Gram-Schmidt orthogonalization is adopted,

$$
\begin{equation*}
\mathbf{d}_{k}=\mathbf{d}_{k}-\sum_{i=1}^{k-1} \frac{\mathbf{d}_{k}^{\mathrm{T}} \mathbf{d}_{i}}{\mathbf{d}_{i}^{T} \mathbf{d}_{i}} \mathbf{d}_{i}, \tag{34}
\end{equation*}
$$

where $\left\{\mathbf{d}_{i}\right\}_{i=1}^{k-1}$ are normalized orthogonal vectors that meet $\mathbf{d}_{i}^{\mathrm{T}} \mathbf{d}_{j}=\delta_{i j}$, where $\delta_{i j}$ is the Kronecker delta. Based on the solution $\mathbf{d}_{k}$ of Eq. (33), the random variable $\lambda_{k}(\theta)$ is updated via the Galerkin approach,

$$
\begin{equation*}
\left[\mathbf{d}_{k}^{\mathrm{T}} \mathbf{K}(\theta) \mathbf{d}_{k}\right] \lambda_{k}(\theta)=\mathbf{d}_{k}^{\mathrm{T}} \mathbf{F}_{k}(\theta) . \tag{35}
\end{equation*}
$$

In this paper we assume that the matrix $\mathbf{K}(\theta)$ is positive (or negative) definite, i.e. $\mathbf{x}^{\mathrm{T}} \mathbf{K}(\theta) \mathbf{x}>$ $0(<0)$ holds for the nonzero vector $\mathbf{x} \in \mathbb{R}^{n}$, which holds true in many problems. For the indefinite matrix $\mathbf{K}(\theta)$, Eq. 35 is insolvable when the realization $\mathbf{d}_{k}^{\mathrm{T}} \mathbf{K}\left(\theta^{(i)}\right) \mathbf{d}_{k}=0$. The residual minimization can be used to build a numerically stable equation $\left[\mathbf{d}_{k}^{\mathrm{T}} \mathbf{K}(\theta){ }^{\mathrm{T}} \mathbf{K}(\theta) \mathbf{d}_{k}\right] \lambda_{k}(\theta)=\mathbf{d}_{k}^{\mathrm{T}} \mathbf{K}(\theta)^{\mathrm{T}} \mathbf{F}_{k}(\theta)$, the details of which will not be discussed in this paper. In order to solve the stochastic algebraic equation (35) efficiently, we adopt a non-intrusive way [37, 38], which is easily implemented and can be applied to high-dimensional stochastic problems. Specifically, if the matrix $\mathbf{K}(\theta)$ is not an indefinite matrix, Eq. (35) is solved by

$$
\begin{equation*}
\lambda_{k}(\boldsymbol{\theta})=\frac{\mathbf{d}_{k}^{\mathrm{T}} \mathbf{F}_{k}(\boldsymbol{\theta})}{\mathbf{d}_{k}^{T} \mathbf{K}(\boldsymbol{\theta}) \mathbf{d}_{k}} \in \mathbb{R}^{n_{s}}, \tag{36}
\end{equation*}
$$

where $\boldsymbol{\theta}=\left\{\theta^{(i)}\right\}_{i=1}^{n_{s}} \in \mathbb{R}^{n_{s}}$ represents $n_{s}$ sample realizations of the random variables, $\lambda_{k}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{s}}$ is the sample vector of the random variable $\lambda_{k}(\theta)$ and statistical methods are used to provide the probability characteristics of $\lambda_{k}(\theta)$. Eq. (36) is insensitive to stochastic dimensions and has low
computational costs even for very high-dimensional stochastic problems. In this way, Eq. (31) is considered a weak-intrusive approximation, which combines the high efficiency of intrusive methods and the weakly dimensional dependence of non-intrusive methods.

A set of couples $\left\{\lambda_{i}(\theta), \mathbf{d}_{i}\right\}_{i=1}^{k}$ can be obtained by the above iteration and a specific criterion for the selection of the size $k$ will be discussed in Section 5. It is noted that these couples are solved in a sequential way, thus they do not exactly fulfill Eq. 30. The stochastic solution $\mathbf{u}(\theta)$ approximated by the couples $\left\{\lambda_{i}(\theta), \mathbf{d}_{i}\right\}_{i=1}^{k}$ may have poor accuracy in some cases. To improve the accuracy, we consider $\left\{\mathbf{d}_{i}\right\}_{i=1}^{k}$ as reduced bases and recompute the random vector $\boldsymbol{\Lambda}(\theta)$ in Eq. 31) by

$$
\begin{equation*}
\left[\mathbf{D}^{\mathrm{T}} \mathbf{K}(\theta) \mathbf{D}\right] \mathbf{\Lambda}(\theta)=\mathbf{D}^{\mathrm{T}} \mathbf{F}(\theta), \tag{37}
\end{equation*}
$$

where the reduced-order matrix $\mathbf{D}^{\mathrm{T}} \mathbf{K}(\theta) \mathbf{D} \in \mathbb{R}^{k \times k}$ and the reduced-order vector $\mathbf{D}^{\mathrm{T}} \mathbf{F}(\theta) \in \mathbb{R}^{k}$. The computational effort is very cheap due to the small size of Eq. (37). The final stochastic solution is obtained by $n_{s}$ solutions $\boldsymbol{\Lambda}\left(\theta^{(i)}\right), i=1, \cdots, n_{s}$ of Eq. 37.).

We mention that although similar expansions have been widely used in the computational framework of PGD methods [39, 40], the proposed approximation Eq. (31) is more powerful than the classical PGD methods and is more suitable for solving high-dimensional and nonlinear stochastic problems due to its weak intrusiveness. With the aid of numerical examples, we will show that it is also applicable to solve Eq. (30) with a small sample size $n_{s}$.

### 4.2. Computational aspects

In this section we will discuss the numerical details of the implementation of the proposed method, including the implementations at the global and element levels.

### 4.2.1. Implementation at the global level

We recall that the stochastic matrix $\mathbf{K}(\boldsymbol{\theta}) \in \mathbb{R}^{n \times n \times n_{s}}$ and the stochastic vector $\mathbf{F}(\boldsymbol{\theta}) \in \mathbb{R}^{n \times n_{s}}$ are obtained in a non-intrusive way and the sample vector of the random variable $\lambda_{k}(\theta)$ are given by $\lambda_{k}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{s}}$. The computations of Eq. (33) and Eq. (36) can be executed at the global level via

$$
\begin{align*}
\mathbb{E}\left\{\lambda_{k}^{2}(\theta) \mathbf{K}(\theta)\right\} & =\frac{1}{n_{s}} \sum_{j=1}^{n_{s}} \lambda_{k}^{2}\left(\theta^{(j)}\right) \mathbf{K}\left(\theta^{(j)}\right) \in \mathbb{R}^{n \times n},  \tag{38}\\
\mathbb{E}\left\{\lambda_{k}(\theta) \mathbf{F}(\theta)\right\} & =\frac{1}{n_{s}} \mathbf{F}(\boldsymbol{\theta}) \lambda_{k}(\boldsymbol{\theta}) \in \mathbb{R}^{n},  \tag{39}\\
\mathbf{d}_{k}^{\mathrm{T}} \mathbf{K}(\theta) \mathbf{d}_{k} & =\left[\mathbf{d}_{k}^{\mathrm{T}} \mathbf{K}\left(\theta^{(1)}\right) \mathbf{d}_{k}, \cdots, \mathbf{d}_{k}^{\mathrm{T}} \mathbf{K}\left(\theta^{\left(n_{s}\right)}\right) \mathbf{d}_{k}\right]^{\mathrm{T}} \in \mathbb{R}^{n_{s}},  \tag{40}\\
\mathbf{d}_{k}^{\mathrm{T}} \mathbf{F}(\theta) & =\mathbf{F}(\boldsymbol{\theta})^{\mathrm{T}} \mathbf{d}_{k} \in \mathbb{R}^{n_{s}} \tag{41}
\end{align*}
$$

which provides a direct way to perform the stochastic computations. It is seen that Eq. (39) and Eq. (41) can be computed efficiently. However, Eq. (38) and Eq. (40) may need much more computational effort and storage memory. In practice, we store $\mathbf{K}(\boldsymbol{\theta}) \in \mathbb{R}^{n \times n \times n_{s}}$ in a sparse tensor structure and adopt efficient tensor multiplications to execute the computations.

### 4.2.2. Implementation at the element level

To avoid the large storage memory required for the above implementation, we implement the stochastic computations at the element level and deterministic assemblies are then executed, which corresponds

$$
\begin{align*}
\mathbb{E}\left\{\lambda_{k}^{2}(\theta) \mathbf{K}(\theta)\right\} & =\bigcup_{i=1}^{n_{e}}\left(\mathbb{E}\left\{\lambda_{k}^{2}(\boldsymbol{\theta}) \mathbf{k}^{(i)}(\boldsymbol{\theta})\right\}\right)=\bigcup_{i=1}^{n_{e}}\left(\frac{1}{n_{s}} \sum_{j=1}^{n_{s}} \lambda_{k}^{2}\left(\theta^{(j)}\right) \mathbf{k}^{(i)}\left(\theta^{(j)}\right)\right) \in \mathbb{R}^{n \times n},  \tag{42}\\
\mathbb{E}\left\{\lambda_{k}(\theta) \mathbf{F}(\theta)\right\} & =\bigcup_{i=1}^{n_{e}}\left(\mathbb{E}\left\{\lambda_{k}(\boldsymbol{\theta}) \mathbf{f}^{(i)}(\boldsymbol{\theta})\right\}\right)=\bigcup_{i=1}^{n_{e}}\left(\frac{1}{n_{s}} \mathbf{f}^{(i)}(\boldsymbol{\theta}) \lambda_{k}(\boldsymbol{\theta})\right) \in \mathbb{R}^{n},  \tag{43}\\
\mathbf{d}_{k}^{\mathrm{T}} \mathbf{K}(\theta) \mathbf{d}_{k} & =\left[\sum_{i=1}^{n_{e}} \mathbf{d}_{k}^{(i) \mathrm{T}} \mathbf{k}^{(i)}\left(\theta^{(1)}\right) \mathbf{d}_{k}^{(i)}, \cdots, \sum_{i=1}^{n_{e}} \mathbf{d}_{k}^{(i) \mathrm{T}} \mathbf{k}^{(i)}\left(\theta^{\left(n_{s}\right)}\right) \mathbf{d}_{k}^{(i)}\right]^{\mathrm{T}} \in \mathbb{R}^{n_{s},}  \tag{44}\\
\mathbf{d}_{k}^{\mathrm{T}} \mathbf{F}(\theta) & =\sum_{i=1}^{n_{e}} \mathbf{f}^{(i)}(\boldsymbol{\theta})^{\mathrm{T}} \mathbf{d}_{k}^{(i)} \in \mathbb{R}^{n_{s}}, \tag{45}
\end{align*}
$$

where the element matrix and vector are $\mathbf{k}^{(i)}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{I} \times n_{1} \times n_{s}}$ and $\mathbf{f}^{(i)}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{I} \times n_{s}}$. In this way, only the element matrix and vector are stored for each iteration, which reduces the storage memory. However, we need to reassemble the element matrix and vector for each iteration and more computational effort is needed for the assemblies compared to the implementation at the global level.

## 5. Algorithm implementation

The above iterative algorithm for solving PDEs defined on random domains is summarized in Algorithm 2, which consists of two-loop procedures. The inner loop is from step 7 to 24 and is used to compute the couple $\left\{\lambda_{k}(\theta), \mathbf{d}_{k}\right\}$. To execute the inner loop, random samples $\lambda_{k}^{(0)}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{s}}$ are initialized in step6. All nonzero vectors of size $n_{s}$ can be used as the initial random samples and it has little influence on the computational accuracy and efficiency of the proposed method. With the initial random samples, the deterministic vector $\mathbf{d}_{k}^{(j)}$ is computed in step 14 by solving linear finite element equations. By using the Gram-Schmidt orthogonalization in step $15, \mathbf{d}_{k}^{(j)}$ is orthogonalized and normalized along the whole iteration. With the obtained vector $\mathbf{d}_{k}^{(j)}$, the random variable $\lambda_{k}^{(j)}(\theta)$ is calculated in the form of random samples $\lambda_{k}^{(j)}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{s}}$ in step 22 . Two numerical strategies can be adopted to implement the above iteration, i.e. the implementation at the global level via steps 3, 9, 17 and the implementation at the local level via steps $11,12,19,20$. After the inner loop, the stochastic solution $\mathbf{u}_{k}(\theta)$ in step 25 of the outer loop is approximated recursively to meet Eq. 30). Following that, based on the known matrix $\mathbf{D}$, the random vector $\boldsymbol{\Lambda}(\theta)$ is recalculated by solving $n_{s} k$-dimensional linear stochastic finite element equations. It is noted that we can adopt different sample sizes in step 6 and step 28. In practice, a small size $n_{s}$ is first used in step 6 and a large sample size is adopted to recompute the random vector $\boldsymbol{\Lambda}(\theta)$, which saves a lot of computational costs but still has good accuracy. The performance of this strategy will be illustrated in numerical examples.

Also, two iterative criteria in Algorithm 2 are used to check the convergence, i.e. $\varepsilon_{\mathbf{d}, j}$ in step 23 and $\varepsilon_{\mathbf{u}, k}$ in step 26 . The locally iterative error $\varepsilon_{\mathbf{d}, j}$ is defined as

$$
\begin{equation*}
\varepsilon_{\mathbf{d}, j}=\frac{\left\|\mathbf{d}_{k}^{(j)}-\mathbf{d}_{k}^{(j-1)}\right\|}{\left\|\mathbf{d}_{k}^{(j)}\right\|}=2-2 \mathbf{d}_{k}^{(j) \mathrm{T}} \mathbf{d}_{k}^{(j-1)} \tag{46}
\end{equation*}
$$

where the operator $\|\square\|=\mathbb{E}\left\{\square^{\mathrm{T}} \square\right\}$. It measures the difference between the vectors $\mathbf{d}_{k}^{(j)}$ and $\mathbf{d}_{k}^{(j-1)}$ and the calculation is stopped when $\mathbf{d}_{k}^{(j)}$ is almost the same as $\mathbf{d}_{k}^{(j-1)}$. Similarly, the globally iterative error $\varepsilon_{\mathbf{u}, k}$ is defined as

$$
\begin{equation*}
\varepsilon_{\mathbf{u}, k}=\frac{\left\|\mathbf{u}_{k}(\theta)-\mathbf{u}_{k-1}(\theta)\right\|}{\left\|\mathbf{u}_{k}(\theta)\right\|}=\frac{\mathbb{E}\left\{\lambda_{k}^{2}(\theta)\right\} \mathbf{d}_{k}^{\mathrm{T}} \mathbf{d}_{k}}{\sum_{i, j=1}^{k} \mathbb{E}\left\{\lambda_{i}(\theta) \lambda_{j}(\theta)\right\} \mathbf{d}_{i}^{\mathrm{T}} \mathbf{d}_{j}}=\frac{\mathbb{E}\left\{\lambda_{k}^{2}(\theta)\right\}}{\sum_{i=1}^{k} \mathbb{E}\left\{\lambda_{i}^{2}(\theta)\right\}}, \tag{47}
\end{equation*}
$$

```
Algorithm 2 Algorithm for solving PDEs defined on random domains
    : Generate the mesh topology \(\mathcal{K}\{\) Node, Ele \(\}\) of the reference domain and solve the random coordinate
    \(\mathbf{x}(\theta)\) via Algorithm 1
    if Implementation at the global level then
        Assemble the tensor \(\mathbf{K}(\boldsymbol{\theta}) \in \mathbb{R}^{n \times n \times n_{s}}\) and the matrix \(\mathbf{F}(\boldsymbol{\theta}) \in \mathbb{R}^{n \times n_{s}}\)
    end
    while \(\varepsilon_{\mathbf{u}, k}>\varepsilon_{\mathbf{u}}\) do
        Initialize random samples \(\lambda_{k}^{(0)}(\boldsymbol{\theta})=\left\{\lambda_{k}^{(0)}\left(\theta^{(i)}\right)\right\}_{i=1}^{n_{s}} \in \mathbb{R}^{n_{s}}\)
        while \(\varepsilon_{\mathbf{d}, j}>\varepsilon_{\mathbf{d}}\) do
            if Implementation at the global level then
            Compute \(\mathbb{E}\left\{\lambda_{k}^{2}(\theta) \mathbf{K}(\theta)\right\}\) and \(\mathbb{E}\left\{\lambda_{k}(\theta) \mathbf{F}_{k}(\theta)\right\}\) by Eq. 38 and Eq. 39,
        else if Implementation at the local level then
            Assemble the tensor \(\mathbf{k}^{(i)}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{I} \times n_{I} \times n_{s}}\) and the matrix \(\mathbf{f}^{(i)}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{I} \times n_{s}}\)
            Compute \(\mathbb{E}\left\{\lambda_{k}^{2}(\theta) \mathbf{K}(\theta)\right\}\) and \(\mathbb{E}\left\{\lambda_{k}(\theta) \mathbf{F}_{k}(\theta)\right\}\) by Eq. 42 and Eq. 43 ,
        end
            Compute the deterministic vector \(\mathbf{d}_{k}^{(j)}\) via Eq. 33 .
            Orthogonalize \(\mathbf{d}_{k}^{(j)} \perp\left\{\mathbf{d}_{i}\right\}_{i=1}^{k-1}\) and normalize \(\left\|\mathbf{d}_{k}^{(j)}\right\|=1\)
            if Implementation at the global level then
                Compute \(\mathbf{d}_{k}^{\mathrm{T}} \mathbf{K}(\theta) \mathbf{d}_{k}\) and \(\mathbf{d}_{k}^{\mathrm{T}} \mathbf{F}_{k}(\theta)\) by Eq. 40 and Eq. 41
            else if Implementation at the local level then
                    Assemble the tensor \(\mathbf{k}^{(i)}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{I} \times n_{I} \times n_{s}}\) and the matrix \(\mathbf{f}^{(i)}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{I} \times n_{s}}\)
                    Compute \(\mathbf{d}_{k}^{\mathrm{T}} \mathbf{K}(\theta) \mathbf{d}_{k}\) and \(\mathbf{d}_{k}^{\mathrm{T}} \mathbf{F}_{k}(\theta)\) by Eq. 44 and Eq. 45
            end
            Update \(\lambda_{k}^{(j)}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{s}}\) via Eq. 36
            Compute the locally iterative error \(\varepsilon_{\mathbf{d}, j}\)
        end
        Update the stochastic solution \(\mathbf{u}_{k}(\theta)=\mathbf{u}_{k-1}(\theta)+\lambda_{k}(\theta) \mathbf{d}_{k}\)
        Compute the globally iterative error \(\varepsilon_{\mathbf{u}, k}\)
    end
    Recompute the random vector \(\boldsymbol{\Lambda}(\theta) \in \mathbb{R}^{k}\) via Eq. 37
```

which measures the contribution of the $k$-th couple $\left\{\lambda_{k}(\theta), \mathbf{d}_{k}\right\}$ to the stochastic solution $\mathbf{u}_{k}(\theta)$. However, since the random variables $\left\{\lambda_{i}(\theta)\right\}$ are calculated in a sequential way and the value of $\mathbb{E}\left\{\lambda_{k}^{2}(\theta)\right\}$ does not keep decreasing in some cases [38], Eq. 47p may be not a good convergence checker in practice. To avoid this issue, we adopt a new error indicator by modifying the random variables $\left\{\lambda_{i}(\theta)\right\}$ in Eq. (47). To this end, we consider the autocorrelation function of the random vector $\boldsymbol{\Lambda}(\theta)$

$$
\begin{equation*}
\mathbf{C}_{\boldsymbol{\Lambda} \boldsymbol{\Lambda}}=\mathbb{E}\left\{\boldsymbol{\Lambda}(\theta) \boldsymbol{\Lambda}(\theta)^{\mathrm{T}}\right\}, \tag{48}
\end{equation*}
$$

which is decomposed into

$$
\begin{equation*}
\mathbf{C}_{\boldsymbol{\Lambda} \boldsymbol{\Lambda}}=\mathbf{Q Z Q}^{\mathrm{T}} \tag{49}
\end{equation*}
$$

by the eigendecomposition, where $\mathbf{Q} \in \mathbb{R}^{k \times k}$ is an orthonormal matrix and $\mathbf{Z}$ is a diagonal matrix. We rewrite the stochastic solution $\mathbf{u}(\theta)$ in Eq. (31) as

$$
\begin{equation*}
\mathbf{u}(\theta)=\mathbf{D Q Q}^{\mathrm{T}} \boldsymbol{\Lambda}(\theta) \tag{50}
\end{equation*}
$$

and let a new random vector $\widetilde{\boldsymbol{\Lambda}}(\theta)=\mathbf{Q}^{\mathrm{T}} \boldsymbol{\Lambda}(\theta)=\left[\widetilde{\lambda}_{1}(\theta), \cdots, \widetilde{\lambda}_{k}(\theta)\right]^{\mathrm{T}} \in \mathbb{R}^{k}$, the autocorrelation function of which is given by

$$
\begin{equation*}
\widetilde{\mathbf{C}}_{\widetilde{\boldsymbol{\Lambda}} \widetilde{\boldsymbol{\Lambda}}}=\mathbb{E}\left\{\widetilde{\boldsymbol{\Lambda}}(\theta) \widetilde{\boldsymbol{\Lambda}}(\theta)^{\mathrm{T}}\right\}=\mathbf{Q}^{\mathrm{T}} \mathbb{E}\left\{\boldsymbol{\Lambda}(\theta) \boldsymbol{\Lambda}(\theta)^{\mathrm{T}}\right\} \mathbf{Q}=\mathbf{Z} \tag{51}
\end{equation*}
$$

To improve Eq. (47), we replace the random variables $\left\{\lambda_{i}(\theta)\right\}$ with the new random variables $\left\{\widetilde{\lambda}_{i}(\theta)\right\}$ and the iterative error $\varepsilon_{\mathbf{u}, k}$ thus becomes

$$
\begin{equation*}
\varepsilon_{\mathbf{u}, k}=\frac{\mathbb{E}\left\{\tilde{\lambda}_{k}^{2}(\theta)\right\}}{\sum_{i=1}^{k} \mathbb{E}\left\{\tilde{\lambda}_{i}^{2}(\theta)\right\}}=\frac{\mathbf{Z}_{k}}{\operatorname{Tr}(\mathbf{Z})}, \tag{52}
\end{equation*}
$$

where $\operatorname{Tr}(\cdot)$ is the trace operator and $\mathbf{Z}_{k}$ is the element at position $(k, k)$ of the matrix $\mathbf{Z}$. In this way, the iterative error $\varepsilon_{\mathbf{u}, k}$ keeps decreasing as the retained item $k$ increases. It is noted that Eq. (50) does not improve the accuracy of the stochastic solution and just provides a new representation.

## 6. Numerical examples

We test the proposed method with the aid of four numerical examples. The convergence errors are set as $\varepsilon_{\mathbf{d}}=1 \times 10^{-3}$ and $\varepsilon_{\mathbf{u}}=1 \times 10^{-8}$ in Algorithm 2. All tests are performed on a laptop
(dual-core, Intel Core i7, 2.40 GHz ). Without loss of generality, we ignore the dimension of the physical quantities and execute the dimensionless analysis in the first two examples.

### 6.1. Example 1: elastic equation defined on a random domain

### 6.1.1. Problem setting

In this example, we consider a two-dimensional elastic problem as discussed in Eq. [20), which is defined on the random domain shown in Fig. 2 . The outer bound of the domain is a deterministic square of length 2 . The inner boundary $\Gamma_{r}(\theta)$ of the domain is a hole described by a random elliptic curve that is controlled by four mutually independent random variables $x_{c}(\theta), y_{c}(\theta), l_{x}(\theta)$, $l_{y}(\theta)$. As depicted in Fig. 22, the location $\left(x_{c}(\theta), y_{c}(\theta)\right)$ of the center point of the ellipse are two uniformly distributed random variables on $[-0.2,0.2]$ and the major and minor (or minor and major) axes $l_{x}(\theta)$ and $l_{y}(\theta)$ are two uniformly distributed random variables on [0.9, 1.1]. The boundary conditions are given by the vertical force $f(\bar{x}, \bar{y})=-1$ on the upper boundary $\Gamma_{N}$ and the Dirichlet condition $u(\bar{x}, \bar{y})=0$ on the lower boundary $\Gamma_{D}$. The Young's modulus and the Poisson's ratio are $2.10 \times 10^{8}$ and 0.3 , respectively.

We choose the mean value of the random boundary $\Gamma_{r}(\theta)$ as the inner boundary of the reference domain. As shown in Fig. 3a, the reference domain has the same outer boundary as the random domain and its inner boundary is a circle with the center $(0,0)$ and the diameter 1 . The finite ele-


Figure 2: The domain with a random inner boundary.


Figure 3: The reference domain and its finite element mesh.
ment mesh of the reference domain is shown in Fig. 3b, and 624 nodes and 1136 linear triangular elements are included. Following that, we construct the mapping between the reference and the random domains based on the mesh of the reference domain. The random boundary $\Gamma_{r}(\theta)$ can be represented by random scaling and shift transformations of the circle in the reference domain

$$
\left[\begin{array}{c}
x(\theta)  \tag{53}\\
y(\theta)
\end{array}\right]=\mathbf{D}(\theta) \mathbf{S}(\theta)\left[\begin{array}{c}
\bar{x} \\
\bar{y} \\
1
\end{array}\right] \quad \text { on } \quad \Gamma_{r}(\theta)
$$

where the random shift transformation matrix $\mathbf{D}(\theta)$ and the random scaling transformation matrix $\mathbf{S}(\theta)$ are given by

$$
\mathbf{D}(\theta)=\left[\begin{array}{ccc}
1 & 0 & x_{c}(\theta)  \tag{54}\\
0 & 1 & y_{c}(\theta)
\end{array}\right] \in \mathbb{R}^{2 \times 3}, \mathbf{S}(\theta)=\left[\begin{array}{ccc}
l_{x}(\theta) & 0 & 0 \\
0 & l_{y}(\theta) & 0 \\
0 & 0 & 1
\end{array}\right] \in \mathbb{R}^{3 \times 3} .
$$

### 6.1.2. Numerical results

By using Algorithm 1, we can solve the random nodal coordinates of the random mesh of the random domain. To solve the displacement $\mathbf{u}(\theta)$ in Eq. (20), we set the sample size as $n_{s, 1}=40$ in step 6 in Algorithm 2. After obtaining the reduced-order matrix $\mathbf{D}$, we reset the sample size as $n_{s, 2}=1 \times 10^{4}$ in step 28 in Algorithm 2. It is noted that the choice of the sample size in step 6 is still an open problem. In this paper we adopt the sample size $n_{s, 1}=10 r$, where $r$ is the number of
random variables. A large sample size is suggested if storage requirements are ignored.


Figure 4: Iterative errors of different numbers of the retained item $k$ calculated by Eq. 52 .


Figure 5: Solutions of the components: the first four solutions $\left\{\mathbf{d}_{i}\right\}_{i=1}^{4}$ in the $\bar{x}$ direction (the first row), the first four solutions $\left\{\mathbf{d}_{i}\right\}_{i=1}^{4}$ in the $\bar{y}$ direction (the second row) and PDFs of the first four random variables $\left\{\lambda_{i}(\theta)\right\}_{i=1}^{4}$ (the third row).

Iterative errors $\varepsilon_{\mathbf{u}, k}$ in step 26 in Algorithm 2 calculated using Eq. (52) are shown in Fig. 4 and retaining 17 terms achieves the specified accuracy, which demonstrates the good convergence
of the proposed method. It is seen that the iterative errors keep decreasing as the retained items increase, which verifies the effectiveness of the proposed error indicator Eq. (52). First four components of the deterministic vectors $\left\{\mathbf{d}_{i}\right\}_{i=1}^{17}$ are depicted in Fig. 5 , where $\left\{\mathbf{d}_{i}\right\}_{i=1}^{4}$ in the $\bar{x}$ direction and $\left\{\mathbf{d}_{i}\right\}_{i=1}^{4}$ in the $\bar{y}$ direction are seen from the first and second rows of Fig. 5, respectively. PDFs of the first four components of the recomputed random variables $\left\{\lambda_{i}(\theta)\right\}_{i=1}^{17}$ are shown in the third row of Fig. 5 , which are obtained by $1 \times 10^{4}$ random samples. It is noted that the $j$-th value $\mathbf{d}_{i, j}$ of the vector $\mathbf{d}_{i}$ is the solution of the $j$-th node whose coordinate is given by $\left(x_{j}(\theta), y_{j}(\theta)\right)$. It is not easy to show a vector on random coordinates, thus the vector $\mathbf{d}_{i}$ is described in the node-index coordinate system instead of the Cartesian coordinate system in this paper. Although we show the vector $\mathbf{d}_{i}$ on the reference domain, they can be depicted on all possible domains.


Figure 6: PDFs of stochastic displacements of the point $A$ in the $\bar{x}$ and $\bar{y}$ directions obtained by the proposed method and $1 \times 10^{4} \mathrm{MCS}$.

To test the accuracy of the proposed method, we compare PDFs of stochastic displacements of the point $A$ (its node number is 6 as shown in Fig. 3 b ) obtained by the proposed method and $1 \times 10^{4}$ MCS. As shown in Fig. 6, PDFs of the stochastic displacements in both $\bar{x}$ and $\bar{y}$ directions have good agreements with MCS, which indicates that the proposed method has comparable accuracy to MCS. It is seen from Fig. 6 that compared to that in the $\bar{y}$ direction, the PDF of the stochastic displacement in the $\bar{x}$ direction is slightly less accurate, but its accuracy is still acceptable in most problems. If a more accurate stochastic solution is required in some cases, we can retain more


Figure 7: PDFs of stochastic displacements of the point $A$ in the $\bar{x}$ and $\bar{y}$ directions obtained by the proposed method retaining 50 terms and $1 \times 10^{4} \mathrm{MCS}$.
terms for the purpose. PDFs of the stochastic displacements of the point $A$ in $\bar{x}$ and $\bar{y}$ directions obtained by the proposed method retaining 50 terms are depicted in Fig. 7. They have much higher accuracy than that in Fig. 6 and reach very good agreements with MCS. Furthermore, we test the computational efficiency of the proposed method. Computational costs of different implementations are listed in Tab. 1, where GI $\left(n_{s, 1}, n_{s, 2}\right)$ and $\mathrm{LI}\left(n_{s, 1}, n_{s, 2}\right)$ represent the implementation at global and local levels with sample sizes $n_{s, 1}, n_{s, 2}$ in steps 6 and 28 in Algorithm 2. The solving cost and the recomputing cost are the computational cost from step 5 to 27 and the computational cost of step 28 in Algorithm 2, respectively. Total computational times of three implementations are much less than the cost of $1 \times 10^{4} \mathrm{MCS}$, which demonstrates the high efficiency of the proposed method. It is noted that stochastic solutions obtained by implementations at global and local levels have the same accuracy and only the matrix and the vector are formed differently. Compared to GI $\left(40,1 \times 10^{4}\right), \mathrm{LI}\left(40,1 \times 10^{4}\right)$ needs a bit more solving costs since more assemblies are performed in steps 9 and 19 in Algorithm 2 . As a comparison, we test the case $\mathrm{LI}\left(1 \times 10^{3}, 1 \times 10^{4}\right)$, i.e. $n_{s, 1}=1 \times 10^{3}$ samples are adopted in step 9 A solution of similar accuracy to the case LI ( 40 , $1 \times 10^{4}$ ) is obtained, which indicates that $n_{s, 1}=40$ can reach good accuracy in this example. But the case $\mathrm{LI}\left(1 \times 10^{3}, 1 \times 10^{4}\right)$ requires more costs for sample assemblies. The recomputing costs of the three implementations are close since they have the same number of retained items and the
size of the reduced-order stochastic finite element equation (37) is fixed.

Table 1: Computational costs of different implementations.

| Methods | GI $\left(40,1 \times 10^{4}\right)$ | $\mathrm{LI}\left(40,1 \times 10^{4}\right)$ | $\mathrm{LI}\left(1 \times 10^{3}, 1 \times 10^{4}\right)$ | $\mathrm{MCS}\left(1 \times 10^{4}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| Solving costs | 324.49 | 361.74 | 427.31 |  |
| Recomputing costs | 28.02 | 27.53 | 30.67 |  |
| Total costs (second) | 352.51 | 389.27 | 457.98 | 2519.66 |

### 6.1.3. Postprocessing of the stochastic solution

As discussed above, the vector $\mathbf{d}_{i}$ is depicted on the node-index coordinates, which is different from the classical FEM. Thus we need to pay extra attention to the postprocessing of stochastic solutions. In practice, to perform the postprocessing of stochastic solutions, we need to combine each realization of stochastic solutions and the corresponding realization of random meshes. For an explanation of this point, let us consider the postprocessing of the stochastic solution under the sample realization $\left[x_{c}\left(\theta^{*}\right), y_{c}\left(\theta^{*}\right), l_{x}\left(\theta^{*}\right), l_{y}\left(\theta^{*}\right)\right]=[0.1215,-0.1564,1.0876,0.9390]$. As shown in Fig. 8 (left), the random mesh is obtained via combining the mesh topology of the reference domain and the random coordinates, where the green part is the reference domain. The realization of the stochastic solution in $\bar{x}$ and $\bar{y}$ directions are then depicted on the random mesh shown in


Figure 8: Postprocessing of the stochastic solution of the sample realization $\left[x_{c}\left(\theta^{*}\right), y_{c}\left(\theta^{*}\right), l_{x}\left(\theta^{*}\right), l_{y}\left(\theta^{*}\right)\right]=$ [ $0.1215,-0.1564,1.0876,0.9390]$ : The reference domain (green part) and the random mesh (left), the solution in the $\bar{x}$ direction (mid) and the solution in the $\bar{y}$ direction (right).

Fig. 8 (mid and right). In this way, the stochastic solution is shown in the Cartesian coordinate system, the same way as the classical FEM postprocessing.

### 6.2. Example 2: stochastic elliptic PDE with a random interface

### 6.2.1. Problem setting

In this example, we consider a stochastic elliptic PDE

$$
\begin{equation*}
-\nabla \cdot(c(x(\theta), y(\theta), \theta) \nabla u(x(\theta), y(\theta), \theta))=f(x(\theta), y(\theta)) \tag{55}
\end{equation*}
$$

defined on the random domain $\mathcal{D}(\theta)$ shown in Fig. 9, which has been widely used in many problems with random interfaces [5, 6, 15, 41]. Boundary conditions are given by the Dirichlet condition $u(x(\theta), y(\theta))=0$ on $\Gamma_{D}$, the Neumann conditions $\left.\frac{\partial u}{\partial \overrightarrow{\mathbf{n}}}\right|_{\Gamma_{N, 1}}=1,\left.\frac{\partial u}{\partial \overrightarrow{\mathbf{n}}}\right|_{\Gamma_{N, 2}}=2$ and the $f(x(\theta), y(\theta))=1$ in $\mathcal{D}(\theta)$. We consider the discontinuously random coefficients

$$
\begin{equation*}
c_{1}(x(\theta), y(\theta), \theta)=\xi_{c, 1}(\theta)+1, c_{2}(x(\theta), y(\theta), \theta)=2 \xi_{c, 2}(\theta)+2 \tag{56}
\end{equation*}
$$

where $\xi_{c, 1}(\theta)$ and $\xi_{c, 2}(\theta)$ are independently uniform random variables on $[0,1]$.
The random interface $\Gamma_{r}(\theta)$ is considered as a Gaussian random field $\Gamma(\bar{x}, \theta)$ with the mean function $\bar{\Gamma}(\bar{x})=0$ and the covariance function

$$
\begin{equation*}
C_{\Gamma \Gamma}\left(\bar{x}_{1}, \bar{x}_{2}\right)=\sigma_{\Gamma}^{2}\left(\min \left(\bar{x}_{1}, \bar{x}_{2}\right)-\bar{x}_{1} \bar{x}_{2}\right), \tag{57}
\end{equation*}
$$



Figure 9: The domain with a random interface.


Figure 10: The reference domain and its finite element mesh.
where the standard deviation $\sigma_{\Gamma}=0.1$. By use of KL expansion [18, 42, 43], the random field $\Gamma(\bar{x}, \theta)$ is approximated as

$$
\begin{equation*}
\Gamma(\bar{x}, \theta)=\sigma_{\Gamma} \sum_{i=1}^{r} \xi_{i}(\theta) \sqrt{\kappa_{i}} \Gamma_{i}(\bar{x}), \tag{58}
\end{equation*}
$$

where $\left\{\kappa_{i}\right\}_{i=1}^{r}$ and $\left\{\Gamma_{i}(\bar{x})\right\}_{i=1}^{r}$ are eigenvalues and eigenfunctions of the covariance function $C_{\Gamma \Gamma}\left(\bar{x}_{1}, \bar{x}_{2}\right)$ and their analytical solutions are

$$
\begin{equation*}
\Gamma_{i}(\bar{x})=\sqrt{2} \sin (i \pi \bar{x}), \kappa_{i}=(i \pi)^{-2}, i=1, \cdots, r . \tag{59}
\end{equation*}
$$

In the numerical implementation, we limit the sample realization $\Gamma_{i}(\bar{x})$ in the interval $[-0.25,0.25]$. To reach this point, non-Gaussian bounded distributions can also be adopted to model the random interface, such as the Beta distribution and the lognormal distribution. Further, the covariance function in Eq. (57) is non-smooth and more random variables are required to achieve a highaccuracy simulation of the random field. Smooth or differentiable covariance functions can be used to reduce the number $r$ of the truncation in Eq. (58) [44, 45].

As shown in Fig. 10a, we choose the mean value $\bar{\Gamma}(\bar{x})=0$ of the random interface $\Gamma_{r}(\theta)$ as the inner interface of the reference domain. As depicted in Fig. 10b, 1217 nodes and 2304 linear triangular elements are generated for the finite element mesh of the reference domain. Based on the finite element mesh, discretized random coordinates of points on the random interface are represented as

$$
\begin{equation*}
x(\theta)=\bar{x}, y(\theta)=\Gamma(\bar{x}, \theta) \quad \text { on } \quad \Gamma_{r}(\theta) . \tag{60}
\end{equation*}
$$

### 6.2.2. Numerical results

A low-dimensional case is considered by truncating KL expansion Eq. (58) at $r=5$ items, thus $7(=5+2)$ random variables are involved in this example. The sample sizes $n_{s, 1}=70$ in step 6 and $n_{s, 2}=1 \times 10^{4}$ in step 28 in Algorithm 2 are adopted. The iterative errors of different numbers of the retained item $k$ calculated by Eq. (52) are shown in Fig. 11 and 11 retained items converge to the final stochastic solution, which verifies the fast convergence of the proposed method again. First eight deterministic vectors $\left\{\mathbf{d}_{i}\right\}_{i=1}^{8}$ are depicted in the first and second rows of Fig. 12 and PDFs of corresponding first four recomputed random variables $\left\{\lambda_{i}(\theta)\right\}_{i=1}^{4}$ are depicted in the third row. It is seen from Fig. 12 that as the number of retained terms increases, the deterministic vectors concentrate near the random interface, which makes that the stochastic solution near the random interface can be approximated with good accuracy.


Figure 11: Iterative errors of different numbers of the retained item $k$ calculated by Eq. 52 .

As shown in Fig. 10b, we check the accuracy of the stochastic solution by using three characteristic points, i.e. the point A (its node number is 696) in the lower domain, the point B (its node number is 22) on the random interface and the point C (its node number is 558) in the upper domain. PDFs of the solutions at three points are calculated by the proposed method and $1 \times 10^{4}$ MCS and their comparisons are found in Fig. 13 . For all three points, PDFs obtained by


Figure 12: Solutions of the components: the first four solutions $\left\{\mathbf{d}_{i}\right\}_{i=1}^{4}$ (the first row), the fifth to eighth solutions $\left\{\mathbf{d}_{i}\right\}_{i=5}^{8}$ (the second row) and PDFs of the first four random variables $\left\{\lambda_{i}(\theta)\right\}_{i=1}^{4}$ (the third row).


Figure 13: PDFs of the stochastic solutions of points $A, B, C$ obtained by the proposed method and $1 \times 10^{4} \mathrm{MCS}$.
the proposed method have good matches with MCS, which demonstrates the high accuracy of the proposed method in this example.

### 6.2.3. Reduced-order model

Eq. (37) is considered as a reduced-order equation of the original stochastic finite element equation (30) and the matrix $\mathbf{D}$ in Eq. (37) is considered as a set of reduced bases. Thus the proposed method provides a powerful way to generate a reduced-order model of the original stochastic problem. For the explanation of this point, we compare stochastic solutions of full- and reducedorder models of three sample realizations listed in Tab. 2. Three realizations of the random meshes,

Table 2: Three sample realizations of the random variables.

|  | $\xi_{1}(\theta)$ | $\xi_{2}(\theta)$ | $\xi_{3}(\theta)$ | $\xi_{4}(\theta)$ | $\xi_{5}(\theta)$ | $c_{1}(\theta)$ | $c_{2}(\theta)$ |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sample 1 | 0.1194 | 0.0566 | -0.5075 | -0.8939 | -0.8390 | 1.6139 | 3.2612 |
| Sample 2 | -1.4709 | 0.3656 | 1.4673 | 1.3410 | 0.8728 | 1.1345 | 2.7835 |
| Sample 3 | 0.5906 | -0.8849 | -1.5840 | 0.2493 | -1.0121 | 1.2153 | 2.4775 |



Figure 14: Comparisons between full- and reduced-order models of three sample realizations shown in Tab. 2. the random meshes (the first column), the full-order solutions (the second column), the reduced-order solutions (the third column) and their absolute errors (the fourth column).
the full-order stochastic solutions, the reduced-order stochastic solutions and their absolute errors are depicted in Fig. 14. The maximum of the absolute errors of three realizations is less than $3 \times 10^{-3}$, which indicates that the stochastic solutions of reduced-order models have comparable accuracy to the full-order models and the proposed method can provide an accurate reduced-order model of the original problem.

### 6.2.4. High-dimensional stochastic problems

In this section, we show that the proposed method can be applied to high-dimensional stochastic problems without any modification. The truncation of KL expansion Eq. (58) is set as $r=50$. A total of 52 random variables are considered in this example. The sample sizes $n_{s, 1}=520$ in step 6 and $n_{s, 2}=1 \times 10^{4}$ in step 28 in Algorithm 2 are used in this case. Corresponding iterative errors $\varepsilon_{\mathbf{u}, k}$ in step 26 in Algorithm 2 calculated using Eq. (52) are depicted in Fig. 15 and 28 items are retained to achieve the convergence error. Compared to the low-dimensional case, the highdimensional case requires more retained items to capture the high-accuracy stochastic solution. The PDFs of the stochastic solutions of the point $B$ (shown in Fig. 10b) obtained by the proposed method and MCS are compared in Fig. 16. The PDF obtained by the proposed method is in good agreement with MCS, which indicates that the proposed method has good accuracy even for highdimensional stochastic problems. The PDF shown in Fig. 16 is close to that of the low-dimensional


Figure 15: Iterative errors of different numbers of the retained item $k$ calculated by Eq. 52 for the stochastic dimension 52.


Figure 16: PDFs of the stochastic solutions of the point $B$ when the stochastic dimension is 52 .
case shown in Fig. 13 since the last few terms expanded by KL expansion Eq. (58) may have less contributions to the quantities of interest. It is noted that the proposed method solves both lowand high-dimensional stochastic problems using a unified frame and no modification for highdimensional cases is needed. Only more retained terms are required to capture the large variability of the stochastic solution if there are large uncertainties caused by high-dimensional expansions.

To show the computational efficiency of the proposed method, the computational costs of the stochastic dimensions 7 and 52 are listed in Tab. 3. As the stochastic dimension increases, the total computational cost of the proposed method increases slowly and the recomputing cost slightly increases since the number of the retained items increases. Compared to MCS, the proposed method can solve high-dimensional stochastic problems with low computational costs, thus it avoids the curse of dimensionality successfully.

Table 3: Computational costs of the stochastic dimensions 7 and 52.

| Dimension | $7(=5+2)$ |  | $52(=50+2)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Method | SFEM | MCS | SFEM | MCS |
| Solving costs | 264.76 |  | 382.75 |  |
| Recomputing costs | 19.56 |  | 33.83 |  |
| Total costs (second) | 284.32 | 2124.76 | 416.58 | 2359.72 |

The computational efficiency of the proposed method with respect to different stochastic dimensions are further studied. The truncation $r$ in Eq. (58) is set as 5, 10, 20, 35, 50, respectively, and corresponding total dimensions are $7,12,22,37,52$. We execute the iterations corresponding to different stochastic dimensions until the specified convergence error $\varepsilon_{\mathbf{u}, k}=1 \times 10^{-8}$ is achieved. The number of retained terms $k$ and corresponding total computational costs are respectively shown in Fig. 17a and Fig. 17b, which demonstrates that the number of retained items increase slightly as the stochastic dimension increases. Corresponding computational costs also does not increase dramatically with the stochastic dimension. For the low dimensions (not greater than 12) and the high dimensions (not less than 22), the computational cost is almost proportional to the stochastic dimension. The cost jumping between the dimensions 12 and 22 may be caused by the large variability induced by the increased dimension.


Figure 17: Numbers of the retained items (left) and corresponding computational costs (right) for different stochastic dimensions.
6.3. Example 3: study case from orthodontics with random material properties and random geometry

### 6.3.1. Problem setting

In this example, we consider a typical case of orthodontics that involves the human tooth shown in Fig. 18 (left), which is from [46]. It is only a simplified model of the human tooth and more
realistic models can be found in [47]. The Young's modulus of multi-layer material of the tooth are modeled as Gaussian random variables due to individual differences in patients. The Poisson's ratio and the mean values of Young's modulus are listed in Tab. 4. Standard deviations of all Young's modulus are 0.1 times the mean values. In the numerical implementation, to ensure that the Young's modulus is positive, random samples of the Young's modulus less than $1 \times 10^{-3}$ are dropped out, thus they are considered as truncated Gaussian random variables in practice. But it is noted that the truncation usually results in a loss of coercivity in the bilinear form of the finite element approximation [40, 48, 49]. Better stochastic modeling of the material properties should further considered to avoid this issue. The force induced by the orthodontic appliance is applied to the model in the horizontal direction and its magnitude is 1 N .


Figure 18: The geometry of tooth model (left) and its finite element mesh (right).

Table 4: Mean values of Young's modulus and Poisson's ratio.

|  | Bone | Ligament | Dentine | Pulp | Enamel |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Young's modulus | 12 Gpa | 100 Mpa | 18 Gpa | 4 Mpa | 90 Gpa |
| Poisson's ratio | 0.2 | 0.3 | 0.2 | 0.35 | 0.2 |

In order to formulate a good orthodontics plan, we need to predict the deformation of the tooth
after each orthodontic appliance according to the randomness of material properties and current orthodontics outcomes (i.e. the current position of the tooth). The current position of the tooth is also uncertain due to the randomness of material properties. As shown in Fig. 18 (right), the random position is modeled by the rotation angle $\alpha(\theta)$ of the tooth around a point (the red point in Fig. 18 (right)), where $\alpha(\theta)$ is a uniform random variable on $\left[-2^{\circ}, 2^{\circ}\right]$. Thus the interface $\Gamma_{r}(\theta)$ between the bone and the ligament is considered as a random interface depending on the position of the tooth. The quantity of interest during orthodontics is the horizontal displacement of the tooth. In this paper, we focus on the horizontal stochastic displacement $u_{A, x}(\theta)$ of the point $A$ shown in Fig. 18 (right). We adopt the two-dimensional elastic equation discussed in Eq. (20). The Dirichlet boundary condition is given by $u(\theta)=0$ on the boundary $\Gamma_{D}$ (shown in Fig. 18 (left)). The reference domain and its mesh are depicted in Fig. 18 (right), which has the same boundary $\Gamma_{D}$ as the random domain and includes 1394 nodes, 2670 linear triangular elements and 2788 degrees of freedom in total.

### 6.3.2. Numerical results

In this example, the sample sizes $n_{s, 1}=60$ in step 6 and $n_{s, 2}=1 \times 10^{4}$ in step 28 in Algorithm 2 are used for the implementation. For different numbers of the retained item, iterative errors $\varepsilon_{\mathbf{u}, k}$ in step 26 in Algorithm 2 calculated by Eq. (52) are shown in Fig. 19 and only six items are retained, which achieves a high-accuracy solution with fewer items due to the small variability of


Figure 19: Iterative errors of different numbers of the retained item $k$ calculated by Eq. 52 .
the random geometry. The PDFs of the horizontal stochastic displacement $u_{A, x}(\theta)$ of the point $A$ obtained by the proposed method and $1 \times 10^{4}$ MCS are compared in Fig. 20 and they are very consistent. Compared to the computational time 2948.69s for MCS, there are only 192.84s for executing the proposed method, including the solving time 189.04s and the recomputing time 3.80s, which significantly saves computational effort.


Figure 20: PDFs of the horizontal stochastic displacement $u_{A, x}(\theta)$ of the point $A$ obtained by the proposed method and $1 \times 10^{4} \mathrm{MCS}$.

### 6.4. Example 4: nonlinear stochastic heat equation defined on a random domain

### 6.4.1. Problem setting

In this example, to test the applicability of the proposed method to nonlinear PDEs on random domains, we consider a nonlinear stochastic heat equation

$$
\left\{\begin{array}{rlrl}
-\nabla \cdot(c(T, \theta) \nabla T(x(\theta), y(\theta), \theta)) & =0 & & \text { in } \quad \mathcal{D}(\theta)  \tag{61}\\
-\overrightarrow{\mathbf{n}} \cdot \nabla T(x(\theta), y(\theta), \theta) & =f(x(\theta), y(\theta)) & & \text { on } \\
\Gamma_{r}(\theta)
\end{array}\right.
$$

defined on the random domain $\mathcal{D}(\theta)$ as shown in Fig. 21, where the nonlinear stochastic coefficient $c(T, \theta)$ is given by $c(T, \theta)=\sqrt{10+T^{2}(\theta)}$, the heat flux $f(x(\theta), y(\theta))=100 \mathrm{~W} / \mathrm{m}$ is applied to the random boundary $\Gamma_{r}(\theta)$, the temperature $T=0$ on upper and lower boundaries (red lines shown in Fig. 21), $\mathbf{\mathbf { n }}$ is the outward normal. It is noted that the applied position of $f(x(\theta), y(\theta))$ is also random due to the randomness of the boundary $\Gamma_{r}(\theta)$, and the coefficient $c(T, \theta)$ is considered
as a random field defined on the random domain due to the spatial dependence of the stochastic solution $T(x(\theta), y(\theta), \theta)$. The geometric uncertainties, the reference domain and the mesh are the same as those in Fig. 2 in Example 6.1. Further, to consider the correlations of the geometric uncertainties, the Pearson correlation coefficient of any two random variables in $x_{c}(\theta), y_{c}(\theta), l_{x}(\theta)$ and $l_{y}(\theta)$ (see from Example 6.1) is 0.2.


Figure 21: The domain with a random inner boundary and a moving force.

For the numerical implementation, the fixed-point iteration is adopted to deal with the nonlinearity in Eq. (61) [36, 50]. Similar to Eq. (32), we can get the following linearized stochastic finite element equation about the unknown couple $\left\{\lambda_{k}(\theta), \mathbf{d}_{k}\right\}$ based on the previous stochastic solution approximation $\mathbf{T}_{k-1}(\theta)$

$$
\begin{equation*}
\mathbf{K}\left(\mathbf{T}_{k-1}(\theta)\right) \lambda_{k}(\theta) \mathbf{d}_{k}=\mathbf{F}(\theta)-\mathbf{K}\left(\mathbf{T}_{k-1}(\theta)\right) \mathbf{T}_{k-1}(\theta), \tag{62}
\end{equation*}
$$

where $\mathbf{K}\left(\mathbf{T}_{k-1}(\theta)\right)$ is the linearized stochastic matrix assembled using the previous approximation $\mathbf{T}_{k-1}(\theta), \mathbf{F}(\theta)$ is the stochastic vector related to the heat flux $f(x(\theta), y(\theta))$. In this example, $\mathbf{T}_{0}(\theta)=0$ is set to initialize the above iteration.

### 6.4.2. Numerical results

Algorithm 2 still can be used to solve Eq. (62). But before performing each inner loop, the stochastic matrix $\mathbf{K}\left(\mathbf{T}_{k-1}(\theta)\right)$ is updated and reassembled based on $\mathbf{T}_{k-1}(\theta)$. The sample sizes $n_{s, 1}=40$ in step 6 in Algorithm 2 and $n_{s, 2}=1 \times 10^{4}$ in step 28 are used. To well capture the


Figure 22: Iterative errors of different numbers of the retained item $k$ calculated by Eq. 52 .


Figure 23: PDFs of the horizontal stochastic displacement $u_{A, x}(\theta)$ of the point $A$ obtained by the proposed method and $1 \times 10^{4} \mathrm{MCS}$.
nonlinearity, the stopping criterion $\varepsilon_{\mathbf{u}}$ in step 5 is set as $1 \times 10^{-12}$ in this case. Iterative errors $\varepsilon_{\mathbf{u}, k}$ corresponding to different numbers of the retained item is still calculated by Eq. (52) and shown in Fig. 22, which demonstrates that the convergence of the proposed method for nonlinear problems is still good enough. PDFs of the stochastic solution $T_{A}(\theta)$ of the point $A$ (see Fig. 3b) obtained by the proposed SFEM and $1 \times 10^{4}$ MCS are plotted in Fig. 23. They are still in good agreement. Regarding the computational efficiency, MCS costs 3324.56 s, while the proposed SFEM takes 351.57 s , including the solving time 289.64 s and the recomputing time 61.93 s , which indicates that the proposed method is still efficient for nonlinear cases.

## 7. Conclusions

In this paper we develop an efficient stochastic finite element method for solving deterministic/stochastic PDEs defined on random domains and illustrate its effectiveness using four numerical examples. A reference domain is used to generate a mesh topology and to represent random nodal coordinates of the random domain. Random meshes of the random domain are obtained by combining the mesh topology of the reference domain and the random nodal coordinates of the random domain. In this way, the proposed method still solves the PDEs on the random domain instead of the reference domain, which decouples the differential operator of the PDE and the random domain and can be implemented via existing FEM assembly codes. The proposed method can be applied to high-dimensional stochastic problems without any modification and avoids the curse of dimensionality to a great extent, which has been demonstrated by an example of up to 52 stochastic dimensions. Also, a nonlinear heat equation defined on a random domain has been used to verify the applicability of the proposed method to nonlinear PDEs on random domains. However, it is noted that the non-intrusive assembly of the stochastic stiffness matrix costs a lot of storage memory compared to intrusive ways, thus it is attractive to develop an intrusive assembly of stochastic stiffness matrices.
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