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#### Abstract

The $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ and $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ alloy series are explored with a focus on the implications for photovoltaic application. These are earth-abundant materials with stereochemically active lone pairs and high optical absorption that have the potential to make thin film solar cells with shorter energy payback times than silicon-based solar technologies. Bulk crystals of nine compositions have been grown for each alloy series and the bulk crystals have been used as source material for thin film depositions.

The thermal, structural and optical properties of the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ alloy series are investigated. The melting point is shown to bow between $665^{\circ} \mathrm{C}$ and $647^{\circ} \mathrm{C}$ for GeSe and GeS , respectively, with the minimum at $\mathrm{GeS}_{0.766} \mathrm{Se}_{0.234}$. The lattice parameters decreased linearly with S-content, whereas the band gap is shown to increase linearly between 1.30 eV and 1.64 eV for GeSe and GeS , respectively. Both lattice parameter and band gap changes show good agreement when compared to density functional theory (DFT) calculations. This includes a specific case study correcting the GeSe band gap values reported in the literature, which involved low temperature band gap measurements that show excellent agreement with the highest level of DFT at 1.33 eV .

Photoemission spectroscopy is used to study GeS and GeSe . Ionisation potentials of 5.74 and 5.48 eV are measured for GeS and Ge e which, with previous band gap measurements, are used to show, from a band alignment perspective, both $\mathrm{TiO}_{2}$ and CdS are viable choices for window layers in a solar cell. Furthermore, in conjunction with DFT, photoemission measurements are used to show the presence of the Ge 4s orbital at the valence band maximum, thus providing evidence for active lone pairs in both GeS and GeSe.

The incorporation of silver as a dopant in GeSe is investigated and shown to increase the hole density from $5.2 \times 10^{15} \mathrm{~cm}^{-3}$ to $1.6 \times 10^{16} \mathrm{~cm}^{-3}$. Using both the undoped and Ag -doped GeSe as source materials for devices, it is found that the highest power conversion efficiency of $0.260 \%$ is achieved using undoped GeSe with an $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer.

Finally, a systematic study of the lattice parameters of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ shows that the lattice parameter decreases linearly as S-content increases. The band gap varies across the series according to $E_{g}(x)=1.707 x+1.191(1-x)-0.237 x(1-x)$. Both show reasonable agreement when compared with DFT. The Kraut method of the valence band offset measurement is used to show CdS is a better window layer than $\mathrm{TiO}_{2}$ for $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ from a band alignment perspective.

These results improve our understanding of the properties of these lone pair chalcogenide materials for use as absorber layers in a photovoltaic cell.
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## Chapter 1

## Introduction

### 1.1 Need for renewable energy

The greenhouse effect is vital to keeping the Earth warm enough to sustain life. The concept is simple: when sunlight reaches the Earth it is either absorbed and re-radiated as heat or the sunlight is reflected back into space. Greenhouse gases in the atmosphere absorb some of this reflected or re-radiated heat, which can then be radiated once again, keeping some of the heat in the atmosphere. Without this greenhouse effect, it has been predicted that temperatures on Earth would be $-19^{\circ} \mathrm{C}$, whereas with the greenhouse effect, in the 1850-1900 time period, the average global surface temperature was $13.6^{\circ} \mathrm{C}$. [1]

In the Intergovernmental Panel on Climate Change's (IPCC's) sixth report on the physical basis of climate change, it concluded that the average global surface temperature had increased by $1.09^{\circ} \mathrm{C}\left(0.95-1.10^{\circ} \mathrm{C}\right)$ in the decade starting 2010 compared with the previously mentioned period. [2-7] Since the 1970s, this temperature rise has been at $1.7^{\circ} \mathrm{C}$ per century compared with a decrease of $0.01^{\circ} \mathrm{C}$ per century in the past 7000 years.

The cause for this could, crudely speaking, be two things: an increase in solar irradiation or more greenhouse gases in the atmosphere. As can be seen in Figure 1.1, evidence suggests that there has been minimal change in solar irradiation in the last 170 years. [8] On the other hand, there is strong evidence for rising concentrations of greenhouse gases during that same time period. Before 1850, the largest known increase in carbon dioxide $\left(\mathrm{CO}_{2}\right)$ concentration in the atmosphere was 9.6 ppm per century. Since 1850 , the $\mathrm{CO}_{2}$ levels in the atmosphere have risen by around 125 ppm . [11-15] Similar unprecedented rises have been shown for other greenhouse gases. $[4,16,17]$

This increase in average global surface temperature is causing numerous physical changes in the climate. One of the physical results described by the IPCC was the


Figure 1.1: The increase in average global surface temperature since 1875 compared with the lack of change in average intensity of solar energy. [8-10]
increase in extreme trends of the global hydrological cycle, i.e. the dry regions get drier and the wet regions get wetter. [18-21] Extremities in either direction are dangerous. Extreme precipitation and monsoons can destroy homes and livelihoods and lead directly to deaths. [22, 23] Droughts can lead to difficulties having enough water to live, as well as drying out land, increasing the likelihood of forest fires, further endangering lives. [24] Both reduce crop yields, which worsens world hunger and leads to more deaths. [25-27] And both can lead to the destruction of habitats vital for endangered ecosystems, worsening the current biodiversity loss. [28-31]

Another physical result described by the IPCC is the melting of glaciers and the arctic ice cap. There is evidence that the arctic sea ice is at its lowest levels in one thousand years and the retreat in glaciers is unprecedented in the last two thousand years. [32-39] This endangers vital ecosystems, as well as increases the rate of increase of the average global surface temperature (ice reflects sunlight away from the surface more efficiently than land or water). [40, 41]

Furthermore, due to the extra heat on the surface of the planet, the upper surface of the oceans is increasing in temperature. [42-50] A warmer ocean will have a larger volume and combined with the melted sea ice has led to sea levels rising. [45, 51-55] This means land close to sea level will be highly susceptible to temporary or even permanent flooding and all the issues associated with that as discussed above for extreme precipitation. Furthermore, some of the excess carbon dioxide in the atmosphere has been absorbed by the ocean, leading to unusually low pH levels (i.e. higher levels of acidification) in the last two million years. [56-59] The rising, warming and increasingly acidic ocean conditions have contributed to the destruction of marine ecosystems and further biodiversity loss. [60-62]

All of these effects reported above are projected to get worse as the average global surface temperature increases further. As a result, almost every nation in the world
signed the Kyoto protocol in 1997 (plus the Doha amendment in 2001), which meant they agreed to monitor (and reduce) the emissions of the greenhouse gases $\mathrm{CO}_{2}$, methane $\left(\mathrm{CH}_{4}\right)$, nitrous oxide $\left(\mathrm{NO}_{2}\right)$ and the F-gases, which are hydrofluorocarbons (HFCs), perfluorocarbons (PFCs), sulfur hexafluoride $\left(\mathrm{SF}_{6}\right)$ and nitrogen trifluoride $\left(\mathrm{NF}_{3}\right)$.

In Figure 1.2(a), a breakdown of global greenhouse gas emissions by sector is shown for 2016 (the most recent year for which reliable data could be found). [63] The variety of sources of greenhouse gas emissions show the challenge it takes to reach net zero greenhouse gas emissions. Transportation as well as energy use in industry and buildings contribute over half the total emissions. The greenhouse gas emissions from energy use in industry and buildings can predominantly be attributed to heating and electricity. Direct emissions from any industrial process (such as making cement) are included separately. To produce the fuel for transportation and for use in building and industry requires further fugitive emissions (i.e. emissions such as extracting the fuels), meaning that nearly three quarters of all emissions are related to generating energy for society to use. The remaining greenhouse gas emissions come predominantly from agriculture, forestry and land use, with small contributions from waste and the previously mentioned industrial processes.

The solution to removing all these sources of greenhouse gas emissions is not currently understood. One thing that is known is that electrification can be a large part of the solution for reducing the greenhouse gas emissions of society's energy usage. One example is heating buildings (particularly residential ones) using electric heat pumps and another is the take-up of electric cars to replace cars that burn petrol and diesel. Therefore, the amount of electricity society will need is expected to increase. One study looking at three different scenarios projects an increase from 78 exajoules per year (EJ) in 2020 to 127-236EJ by 2050 and 238-387EJ of electricity by 2100. [64]

### 1.2 Electricity options

If a lot of the sources of greenhouse gas emissions are to be electrified, then it is vital that we generate electricity in a way that does not emit greenhouse gases. Currently, the vast majority of electricity is generated using coal, oil and natural gas (see Figure 1.2(b)). [65] The fuels are burnt and the resulting heat is used to boil water into steam. This steam is used to turn a turbine and the kinetic energy of the rotating turbine can be converted to electricity using a generator. The initial burning of the fossil fuels releases carbon dioxide and other gases. Additionally, there are other emissions related to the extraction and refining of these fossil fuels that make them significant sources of greenhouse gases. A proposed way to resolve


Figure 1.2: (a) Summary of the sources of the global greenhouse gas emissions for 2016. [63] (b) Breakdown of the primary energy source for the globe taken from the BP statistical world energy review 2021 for the global energy usage in 2020. [65]
these issues is carbon capture and storage, i.e. separating the carbon dioxide as it is emitted during the process and then storing it before it is released into the atmosphere. However, this process is not perfect and inevitably some emissions still occur. [66, 67] Furthermore, this does not solve some of the other issues related to using fossil fuels, including the fact that they are non-renewable, as well as the recent geopolitical issues associated with relying on countries that produce some fossil fuels.

One alternative to fossil fuels is bioenergy which can be split into two types: biomass and biogas. Biomass is dry and combustible fuels (such as wood pellets) burnt like fossil fuels. The fuel can be grown specifically for a biomass generator or can be taken as waste products from other industries. One advantage is that old coal power stations can be converted into biomass stations so much of the infrastructure already exists. [68] Alternatively, biogas is made from wet feedstock (such as food waste) sealed in tanks that eventually produce the methane that can be used as an alternative fuel. Both biomass and biogas are in principle carbon neutral since the greenhouse gases emitted when the biomass and biogas are burned is equal to that absorbed by the feedstock when it is being grown. However, if feedstock growth replaces a more effective carbon sink (such as an ancient woodland) then the results can end up being worse for the environment. [69-71] Furthermore, the feedstock grown specifically for bioenergy will often be in competition for land from areas that would otherwise be used to grow food. This has ethical difficulties given that people are struggling for food already and this is likely to get worse due to deteriorating conditions to grow crops, as discussed above. [72, 73]

Another option is nuclear energy, undoubtedly the most divisive of the electricity options, being nicknamed everything from the messiah of clean energy to a doomsday machine. Nuclear energy works by firing neutrons at uranium-235 nuclei to make it unstable, which then splits into lighter nuclei, as well as releasing neutrons and
heat. This heat is then used in a similar way as described above. Given how energy-dense the nuclear fuel is compared with fossil fuels and bioenergy, a lot less fuel is needed compared with the alternatives discussed above. Additionally, it has the advantage of being unaffected by weather conditions, meaning it can act as a baseload for the grid. However, nuclear power is unpopular due to well-publicised accidents (particularly Chernobyl and Fukishima), as well as the links to atomic bombs. As a result, people are greatly opposed to living near to them, which makes it incredibly difficult to find a site to build them on. [74] Those in favour of nuclear power argue Chernobyl happened due to political reasons and a flawed design that has since been rectified. [75] The Fukishima disaster was blamed on leaving too many decisions in critical moments to people not prepared for such extreme events. [76] Nuclear power is considered a sustainable technology because no carbon is released during the running of the power plant. Even considering the life cycle assessment, nuclear power has one of the lowest greenhouse gas emissions of any option listed here. [77, 78] Others argue that beyond the greenhouse gas emissions, the overall environmental impact of nuclear power, considering the nuclear waste and the decommissioning of the plant, is the worst option for the environment. [79] There are no reliable options for disposing of highly radioactive nuclear waste currently, though deep geological sites are thought to be the best option. [80-82] Nuclear power plants have a median construction time of seven and a half years, but have been known to take as long as thirty-six years, which suggests they cannot be a quick solution to lowering greenhouse gas emissions from electricity. [83] Furthermore, the initial construction costs are prohibitively expensive, limiting who will actually take on the upfront cost, which leads to a high electricity cost. [84-86]

Another alternative for electricity generation is hydropower. Hydropower relies on damming water and, dropping the water from a height and using the kinetic energy of the falling water to turn turbines, which can then generate electricity as described above. This is a renewable energy and, furthermore, it has the advantage of being able to use energy to pump water to the top of the dam when electricity demand is low, the system acts as an energy storage system, which is beneficial considering the intermittency of some of the options below. [87, 88] One problem with building dams is that the diverted waterflow means ecosystems are unsettled, particularly for migratory fish species (though redirecting solutions to this have been found). [89, 90] Another issue is linked to difficulty in finding sites with sufficient water; this has in the past led to whole communities being displaced. [91-94] Damming water has implications for water availability downstream, which has contributed to international conflicts when the river crosses national borders. [91, 95-99] The issue will worsen as droughts become more common and extreme. A final drawback is linked to methane emissions that are emitted from microbes that form in standing
water that reduce the environmental credentials of the technology. [78, 100, 101]
Geothermal is another way to generate electricity. Geothermal electricity involves taking water deep underground and pumping it to the surface under a high pressure. When the water reaches the surface, the pressure drops and the water turns to steam which can then be used to generate electricity as above. This is another form of renewable energy provided the steam is pumped back underground at the same rate it is used at the surface. [102] There are no greenhouse gas emissions during the running of the geothermal plant and life cycle assessment shows a low overall greenhouse gas footprint. [78] Using geothermal electricity requires holes of at least one mile deep so there are only limited locations with the right conditions for geothermal electricity. $[103,104]$ This is further restricted by minor risks of earthquakes, meaning the sites cannot be too close to human settlements. [105-109]

Wind energy is another form of electricity generation that has become increasingly popular, with wind farms now generating similar scales of electricity to fossil fuel stations. Wind energy involves using an aerofoil blade to convert the kinetic energy of the wind to kinetic energy of a rotor, which is connected to the generator that converts the kinetic energy to electrical energy. The wind is renewable and free, making it an attractive energy source. To properly locate the wind turbines, the site should have high wind speeds but low turbulence to maximise electricity generation. [110] The turbines can be located offshore or onshore. Onshore wind turbines have the advantage of being the cheapest form of electricity and can be integrated into existing farmland. However, onshore wind is less reliable and there are concerns about noise and visual pollution. [111-114] Offshore wind turbines have the advantage of a more reliable wind but are more expensive to install. Both onshore and offshore wind turbines have been shown to be a small risk to wildlife (particularly birds and bats), though this can be mitigated. [112, 115, 116] The biggest problem is that wind turbines can only generate electricity while the wind is blowing, which might not coincide with when the grid demands it. Energy storage is needed to ensure the electricity is not wasted and makes sure the intermittent electricity generation does not damage the grid. [117-120]

Solar photovoltaics (PV) is the final electricity generation technology considered to be feasible to scale up to the capacities needed by society. PV is the topic of this thesis and will be explored more in the following chapter. Like wind, PV has the advantage of being a renewable source of energy. A further similarity is that the panel can only generate electricity when the sun is shining, which again may not coincide with when the grid demands it, so solar panels also require a form of energy storage. An advantage of solar over wind is the panels can be placed anywhere that gets sun and will generate electricity whenever exposed to sunlight. PV and wind are projected to be the main sources of electricity for the net zero future, with the
two tending to peak annually at opposite times, meaning they work well together. [121] The previously mentioned study predicts scenarios where the 4EJ of PV in 2020 rises to $40-127 \mathrm{EJ}$ in 2050 and 189-660EJ in 2100. [64] Similarly, one study predicts the primary energy supply from PVs will rise from less than $1 \%$ currently to $69 \%$ by 2050, while another projects PV to rise from 0.00234EJ installed capacity in the present to 93.6-347.4EJ in 2050 and then $374.4-795.6 \mathrm{EJ}$ in 2100. [122, 123] In this thesis, studies are presented showing new materials for PV applications to try and improve a technology that is projected to be so important as society tries to reach net zero greenhouse gas emissions. In the next chapter, how PV works will be explained and the motivation behind the materials discussed in this thesis will be explored.

## Chapter 2

## Photovoltaics

### 2.1 Material types

### 2.1.1 Categorising materials with the band gap

To begin to understand photovoltaics, it is important to distinguish between different types of materials. A standard way to discern between material types is their band gap. The band gap is defined as the energy difference between the top of the valence band and the bottom of the conduction band, a range in which no electronic states exist (this is an ideal case and assumes no states from defects or dopants).

The band gap can be separated into two different types, direct and indirect, as shown in Figure 2.1(a) and 2.1(b), respectively. If an electronic structure is mapped out, then each possible electronic state will have a value for the wavevector momentum space within the Brillioun zone. If the highest point of the valence band (the valence band maximum or VBM) and the lowest point of the conduction band (the conduction band minimum or CBM) both have the same value for the wavevector momentum space, then the band gap is direct. On the other hand, if the wavevector momentum space of the VBM and CBM is different then the band gap is indirect.

It is worth noting here that there is a subtle difference between an optical and electronic band gap. When an electron jumps from the VBM to the CBM, it leaves behind a hole. When the electrons and holes are still bound together as an exciton, the energy required for the electron to perform this transition is the optical band gap. If the electrons and holes become unbound by overcoming the exciton binding energy, then the combined energy for the optical band gap and the exciton binding energy is the electronic band gap. Within this thesis, the exciton binding energy is generally too small to need to differentiate between the optical and electronic band gaps.

To categorise the materials, the magnitude of the band gap (without any con-


Figure 2.1: The difference between direct ( $E_{g, \text { dir }}$ ) (a) and indirect ( $E_{g, \text { ind }}$ ) (b) band gaps.
sideration for the wavevector momentum space change) is required. Materials with large band gaps are insulators, small to medium band gaps are semiconductors, very small band gaps are semi-metals, and no band gaps are metals. Putting an exact value of the band gap on the crossovers between material types (i.e. the difference between insulators and semiconductors) is subjective.

### 2.1.2 Doping semiconductors

Within a semiconductor there are other important concepts to define, as shown in Figure 2.2(a). The band gap, $\mathrm{E}_{g}$, is defined above. The remaining energy levels are defined relative to the vacuum level, which is the energy of a free electron at rest immediately outside the surface of the atom. [124] The electron affinity ( $\mathrm{E}_{a}$ ) and ionisation potential (IP) is the energy separation between the vacuum level and the CBM and VBM, respectively.

The final energy shown on Figure 2.2(a) is the work function (W), which is the energy separation between the Fermi level and the vacuum level. The Fermi level (for any category of material) is the maximum electron energy level that any electron will occupy at 0K. Generally, it would be expected that the Fermi level for a semiconductor would lie within the band gap (with the exception being degenerately doped semiconductors).

A semiconductor can be classed as p-type or n-type. If the separation between the valence band and Fermi level is less than half the band gap, it is said to be p-type. On the other hand, if the Fermi level for the semiconductor is closer to the conduction band, then it is said to be n-type. In a p-type semiconductor, the majority carriers are the holes, whereas in an n-type semiconductor the majority

(b)

| Group 12 | Group 13 | Group 14 | Group 15 | Group 16 |
| :---: | :---: | :---: | :---: | :---: |
|  | 13 <br> Al <br> Aluminium |  | 15 <br> P <br> Phosphorous | $\begin{gathered} 16 \\ \mathrm{~S} \\ \text { Sulfur } \\ \hline \end{gathered}$ |
| $\begin{array}{r} 30 \\ \mathrm{Zn} \\ \text { Zinc } \end{array}$ | $\begin{gathered} \hline 31 \\ \mathrm{Ga} \\ \text { Gallium } \\ \hline \end{gathered}$ | 32 <br> Ge <br> Germanium | $\begin{array}{c\|} \hline 33 \\ \text { As } \\ \text { Arsenic } \\ \hline \end{array}$ |  |
| 48 Cd Cadmium | $\begin{gathered} \hline 49 \\ \text { In } \\ \text { Indium } \end{gathered}$ | $\begin{aligned} & 50 \\ & \mathrm{Sn} \\ & \mathrm{Tin} \end{aligned}$ |  |  |

Figure 2.2: (a) Demonstrates the electron affinity $\left(E_{A}\right)$, work function $(W)$, and the ionisation potential (IP) relative to the vacuum energy ( $E_{V A C}$ ). The band gap ( $E_{g}$ ) is the difference between the valence band maximum (VBM) and conduction band minimum (CBM). (b) Shows a small area of the periodic table with the element of interest, Ga and As, highlighted with some potential dopants on either side.
carriers are the electrons.
A semiconductor can be p-type or $n$-type due to the presence of naturally occurring defects. However, if control of the level of p-type or $n$-type is required then introducing impurities (or dopants) can shift the majority carrier concentration and thus the Fermi level. To dope a material, p-type or n-type, requires the introduction of more holes or electrons, respectively. For a binary inorganic semiconductor, the doping can happen either on the cation or anion site. The cation (the positive ion) donates electrons to the anion (the negative ion) leaving behind holes. To dope the binary semiconductor p-type, the atoms on the cation or anion site would need to have less electrons, and to dope it n-type, the atoms on the cation or anion site would need to have more electrons. One example of a binary semiconductor is gallium arsenide (GaAs) with gallium and arsenic on the cation and anion site, respectively, highlighted in Figure 2.2(b). On the gallium site, potential p-type or n -type dopants include zinc and tin, respectively. On the other hand, the arsenic site has potential p-type or n-type dopants including tin and tellurium, respectively. Note, in this scenario, there are potential elements in Group 14, such as tin, that can be a p-type or n-type dopants depending on which site the element ends up on. Which site the dopant ends up on depends on what will be the lowest overall chemical potential for the material or the kinetics of the growth method. [125, 126]

### 2.2 Photovoltaic effect and the p-n junction

The photovoltaic effect is a simple concept. An incoming photon is absorbed by an electron in the valence band. If the incoming photon energy (h $\nu$ ) is enough for the


Figure 2.3: (a) On top is the free electrons and holes for the p-type and n-type regions, respectively. Underneath the charge carrier diagram is a band diagram with the valence and conduction band region in red and blue respectively. The dashed lines are used to represent the Fermi level. (b) The charge carriers in the p-n heterojunction including the formation of the positive and negative ions which make up the depletion region. On the band diagram, the valence band offset (VBO) and conduction band offset (CBO) are labelled.
electron to be excited across the conduction band (i.e. $\mathrm{h} \nu$ is greater than $\mathrm{E}_{g}$ ), then an electron-hole pair is created. If the electron-hole pair can be extracted before they recombine, then a photocurrent can be collected. An electric field is required to separate the electron-hole pair.

A p-n junction forms, as the name suggests, when the separate p-type and n-type semiconductors are brought into contact with each other. The electrons from the n-type region diffuse across the junction and they recombine with the holes within the p-type region. This then leaves behind positive ions in the n-type region and negative ions in the p-type region. This area is known as the depletion region, with an electric field forming across the depletion region. The process is shown in Figure 2.3. Shown here is the formation of a heterojunction, which involves two different materials, whereas there is an alterative p-n junction that uses one material doped n- and p-type, which is called a homojunction. This electric field can then be used to extract the photocurrent from the photovoltaic effect. Within this thesis, the p-type semiconductor is normally referred to as the absorbing layer (which absorbs the light) and the n-type semiconductor is normally referred to as the window layer (which transmits the light) that allows the p-n junction to form. The reason the p -type and n -type region are normally the absorber and window layer, respectively, is due to the difficulty in finding a contact for an n-type absorber layer. Some work has been done on n-type CdTe recently; a full discussion into these differences is considered to be beyond the scope of this thesis. [127]

### 2.3 Detailed balanced limit

The power conversion efficiency (PCE) of a solar cell is the proportion of the energy from the solar spectrum that is converted into electrical energy. There is an upper limit on the PCE, mainly limited by the factors of the band gap and thermalisation. The band gap limitation is energy that cannot be extracted because the incoming photons are too low in energy to overcome the band gap. When an electron is excited beyond the CBM, it will go through a process called thermalisation where the electrons relax down to the CBM. This energy lost during the thermalisation is the second major factor limiting the PCE.

A systematic study of the upper limit of the PCE was published in 1961. [128] The study states that the maximum possibly efficiency for a p-n junction exposed to blackbody radiation is $30 \%$ for a material with a 1.1 eV band gap. It does this by considering the three limiting factors: the band gap and thermalisation factors as discussed above, as well as a geometric factor. However, the sunlight reaching the surface is not blackbody radiation so losses from the atmosphere need to be considered. The angle of the sunlight incident on the solar panels will change the amount of atmosphere the sunlight goes through, and the associated losses. The standard intensity for measuring solar cells assumes an incident angle of $48.19^{\circ}$ and the equivalent of going through an absolute air mass of 1.5 , which is called $\mathrm{AM}(1.5)$, with an integrated intensity of $1000 \mathrm{Wm}^{-2}$. Shown in Figure 2.4(a) is a comparison of the intensity from blackbody radiation and the intensity from AM(1.5). Assuming $\mathrm{AM}(1.5)$ rather than blackbody radiation slightly alters the incident solar spectrum and the resulting ideal band gap changes to between 1.3 eV to 1.5 eV , as shown in Figure 2.4(b). [129]

The study never claims that this is an achievable PCE. The methodology makes a series of assumptions that the authors accept are unrealistic. One is that all photons incident on the solar cell with energy above the band gap will be absorbed. This is of course not the case and will be dependent on the thickness of the solar cell and the absorption coefficient (the amount of light absorbed per unit length of material). Determining the band gap and absorption coefficient of the materials are key parts of this thesis.

Another relevant limitation is losses at the p-n junction interface. An important contribution to this is the CBO. If the p-type material has a conduction band lower than the n-type material, then the CBO is negative and the band alignment is cliff-like. On the other hand, if the p-type has a conduction band higher than the n-type material, then the CBO is positive and the band alignment is spike-like. For a cliff-like junction, recombination at the interface becomes a limiting factor on the PCE of the cell. For a spike-like junction, the electrons have to overcome an energy


Figure 2.4: (a) Irradiation from a blackbody compared with the standard irradiation used to assess solar cell performance (AM 1.5). (b) The detailed balance limit which states the maximum possible power conversion efficiency possible for every band gap under the solar spectrum at the surface of the Earth. [129]


Figure 2.5: The difference between a positive and negative conduction band offset.
barrier, which reduces the electrical energy output. [130-133] Both of these CBOs are shown in Figure 2.5.

### 2.4 Solar materials

The photovoltaic effect was first reported by Bequerel in 1839 using AgCl or AgBr coated on platinum electrodes. [134] After Willoughby Smith in 1872 showed that selenium is photoconductive, William Grylls Adams and Richard Evans Day managed to produce a selenium solar cell in the late 1870s. [135, 136] This progressed into a working selenium solar module made by Charles Fritts in 1884. [137] Unfortunately, the research stalled as selenium solar cells struggled to improve in efficiency.

The turning point came in 1954 when Chaplin, Fuller and Pearson created a silicon solar cell with $\sim 6 \%$ efficiency. [138] Silicon solar cells have constantly improved since then, achieving efficiencies of $26.7 \%$, and in the process have become the dominant technology in the photovoltaic industry. [139] Alternatives to silicon solar cells are being researched because of the high energy costs to make them and because silicon has a less than ideal 1.1 eV indirect band gap.

The only single junction material (see below) that has managed to beat the efficiencies of silicon solar cells is the gallium arsenide (GaAs) solar cell. The technology was developed during the 1970s and 1980s in the USSR and has since achieved an efficiency of $29.1 \%$. [140] Unfortunately, the price of GaAs solar cells is prohibitively expensive so there is very limited commercial application. The difference in costs to manufacture single crystal wafers of GaAs rather than Si is the main cause of the price difference. [141]

There are ways being researched to exceed the detailed balance limit so more light can be converted to electricity from a single solar panel. One of the most promising methods being researched is the tandem solar cell. Multiple different layers with different band gaps are used to absorb different parts of the solar spectrum which minimises losses from both thermalisation and from light not being absorbed. Under the $\mathrm{AM}(1.5)$, the detailed balanced limit for a two, three, or four junction solar cell is $42 \%, 49 \%$, and $53 \%$, respectively. [142] The highest efficiency currently reported for a three junction solar cell is $39.5 \%$. [143]

Another method currently being investigated is concentrating the incoming sunlight onto the solar cell. This means that more light hits the solar cell so more electricity can be generated. For concentrated light, the detailed balance solar cell efficiencies for one, two, three, and four junction solar cells are $40 \%, 55 \%, 63 \%$, and $68 \%$. [142] The highest recorded efficiency currently is $47.1 \%$, which is a six junction tandem solar cell under concentrated light. [144]

However, concentrated and tandem solar cells still have a way to go before being
commercially viable in most applications. Therefore, much of the current research is aiming to find alternative single junction materials. One of the areas that has been researched for a number of years is organic solar cells. Good reviews of the topic are available elsewhere and so the full details are not covered here. [145] Despite a few decades of research, the material has only just achieved an efficiency of $18.2 \%$. [146] Commercially, organic solar cells have not achieved similar efficiency to other materials, which has led to alternatives being investigated.

One type of photovoltaic solar cell currently attracting the most interest is the perovskite solar cell. The perovskite solar cell refers to the category of absorber material with the perovskite crystal structure, which has the general formula $\mathrm{ABX}_{3}$. The most promising from a photovoltaics perspective is MAPI $\left(\mathrm{CH}_{3} \mathrm{NH}_{3} \mathrm{PbI}_{3}\right)$, which has methylammonium $\left(\mathrm{CH}_{3} \mathrm{NH}_{3}\right)$, lead $(\mathrm{Pb})$ and iodine (I) on the $\mathrm{A}, \mathrm{B}$ and X sites, respectively. Efficiencies have increased from $3.8 \%$ in 2009 to $25.7 \%$ today, an unprecedentedly quick rise. [147, 148] There is growing evidence to suggest that a large part of the high performance of this material is due to the $\mathrm{Pb} 6 s^{2}$ lone pair, which is thought to underpin some of its desirable PV properties. [149]

In a lone pair material, the cation in the material has an oxidation number two less than what would be expected for the group that it is in. For example, in MAPI, Pb is in the $2+$ rather than $4+$ oxidation state despite having 4 valence electrons. These materials come from Group 13 to Group 17 and Period 4 to 6 in the periodic table. The original theory of the lone pair model stated that the outer cation $s$ orbital did not get involved in the bonding. [150, 151] However, growing evidence suggested that this was not the case. Walsh et al. reported the revised lone pair model, which shows the cation $s$ orbital interacts with the anion $p$ orbital to create bonding and antibonding states. In order for this hybridization process to occur, the crystal structure must be distorted as a stabilisation process. [152] The antibonding states in the VBM should lead to shallow rather than deep states, the formation of benign grain boundaries, and strong defect tolerance. The $6 s^{2}$ orbital also results in band edges with greater dispersion, leading to smaller carrier effective masses and enhanced carrier mobility, both of which are favourable for PV applications. [153] However, perovskite solar cells are unstable with rapidly decreasing efficiency under light and air exposure, a problem for any solar material. [154]

The only material group that has achieved any inroads into the silicon market share is CdTe , an inorganic semiconductor. Thin film cadmium telluride ( CdTe ) has been a major success in achieving an efficiency of $22.1 \%$, similar to silicon. [140] However, there are issues with CdTe , including concerns regarding the toxicity of cadmium and the scarcity of tellurium, the latter of which in particular will limit the extent to which CdTe can meet the challenge of scaling up PV for terawatt energy generation. [155, 156]
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Figure 2.6: The crystal structure of $\mathrm{Sb}_{2} S_{3} / \mathrm{Sb}_{2} S e_{3}$ (a) along the [001] direction and (b) rotated slightly to highlight the nanorods. The crystal structures of $G e S / G e S e$ (c) along the [001] direction and (d) rotated slightly to highlight the nanosheets are shown for comparison. All three structures are orthorhombic with the Pnma space group, but $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ is composed of nanoribbons whereas GeS and GeSe are composed of nanosheets. These images were prepared using the VESTA software.[157]

An alternative series of inorganic semiconductors are antimony sulfide $\left(\mathrm{Sb}_{2} \mathrm{~S}_{3}\right)$, antimony selenide $\left(\mathrm{Sb}_{2} \mathrm{Se}_{3}\right)$, and the alloy $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$. Antimony, sulfur and selenium are all more commonly occuring in the Earth's crust than cadmium and tellurium. [158] The materials also have the lone pair effect with the $\mathrm{Sb} 5 s$ orbital. [159] The $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ solar cell has just reached an efficiency of over $10 \%$ despite limited research into the material. [160] Another interesting feature of the Sb-chalcogenide alloy series is its orthorhombic Pnma crystal structure, which comprises 1D ribbons of covalent Sb-Se bonds extending along the [010] direction, with van der Waals interactions between the ribbons along the [001] and [100] directions (Figure 2.6(a) and (b)). We note that some reports use the alternative Pbnm space group setting, but we use the Pnma setting for consistency. [161] The difference between Pbnm and Pnma involves how the axes are defined. Theoretical studies suggest strong conductivity parallel to the ribbons but weak conductivity in the perpendicular directions, where the electrons have to hop between ribbons, making growth orientation an important factor in solar cell design. [162, 163] This is supported by experimental evidence. [164] Within this thesis, the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ alloys are the focus of Chapter 6.

The related series of germanium sulfide (GeS), germanium selenide (GeSe), and the alloy $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$, share a lot of the same properties as the Sb -chalcogenide alloy series. Ge is less toxic than both Sb and Cd . Ge is also over six times more Earthabundant than Sb and Cd , and both S and Se are considerably more abundant than Te. [158] While the Ge-chalcogenide alloy series share the same Pnma space group as $\mathrm{Sb}_{2} \mathrm{Se}_{3}$, they have covalent bonds in the [001] and [010] directions, creating sheets rather than ribbons, with van der Waals interactions along the [100] direction (Figure 2.6(c) and (d)). As noted above, studies on $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ suggest strong conductivity in the direction of the covalent bonds but weak conductivity in the directions of the van der Waals interactions. Having covalent bonds along two directions could therefore be beneficial for cell design, whilst also benefiting from the benign grain boundaries. Finally, Ge is in the $2+$ oxidation state in both GeS and GeSe and adopts a distorted local structure, which suggests they may have stereochemically active lone pairs. [152, 165, 166] These properties, along with the recently reported $5.2 \%$ power conversion efficiency for a GeSe solar cell [167], demonstrate the potential of these materials. Within this thesis, GeS, GeSe and the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ alloy are the focus of Chapters 4 and 5 .

## Chapter 3

## Methodology

In this chapter, the physical principles and data analysis about the experimental techniques used in chapters 4 to 6 . This includes details about how samples were prepared as well as the various characterisation techniques used.

### 3.1 Material growth and deposition

### 3.1.1 Crystal growth

The technique used throughout this research to grow bulk crystals is a melt growth technique. The first step is to calculate the molar mass $\left(\mathrm{m}_{r}\right)$ of the target crystal. For example, calculating the $\mathrm{GeS}_{0.5} \mathrm{Se}_{0.5}$ molar mass would be:

$$
\begin{equation*}
\mathrm{GeS}_{0.5} \mathrm{Se}_{0.5} \mathrm{~m}_{r}=72.63+0.5 \times 32.06+(1-0.5) \times 78.971=128.1455 \mathrm{~g} \mathrm{~mol}^{-1} \tag{3.1}
\end{equation*}
$$

where $72.63,32.06$, and 78.971 are the molar masses of germanium (Ge), sulfur (S), and selenium (Se) in $\mathrm{g} \mathrm{mol}^{-1}$, respectively. Using this value, the moles are calculated as the ratio of target mass over molar mass. Continuing the $\mathrm{GeS}_{0.5} \mathrm{Se}_{0.5}$ example, and with a target mass of 3 g , the number of moles $(n)$ is:

$$
\begin{equation*}
n=\frac{3}{128.1455}=0.023411 \mathrm{~mol} \tag{3.2}
\end{equation*}
$$

The molar ratio of the chemical reaction is used to find the number of moles of Ge , S , and Se, respectively. Finally multiplying the number of moles by the molar mass of the element allows for the calculation of the mass of each element needed in the melt growth. For example, the mass of germanium $\left(m_{G e}\right)$ in $\mathrm{GeS}_{0.5} \mathrm{Se}_{0.5}$ would be:

$$
\begin{equation*}
m_{G e}=0.023411 \times 72.63=1.7003 \mathrm{~g} \tag{3.3}
\end{equation*}
$$



Figure 3.1: Schematic diagram of a thermal evaporator with a quartz crystal microbalance to monitor the film thickness.

The masses of the elements calculated are then put into a quartz tube and then sealed under vacuum to a pressure less than $1 \times 10^{-4}$ Torr.

The quartz tube is then placed into a box furnace and heated to a temperature where all constituents are in a liquid form. The tubes are then held at this temperature for up to 48 hours which allows for the powders to homogenise using convection currents. The temperature is then ramped down slowly to allow for the crystal to become solid without any secondary phases forming. When the temperature is low enough that the material is solid, the quartz tube is then held at temperature for up to 100 hours to allow the crystal to grow. Finally, the temperature of the quartz tube and its contents are allowed to cool naturally to room temperature.

### 3.1.2 Thermal evaporation

The main technique for depositing the source material as a thin film is by thermal evaporation. This is done by loading the source material (whatever substance you want to deposit) and the substrate you want to deposit on as shown in Figure
3.1. The set up is then sealed under vacuum before a current is passed through the evaporation boat to resistively heat the boat and the source material within it. Once sufficiently heated the material will be converted to a vapour and deposited throughout the chamber including on the substrate. The substrate is rotated to improve the uniformity of the film.

Three different chambers are used within this research:

- Moorfield 307 is used to deposit the Ge chalcogenide alloy series in Chapter 4
- Moorfield MiniLab 080 is used to deposit the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ and GeSe layers in the devices in Chapter 5 as well as the Sb alloy series in Chapter 6
- Oerlikon Leybold Vacuum, Univex 300 Thermal Metal Evaporator is used to deposit the Au contacts in Chapter 5.

The film thickness is monitored within the chambers using a quartz crystal microbalance (QCM). The quartz crystal is a piezoelectric material; when a current runs through the material it oscillates. When more material is deposited onto the crystal, the frequency of the oscillations changes. The rate of change allows for us to monitor the mass deposited in real time.

In order to monitor this rate of deposition, the QCM is calibrated using profilometer measurements of film thicknesses. To measure the film thickness using a profilometer, a step in the film must be created in the film, which is created by scribing the film or masking the substrate before the evaporation. The stylus is brought into contact with the surface with a specified force. This stylus is then scanned across the step. A change in height of the stylus is measured as it is scanned across the sample, meaning the height of the film is determined. The profilometer used throughout this research is an Ambios XP-200 surface profilometer.

### 3.1.3 Sputtering

Radio Frequency magnetron sputtering is another technique used to deposit thin films within this work. The technique requires a target made of the same material as the planned thin film. $\mathrm{Ar}^{+}$ions are generated and directed towards a target using an electric field created by a radio-frequency alternating current. When the ions bombard the target, a plasma is created above the target. In magnetron sputtering, a permanent magnet is underneath the target to attract the $\mathrm{Ar}^{+}$ions. Once the plasma is generated it will coat the entirety of the inside of the chamber, including the substrate.

RF magnetron sputtering was used to deposit CdS in the research reported in Chapter 5 and 6 . The system used within this work is an AJA Orion 8 deposition system using an established methodology from our laboratory. [168]

### 3.1.4 Spin coat deposition

Spin coating is a simple form of solution processing of thin films. The first stage involves dissolving the target material for the thin film in a volatile solvent. This solution is then deposited onto the substrate, either statically (while the substrate is stationary) or dynamically (while it is spinning). Centrifugal forces then move the solution to the edge of the substrate, leaving a uniform film behind. The films then start to dry and the solvent will begin to evaporate, leaving behind the target material as a thin film.

Spin coating is used to deposit poly (3-hexylthiophene) (P3HT) and $\mathrm{TiO}_{2}$ in the work reported in Chapter 5 and 6, respectively. To deposit the P3HT a Laurell 650 series spin coater is used. To deposit the $\mathrm{TiO}_{2}$, an Osilla spin coater is used. Both methodologies follow those established previously within the University of Liverpool laboratory. [169, 170]

### 3.2 Material characterisation

### 3.2.1 Inductively Coupled Plasma Optical Emission Spectroscopy

Inductively coupled plasma optical emission spectroscopy (ICP-OES) is used to measure composition ratios for bulk crystals presented in each results chapter. The powders are dissolved in acid before being diluted in deionised water. The atoms within the samples are excited by Ar plasma. When the excited electrons return to the ground state they emit electromagnetic waves characteristic of each element. The method of using the optical intensities to measure the compositions is described in chapter 4.

ICP-OES scans are measured using an Agilent 5110 ICP-OES spectrophotometer.

### 3.2.2 X-ray diffraction

X-ray diffraction (XRD) can provide information about the phase of a crystalline material and the dimensions of its unit cell. To begin this technique, x-rays are generated and selected to produce monochromatic radiation. This monochromatic radiation is then collimated to increase the intensity before being fired at the sample of interest. Max von Laue showed that a crystalline substance acts as a threedimensional diffraction grating and can therefore produce an interference pattern.


Figure 3.2: The $X R D$ set up when performing a $\theta: 2 \theta$ scan.
[171] Constructive interference occurs when Bragg's law is satisfied [172]:

$$
\begin{equation*}
n \lambda=2 d_{h k l} \sin \theta \tag{3.4}
\end{equation*}
$$

where $n$ is a positive number denoting the order of the interference, $\lambda$ is the wavelength of the x -ray, $d_{h k l}$ is the interplanar spacing for plane with Miller indices $h k l$ and $\theta$ is the angle between the incoming x -ray and the plane of the crystal.

In a $\theta: 2 \theta$ scan, the collimated $x$-ray beam strikes the sample at an angle of $\theta$ and the x-ray detector is placed at an angle 2 $\theta$, as defined in Figure 3.2. When Bragg's law is satisfied there will be a peak in the intensities of the x-rays. During an XRD scan, the x-ray beam and detector are rotated through a range of angles where different constructive interference peaks become apparent and thus deduce information about the crystal structure.

In this research, three types of XRD are used: single crystal XRD, powder XRD and thin film XRD. Single crystal XRD was not performed by the author so is not covered in detail here. Powder XRD and thin film XRD, as the names suggest, involve XRD measurements of pulverised crystals and thin films, respectively. In both cases, $\theta: 2 \theta$ scans are performed and the first order constructive interference peaks are measured.

Within a crystal structure, like the Pnma crystal structure studied here, there will be a primitive unit cell. In an XRD scan there will be a series of peaks associated with the various parallel planes of atoms, defined by the Miller indices hkl. The position of the peak in the $2 \theta$ scan related to the parallel plane $h k l$ will be dependent on the interplanar spacing $d_{h k l}$ and the wavelength of the x-ray used, as defined in Equation 3.4. Furthermore, using Equation 3.4, the lattice parameter for XRD patterns can be calculated as discussed in more detail in Chapter 4.


Figure 3.3: The different peak positions in a schematic differential scanning calorimetry scan depending on if the reaction is endothermic (blue) or exothermic (red).

If a powder XRD scan is used, and the powder is completely pulverised so there is no preferrential orientation, then an expected powder diffraction spectrum can be generated if the unit cell of the material of interest is well understood. The peak positions, as discussed above, are known from the interplanar spacing. Further information about the intensity of the peaks can be calculated using the structure factor for each plane. The structure factor indicates that the intensity of the peak is determined by the position of the atoms along the atomic planes and which atoms are in those positions (different atoms have different scattering factors). An expected powder diffraction can allow for useful examination for preferred orientation of a film growth as discussed in Chapter 4, more detail of which can be found in References [173] and [174].

All thin film and powder XRD measurements are performed using a Rigaku Smartlab x-ray diffractometer with a rotating copper anode.

### 3.2.3 Differential scanning calorimetry and thermogravimetric analysis

Differential scanning calorimetry (DSC) and thermogravimeteric analysis (TGA) is a combined technique for studying the thermal properties of a material. The technique requires loading a small amount of material into a sample holder and comparing it with an identical reference sample holder that is empty. For DSC, the amount of heat needed to raise the temperature of both sample holders will only differ depending on the material so the technique can be used to monitor the thermal
properties. Peaks indicate phase transitions, such as a melting point, with negative and positive peaks indicating endothermic and exothermic reactions, respectively, as shown in Figure 3.3. TGA compares the comparative weight difference between the loaded and empty sample holder to test for any mass loss during heating.

In this work, DSC-TGA was taken with a TA Instruments SDT-Q600 system, with around 10 mg of material used in each test.

### 3.2.4 Scanning electron microscopy

Scanning electron microscopy (SEM) involves accelerating a focused beam of electrons towards the sample. The interactions of these electrons with the sample produce a number of signals including secondary electrons, backscattered electrons and x-rays. In this research, the secondary electrons are the signal of interest. Secondary electrons are generated from the surface which allows for the collection of information about the topography and morphology of the films.

In this work, SEM measurements are carried out using a JEOL 6610 microscope at 10 kV acceleration voltage.

### 3.3 Photoemission spectroscopy

Two types of photoemission spectroscopy are used in this research, lab-based xray photoemission spectroscopy (XPS) and hard x-ray photoemission spectroscopy (HAXPES). The two are discussed side-by-side below.

Both techniques, as the name suggests, require the generation of x-rays. To generate the x-rays in XPS, a filament generates electrons and directs them at the anode material which will generate characteristic energies depending on the anode material used. The anode used within this research is an aluminium (Al) anode which has a characteristic energy $\mathrm{k} \alpha_{1}$ at 1486.6 eV . Anodes, such as Al, produce a spectrum of x-rays due to secondary features like bremsstrahlung radiation which in this case have been removed from the source using an aluminium foil and a quartz crystal. This process is known as monochromating the x-rays.

On the other hand, x-rays for HAXPES are generated using a synchrotron. When a particle accelerator causes electrons to travel at speeds close to the speed of light and then bends the electron path, the relativistic electron emits synchroton radiation. At a facility such as Diamond light source, which is the facility used here, the synchrotron can be manipulated to generate x-rays. Synchrotron radiation is monochromated to provide a souce of x-rays. [175]

Regardless of how the x-rays are generated, the photoemission process mechanism is the same. Incoming x-rays are aimed at the material of interest to the study.


Figure 3.4: The photoemission (left) and Auger process (right) for an excited photoelectron and for the relaxation process afterwards, respectively.

The x-rays will then be absorbed by the electrons within the target material causing them to be ejected from their atoms, as shown in Figure 3.4. Ejected photoelectrons are then directed towards an analyser and the kinetic energy of the photoelectrons is measured. If there are no scattering processes, then the only factor that the vacuum kinetic energy $\left(E_{k}^{\prime}\right)$ will depend on is the following:

$$
\begin{equation*}
E_{k}^{\prime}=h \nu-E_{b}-\phi_{s} \tag{3.5}
\end{equation*}
$$

where $h \nu, E_{b}$, and $\phi_{s}$ are the incoming x-ray energy, binding energy of the electron, and the work function of the sample. To minimise the scattering between sample and analyser, the entire procedure is performed under an ultra-high vacuum. When the photoelectrons reach the analyser, they must overcome the additional work function of the analyser $\left(\phi_{a}\right)$ so the measured kinetic energy $\left(E_{k}\right)$ is:

$$
\begin{equation*}
E_{k}=E_{k}^{\prime}-\left(\phi_{a}-\phi_{s}\right)=h \nu-E_{b}-\phi_{s}-\left(\phi_{a}-\phi_{s}\right)=h \nu-E_{b}-\phi_{a} \tag{3.6}
\end{equation*}
$$

and so the binding energy can be found without knowing the work function of the sample.

Examples of a HAXPES and an XPS survey are shown in Figure 3.5(a) and $3.5(\mathrm{~b})$, respectively, with both being plotted with binding energy as the x-axis as is standard when reporting photoemssion results. Both HAXPES and XPS share some common features in their scans, with the first similar feature being the core levels. The core levels originate from the photoelectrons within an orbital of the atom without undergoing any scattering process. Every element will have characteristic


Figure 3.5: Photoemission surveys for GeSe as measured in hard x-ray photoemission spectroscopy (a) and lab based x-ray photoemission spectroscopy (b).

Table 3.1: The principal quantum number ( $n$ ), orbital angular momentum ( $l$ ) and total angular momentum (j) for different orbitals alongside the area ratios needed to fit the pair of core levels.

| Orbital | n | l | j | Occupancy | Area Ratio |
| :--- | :---: | :---: | :---: | :---: | :---: |
| s | 1 | 0 | $1 / 2$ | 2 | - |
| p | 2 | 1 | $1 / 2,3 / 2$ | 2,4 | $1: 2$ |
| d | 3 | 2 | $3 / 2,5 / 2$ | 4,6 | $2: 3$ |
| f | 4 | 3 | $5 / 2,7 / 2$ | 6,8 | $3: 4$ |

core levels that are at well documented binding energies. [176] The exact value of the binding energy will differ depending on the bonding environment of the electron within the atom, known as the chemical shift. This feature makes photoemission spectroscopy an incredibly powerful tool for identifying phase impurities and any contamination within the material.

In this research the software Casa XPS is used to analyse the core level peaks; full details are discussed below. A Shirley background is fitted to remove any contribution from inelastically scattered electrons from the peak. [177, 178] Then a line is fitted above the background, the line shape is typically represented with a computational combination of a Gaussian and Lorentzian (defined in Equation 3.8 and 3.9 below) which allows for the separate contributions from instrumental and lifetime broadening to be accounted for.

As shown in Table 3.1, each orbital is defined by the principal quantum number (n) which starts at 1 and increases by 1 with each orbital. The orbital angular momentum (l) is equal to $n-1$. The total angular momentum ( j ) is equal to the


Figure 3.6: Fermi-Dirac function fitted to a gold sample in hard x-ray photoemission spectroscopy. The dashed line indicates the shift needed for all samples, the FermiDirac should centre at 0 eV when calibrated.
$1 \pm \frac{1}{2}$ (the spin angular momentum). Note here the total angular momentum cannot be smaller than zero so only one s orbital exists. An orbital is normally defined using spectroscopic notation of the form $\mathrm{nl}_{j}$. The occupancy (number of electrons) in an orbital is equal to $2 \mathrm{j}+1$, as each possible total quantum number can only be occupied once based on the Pauli exclusion principle. For example, if $j=\frac{3}{2}$ then four electrons can occupy the total angular momentums of $-\frac{3}{2},-\frac{1}{2},+\frac{1}{2}$ and $+\frac{3}{2}$. Using this knowledge, the following constraints can then be applied to the core level fitting:

- The area ratio of the doublets to be used when fitting core level features, defined as the ratio of the occupancy for the orbital (see Table 3.1)
- In all but exceptional circumstances the full width half maximum (FWHM) of the doublets is equal
- The doublet separation is independent of the material studied, so it can be beneficial to use doublet separations reported previously.

If the above constraints are inputted into the Casa XPS software then it will compute the peaks so as to minimise the residual differences between the fitted peak and the experimentally measured core levels.

The second common feature of both HAXPES and XPS is valence band analysis. At the lower binding energy edge of the photoemission scan, photoelectrons originating from the highest occupied energy states (i.e. the valence electrons) are detected. The spectrum is always calibrated so that the Fermi level is at zero. Therefore, for a metal sample the valence band edge will be a Fermi-Dirac distribution at zero, an example of the Fermi-Dirac distribution before calibrating the Au sample in HAXPES
is shown in Figure 3.6. However, for a semiconductor, the Fermi level will typically be at an energy with no occupied states. This will cause the valence band edge to be away from the zero position. One quick analysis that can be done for valence band edges is to measure the difference between the valence band edge and zero, using a linear extrapolation of the valence band leading edge. As the Fermi level is calibrated to zero, the value here represents the difference between the Fermi level and the valence band maximum. A more thorough analysis comes from comparing the experimental valence band spectrum with density functional theory calculated density of states discussed below in Section 3.4.

With the XPS set-up used in this research, it is possible to measure the secondary electron cutoff (SEC) which is not possible with the HAXPES set up. The photoelectrons from the SEC comes from the opposite end of the spectrum to the valence band. Here the electrons will only be secondary or inelastically scattered electrons which will only just overcome the work function of the material and so the electrons will essentially have close to zero kinetic energy. Given that the x-ray energy is known and the SEC is measured then the work function of the sample $\left(\phi_{s}\right)$ can be found with:

$$
\begin{equation*}
\phi_{s}=h \nu-S E C \tag{3.7}
\end{equation*}
$$

Using SEC and the valence band position, it is possible to find the ionisation potential. Then using the valence band maximum, as well as the known band gap, the conduction band minimum can also be found. This allows for a direct comparison of the natural band alignments of materials, as reported for GeS and GeSe in Chapter 5.

Auger features appear in the XPS scans here but do not appear in the HAXPES scans. An example is shown for the Ge LMM, Se LMM and O KLL Auger feature in Figure 3.5(b). When a photoelectron is emitted from a core level, a hole is left behind which can be filled by an electron relaxing down from a higher core level. This process releases energy equal to the energy separation between the two. Sometimes this energy can be absorbed by another electron within the atom which then leads to that electron being ejected, this ejected electron is the Auger electron as shown in Figure 3.4. The kinetic energy of the Auger electron is therefore only dependent on the energy emitted by the relaxed electron, independent of incoming photon energy. However, because of the photoemission convention to plot binding energy on the x-axis, the Auger feature will shift towards higher binding energy as the incoming x-ray photon energy increases. Therefore, no Auger features are present in the HAXPES survey in Figure 3.5(a) because it is outside of the binding energy range presented. No analysis of the Auger features are performed in this research.


Figure 3.7: The inelastic mean free path (IMFP) of GeSe as calculated using TPP2M methodology. [179]

There are further differences between XPS and HAXPES which show why it is important both are used in this research. Firstly, the resolution of HAXPES spectrometer used in this work is greater than that of the XPS spectrometer. Secondly, the inelastic mean free path (IMFP) of the photoelectrons generated from the Ge 3d in HAXPES (with a kinetic energy of 5.891 keV ) are less surface sensitive than those generated from the Ge 3d in XPS (with a kinetic energy of 1.457 keV ). The IMFP are illustrated for GeSe in Figure 3.7, with the kinetic energies of the electrons from the Ge 3d orbitals generated from XPS and HAXPES labelled with a dashed line, typically $95 \%$ of photoelectrons will originate in the first three IMFP of the sample. Finally, there is a difference in the one electron photoionisation cross-section of the orbitals, the probabilities of an electron being emitted from its electronic state, which can be exploited. The cross sections of the valence and semi-core orbitals in GeS and GeSe as a function of energy are presented in Figure 3.8, with vertical dotted lines indicating the energies used for measurements in this study. [180]

As can be seen in Figure 3.8, the $s$-orbital cross-sections decrease more gradually relative to other orbitals as the photon energy increases, which is due to them being more contracted. [181] This in turn implies that $s$ orbitals will be relatively more prominent in HAXPES than in XPS spectra, as they will contribute a higher proportion of the total intensity at a higher incident photon energy, as found in previous studies on materials with $\mathrm{n} s^{2}$ lone pairs. [152, 159, 182, 183]


Figure 3.8: One-electron photoionisation cross sections of (a) Ge and (b) $S$ and $S e$ [180]. The vertical lines at 5.921 keV and 1.487 keV show the energies used for HAXPES and XPS measurements, respectively.

### 3.4 Density functional theory calculations

Density functional theory (DFT) calculations are used throughout this research to compare experiment and theory. No calculations are performed by the author of this research so a brief description of the calculations is given here, but full details are beyond the scope of this thesis.

All of the information about a quantum mechanical system is within the wavefunction of the system, which can be found by solving Schrödinger's equation. However, an exact solution to this equation can only be found for a 2D square potential or a hydrogen atom. For an N-body system, which has 3 N degrees of freedom, an exact solution is impossible. Therefore, approximations must be made to find out information about the system. DFT is one way that this can be done.

The Born-Oppenheimer approximation is the most basic approximation within DFT. [184] It states that the forces on both the electrons and ions within a system are of the same order of magnitude, implying that the momenta are also of the same order of magnitude. However, because the ions' mass is much larger than the electrons' mass, the kinetic energy of the electrons is much higher than the kinetic energy of the ions. This assumption forms the basis of the approximations. It suggests that electrons will react instantaneously to the motion of ions. For an ionic configuration, we assume electrons are in the instantaneous ground state and we can therefore calculate the total energy of the system. Varying the ionic configuration means a multi-dimensional ground state potential energy surface can be defined. This implies that the motion of the ions can be treated as classical particles that are moving within this potential.

Because of this assumption in DFT, the electron density is used as the fundamental property for making calculations. This has been shown to be a useful calculation using the Hohenburg-Kohn theorem. [185] This theorem states that the density of any system determines all ground-state properties of the system. That would suggest that the ground state energy of a many electron system is a function of the electron density. Therefore, if the electron density is known then we can know the total energy of the system. It is possible to derive an effective one-electron-type Schrödinger equation solution by focussing on the electron density.

Within DFT, the electron density is described by different functionals (a functional is a function of a function). Rather than 3N degrees of freedom, they rely only on 3 degrees of freedom ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ). Different functionals have been created throughout the development of DFT. Currently, the popular functionals include Perdew-BurkeErnzerhof (PBE) and Heyd-Scuseria-Ernzerhof (HSE). [186, 187] The former is computationally easier, but the latter appear to generally provide results closer to experimental values. Additionally, corrections have been developed to account for asymmetric electron density due to van der Waals interactions, with the Grimme correction (D3). [188]

Directly comparing the experimentally determined and theoretically predicted properties such as lattice parameters and band gaps is straightforward. One comparison that requires a more detailed description is comparing the valence band spectrum from photoemission with the density of states predicted by DFT.

The reason the DFT is not directly comparable is because broadening from the instrument or lifetime as well as the cross section of each orbital is not considered. The photoionisation cross sections of the orbitals used in Chapter 5 are discussed above and shown in Figure 3.8. The first stage in comparing the DFT and photoemission valence band data involves multiplying the intensity of each DFT orbital by the one electron photoionisation cross section.

Then a convolution of a Gaussian and Lorentian distribution is applied to consider the broadening. The Gaussian distribution $\left(f_{G}(x)\right)$ follows the form:

$$
\begin{equation*}
f_{G}(x)=\frac{1}{\sigma \sqrt{2 \pi}} \exp -\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2} \tag{3.8}
\end{equation*}
$$

where $\sigma$ and $\mu$ are the Gaussian broadening factor and the average energy factor, respectively. To find $\sigma$, a Fermi-Dirac function is fitted to the Fermi edge part of the photoemission from a metal sample, usually gold. The Lorentzian distribution $\left(f_{L}(x)\right)$ follows the form:

$$
\begin{equation*}
f_{L}(x)=\frac{1}{\pi} \frac{\frac{1}{2} \Gamma}{(x-\mu)^{2}+\left(\frac{1}{2} \Gamma\right)^{2}} \tag{3.9}
\end{equation*}
$$



Figure 3.9: (a) The Fourier transform infrared spectroscopy with a moving mirror to vary the wavelengths of light used in each scan. (b) The reflection-transmission accessory used to measure the sample between the beam splitter and the detector, image taken from the A 510/Q-T User Instruction from Bruker. [189]
where $\Gamma$ is the Lorentz broadening factor which is chosen to optimise the extent to which the broadened theory resembles the experimental spectrum.

### 3.5 Optical spectroscopy

Measurements of the photovoltaic absorbers' optical properties are a key part of this research, as discussed in Chapter 2. The techniques that are used in this research are Fourier transform infrared spectroscopy (FTIR) in Chapter 4 and UVVIS spectrophotometer in Chapter 6, which are explained below.

### 3.5.1 Fourier-transform infrared spectrscopy

In FTIR a broadband beam of light with many different wavelengths is shone at the sample and the amount of light that is reflected and transmitted by the sample is measured. The sample is placed between the beam splitter and the detector in Figure 3.9, with the mirrors positioned in so that the detector can be used to measure either the reflection or transmission from the sample. The beam is modified by the moving mirror to have a different set of wavelengths throughout the experiment. The intensity detected versus the mirror position is produced and is called an interferogram. By applying a Fourier transform to the interferogram, the intensity of light at each wavelength can be found. FTIR measurements are performed using a Bruker Vertex 70V Fourier-transform infrared spectrometer with a combined reflection-transmission accessory.


Figure 3.10: (a) Raw data of GeS and TEC-15 transmission measured and (b) is the background removed transmission of GeS.

### 3.5.2 Ultraviolet-Visible Spectrophotometer

UV-VIS spectrophotometer replaces the broadband light source with a monochromated one, meaning the intensity of transmission or reflection from the sample is repeatedly measured at regular wavelength intervals of 1 nm . Measurements in this research are taken using a Shimadzu SolidSpec-3700 UV-vis spectrophotometer.

### 3.5.3 Analysis

To go from the raw data to the final transmission and reflection data a number of steps have to be conducted. As well as taking the transmission and reflection data ( $T_{\text {sample }}$ and $R_{\text {sample }}$ respectively), transmission and reflection data are also taken for the TEC-15 glass ( $T_{T E C}$ and $R_{T E C}$ respectively). $T_{T E C}$ and $R_{T E C}$ are used to take into account any transmission and reflection of the TEC- 15 glass, as well as the source spectrometer, beamsplitter and detector response. Alongside this the reflection of a gold mirror is also measured $\left(R_{A u}\right)$.

This data is then used to find the transmission by doing the following equation:

$$
\text { Background removed } T_{\text {sample }}=\frac{T_{\text {sample }}}{T_{T E C}}
$$

An example of the raw data and the background removed transmission is included in Figure 3.10.

Similar steps were followed to find the reflection data:

$$
\text { Background removed } R_{\text {sample }}=\frac{R_{\text {sample }}-R_{T E C}}{R_{A u}-R_{T E C}}
$$

Using the transmission and reflection the absorption coefficient $(\alpha)$ from the sample can be found using equation:

$$
\begin{equation*}
\alpha=\frac{1}{d} \ln \frac{(1-R)^{2}}{T} \tag{3.10}
\end{equation*}
$$

where $d$ is the thickness of the film. This equation can be further simplified by assuming zero reflection. How the absorption coefficient is used to find the bandgap is discussed in more detail in Chapter 4.

### 3.6 Solar cell characterisation

### 3.6.1 Current density - voltage

Current density - voltage (JV) measurements are an important technique for measuring the solar cell performance. JV measurements are taken under the specific light condition $\mathrm{AM}(1.5)$ with a varied voltage applied across the device and the current through the device is measured. The area of the contacts is used to convert the current to the current density. In this research, the measurements are taken at room temperature using a Keithley 2400 source measure unit with the light source coming from a TS Space Systems solar simulator (class AAA). The light source is calibrated using a GaAs reference device.

A solar cell, as discussed in section 2.2, is made up of a p-n junction which is the exact same structure as a diode. Therefore, in the dark, when a voltage is applied across either a solar cell or a power diode, the current should have the same characteristic as a diode. When light shines on the solar cell, the JV curve shifts down and to the right as the cell begins to generate power.

There are a few key features to point out within the JV curves. The maximum current and voltage is the short-circuit current $\left(J_{s c}\right)$ and open-circuit voltage ( $V_{O C}$ ) is found by finding were the curve crosses the x and y axis, respectively, as shown in Figure 3.11. The bottom right quadrant relates to the power generating area of the JV measurement, with the amount of power generated being equal to the product of the current and voltage at any point. The maximum power point $\left(P_{M P P}\right)$ is the point in that quadrant of the JV curve were the power is maximised, as shown in Figure 3.11.

A further factor that can be determined is the fill factor, a measure of the squareness of the JV curve. Using the data from the JV curve, the fill factor ( $F F$ ) is:

$$
\begin{equation*}
F F=\frac{P_{M P P}}{V_{O C} \times J_{s c}} \tag{3.11}
\end{equation*}
$$

The power conversion efficiency (PCE) of the solar cell is the ratio of the max-


Figure 3.11: An example of a $J V$ curve with the $J_{s c}, V_{O C}$ and $P_{M P P}$ labelled.
imum possible power $\left(P_{\max }\right)$ to the power incident $\left(P_{\text {inc }}\right)$ on the solar cell. The maximum possible efficiency is the product of the $J_{s c}, V_{O C}$ and $F F$. The incident power on the solar cell is $1000 \mathrm{Wm}^{-2}$, which is the power from $\mathrm{AM}(1.5)$ as discussed in Chapter 2.2. Therefore, the $\operatorname{PCE}(\eta)$ can be found using equation:

$$
\begin{equation*}
\eta=\frac{P_{\max }}{P_{i n c}}=\frac{V_{O C} J_{s c} F F}{P_{i n c}} \tag{3.12}
\end{equation*}
$$

Two relevant resistances, the shunt $\left(\mathrm{R}_{s h}\right)$ and series $\left(\mathrm{R}_{s}\right)$ resistance can also be measured from the gradient of the JV curves. $\mathrm{R}_{s h}$ can be found as the inverse of the gradient of the curve under reverse bias, ideally $\mathrm{R}_{s h}$ would be as high as possible. $\mathrm{R}_{s}$ can be found as the gradient of the curve under forward bias, ideally $\mathrm{R}_{s}$ would be as low as possible.

### 3.6.2 External quantum efficiencies

External quantum efficiency (EQE) is defined as the ratio of photogenerated electrons collected by the solar cell to the number of photons as a function of wavelength. In EQE measurements, the light source is monochromated and readings are taken incrementally at different wavelengths.

Neither the number of electrons out or photons in are directly measurable. To measure the number of photons in, the power of the lamp $(P)$ can be measured and then divided by the energy of the wavelength $(h \nu)$ being measured at that time. To measure the number of electrons out, the current generated $(I)$ by the solar cell under the light source is divided by the charge of an electron $(q)$. Dividing per unit
wavelength thus gives the equation:

$$
\begin{equation*}
E Q E(\%)=\frac{I \times h \nu}{q \times P \times \lambda} \tag{3.13}
\end{equation*}
$$

In this research, the EQE measurements are carried out with a Bentham PVE300 EQE system with a TMC300 Monochromator and Bentham 605 power supply.

### 3.6.3 Capacitance voltage

Capacitance voltage (CV) measurements are taken to find the doping density within different devices, using the method reported by Hllibrand and Gold. [190] The basic principle of the measurement is to apply a voltage $(V)$ across the device and measure the capacitance $(C)$ at different voltages. A full mathematical derivation is considered beyond the scope of this thesis but is covered in Reference [191]. The relevant equation is doping density ( $n$ ) is given by:

$$
\begin{equation*}
n=\frac{2 / q \epsilon}{\frac{d\left(1 / C^{2}\right)}{d V}} \tag{3.14}
\end{equation*}
$$

where $q$ and $\epsilon$ are the charge of an electron and the permittivity of the material being investigated. If $1 / C^{2}$ is plotted against $V$, then the gradient can be measured and used to find the doping density of the material.

In this research, the CV measurements are carried out using a Boonton 7200 Capacitance Meter in $\pm 500 \mathrm{mV}$ range at frequency 1 MHz , the frequency fixed for the set up.

## Chapter 4

## Properties of Ge(S,Se) alloys

### 4.1 Introduction

At the end of chapter two, it was recommended that the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ series is an important material to research as a photovoltaic material. In this chapter, results are presented using bulk crystals and thin films of nine compositions of $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ to study the thermal, structural and optical properties of the series. This includes a specific study of the GeSe band gap. All these results are compared to the results of density functional theory (DFT) calculations.

### 4.2 Literature review

### 4.2.1 Structural studies

Studies of the variation in the lattice parameters with composition for the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ series are limited. Marcheva demonstrated a linear variation in the lattice parameters between the endpoints, but without providing details of how the compositions were determined. [192] On the other hand, a series of studies on compositions with $x=0,0.25,0.5,0.75$ and 1 by Solanki et al. found a non-linear variation in the lattice parameters inconsistent with Vegard's law. [193-196] Im et al. also suggested a linear fit for the lattice parameters across a series of $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ nanocrystals, but again did not provide sufficient detail to compare results. [197] Notably, these studies generally determine the composition using energy-dispersive x-ray spectroscopy (EDX), which is a powerful tool for qualitatively assessing the elemental composition of films and crystals, but cannot provide accurate absolute concentrations of each element.

### 4.2.2 Optical studies

## Germanium selenide

Unfortunately, the literature available about the optical properties of GeSe is highly conflicted, with neither the nature nor magnitude of the fundamental band gap being reconciled. This issue is further compounded when considered in unison with results from computational studies, especially those which pre-date the use of hybrid functionals, leading to misconceptions about the fundamental properties of the material.

A commonly cited value of the GeSe band gap comes from a study on cleaved single crystals, with thicknesses ranging between $25 \mu \mathrm{~m}$ to 2.25 mm . [198] This study claims indirect energy gaps of 1.075 eV and 1.080 eV for polarization parallel to the $a$ - and $c$-crystallographic axis respectively (space group Pbnm), with reported absorption coefficients on the order of $5 \mathrm{~cm}^{-1}$. Further studies on single crystals supported this polarization dependence of the band gap. [199, 200] However, other studies have found no polarization dependence and an indirect band gap of 1.10 eV . [201, 202] It has also been reported that the 1.10 eV band gap is indirect forbidden. [203] Studies on both thin films and nanobelts have found similar indirect band gaps of 1.14 eV . [204, 205] Studies on amorphous thin films have found indirect band gaps of 1.01 eV and 1.16 eV (with a direct forbidden band gap of 1.53 eV ).[206, 207] In addition to these optical studies, Mishra et al. concluded that GeSe has an indirect band gap using angle-resolved ultraviolet photoemission spectroscopy (ARUPS). [208] The validity of conclusions from ARUPS come with considerable doubts. ARUPS is a surface-sensitive technique and the data had to be double differentiated before being interpreted. This collection of contradictory experimental data demonstrates the necessity for the nature and size of the band gap to be resolved to inform the development of photovoltaic devices.

Uncertainty also arises due to the wide range of computational results available for GeSe. Despite the extensive literature available for monolayer GeSe, our work focuses on the bulk properties. The calculated values of the band gap for the bulk vary widely. One study found a direct band gap of 1.59 eV or 1.50 eV depending on the light polarisation, whilst another found an indirect band gap of 1.45 eV independent of polarisation. [209, 210] Both of these studies, however, used semi-empirical methods, with the former constructing an effective-orbital linear combination of atomic orbitals (EO-LCAO) Hamiltonian, and the latter using empirically-derived pseudopotentials fitted to optical data of GeS and SnSe. [211] These methods are highly sensitive to the data used to fit them and have difficulty accurately reproducing conduction band states, leading to significant uncertainty in the magnitude of the gap. An $a b$ initio study for GeSe revealed a band gap of 1.08 eV or 1.05 eV
dependent on whether spin-orbit coupling was included. [212] This study uses the generalized gradient approximation (GGA), which is known to inherently underestimate band gaps by around $30 \%$, and so must be considered a lower-bound on the magnitude of the gap, but does demonstrate the minimal effect of spin-orbit coupling on both the size of the gap and the shape of the band edges.

Chen et al. performed a combined experimental-theoretical study on GeSe films. [213] Optical absorption measurements were analysed under the assumption of an indirect band gap, giving a room temperature value of 1.25 eV . First principle calculations using a hybrid functional found an indirect band gap of 1.24 eV . These two values should not be compared directly; the band gap varies with temperature, while DFT gives a prediction of the value at 0 K . This brief summary of the literature illustrates obvious uncertainty regarding the fundamental properties of GeSe , both experimentally and theoretically.

## GeS and alloy studies

Studies of GeS generally conclude that the band gap lies in the region of $1.6-1.65 \mathrm{eV}$. [214-216] The only characterisation of the optical properties of the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ series was performed using the Kubelka-Monk method to analyse diffuse reflectance data obtained from nanocrystals. [197] However, the band gap of the GeSe endpoint in that study is underestimated due to the assumption of an indirect band gap, which is discussed below.

### 4.3 Experimental methods

### 4.3.1 Crystal growth

Nine compositions of polycrystalline samples of $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ over the composition range $0 \leq x \leq 1$ were prepared as follows. Stoichiometric amounts of Ge, S and Se (all 5 N purity, Alfa Aesar) were weighed and placed into quartz tubes sealed at $\leq 10^{-4}$ Torr of Argon. The tubes were then heated to $800^{\circ} \mathrm{C}$ from room temperature at $5{ }^{\circ} \mathrm{C} \mathrm{min}{ }^{-1}$, held for a dwell time of 24 h , then cooled to $500^{\circ} \mathrm{C}$ at $0.3^{\circ} \mathrm{C} \mathrm{min}^{-1}$ and held for a dwell time of 100 h before cooling to room temperature at $5^{\circ} \mathrm{C} \mathrm{min}{ }^{-1}$.

### 4.3.2 Thin film deposition

Polycrystalline films of the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ series were deposited on $\mathrm{SnO}_{2}$ :F-coated soda lime glass substrates (TEC-15, NSG) by thermal evaporation at a rate of $\sim 2 \AA$ $\mathrm{s}^{-1}$. Film thickness measurements were measured using an Ambios XP-200 surface profilometer and the growth conditions were monitored using a calibrated quartz
microbalance. After deposition, the films were annealed at $350{ }^{\circ} \mathrm{C}$ for 30 minutes in an $\mathrm{N}_{2}$ atmosphere. The film thicknesses of the thinner films used for thin-film XRD, and the thicker films used for optical characterisation, are recorded in Table 4.1.

| $x$ | Thin film <br> $(\mathrm{nm})$ | Thick film <br> $(\mathrm{nm})$ |
| :---: | :---: | :---: |
| 0 | $400 \pm 30$ | $1630 \pm 60$ |
| $0.142 \pm 0.003$ | $410 \pm 20$ | $1500 \pm 50$ |
| $0.257 \pm 0.002$ | $600 \pm 30$ | $1490 \pm 30$ |
| $0.330 \pm 0.004$ | $460 \pm 20$ | $1480 \pm 70$ |
| $0.484 \pm 0.006$ | $440 \pm 20$ | $1600 \pm 110$ |
| $0.620 \pm 0.002$ | $350 \pm 20$ | $1760 \pm 100$ |
| $0.766 \pm 0.005$ | $460 \pm 40$ | $1380 \pm 50$ |
| $0.825 \pm 0.004$ | $410 \pm 20$ | $2250 \pm 80$ |
| 1 | $450 \pm 14$ | $2160 \pm 80$ |

Table 4.1: Thicknesses of the two thermally evaporated films prepared for each of the $G e S_{x} S e_{1-x}$ compositions measured using a profilometer. The thinner films were used for the thin-film XRD measurements and the thicker films were used for the optical measurements.

### 4.3.3 Experimental characterisation

Samples were prepared for inductively coupled plasma optical emission spectroscopy (ICP-OES) by dissolving $\sim 10 \mathrm{mg}$ of ground powder in a mixture of $1 \mathrm{ml} 37 \mathrm{wt} . \%$ concentration HCl and $2 \mathrm{ml} 70 \mathrm{wt} . \%$ concentration $\mathrm{HNO}_{3}$ diluted to $4 \mathrm{vol} . \%$ acid concentration in deionised water. ICP-OES measurements on these solutions were performed using an Agilent 5110 ICP-OES spectrometer to determine the sulfur to selenium ratio. The emission intensity was linearly calibrated at each emission wavelength using five known concentrations. For sulfur, the emission wavelengths measured were $180.669,181.972$ and 182.562 nm , and for selenium the emission wavelength measured were $185.457,185.821,203.985$ and 207.479 nm . Samples of deionised water and diluted acid were also analysed to identify any background levels of these elements.

Thermogravimetric analysis and differential scanning calorimentry (TGA-DSC) was performed using a TA Instruments SDT-Q600 system. These measurements were performed on powders in alumina crucibles with lids, which were heated at $10^{\circ} \mathrm{C} \mathrm{min}^{-1}$ to $700^{\circ} \mathrm{C}$ and then cooled to $50^{\circ} \mathrm{C}$ at the same rate.

Powder and thin-film x-ray diffraction (XRD) measurements were performed under ambient conditions using a Rigaku Smartlab x-ray diffractometer with a rotating copper anode. For both measurements, monochromated $\mathrm{Cu} \mathrm{K} \alpha_{1}$ x-rays were used to
perform $\theta: 2 \theta$ scans in the range $20^{\circ}$ to $80^{\circ}$ at $0.5^{\circ} \mathrm{min}^{-1}$ in a parallel beam geometry. Measurements were taken in step-scan mode with resolution $0.01^{\circ}$. The error on the peak positions was taken to be half the full width half maximum of the peak, which was then propagated through to the determined lattice parameters.

For the GeSe samples, infrared transmission and specular reflection spectra were acquired at an $11^{\circ}$ angle of incidence at ambient temperature in the range $0.9-1.8 \mathrm{eV}$ using a Bruker Vertex 70V Fourier-transform infrared spectrometer with a combined reflection-transmission accessory. A tungsten near-infrared source and $\mathrm{CaF}_{2}$ beam splitter were used for all measurements. For single crystal measurements, a liquid nitrogen cooled mercury-cadmium-telluride (MCT) detector was used. For thin film measurements, both a room temperature silicon (Si) and MCT detectors were used. For temperature-dependent optical measurements, the samples were cooled in an Oxford Instruments CFV2 continuous-flow cryostat using liquid nitrogen.

For the full alloy series, optical characterisation was performed at ambient temperature using a Bruker Vertex 70V Fourier-transform infrared spectrometer in transmission mode at an $11^{\circ}$ angle of incidence. The measurements were carried out with a tungsten near-infrared source, a quartz beam splitter and a room temperature silicon detector.

The DFT calculations in the alloy model study here began by using Heyd, Scuseria and Ernzerhof (HSE06) to generate the structures of the end points. [217] Then, the structures and properties of the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ series were calculated using the Transformer code, described elsewhere. [218] The Transformer code was used to enumerate all the symmetry-inequivalent chalcogen arrangements. The arrangements for each alloy composition were then weighted according to their occurrence probability in order to calculate thermodynamic and physical properties. For the DFT used in the GeSe band gap study, both Perdew, Burke and Ernzerhof (PBE) and HSE06 (both with Grimme correction D3 used to account for van der Waals) were used to generate structures and predict properties of GeSe. [186-188, 217] Additionally, in this case study the quasiparticle self-consistent (qs $G W$ ) approach was applied to the HSE06 structure. [219] Finally, the Bethe-Salpeter equation (BSE) was applied to the qS $G W$, which takes into account the exciton binding energy. [220, 221]

### 4.4 Results and discussion

### 4.4.1 Composition confirmation

For the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ series, ICP-OES was used to confirm the S :Se ratio. The determined compositions are listed in Table 4.2. This was calculated using the following
method:

1. Sulfur (S) and selenium (Se) concentrations were provided in $\mathrm{mg} / \mathrm{L}$
2. These concentrations were then converted to $\mathrm{g} / \mathrm{L}$ and divided by the relative atomic mass (to convert to mol/L)
3. The measured Se to S ratios were found by dividing the molar concentrations of Se by the molar concentrations of S .
4. The measured x value was then calculated from:

$$
\begin{equation*}
x=1-\frac{\text { Se }: \text { S ratio }}{1+\text { Se }: \text { S ratio }} \tag{4.1}
\end{equation*}
$$

| $x$ | Melting Point <br> $\pm 2\left({ }^{\circ} \mathrm{C}\right)$ | $a$ <br> $(\AA)$ | $b$ <br> $(\AA)$ | $c$ <br> $(\AA)$ | band gap <br> $\pm 0.02(\mathrm{eV})$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 0 | 665 | $10.839(10)$ | $3.8352(3)$ | $4.40(2)$ | 1.31 |
| $0.142 \pm 0.003$ | 658 | $10.801(13)$ | $3.8104(3)$ | $4.395(18)$ | 1.37 |
| $0.257 \pm 0.002$ | 649 | $10.769(13)$ | $3.790(12)$ | $4.39(2)$ | 1.41 |
| $0.330 \pm 0.004$ | 640 | $10.74(2)$ | $3.772(5)$ | $4.376(13)$ | 1.45 |
| $0.484 \pm 0.006$ | 633 | $10.676(19)$ | $3.739(7)$ | $4.366(14)$ | 1.49 |
| $0.620 \pm 0.002$ | 630 | $10.63(12)$ | $3.709(12)$ | $4.352(13)$ | 1.52 |
| $0.766 \pm 0.005$ | 626 | $10.593(9)$ | $3.693(6)$ | $4.340(16)$ | 1.55 |
| $0.825 \pm 0.004$ | 630 | $10.55(2)$ | $3.679(10)$ | $4.319(7)$ | 1.57 |
| 1 | 647 | $10.479(12)$ | $3.642(4)$ | $4.305(15)$ | 1.64 |

Table 4.2: Summary of the compositions of the $G e S_{x} S e_{1-x}$ alloys prepared in this work (x-value measured by ICP-OES) with the corresponding melting points (TGA$D S C$ ), lattice parameters ( $a, b$ and $c ; X R D$ ) and band gaps (optical characterisation).

### 4.4.2 Thermodynamic comparison

The TGA-DSC measurements confirm that all of the powders are solid solutions rather than physical mixtures of $\mathrm{GeS} / \mathrm{GeSe}$ and/or unreacted starting materials. The TGA-DSC of GeSe is shown in Figure 4.1(a), and measurements on all nine compositions examined in this work are provided in the Figure 4.2. All show one distinct melting point that shifts with composition, rather than the two distinct melting points for GeS and GeSe that would be expected for a physical mixture of the pure phases. We also find no evidence of unreacted sulfur or selenium, which, if present, would produce a notable spike in the DSC at the melting points of $112.8^{\circ} \mathrm{C}$ for S and $220^{\circ} \mathrm{C}$ for Se .

Our TGA-DSC is consistent with previous studies of GeSe. [222, 223] The heat flow indicates endothermic transitions occurring at $576^{\circ} \mathrm{C}, 641^{\circ} \mathrm{C}$ and $665^{\circ} \mathrm{C}$. The


Figure 4.1: (a) Thermogravimetric analysis and differential scanning calorimetry (TGA-DSC) of GeSe. The red line shows the heat flow as the powder is heated while the black line shows the weight loss as the powder during heating. (b) Derived melting points for all nine compositions. A fourth order polynomial fit has been added to provide a guide to the eye for the variation in melting point with composition. (c) Calculated Helmholtz free energies as a function of composition obtained calculated based on the lattice energies of structures in a supercell model of the alloy system. Thick black line marks the mixing energy calculated for an alloy formation temperature of $\sim 500^{\circ} \mathrm{C}$ ( 775 K ), which is used to calculate the thermodynamic property averages discussed in the text.










Figure 4.2: Thermogravimetric analysis and differential scanning calorimetry (TGA/DSC) measurements for $G e S_{x} S e_{1-x}$ compositions with (a) $x=0.000$, (b) $x=0.142$, (c) $x=0.257$, (d) $x=0.330$, (e) $x=0.484$, (f) $x=0.620$, (g) $x=$ 0.766 , (h) $x=0.825$, and (i) $x=1.000$.
first endothermic transition at $576^{\circ} \mathrm{C}$ can be explained as the conversion of $\alpha$-GeSe to $\beta$-GeSe. These two phases are both in the Pnma space group but have different lattice parameters. The lattice parameters of the room-temperature $\alpha$-GeSe structure measured in this work are $a=10.839(10) \AA, b=3.8352(3) \AA$ and $c$ $=4.40(2) \AA$, while those of $\beta$-GeSe have been reported as $a=8.0892(6) \AA, b=$ $3.8261(3) \AA$ and $c=5.8089(5) \AA$. [224] This phase transition is present from GeSe to $\mathrm{GeS}_{0.766} \mathrm{Se}_{0.234}$, with the temperature of the transition decreasing to $552^{\circ} \mathrm{C}$ in the latter. The second endothermic transition at $641^{\circ} \mathrm{C}$ can be explained as the conversion from the orthorhombic $\beta$-GeSe to cubic GeSe. This transition is not apparent for the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ solid solutions or for GeS. The third endothermic transition corresponds to the melting point of GeSe at $665^{\circ} \mathrm{C}$. GeS shows a single endothermic transition at $647^{\circ} \mathrm{C}$, which can be assigned to the melting point, and is slightly lower than previous reports. [222, 223] We were unable to find any literature reports of the thermal properties of the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ system.

The melting points for each composition are shown in Table 4.2. Comparison of the melting points in Figure 4.1(b) shows that $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ is bowing between the two end points, which has not previously been reported. The composition with the minimum melting temperature was found to occur at $\mathrm{GeS}_{0.766} \mathrm{Se}_{0.234}$, for which the melting point is $(626 \pm 2)^{\circ} \mathrm{C}$.

The calculated Helmholtz free energies of mixing as a function of temperature and composition, computed from the lattice energies of the configurations in the supercell model, are presented in Figure 4.1(c). For an ideal solid solution, the mixing would be purely entropic and the Helmholtz free energy would be symmetric around $\mathrm{GeS}_{0.5} \mathrm{Se}_{0.5}$. The mixing profiles show noticeable skew at low temperature but become more symmetric with increasing temperature, indicating a small enthalpic contribution to the mixing and thus a small deviation from ideality. Calculating the melting point of a material is challenging as it in principle involves comparing the Gibbs free energies of both the solid and liquid phases, and constructing an accurate model of the latter would be computationally very demanding. We are therefore unable to compare the calculations directly to the thermal analysis. However, we note that the near-ideal solid-solution behaviour predicted from theory is consistent with the formation of a homogeneous solid solution as evident from the experimental measurements.

### 4.4.3 Structure comparison

Figure 4.3(a) shows XRD measurements performed on powders of each of the alloy compositions. The continuous shift in the 111 and 400 peak positions between the two endpoint compositions, highlighted in the expansion of the $30^{\circ}-35^{\circ}$ range shown


Figure 4.3: Powder XRD of the nine $G e S_{x} S e_{1-x}$ powders (a) and an expansion of the $30^{\circ}-35^{\circ}$ range to show the peak shifts with composition (b). The lattice parameters $a, b$ and $c$ of the Pnma structure derived from the powder XRD measurements are shown in (c), (d) and (e) respectively and the corresponding cell volumes are shown in (f). All measurements were performed at ambient temperature.


Figure 4.4: (a) The nanosheet structure of the $G e S_{x} S e_{1-x}$ series with covalent bonds in two direction ([010] and [001]) and van der Waals interactions in the other ([100]). (b) and (c) show the $a, b$ and c lattice parameters on the crystal structure with the boxes representing one unit cell. These images were prepared using the VESTA software[157] with the crystallographic information file from Ref. 225.
in Figure 4.3(b), provides further evidence that our growth method yields solid solutions with no significant phase separation. If instead the powders corresponded to physical mixtures, we would expect to observe distinctive peaks corresponding to GeS and GeSe.

The 201, 111 and 400 were used to calculate the lattice parameters using Bragg's law, which are presented in Table 4.2 and compared in Figure 4.3(c)-(f). A list of the peak positions and a summary of the analysis can be found in the Supplementary Information. We performed linear fits to the three lattice parameters (shown in Figure $4.4(\mathrm{~b})$ and $4.4(\mathrm{c})$ ) and the cell volume to obtain the following results:

$$
\begin{gather*}
a(x)=10.849 \pm 0.007-(0.352 \pm 0.012) x  \tag{4.2}\\
b(x)=3.8357 \pm 0.0005-(0.183 \pm 0.004) x  \tag{4.3}\\
c(x)=4.412 \pm 0.005-(0.107 \pm 0.008) x  \tag{4.4}\\
V(x)=183.4 \pm 0.3-(18.8 \pm 0.5) x \tag{4.5}
\end{gather*}
$$

where the lattice parameters are in $\AA$ and the cell volume is in $\AA^{3}$. The R-squared values for $\mathrm{a}, \mathrm{b}, \mathrm{c}$ and volume are $0.993,0.993,0.972$ and 0.997 , respectively.

The experimental lattice parameters presented for GeS and GeSe were consistent with previous literature. [165, 166, 222] Our previous single crystal XRD measurements on GeSe [225] yielded lattice parameters $a=10.833(2) \AA, b=3.8355(7) \AA$ and $c=4.3954(5) \AA$, which also align with the values determined from the XRD measurements in the present study.

Figure 4.3(c)-(f) also show the lattice parameters and cell volumes predicted from the alloy model. All show a linear variation in the lattice parameter with increasing Se content, which is consistent with the measurements. However, while the predicted variation in the $b$-axis length shows a similar rate of change to the measurements,


Figure 4.5: (a) Thin film XRD measurements on the nine $G e S_{x} S e_{1-x}$ thin films collected at ambient temperature. The vertical dashed lines indicate the positions of $\mathrm{SnO}_{2} \mathrm{XRD}$ peaks from the TEC-15 SnO $2 /$ glass substrates. (b) Expanded view of the XRD over the range $30^{\circ}$ to $35^{\circ}$ to show the peak shift with composition. (c) Comparison of the (400) XRD peak position in the powders and thin films as a function of composition.
the predicted $a$ and $c$ parameters show a steeper decrease. This means that the predictions are further away from the experiment at the GeS endpoint than the GeSe endpoint. It is worth noting that the theory predicts the athermal lattice parameters at 0 K and therefore does not account for thermal expansion at finite temperature, which may explain some of the difference. [226]

### 4.4.4 Thin film XRD

Figure 4.5(a) shows thin-film XRD measurements for each composition. Figure $4.5(\mathrm{~b})$ shows the the continuous shift of the (400) peak as a function of composition between the two endpoints, similar to Figure 4.3(b), which again confirms that the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ alloys are deposited as solid solutions with no phase separation. All of the film samples show $\mathrm{SnO}_{2}$ diffraction peaks, indicated by dashed vertical lines on Figure 4.5(a), due to the TEC- $15 \mathrm{SnO}_{2} /$ glass substrates. The $\mathrm{GeS}_{x} \mathrm{Se}_{1-x} \mathrm{XRD}$ peaks indicate strongly preferred (100) orientation. The main peak is due to the (400) reflection between $33^{\circ}$ and $34.1^{\circ}$. All of the samples also show a systematic shift of the (800) peak between $69.3^{\circ}$ and $71.9^{\circ}$, although this peak has a much weaker intensity. The (600) peak is present for the early compositions in the series from $x=0$ to $x=0.330$ at $50.3^{\circ}$ to $50.9^{\circ}$, but later in the series this overlaps with a peak from the TEC-15 $\mathrm{SnO}_{2} /$ glass (FTO) substrate. Some of the films have one or two low-intensity peaks related to other reflections, but none that appear consistently across the series.

The preferred (100) growth orientation has consistently been observed for GeSe for a variety of preparation techniques, including thermal evaporation, magnetron sputtering and the more novel rapid thermal sublimation. [227-232] Previous theo-
retical studies have shown that for GeSe the total energy of the (100) plane is lower than the other prominent (110), (111), (311), and (511) planes. [227] However, thinfilm XRD measurements of ternary GeS/GeSe alloys and of GeS are lacking in the literature. The implications of this for the materials in PV are discussed more in Section 5.4.5.

Finally, Figure 4.5 (c) compares the positions of the 400 XRD peak of the thinfilm samples with those measured for powders. As the peak positions of the two types of sample coincide within their respective uncertainties, we conclude that the films have the same composition as the powders from which they were deposited, i.e. no preferential loss of S or Se occurs during the thermal evaporation process.

### 4.4.5 Optics

## GeSe band gap updated

The absorption spectra, $(\alpha \mathrm{h} \nu)^{2}$ versus $\mathrm{h} \nu$, are shown in Figure 4.6(a) for the temperature range 70 K to 280 K . Details of how these measurements were taken can be found in Section 3.3. By extrapolation to the $(\alpha \mathrm{h} \nu)^{2}=0$, an optical transition of $1.301 \pm 0.004 \mathrm{eV}$ is found at 300 K . This suggests a maximum solar cell power conversion efficiency of $32.6 \%$ based on the detailed balanced limit. [128, 129] Identification of the initial relatively weak absorption onset with absorption coefficent rising to $\sim 1.5 \times 10^{4} \mathrm{~cm}^{-1}$ by $\sim 1.5 \mathrm{eV}$ (as shown in the inset of Figure 4.6(a)) was informed by comparison with the calculated joint density of states (JDOS), which is discussed below, as shown with the 70 K experimental data in Figure 4.6(b). There is a stronger absorption onset at $\sim 1.6 \mathrm{eV}$, for which the absorption coefficent rises to $\sim 6 \times 10^{4} \mathrm{~cm}^{-1}$ by $\sim 1.8 \mathrm{eV}$. This strong onset is apparent in both the experimental absorption data and the calculated JDOS using the HSE06+D3 level of theory. This is an interesting finding for photovoltaic applications - while the direct nature and size of the band gap appears to be optimal based on the detailed balanced limit, the weakness of the initial absorption onset suggests that GeSe has non-ideal optical properties for solar cells. The steepness of the absorption onset is often not considered when screening for potential photovoltaic absorbers, but is a key property. The experimentally determined absorption is compared to the theoretically calculated JDOS in Figure 4.6(b) and discussed further below.

In Figure 4.6(c), the temperature dependence of the band gap, $E_{g}(T)$, is analysed with the Varshni relation[233]:

$$
\begin{equation*}
E_{g}(T)=E_{g}(0)+\frac{\alpha T^{2}}{\beta+T} \tag{4.6}
\end{equation*}
$$

where $E_{g}(0), \alpha$ and $\beta$ are fitting parameters. The typical Varshni-like temperature


Figure 4.6: (a) Optical absorption spectra of the 400 nm GeSe thin film for the temperature range 70-280 K, plotted as $(\alpha h \nu)^{2}$ versus $h \nu$. The inset shows the weak initial absorption onset; (b) The $70 K$ experimental absorption data, showing the weak absorption onset at $\sim 1.33 \mathrm{eV}$ followed by the strong absorption onset at $\sim 1.6 \mathrm{eV}$, along with the calculated joint density of states (JDOS) derived from the HSE06 + D3 band structure - both are plotted with a logarithmic y-axis. To account for the difference between HSE06+D3 and qsGW +BSE fundamental band gaps, the JDOS is shifted to $0.05 \mathrm{e} V$ lower energy; and (c) The variation of the direct band gap as a function of the temperature between 70 and 400 K fitted by the Varshni relation. The fundamental direct band gaps calculated with successively higher levels of theory are shown as horizontal lines. Note that PBE + D3 predicts an indirect band gap, but the smallest direct transition from that level of theory has been included here for comparison. (d) ( $\alpha h \nu)^{2}$ versus h for the $82 \mu m$-thick GeSe single crystal, assuming a direct allowed absorption onset. The inset shows the same data zoomed into the range of 1.27 eV to 1.36 eV . In this range there are clear oscillations consistent with the thickness of the cleaved single crystal.
dependence of the band gap is observed due to thermal expansion and electronphonon interactions.[233] The Varshni fit yields $E_{g}(0), \alpha$ and $\beta$ parameters of $1.333 \pm 0.003 \mathrm{eV}, 2.3 \times 10^{-4} \mathrm{eV} \mathrm{K}^{-1}$, and 478 K respectively. The different values of the direct band gaps found from different theoretical calculations are also presented on the Figure. These results are discussed further below, but it can be seen that the value of $E_{g}(0)$ is in excellent agreement with the fundamental direct band gap found by qs $G W+\mathrm{BSE}$.

In spite of previous reports suggesting an indirect band gap, the Tauc-like analysis in Figure 4.6(a) is performed under the assumption that the direct allowed transition dominates the absorption. For many conventional III-V, II-VI compound semiconductors (eg. GaAs and CdTe ) and elemental group IV semiconductors (eg. Si), the nature of the band gap can be determined by plotting $(\alpha h \nu)^{m}$ versus $h \nu$ where $m=2$ and $m=1 / 2$ give a linear onset for the cases of direct and indirect fundamental band gaps, respectively. [234, 235] In these cases, the manifestation of the fundamental transition in optical spectra is unencumbered by other transitions that occur at significantly higher energies. For many other semiconductor materials, such as GeSe , there are many direct and indirect transitions within a few hundred meV of the fundamental band gap. Therefore, determining whether the fundamental band gap is direct or indirect is extremely challenging from optical absorption measurements. In such a scenario, the direct transitions will dominate absorption spectra due to their much greater probability. Therefore, no claims to have experimentally determined the nature of the fundamental band gap of GeSe are made here. Additionally, this approach is supported by the theoretical results reported below, which all indicate direct and indirect transitions within close energy proximity.

The absorption spectra of the single crystal (see Figure 4.6(d)) reveals a much weaker absorption feature, with an onset that begins around 1.0 eV and an absorption coefficient of $150 \mathrm{~cm}^{-1}$ by 1.4 eV . This is consistent with other aforementioned reports of single crystals within the literature, [199, 200] which are often cited as the band gap for GeSe. However, we suggest the absorption onset manifests itself at a lower photon energy for the single crystals (here and in the literature) due to sub-gap phenomena such as Urbach tailing and defect-related absorption. In this lower energy region, due to the low absorption coefficient, a portion of photons are permitted to transmit through a thick sample. However, the higher energy photons will be very efficiently absorbed, making it impossible, for thick samples, to probe the direct onset at 1.3 eV . This is an obvious benefit of this work focusing primarily on thin films. This, therefore, supports this interpretation that the fundamental band gap is higher than previously reported and the lower energy onsets found for bulk crystals are due to the fact that no light can be transmitted through thick crystals in the high-absorption-coefficient region of the spectrum.

Table 4.3: Calculated lattice parameters of GeSe, with percentage differences from the experimental lattice parameters obtained in this work from refinement of the experimental XRD data collected at 250.7 K .

|  | $a(\AA)$ | $b(\AA)$ | $c(\AA)$ |
| :---: | :---: | :---: | :---: |
| PBE+D3 | 3.884 | 4.486 | 11.014 |
|  | $+1.265 \%$ | $+2.061 \%$ | $+1.671 \%$ |
| HSE06+D3 | 3.811 | 4.451 | 10.950 |
|  | $-0.64 \%$ | $+3.31 \%$ | $+1.08 \%$ |

The GeSe lattice parameters obtained from DFT relaxations with the $\mathrm{PBE}+\mathrm{D} 3$ and HSE06+D3 methods differ from those determined experimentally; these are summarised for the two methods in Table 4.3. Both calculation methods show some difference from the 250.7 K experimental values - both give $b$ parameter values over $2 \%$ higher than experiment, with HSE06+D3 differing more than PBE+D3. The other two calculated lattice parameters are closer to the experimental values - HSE06+D3 reproduces $a$ within 1\%, while PBE+D3 overestimates by just over $1 \%$, while in $c$, HSE06+D3 more closely reproduces the experimental parameter. Neither geometry optimisation appears to more closely replicate the experimental structure overall, and hence electronic band structures were calculated using both relaxed structures.

The HSE06 band structures on each of the two relaxed structures are depicted in Figure 4.7. The majority of the band structure of GeSe is very similar regardless of the geometry optimization, with the conduction band minimum occurring at $\Gamma$ in both, except for a key difference in the crucial $\Gamma$ to Y path (corresponding to the $\mathbf{c}$ direction in the Pnma cell). In the PBE+D3-optimized structure, the valence band maximum (VBM) occurs away from the high symmetry points and GeSe is predicted to be an indirect semiconductor, in line with previous GGA calculations, while with HSE06+D3 structure, the VBM occurs at $\Gamma$, meaning the fundamental band gap is direct. Nevertheless, in both cases the magnitude of the fundamental band gap of bulk GeSe is similar to each other, and higher than previously assessed by GGA-DFT, with $E_{g}^{i}=1.34 \mathrm{eV}$ for the $\mathrm{PBE}+\mathrm{D} 3$ structure, and with the lowest direct transition at $\Gamma$ only slightly higher at 1.43 eV , while $E_{g}^{d}=1.38 \mathrm{eV}$ for the HSE06+D3 structure.

To confirm that HSE06 is accurate in its determination of the band gap, we further compare to high-level qs $G W$ calculations performed within the Questaal package at a similar $k$-point density. In both cases, the qs $G W$ band structure (Figure 4.8) is found to compare very closely (with the indirect/direct band gaps within 20 meV ) to the HSE06 electronic structure calculated at that same geometry. The direct band gap feature in the HSE06+D3 band structure is retained in the qs $G W$


Figure 4.7: HSE06 electronic band structures of GeSe on the structures relaxed using a) $P B E+D 3$ and b) $H S E 06+D 3$. Valence band is in blue, conduction band in orange and $E=0 \mathrm{eV}$ is set to the valence band maximum.


Figure 4.8: qs $G W$ electronic band structures of GeSe on the structures relaxed using a) $P B E+D 3$ and b) HSE06 +D3. Valence band is in blue, conduction band in orange and $E=0 \mathrm{eV}$ is set to the valence band maximum.
calculation, further confirming that this feature is structurally driven. The resultant band gap here is found to be direct with a value of 1.36 eV . Further, the error within qs $G W$ quasiparticle band gaps is systematic. For simple semiconductors, like GeSe, without large spin fluctuations, its primary error arises from the omission of higherorder 'ladder' diagrams when determining the contributions of the screened Coulomb interaction, $W$. To quantify this effect, GeSe was calculated (at the HSE06+D3 structure alone, due to the significant computational cost) with qs $G W+$ BSE. The resultant band gap was found to be 1.33 eV , only 30 meV lower than the original qs $G W$ gap. Encouragingly, the calculated ground state direct band gaps converge to the 0 K experimental value as the computational cost increases, as demonstrated in Figure 4.6(c).

While the fundamental band gap of GeSe is optimal for a solar absorber, as mentioned above, the weak initial absorption onset is not ideal for photovoltaics. The weak absorption onset observed in Figure 4.6(b) is due to the low joint density of states associated with the dispersive band extrema of both the conduction and valence bands, as is apparent in the calculated band structures shown in Figures 4.7 and 4.8. The validity of the theoretical findings is supported by the agreement between the experimental and theoretical results shown in Figure 4.6 and a comparison is also shown in Table 4.4.

|  | $\mathrm{E}_{g}(\mathrm{eV})$ | Strong absorption <br> onset energy $(\mathrm{eV})$ |
| :--- | :---: | :---: |
| Experiment, thin film (70K) | $1.329 \pm 0.004^{a}$ | $1.56 \pm 0.03$ |
| HSE06+D3 | 1.38 | 1.60 |
| qS $G W+\mathrm{BSE}$ | 1.33 | 1.55 |

${ }^{a} \mathrm{~A}$ very weak onset was measured at $\sim 1.0 \mathrm{eV}$ for the bulk GeSe crystals, with the absorption coefficient not exceeding $150 \mathrm{~cm}^{-1}$ below the fundamental band gap at 1.3 eV (supplementary Figure S4) - it is not fundamental and, as discussed, comes from Urbach tailing/defects.

Table 4.4: Experimental and calculated fundamental band gap, $E_{g}$, and strong absorption onset energy.

The success of the theoretical approach employed here for GeSe suggests that using a combination of the HSE06+D3 method to calculate the structure and the qs $G W+$ BSE level of theory for optical properties is an appropriate procedure for obtaining accurate first principles descriptions of vdW materials. Additional equivalent studies on a range of semiconducting vdW materials would be desirable to evaluate this procedure further.


Figure 4.9: (a) Optical absorption $(\alpha h \nu)^{2}$ as a function of photon energy $h \nu$ for the $x=0,0.257,0.484,0.766$ and 1 compositions in the $G e S_{x} S e_{1-x}$ series. Data for the remaining compositions is provided in the Supplementary Information. (b) Comparison of the measured and calculated band gaps as a function of composition. The experimental data is fitted to a linear trendline, for which the fitting parameters are shown on the plot, and both sets of data are fitted to s-shaped curves as a guide to the eye. (c) Measured and predicted change in band gap as a function of composition relative to the GeSe endpoint.

## Optical properties of $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$

The measured optical absorption spectra $(\alpha \mathrm{h} \nu)^{2}$ as a function of the photon energy $\mathrm{h} \nu$ are shown in Figure 4.9(a) for $x=0,0.257,0.484,0.766$ and 1 . The remaining compositions are not included on the Figure for ease of viewing the data. As discussed previously for GeSe, the optical analysis is performed under the assumption of direct transitions dominating the absorption. [225] This is supported by band structure calculations, which show several direct and indirect transitions within a few hundred meV of the fundamental band gap. Therefore, one can derive the smallest direct transition for each of the compositions, but as above it cannot be used to establish the nature on the fundamental band gap.

The stronger onset dominates the optical absorption data and makes identifying the initial onset more challenging. Optical absorption data is typically analysed under the assumption that the lowest direct gap transitions dominate, as analysed in the previous section. If there is a single transition between parabolic conduction and valence bands, then $(\alpha \mathrm{h} \nu)^{2}$ versus $\mathrm{h} \nu$ is linear. However, that approach does not work when there are multiple transitions close to the band gap, as they combine to give a non-linear onset. In order to estimate the fundamental band gap, the $(\alpha \mathrm{h} \nu)^{2}$ versus $\mathrm{h} \nu$ data were inspected and the third derivative taken. Using the third derivative to identify the critical points of a band structure is rigorously justified for modulation reflectance optical spectroscopies, and also has some benefit for identifying features in optical absorption data. [236, 237]

The derived band gaps are listed in Table 4.2 and plotted as a function of composition in Figure 4.9(b). The band gap can be seen to vary approximately linearly with
composition across the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ series, and a linear fit can be performed within experimental error giving $E_{\mathrm{g}}\left(\mathrm{GeS}_{x} \mathrm{Se}_{1-x}\right)=(1.320 \pm 0.020)+(0.306 \pm 0.013)$ x. The Rsquared value of this fit is 0.985 . Typically, the band gaps for alloy series either vary linearly or exhibit "bowing" depending on the electronegativity and size difference between the atoms being mixed, with a higher electronegativity difference as in $\mathrm{ZnO}_{x} \mathrm{~S}_{1-x}$ and $\mathrm{GaN}_{1-x} \mathrm{Sb}_{x}$ giving a larger bowing parameter. [238, 239] Given the chemical similarity between sulfur and selenium, an approximately linear variation in the band gap seems reasonable.

The smallest predicted direct transitions for the endpoint compositions are in good agreement with the experimentally measured direct band gaps. For GeS and GeSe, the predicted smallest direct transition are 1.714 eV and 1.355 eV , respectively. The predicted band gaps obtained from the theoretical alloy model (Figure 4.9(b)), which are calculated as a weighted average of the predicted band gaps for each of the supercell structures with a given composition, appear to be offset to lower energies. However, the band-folding in the supercells means that the distinction between direct and indirect transitions is effectively lost, and the predicted band gaps are therefore simply calculated as the lowest-energy transitions in the joint density of states. Based on the band structures calculated at this level of theory for the endpoints, these are likely to be indirect transitions.

Furthermore, the experimental band gaps measured with absorption spectroscopy also account for the momentum matrix elements, which are not considered in the DFT-determined values. Either or both of these could account for the discrepancy between the DFT and experimental band gaps.

The DFT-calculated band gap versus composition shows an unusual s-shaped trend. From the atom-projected electronic density of states (see Figure 4.10), this appears to be caused by interactions between the Se $4 p$ and $\mathrm{S} 3 p$ states at the valence band edge. This trend is also reflected in the experimental results, but is less pronounced. Taking the GeSe band gap as a reference point and comparing the change in the measured and predicted band gaps with composition shows a very similar trend (Figure 4.9(c)), suggesting that the difference between the measured and predicted band gaps can largely be accounted for with a constant shift. Therefore, while a straight line provides a good fit to the experimental band gap variation with alloy composition, the weak s-shaped dependence could be a real phenomenon and so requires further investigation.

Based on the detailed balance limit, the Se-rich end of the series has a band gap ideal for a single-junction solar cell, $[128]$ and the S-rich end of the series is close to the ideal for a two-junction tandem solar cell when paired with a Si absorber layer. [142]


Figure 4.10: Calculated total and atom-projected electronic density of states $g(E)$ for $G e S_{x} S e_{1-x}$ compositions with (a) $x=0$, (b) $x=0.125$, (c) $x=0.25$, (d) $x=$ 0.375 , (e) $x=0.5$, (f) $x=0.625$, (g) $x=0.75$, (h) $x=0.875$, and (i) $x=1$.

### 4.5 Conclusion

Nine different compositions of $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ bulk crystals have been grown by a melt growth technique and the compositions determined using ICP-OES. The bulk powders made from pulverised bulk crystals were used to grow thin films by thermal evaporation at room temperature but annealed after deposition. These samples were characterised experimentally and compared to theoretical calculations on a supercell model of the alloy performed using density-functional theory.

The melting point bows between the two endpoints of the powders; the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ has a minimum of $626^{\circ} \mathrm{C}$ at $\mathrm{GeS}_{0.766} \mathrm{Se}_{0.234}$. Lattice parameters measured using XRD show a linear trend between the two endpoints, which is consistent with the predictions from the alloy model. The measurements and theory agree reasonably well for the GeSe endpoint, but the model underestimates the $a$ and $c$ parameters at the sulfur-rich end of the series. The thermal and structural sets of experiments indicate the formation of a homogeneous solid solution, which is supported by theoretical mixing free energy profiles, demonstrating that the formation of the solid solution is predominantly driven by entropy.

A case study of the optical properties of the GeSe endpoint was also performed theoretically and experimentally. The theoretical study suggests the fundamental band gap is direct. Under the assumption of a direct band gap, experimental absorption spectra from thin films indicate a value of $1.301 \pm 0.004 \mathrm{eV}$ at 300 K , somewhat larger than the widely quoted value of $1.1-1.2 \mathrm{eV}$ for the fundamental band gap. Previous optical absorption results suggesting lower band gaps with low absorption coefficients have been understood to be artefacts of measurements of very thick crystals for which light is not transmitted in the direct absorption onset region of the spectrum. Hybrid density functional theory calculations (HSE06), with the Grimme correction (D3) used to account for the vdW interactions, suggest a band gap that is direct with a value of 1.38 eV at 0 K . Additionally, quasiparticle self-consistent GW approximations (using the structure from the HSE06+D3 calculations) also give a fundamental direct band gap, but with a value of 1.36 eV . Further to this, when the BSE correction is applied to the qs $G W$, a smaller direct band gap of 1.33 eV is calculated. With increasing computational cost, the different theoretical approaches converge towards the experimentally obtained value of $1.333 \pm 0.003 \mathrm{eV}$ for the 0 K fundamental band gap. As well as this, the shape of the theoretical JDOS is consistent with the low temperature experimental optical absorption spectra, with both exhibiting an onset $\sim 0.3 \mathrm{eV}$ above the initial absorption edge.

The smallest direct optical transitions were measured for the entire alloy series and a linear fit found to give band gaps $E_{\mathrm{g}}\left(\mathrm{GeS}_{x} \mathrm{Se}_{1-x}\right)=(1.320 \pm 0.020)+(0.306 \pm 0.013) x$ for the series. While the measurements could not be directly compared to theoret-
ical predictions, the alloy model was found to give a good prediction of the change in band gap with composition relative to the GeSe endpoint.

The formation of a solid solution across the composition range, combined with the range of band gaps observed, indicate that $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ alloys have potential for solar cell applications where tunable band gaps are beneficial. The extensive comparison between measurements and theory also demonstrates that the alloy model adopted in this Chapter (as well as the comparison in the next Chapter) gives good results, and can therefore potentially be applied to other systems of interest in the future.

## Chapter 5

## Lone pairs and devices

### 5.1 Introduction

The previous chapter showed that the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ alloys are of interest for PV based on its optical properties. In this Chapter, the presence of active lone pairs for the two endpoints of the alloy series is studied. As discussed in Chapter 2, the stereochemically active lone pair effect has been linked to the success of methylammonium lead iodide solar cells. [240] Furthermore, this effect has also been present for the promising and related PV material, $\mathrm{Sb}_{2} \mathrm{Se}_{3}$. [133] Showing the presence of stereochemically active lone pairs for GeSe and GeS would further increase the motivation for using the materials in PV.

Additionally in this Chapter, to complete the work investigating the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ alloy series for PV applications, some device work for GeSe is presented. GeSe was chosen as a single junction cell as optically it is the closest to the maximum possible efficiency based on the detailed balance limit. [225, 241]

### 5.2 Literature review

### 5.2.1 Valence band studies of GeS and GeSe

Early studies on GeS and GeSe identified three key features in the valence band spectrum named Peaks I, II and III (Figure 5.1). It was suggested that Peak I was composed of S $3 p / \mathrm{Se} 4 p$ and Ge $4 p$ orbitals, Peak II of Ge $4 s$ orbitals, and Peak III of S $3 s /$ Se $4 s$ states. [242-254] This appears to be based on early speculation linked to the lead chalcogenides that was subsequently propagated in much of the literature. [255, 256] Waghmare et al. performed calculations on IV-VI chalcogenides in the cubic (rocksalt) structure and demonstrated that Ge $4 s$ states are also present in Peak I at the VBM. [257] Since then, theoretical calculations of orthorhombic GeS have also indicated the presence of Ge $4 s$ states at the VBM, but other studies of


Figure 5.1: (a) and (b) show HAXPES and XPS measurements of GeS, respectively, while (c) and (d) show HAXPES and XPS measurements of GeSe. Peaks I, II and III are labelled to correspond to how they are referred to in early reports on the valence bands of GeS and GeSe. Peak I was initially thought to be composed of $S$ $3 p / S e 4 p$ and Ge $4 p$ orbitals, Peak II of Ge $4 s$ orbitals, and Peak III of $S$ 3s $/ S e 4 s$ states.

GeS are limited to monolayers and amorphous materials, the electronic structures of which differ significantly from the electronic structures of bulk crystals. [258-261] Theoretical calculations on orthorhombic GeSe have also suggested that the Ge $4 s$ orbitals contribute to the VBM, with one study loosely comparing the calculated density of states to XPS measurements of the valence band spectra. [167, 262, 263] GeS and GeSe are known to adopt distorted crystal structures, [264] and theoretical studies on both have demonstrated the asymmetric electron densities expected in materials with stereochemically active lone pairs. [258, 261, 265] However, neither material has been studied using HAXPES, and this would be the most effective method for confirming the presence of Ge $4 s$ states at the VBM.

Beyond the germanium chalcogenides, studies of Ge $4 s$ lone pairs remain limited. While $\mathrm{Ge}(\mathrm{II})$ would appear to be an alternative to $\mathrm{Pb}(\mathrm{II})$, in perovskite materials it has largely been overlooked due to the lower binding energy of the Ge $4 s$ electrons compared to the $\mathrm{Sn} 5 s$ and $\mathrm{Pb} 6 s$ electrons. [266] Mitzi has previously shown that in crystals of $\left(\mathrm{C}_{4} \mathrm{H}_{9} \mathrm{NH}_{3}\right)_{2} \mathrm{MI}_{4}$ perovskites $(\mathrm{M}=\mathrm{Ge}, \mathrm{Sn}, \mathrm{Pb})$ the stereochemical activity of the lone pair was strongest in the Ge materials. [267] Despite this, it is generally accepted that the lone $s$ orbital becomes more stable on descending the group (i.e. $6 s^{2}$ lone pairs are more stable than $4 s^{2}$ lone pairs), [268] and this decreased stability means that Ge perovskites are more prone to oxidation, which further explains the limited studies on these materials. [149] However, with careful preparation, Ge perovskites with stereochemically active lone pairs could prove useful in the development of tandem solar cells given their wide band gaps. A proof of concept study of single-junction Ge perovskite cells has been performed, albeit with a limited efficiency of $0.2 \%$.[269] It has been further demonstrated that other Ge perovskite materials can be made, with multiple studies reporting the successful preparation of crystals of the $\mathrm{CsGeX}_{3}(\mathrm{X}=\mathrm{Cl}, \mathrm{Br}, \mathrm{I})$ perovskite series. [270-273] Theoretical studies of $\mathrm{CsGeI}_{3},\left(\mathrm{CH}_{3} \mathrm{NH}_{3}\right) \mathrm{GeCl}_{3}$ and $\left(\mathrm{CH}_{3} \mathrm{NH}_{3}\right) \mathrm{GeI}_{3}$ have all shown a contribution from the Ge $4 s$ orbitals to the VBM, again suggesting stereochemically active lone pairs. [269, 273-275]

### 5.2.2 Doping GeSe

At present, no PV study of GeSe has investigated the impact that doping could have on device performance. GeSe has been reported to be natively $p$-type. [276, 277] Experimental reports on doping the material are limited to a study of $n$-type doping using nitrogen and carbon. [278] A theoretical study by Shu and Cai, which explored thirteen elements as possible donors for GeSe, identified Ag as a promising candidate for $p$-type doping. [279]


Figure 5.2: The two different device structures investigated FTO/CdS/GeSe/Au and FTO/CdS $/ \mathrm{Sb}_{2} \mathrm{Se}_{3} / \mathrm{GeSe} / \mathrm{Au}$. Each device structure was made with both Ag -doped and undoped GeSe versions, making four device configurations in total.

### 5.2.3 Device results

GeSe has previously been investigated in PV devices. [280] This has included some theoretical studies that have looked at $\mathrm{SnS}, \mathrm{SnSe}$ and MAPI as potential partner layers in a heterojunction. [281-285] Furthermore, initial experimental studies by Xue et al. showed promising results. A device structure of ITO/CdS/GeSe/Au gave an efficiency of $1.48 \%, \mathrm{~V}_{\mathrm{OC}}$ of $240 \mathrm{mV}, \mathrm{J}_{\mathrm{SC}}$ of $14.48 \mathrm{~mA} \mathrm{~cm}^{-2}$, and fill factor of $42.60 \%$. [230, 232] Further work by Chen et al. studying both FTO/CdS/GeSe/C/Ag and $\mathrm{FTO} / \mathrm{TiO}_{2} / \mathrm{GeSe} / \mathrm{C} / \mathrm{Ag}$ gave efficiencies of $0.05 \%$ and $0.27 \%$, respectively. [227, 229] Recently, the efficiencies have seen a significant improvement by incorporating a $10 \mathrm{~nm} \mathrm{Sb}{ }_{2} \mathrm{Se}_{3}$ interfacial layer into the device. [167] The new device structure of ITO $/ \mathrm{CdS} / \mathrm{Sb}_{2} \mathrm{Se}_{3} / \mathrm{GeSe} / \mathrm{Au}$ has an efficiency of $5.2 \%, \mathrm{~V}_{\mathrm{OC}}$ of $380 \mathrm{mV}, \mathrm{J}_{\mathrm{SC}}$ of $24.6 \mathrm{~mA} \mathrm{~cm}^{-2}$, and fill factor of $56 \%$.

### 5.3 Experimental methods

The samples used in the lone pair study, the GeS and GeSe samples, and the undoped GeSe in the cell study, were prepared in the same way as described in the previous Chapter. Ag-doped GeSe was grown by the same melt growth technique, with quantities of 1.4371 g of $\mathrm{Ge}, 1.5627 \mathrm{~g}$ of Se , and 0.0002 g of Ag , measured on scales with precision 0.0001 g . The Ag-doped GeSe was loaded with a target composition of 0.01 atomic $\%$ doping level, with an $\mathrm{Ag} /(\mathrm{Ag}+\mathrm{Ge})$ molar ratio of 0.0001 . Both mixtures were melted at $800^{\circ} \mathrm{C}$ for 48 hours, then cooled to $500^{\circ} \mathrm{C}$ at a rate of $0.3^{\circ} \mathrm{C} \mathrm{min}{ }^{-1}$ where the mixture was held for 100 hours, before finally being cooled to room temperature.

To make the devices, CdS films were deposited on $\mathrm{SnO}_{2}$ :F-coated soda lime glass substrate (TEC15, NSG Group) by RF-magnetron sputtering at $1.32 \mathrm{~W} \mathrm{~cm}^{-2}$, 5 mTorr of Ar gas and a substrate temperature of $200^{\circ} \mathrm{C}$ for 30 minutes to give a film with thickness 100 nm for all devices. For half of the devices, a 10 nm interfacial


Figure 5.3: Backlit optical microscope images of devices (a) FTO/CdS/Ag:GeSe (b) FTO/CdS/u:GeSe (c) FTO/CdS/Sb $b_{2} S e_{3} / A g: G e S e ~(d) ~ F T O / C d S / S b_{2} S e_{3} / u: G e S e$. White spots show pinholes which are blocked from shorting the devices using spincoated P3HT.
layer of $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ was deposited by thermal evaporation at this stage. A Te interfacial layer was also tried but the devices were unsuccessful. Then, 600-800 nm of doped or undoped GeSe was deposited by thermal evaporation. All thermal evaporation deposition thicknesses were monitored using a quartz crystal microbalance (QCM) calibrated with an Ambios XP-200 surface profilometer. At this stage all devices were annealed on a hot plate in a $\mathrm{N}_{2}$ environment with the annealing temperatures varied as stated below. P3HT was dissolved in chlorobenzene at a concentration of $5 \mathrm{mg} \mathrm{ml}^{-1}$ by heating the solution at $70^{\circ} \mathrm{C}$ in a $\mathrm{N}_{2}$ atmosphere for 1 hour. P3HT was then deposited onto the cells by dynamic spin coating in a two step process, with an initial 1000 rpm step ( 10 seconds) to spread the solution across the device, followed by a 4000 rpm drying step ( 30 seconds). This was added as a standard pinhole blocker due to the pinholes shown in Figure 5.3. Finally, 50 nm of gold was deposited by thermal evaporation with a mask to make a cell with an active area of $0.1 \mathrm{~cm}^{2}$. Both device structures are shown in Figure 5.2.

Note, the systematic cell device study here was informed by previous device results. This included different transparent conducting oxides (TCOs), window layers,
and P3HT conditions. These previous device results are not shown here.
HAXPES measurements were collected at beamline I09 at the Diamond Light Source facility, UK in a standard ultrahigh vacuum (UHV) chamber with a pressure of $<1 \times 10^{-10}$ mbar. All these measurements were taken across two separate beamtimes, one for the lone pair study and the second looking at the Ag-doped GeSe. For the lone pair study, a $\operatorname{Si}(004)$ channel-cut crystal, following a double-crystal $\operatorname{Si}(111)$ monochromator, was used to select x-rays from the source ( $\mathrm{h} v=5.921 \mathrm{keV}$ ). For the solar cell study, the hard x-rays used were defocussed with an energy of 6.60 keV selected by a double-crystal $\mathrm{Si}(111)$ and $\mathrm{Si}(004)$ channel cut monochromator. The soft x-rays were also defocussed with a photon energy of 1.09 keV . The soft x-ray energy was selected using a plane grating monochromator. Measurements were made using a Scienta Omicron EW4000 high-energy analyzer with an acceptance angle of $\pm 28^{\circ}$. For the lone pair study, calibration was performed using a gold sample, enabling the energy resolution of 0.25 eV to be determined by fitting the Fermi edge with a Fermi-Dirac function convolved with a Gaussian peak. The uncertainty in energies was $\pm 0.03 \mathrm{eV}$ for core level peaks. For the solar cell study, the resolution was determined to be 0.27 eV and 0.23 eV for the 6.60 keV and 1.09 keV measurements, respectively.

XPS measurements were performed in a standard UHV chamber with a pressure of $\sim 1 \times 10^{-10}$ mbar. Surface contaminants were removed by sputtering with $\mathrm{Ar}^{+}$ ions at a 0.3 kV accelerating voltage. The XPS measurements were taken using a SPECS monochromatic Al $\mathrm{K} \alpha$ x-ray source ( $\mathrm{h} v=1.487 \mathrm{keV}$ ) operating at 250 W and a hemispherical PSP Vacuum Technology electron-energy analyzer operating with a typical pass energy of 10 eV . The SEC measurements were taken with reduced power ( 9 W ), reduced slit size in the analyser, and a -10 V bias applied. Calibration was performed using a silver sample, enabling the energy resolution of 0.4 eV to be determined by fitting the Fermi edge data. The uncertainty in energies from XPS was $\pm 0.05 \mathrm{eV}$ for core level peaks and $\pm 0.10 \mathrm{eV}$ for VBM positions.

Scanning electron microscopy (SEM) was performed with a JEOL 6610 microscope at 10 kV acceleration voltage.

Undoped and Ag-doped GeSe powder and thin film XRD measurements were performed using a Panalytical X'pert Pro instrument with a rotating cobalt anode, under ambient conditions. Monochromated incident radiation (Co $\mathrm{K} \alpha_{1}$ ) was used to perform $\theta: 2 \theta$ scans carried out between $25^{\circ}$ and $95^{\circ}$ in parallel beam geometry for both powder and film measurements.

Current-voltage (JV) measurements were performed to measure the power conversion efficiency (PCE) of all devices. The measurements were completed under AM1.5 illumination provided by a TS space systems solar simulator calibrated by a photodiode. External quantum efficiency (EQE) measurements were completed
using a Bentham PVE300 characterization system. Capacitance voltage (CV) measurements were carried out using a Boonton 7200 Capacitance Meter in $\pm 500 \mathrm{mV}$ range.

Electronic structure calculations performed here used PBEsol exchange-correlation functional. [286] Then, HSE-06 was applied to the optimised structure to generate electronic-structure calculations. [217] Full details are available in this paper if required [287].

### 5.4 Results and discussion

### 5.4.1 Core level



Figure 5.4: Photoemission measurements on GeS crystals. (a)/(b) HAXPES measurements of the $S 2 p$ (a) and Ge 3d (b) core levels. (c)/(d) XPS measurements of the $S 2 p$ (c) and Ge 3d (d) core levels. A Shirley background has been subtracted from all four spectra. The peak positions and FWHM are summarised in Table 5.1.

Figure 5.4(a) and 5.4(b) show HAXPES measurements on GeS in the $\mathrm{S} 2 p$ and Ge $3 d$ regions, respectively, while Figure 5.4(c) and 5.4(d) show equivalent XPS measurements. The positions and full widths at half maxima (FWHM) of the fitted peaks are presented in Table 5.1. Evidence confirming the absence of oxygen

Table 5.1: Peak positions (FWHM) from the GeS measurements shown in Figure 5.4. The doublet separations for the $S 2 p$ and Ge $3 d$ features are 1.2 eV and 0.58 eV respectively. The separation between components associated with the different chemical environments are supported by the fits of more heavily contaminated samples in the supplementary information of the published work. [287]

| Regions | HAXPES <br> $(\mathrm{eV})$ | XPS <br> $(\mathrm{eV})$ |
| :--- | :---: | :---: |
| $\mathrm{S} 2 p_{3 / 2}-\mathrm{GeS}$ | $162.1(0.6)$ | $161.7(0.8)$ |
| $\mathrm{S} 2 p_{3 / 2}-\mathrm{GeS}$ | $163.0(0.8)$ | $162.6(1.1)$ |
| $\mathrm{Ge} 3 d_{5 / 2}-\mathrm{GeS}$ | $30.6(0.5)$ | $30.0(1.0)$ |
| $\mathrm{Ge} 3 d_{5 / 2}-\mathrm{GeS}_{2}$ | $32.5(0.7)$ | $31.9(1.1)$ |

Table 5.2: Peak positions (FWHM) from the GeSe measurements shown in Figure 5.5. The doublet separations for the Se $3 d$ and $G e 3 d$ regions are 0.85 eV and 0.58 eV respectively. The separations between components associated with different chemical environments are supported by the fits of more heavily contaminated samples in the supplementary information of the published work. [287]

| Regions | HAXPES <br> $(\mathrm{eV})$ | XPS <br> $(\mathrm{eV})$ |
| :--- | :---: | :---: |
| Se $3 d_{5 / 2}-\mathrm{GeSe}$ | $53.9(0.5)$ | $54.0(0.6)$ |
| Se $3 d_{5 / 2}-\mathrm{El} . \mathrm{Se}$ | $54.5(0.9)$ | $54.6(1.2)$ |
| $\mathrm{Ge} 3 d_{5 / 2}-\mathrm{GeSe}$ | $29.9(0.5)$ | $29.9(0.9)$ |
| $\mathrm{Ge} 3 d_{5 / 2}-\mathrm{GeO}$ | $31.1(0.9)$ | $31.1(1.0)$ |
| $\mathrm{Ge} 3 d_{5 / 2}-\mathrm{GeO}$ | $32.7(0.8)$ | $32.7(1.9)$ |

contamination and measurements in the Ge $2 p$ region are given in the supplementary information of the published work. [287] One previous study of GeS crystals reported the GeS S $2 p_{3 / 2}$ peaks to be in the region of 161.8 eV , which is in reasonable agreement with our findings [288]. However, previous measurements of the core levels in GeS were unable to clearly resolve the $3 d_{5 / 2}$ and $3 d_{3 / 2}$ components of the Ge 3d doublet due to insufficient resolution. [288, 289]. This is also the case for our XPS measurements, but we were able to resolve the components using our higher-resolution HAXPES measurements.

HAXPES and XPS measurements of the Se $3 d$ and Ge $3 d$ core levels in GeSe are presented in Figure 5.5, and the positions and FWHM of the fitted peaks are presented in Table 5.2. Measurements of the Ge $2 p$ region are presented in the supplementary information of the published work. [287] Previous studies of GeSe did not report the Se $3 d$ doublet separation. [230, 288, 290] Previous reports that resolved the Ge $3 d$ doublets place the Ge $3 d_{5 / 2}$ feature at 29.85 eV , in agreement with our findings [167, 230]. However, these studies were performed using XPS and therefore lack the energy resolution of our HAXPES measurements.


Figure 5.5: Photoemission measurements of GeSe crystals. (a)/(b) HAXPES measurements of the Se 3d (a) and Ge 3d (b) core levels. (c)/(d) XPS measurements of the Se 3d (c) and Ge 3d (d) core levels. A Shirley background has been subtracted from all four spectra. The peak positions and FWHM are summarised in Table 5.2.

For GeS , the results indicate a small amount of contamination with $\mathrm{GeS}_{2}$. As the contamination is present in the photoemission results but not the XRD, this indicates the contamination is limited to the surface. This is not expected to influence the ionization potential (IP) results reported below, due to its low intensity and the significantly higher IP of $\mathrm{GeS}_{2}$ compared with that of GeS . For GeSe, measurements of the $\mathrm{Ge} 3 d$ region show GeO and $\mathrm{GeO}_{2}$. The measurements of the $\mathrm{Se} 3 d$ region also show some contamination with elemental Se. Only small amounts are detected in the HAXPES spectra, whereas in the XPS measurements the elemental Se component is larger than the GeSe component. The elemental Se component therefore likely corresponds to selenium ejected to the surface when the germanium was oxidised. That the contamination is limited to the surface is again confirmed by the fact that the species are only observed in the photoemission spectra and not in the XRD measurements.

### 5.4.2 Band alignments

Figures 5.6(a) and 5.6(b) show XPS measurements of the VBM and SEC for GeS and GeSe respectively. These results can be used to calculate the ionization potential (IP) using the equation:

$$
\begin{equation*}
\mathrm{IP}=h v-(\mathrm{SEC}-\mathrm{VBM}) \tag{5.1}
\end{equation*}
$$

where $h v=1.487 \mathrm{keV}$ is the energy of the incident x-rays. The IP values were found to be 5.74 eV for GeS and 5.48 eV for GeSe. Using these IP values and band gap measurements from the previous chapter, the positions of the valence and conduction bands of GeS and GeSe were determined and are shown in Figure 5.7. The GeSe IP value measured here is similar to, albeit slightly higher than, the 5.12 eV reported previously.[291]

A useful comparison to make is the natural band alignments with potential window layers when using GeS and GeSe in a solar cell (Figure 5.7). There are no studies, experimental or theoretical, of GeS solar cells. However, a number of window layers for GeSe have been proposed theoretically and tested experimentally. $\mathrm{TiO}_{2}$ is widely used as a window layer in $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ solar cells. [169] The natural band alignments of $\mathrm{TiO}_{2}$ with both GeS and GeSe suggest a small spike-like barrier. However, the $\mathrm{GeSe} / \mathrm{TiO}_{2}$ devices reported to date have shown poor performance. [227, 297] On the other hand, CdS would exhibit a small cliff-like barrier, and GeSe/CdS devices have shown superior performance to date. [167, 230]. Given how small the CBOs are for both CdS and $\mathrm{TiO}_{2}$, the natural band alignments suggest both could be suitable window layers for GeS and GeSe . Theoretical studies have suggested SnS and SnSe as potential partner layers for GeSe-based PV devices [283, 284]. For SnS, the natural band alignments with both GeS and GeSe indicate a


Figure 5.6: Secondary electron cutoff (SEC) and valence band onset of GeS (a) and GeSe (b) measured using XPS ( $h \nu=1.487 \mathrm{keV}$ ). The linear extrapolations used to determine the secondary electron cutoff and valence band maxima are shown by dotted lines.


Figure 5.7: Comparison of the natural band alignments of GeS and GeSe with some potential window layers for photovoltaic devices. The positions of the valence band maxima of GeS and GeSe were experimentally determined using the measurements in Figure 5.6, and the conduction band minima were then inferred from the band gaps reported in the previous chapter. The band alignments for the window layer materials are taken from the literature. [133, 292-294]


Figure 5.8: Comparison of the positions of the valence band maximum (VBM) and conduction band minimum (CBM) of GeS to other Period 4/5 sulphides. The position of the VBM of GeS was determined from the measurements in Figure 5.6, and the position of the CBM was determined using the band gap reported in the previous chapter. The band positions of the other materials are taken from the literature. [292, 293, 295, 296] The shaded bars used for GeS and SnS indicate that these materials have stereochemically active lone pairs.
large cliff-like barrier, which would limit the device efficiency. This could explain why Mao et al. observed superior performance in GeSe-based solar cells when partnering with SnSe rather than SnS , as SnSe has an almost flat conduction band alignment with GeSe. [284]

In Figure 5.8, the GeS band positions are compared to those of related sulfides to demonstrate the impact the Ge lone pair on the ionisation potentials. This is limited to sulfides because reliable literature data for other selenides appears to be lacking. By comparing to the other Period 4 cation materials, it is clear that the GeS lone pair significantly reduces the ionisation potential. $\mathrm{GeS}_{2}$ has the same composition and hence valence orbitals, but with Ge in the $4+$ rather than $2+$ oxidation state. ZnS has an almost identical electronic configuration and $2+$ oxidation state, but no stereochemically active lone pair. Figure 5.8 also compares the band positions of the corresponding Period 5 sulphides (i.e. GeS and $\mathrm{SnS}, \mathrm{GeS}_{2}$ and $\mathrm{SnS}_{2}, \mathrm{ZnS}$ and CdS ). This wider comparison again confirms that the presence of the stereochemically active lone pair leads to a marked reduction in the ionisation potential, for both Period 4 and 5 sulphides.

The effect of the lone pair on raising the VBM and reducing the ionisation potential can be understood using the revised lone pair model. [152] The Ge $4 s / \mathrm{Sn}$ $5 s$ states hybridise with the $\mathrm{S} 3 p$ states to form bonding and antibonding states, with the latter being raised above the $\mathrm{S} 3 p$ states that would otherwise have dominated the VBM and determined the ionisation potential. We have previously demonstrated this for the Sn chalcogenides, [292] and our results show the same effect for GeS. In $\mathrm{GeS}_{2} / \mathrm{ZnS}$ and $\mathrm{SnS}_{2} / \mathrm{CdS}$, the antibonding states do not form, and so the ionisation potential is dominated by the $\mathrm{S} 3 p$ states, which are at higher binding energy, and thus these materials have lower valence band maxima and higher ionisation potentials.

### 5.4.3 Valence bands

Figure 5.9 compares the valence band photoemission spectra measured using XPS and HAXPES to pDoS curves obtained from hybrid DFT. Figures 5.9(a) and 5.9(b) show the HAXPES and XPS results for GeS, respectively, while Figures 5.9(c) and 5.9 (d) show the same data for GeSe. The calculated pDoS are weighted using the relevant one electron photoionisation cross sections (Figure 3.8) [180] and convolved with a Gaussian function to account for instrumental and thermal broadening, and a Lorentzian function to account for lifetime broadening. The FWHM of the Gaussian functions were 0.24 eV and 0.38 eV for the HAXPES and XPS simulations, respectively, while the FWHM of the Lorentzian functions were 0.24 eV and 0.30 eV .

For GeS, the HAXPES measurements in Figure 5.9(a) begin with a narrow peak


Figure 5.9: Comparison of the experimental valence band spectra of GeS and GeSe to the atom- and orbital-projected electronic density of states ( $p D o S$ ) curves obtained from hybrid DFT calculations. (a) and (b) compare the HAXPES and XPS measurements on GeS, respectively. (c) and (d) compare the same data for GeSe. All four plots compare the measurements to the DFT pDoS after weighting with the cross sections in Figure 3.8.
at the VBM (0-2.5 eV), followed by a plateau to $6-7 \mathrm{eV}$ and a broad peak centred around 9 eV . In the XPS measurements in Figure 5.9(b), there is instead one broad peak from the VBM $(0-6 \mathrm{eV})$ followed by a second peak centred around 8.5 eV . The differences between the two spectra are explained well by the calculated cross-section corrected pDoS curves, with experiment and theory agreeing well up to around 7 eV . The broad peak in the XPS data is shown to be composed of contributions from $\mathrm{S} 3 p$ and Ge $4 s, 4 p$ and $3 d$ orbitals, together with a small contribution from $\mathrm{S} 3 s$ states. However, as expected from the one-electron photoionisation cross sections, the Ge $4 s$ orbitals make a more significant contribution to the HAXPES spectra than the other orbitals, and the more pronounced peak therefore arises from the presence of the Ge $4 s$ states at the VBM. This provides experimental evidence, for the first time, for the presence of Ge $4 s$ states at the VBM in GeS, which is an important indicator of the cation having a stereochemically active lone pair. This also provides direct evidence to support our explanation of the comparatively low ionisation potential of GeS demonstrated in Figure 5.8.

Both the HAXPES and XPS measurements on GeSe in Figure 5.9(c) and 5.9(d), respectively, begin with one broad peak from the VBM ( $0-7 \mathrm{eV}$ ) followed by a second smaller peak centred around 9 eV . However, there are subtle differences in the shapes of the two broad peaks. The valence band has a sharper onset in the HAXPES than in the XPS spectra, and the top of the first broad peak is closer to the onset in the former. This subtle difference in shape is again explained by the calculated pDoS curves, and the experiments and theory again agree well up to 7 eV . The subtle differences are related to the hybridised lone pair states present at the VBM. The XPS peak shows a large contribution from Se $4 p$ orbitals, with the height of the experimental valence band spectrum close to the maximum of the Se $4 p$ pDoS. The broad peak also contains smaller contributions from the Ge $4 s, 4 p$ and $3 d$ and the Se $4 s$ and $4 p$ states. As expected from the differences in the cross sections, the Ge $4 s^{2}$ orbitals make a larger contribution to the HAXPES than to the XPS spectra. This causes the sharper onset at the valence band, where the Ge $4 s$ orbitals contribute to the density of states, and shifts the maximum of the broad peak closer to the onset. Once again, this provides the first experimental evidence for the presence of Ge $4 s$ orbitals at the VBM in GeSe, and hence evidence for stereochemically active lone pairs.

A noteworthy feature of all four comparisons in Figure 5.9 is the divergence between experiment and theory at higher binding energies, which is a relatively common occurrence. [298, 299] A possible cause of this is that the cross-section corrected DFT valence band DOS are based on the ground-state electronic structure, whereas the experimental spectra probe the materials in an excited state. Ley et al. state that this will shift experimental features toward the top of the valence


Figure 5.10: Electron localisation function for GeS obtained using hybrid DFT (isosurface level: 0.918), showing the Ge $4 s$ lone pair in blue. Similar results are obtained for GeSe - see supplementary information of the publication. [287] This image was prepared using the VESTA software. [157]
band relative to spectra predicted from theory, which is consistent with how our measurements and calculations compare. [300]

The key finding from the present analysis is the presence of Ge $4 s$ orbitals at the valence band edge in both GeS and GeSe. The revised lone pair model indicates that in order for these stereochemically active lone pairs to form the Ge $4 s$ orbitals must interact with the anion $\mathrm{S} 3 p / \mathrm{Se} 4 p$ orbitals to form bonding and antibonding states. The presence of the Ge $4 s$ states at the valence band edges is, therefore, evidence that the antibonding states predicted by the revised lone pair model are present, and hence that these materials have the stereochemically active lone pairs found in several other high-performance PV materials. The formation of these bonding and antibonding states is only possible in a distorted crystal structure, because the orbital interactions would otherwise be forbidden by symmetry. The asymmetric electron densities associated with the distorted orthorhombic crystal structures thus arise from the stabilisation of the Ge $4 s^{2}$ lone pairs.

The Ge lone pairs in GeS and GeSe can be visualised using the electron localisation function (ELF) [301] isosurfaces (Figure 5.10). The lone pairs are seen to project between the nanosheets in the [100] direction, which is typical of stereochemically active lone pairs and the associated crystal structure distortions. The ELF shown in Figure 5.10 was generated from the calculations where the Ge $3 d$ electrons were treated as core states. Despite the very similar electronic structures, we found that including these states in the valence region led to a notably more spherical charge density around the Ge atoms and substantial delocalization of the Ge lone pair. Despite this, as noted above we found no significant differences in the pDoS , including in the contributions of the Ge $4 s$ states to the VBM, and we also found no significant differences in the atomic charges and volumes obtained from topological analyses of the charge densities. [302] We are therefore unsure of
whether this discrepancy is simply an artefact in the calculations.
When comparing the pDoS of GeS and GeSe , it is clear that the $\mathrm{Ge} 4 s$ orbitals make a larger contribution to the valence band edge in GeS than in GeSe. As shown in Figure 5.11(a), the $\mathrm{S} 3 p$ has a lower configuration energy than the Se 4 p , which means the separation between the Ge $4 s$ states and the anion $p$ states is smaller in GeS than in GeSe. [303] This means that when the Ge $4 s$ and the anion $p$ states interact to form bonding and antibonding states, the Ge $4 s$ make a larger contribution to the antibonding states that form the valence band edge in GeS than in GeSe. This analysis was first performed by Watson et al. for $\mathrm{Pb} 6 s$ lone pairs. [304] Waghmare et al. subsequently used DFT calculations to evidence this phenomenon for other cubic IV-VI chalcogenides, including GeS and GeSe, but the cubic compounds do not allow for lattice distortion. [257] The phenomenon was later generalised by Walsh et al. with the revised lone pair model. [152] The pattern of the Ge lone pair making a larger contribution to the antibonding states as the size of the anion decreases is consistent with previous studies on Sn and Sb lone pairs. [305, 306]

A further finding from this work is therefore that the $\mathrm{Ge}^{2+}$ cation can form stereochemically active lone pairs. This finding should offer new avenues in fields beyond the Ge chalcogenides. For example, research into Ge perovskites may also benefit from confirmation that the lone pair formation is possible, despite the additional challenges posed by oxidation. [149, 266, 267, 269, 275, 307] The traditional lone pair model has generally disregarded $4 s^{2}$ lone pairs as it was assumed that $d$-block (or scandide) contractions would dominate in this row of the periodic table. [308] Similarly, the revised lone pair model predicts that the formation of stereochemically active lone pairs in GeS and GeSe is unlikely due to the difference in energy between the Ge $4 s$ and $\mathrm{S} 3 p / \mathrm{Se} 4 p$ atomic levels.

As can be seen in Figure 5.11(b), the difference between the Ge $4 s$ and $\mathrm{S} 3 p$ states is greater than the difference between the $\mathrm{Pb} 6 s$ and $\mathrm{S} 3 p$ states. PbS is known to have an inactive lone pair, and the revised lone pair model explains this by the separation between anion $p$ and cation $s$ states being too large to form the asymmetric electron density required to drive the structural distortion. Using the same logic, the formation of the distorted GeS structure then seems highly unlikely as the difference between the states is larger still. As it is clear from the present studies that a stereochemically active lone pair does form, we propose a potential addendum to the model: since Ge is smaller than Pb , one might explain the different behaviour by taking into account the bond length between the cation and anion, as Orgel has suggested previously. [150, 151]

We attempted to investigate the influence of the Ge-chalcogen bond length on the lone pair activity in GeS and GeSe by performing further electronic-structure


Figure 5.11: Experimentally determined electronic configuration energies of the valence $s$ and $p$ orbitals in $G e, S n, P b, S$ and Se atoms using data from Refs 303 and 309. (a) Comparison of the energies of Ge with those of $S$ and $S e$. (b) Comparison the energies of $S$ with those of $G e, S n$ and $P b$. In the revised lone pair model, the energy separation between the cation s and anion p levels is a key descriptor of the strength of the interactions that drive the formation of active lone pairs and the resulting structural distortions.


Figure 5.12: Comparison of the calculated and broadened density of states of $G e S_{0.5} S e_{0.5}$ with the valence band spectra of the $G e S_{0.484} S e_{0.516}$ measured by (a) hard $x$-ray photoemission spectroscopy at 5.921 keV and (b) lab-based $x$-ray photoemission spectroscopy at 1.487 keV .
calculations with the unit-cell volume of both systems adjusted to $\pm 10 \%$ of the equilibrium volume $V_{\text {eq }}$ in the supplementary information of the published work. [287] We found that the cell axis corresponding to the strongest bonding is resistant to change under compression and expansion, such that there is little variation in the nearest-neighbour Ge-chalcogen distance. Despite this, there is a large variation in the direct and indirect bandgaps. We observe some variation in the Ge $s$ PDoS in the vicinity of the VBM in both systems, although the integral is largely preserved within a window of $\sim 2.5 \mathrm{eV}$ below the Fermi energy. Most importantly, analysis of the ELFs at compressed and expanded volumes show that the Ge lone pair is retained at all the volumes tested. We therefore conclude that fully testing our hypothesis on the importance of the cation-anion distance would require a systematic analysis of different chemical systems (i.e. different structural phases and/or chemical species), which is considered to be beyond the scope of the present study.

## $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ comparison

As a small aside, $\mathrm{GeS}_{0.5} \mathrm{Se}_{0.5}$ valence band density of states is compared to $\mathrm{GeS}_{0.484} \mathrm{Se}_{0.516}$ using HAXPES and XPS. Both show broadly good agreement between experiment and theory in the range of $0-6 \mathrm{eV}$. There is a noticeable difference in the shape of the two spectra, with the HAXPES showing a sharp peak at $0-2.5 \mathrm{eV}$ followed by a steady decrease to 6 eV , and the XPS showing one large broad peak between $0-6 \mathrm{eV}$. The change in shape of the valence band spectrum for the two different photoemission energies is caused by the increased intensity of the Ge $4 s$ orbital contribution at the valence band edge. This is evidence that the ternary $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ alloys have the lone pair effect based on the revised lone pair model. [152] This good agree-


Figure 5.13: (a) Powder XRD for undoped and Ag-doped materials. Bragg peaks for 201, 111, and 400 reflections are shown with dotted lines. Inset shows the same data zoomed into the 111 and 400 peaks to highlight the shift in pattern. (b) The valence band measurements for the $A g$-doped GeSe for hard and soft x-ray photoemission. Inset is a diagram explaining how the Fermi level position can be calculated using the signal onset.
ment between theory and experiment is consistent with the above work that showed similar levels of agreement for the endpoints, but in this case additionally shows that the supercell alloy model captures the electronic structure of the solid solution reasonably well.

### 5.4.4 Doping GeSe

Given the results of the previous Chapter, which shows GeSe to be the end of the series closest to the ideal optical properties for the detailed balance limit, as well as the above result that the endpoints of the series have stereochemically active lone pairs, GeSe is investigated below as a PV material. As well as testing as-grown GeSe, GeSe was also doped with Ag to change the doping density of the material with the aim of improving performance.

Powder XRD was performed on the undoped and Ag-doped materials, shown in Figure 5.13(a). The Bragg peak positions are taken from the single crystal X-ray diffraction data of GeSe from the previous Chapter. The Ag-doped GeSe powder shows no additional peaks to the undoped GeSe, suggesting no secondary phases have occurred. Table 5.3 shows the lattice parameters measured for both samples, calculated using the data in Figure 5.13(a) as described for the previous Chapter. The lattice parameters for the undoped material agree with the single crystal X-ray
diffraction data. For the Ag-doped material, all three lattice parameters increase, consistent with the larger size of silver atoms compared with germanium atoms and implying substitutional incorporation as $\mathrm{Ag}_{\mathrm{Ge}}$.

Table 5.3: Lattice parameters (in the Pnma space group setting) for the undoped and $A g$-doped GeSe obtained from XRD.

| Lattice parameter | Undoped <br> $(\AA)$ | Ag-doped <br> $(\AA)$ |
| :--- | ---: | ---: |
| $a$ | $10.828(9)$ | $10.866(9)$ |
| $b$ | $3.834(5)$ | $3.844(5)$ |
| $c$ | $4.382(6)$ | $4.433(6)$ |

ICP-OES was used to estimate the concentration of Ag atoms within the GeSe. Within the undoped GeSe there are approximately $2.2 \times 10^{22}$ atoms $\mathrm{cm}^{-3}$. The density of silver atoms present for the Ag-doped GeSe is approximately $1.6 \times 10^{18}$ atoms $\mathrm{cm}^{-3}$, which matches the target of 0.01 molar $\% \mathrm{Ag}$ levels. No traces of Ag were found in the undoped GeSe.

Hard and soft x-ray photoemission spectroscopy was used to determine the Fermi level position of the undoped and Ag-doped GeSe. In calibrated photoemission spectroscopy, 0 eV binding energy corresponds to the Fermi level of the material. Therefore, measuring the valence band onset determines the separation between the valence band maximum and the Fermi level. In this scenario, a smaller difference would indicate a more p-type material. Soft x-ray photoemission spectroscopy is more surface sensitive than hard x -ray photoemission. The results from the undoped GeSe are taken from Figure 5.9(c) and 5.9(d), and the Ag-doped valence band onsets are shown in Figure 5.13(b). All values are shown in Table 5.4.

Table 5.4: The measured valence band maximum for the doped and undoped materials. The undoped GeSe valence band maximum were obtained from Figure 5.9(c) and 5.9(d) and Ag-doped GeSe valence band maximum were obtained from Figure 5.13(b).
\(\left.\begin{array}{lrr}\hline Photoemission type \& Undoped VBM - \mathrm{E}_{F} <br>
\& (\mathrm{eV}) \& Ag-doped VBM - \mathrm{E}_{F} <br>

(\mathrm{eV})\end{array}\right]\)|  | $0.30 \pm 0.05$ | $0.23 \pm 0.05$ |
| :--- | ---: | ---: |
| Hard | $0.33 \pm 0.05$ | $0.26 \pm 0.05$ |
| Soft |  |  |

Given GeSe has a band gap of 1.30 eV , any valence band maximum less than 0.65 eV from the Fermi level suggests a $p$-type material. The undoped GeSe is $p$ type according to both the soft and hard x-ray photoemission spectroscopy, which is consistent with the previous work that suggests the material is natively $p$-type. [276, 277] Furthermore, the results in both the soft and hard x-ray photoemission spectroscopy indicate that the Ag-doped GeSe has a higher hole density than the
undoped GeSe. The VBM to Fermi level separations have been plotted on Figure 5.14(a) for the two photon energies for the Ag-doped and undoped GeSe - the depths at which they are plotted corresponds to three times the inelastic mean free path (IMFP) for the valence band photoelectrons for each photon energy. IMFP values were calculated using the TPP-2M method.[179] Three times the IMFP corresponds to the depth from which $95 \%$ of the measured photoelectrons escape the material, according to the Beer-Lambert law. This data has been used to estimate the surface band bending and charge profiles by solving Poisson's equation.[310] The hole effective masses (electron and hole electron masses of 0.5 and 0.6 , respectively) and the dielectric constants ( $\epsilon_{\infty}$ and $\epsilon_{0}$ of 18.1 and 25.8, respectively) used to solve the Poisson equation were taken from the literature and isotropically averaged by taking the cubed root of their product.[311, 312] The results are shown in Figure 5.14. The bulk acceptor densities used as the bulk boundary condition for the Poisson solution are those determined from capacitance-voltage measurements on solar cell devices see below. The GeSe layers in the devices are made from the same GeSe source material as the crystals used for the photoemission measurements, so the doping level is expected to be similar. The resulting hole densities are $1.9 \times 10^{16} \mathrm{~cm}^{-3}$ for the Ag-doped GeSe and $5.2 \times 10^{15} \mathrm{~cm}^{-3}$ for the undoped GeSe. Downward band bending occurs at the surface, corresponding to a hole depletion layer. This is consistent with positively charged donor-type surface states with their charge being balanced by the negatively-charged background acceptors in the depletion region. The higher hole density for the Ag-doped material more effectively screens the surface states and hence leads to a narrower depletion region - the bulk carrier density is reached by $\sim 200 \mathrm{~nm}$ compared with $\sim 400 \mathrm{~nm}$ for the undoped GeSe (see Figure 5.14).

### 5.4.5 Thin films

Thin films of both Ag-doped and undoped GeSe were deposited on both CdS and a $10 \mathrm{~nm} \mathrm{Sb}{ }_{2} \mathrm{Se}_{3}$ interfacial layer on CdS. The films were then annealed at temperatures determined by the optimised solar cell device results presented below. For both the Ag-doped and undoped films with no interfacial layer, the annealing condition was $400^{\circ} \mathrm{C}$ for 10 minutes, whereas for the Ag-doped and undoped films with the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer the annealing condition was $375^{\circ} \mathrm{C}$ for 20 minutes.

SEM images of all four structures after annealing are shown in Figure 5.15. The undoped films (Figures 5.15(b) and 5.15(d)) have lenticular grains at the GeSe surface $0.5-1 \mu \mathrm{~m}$ wide and $2-4 \mu \mathrm{~m}$ long. However, the silver doped films show different morphologies, with the film being grown with no interfacial layer (Figure 5.15(a)) showing striking nodular features $0.5 \mu \mathrm{~m}$ in size and having bright contrast, and that on the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer (Figure 5.15(c)) having a less-distinct grain structure.


Figure 5.14: (a) The VBM positions relative to the Fermi level, $E_{\mathrm{F}}$, determined by photoemission spectroscopy for $A g$-doped and undoped GeSe (points) and the band bending profiles obtained by solving the Poisson equation (lines); (b) the hole density versus depth corresponding to the band bending profiles shown in (a).


Figure 5.15: Scanning electron microscopy images for devices (a) FTO/CdS/Ag:GeSe, (b) FTO/CdS/u:GeSe, (c) FTO/CdS/Sb ${ }_{2} S e_{3} / \mathrm{Ag}: G e S e$, and (d) $F T O / C d S / S b_{2} S e_{3} / u: G e S e ~ w h e r e ~ A g ~ i s ~ f o r ~ s i l v e r ~ d o p e d ~ s a m p l e s ~ a n d ~ u ~ i s ~$ undoped samples.


Figure 5.16: Thin film XRD of the four film stacks along with the GeSe Bragg peak positions taken from the GeSe single crystal XRD data reported in the previous chapter. Relevant Bragg peak positions are labelled and positions related to the $\mathrm{SnO}_{2}: F$ coated substrate are starred.

We considered the origin of the bright contrast in Figure 5.15(a): the 'secondary electron' detector used to record the images collects a majority of secondary electrons but also a minor fraction of primary electrons, which give compositionally sensitive contrast. Since the average atomic number of GeSe (31) is considerably lower than that of AgSe (40.5), it would be expected that AgSe would give bright contrast. However, this seems unlikely since the nominal composition of the films is just 0.01 atomic\% Ag. The alternative explanation is that there is enhanced secondary electron emission from the nodules for morphological reasons. The nature of the nodules should therefore be examined in more detail with energy dispersive x-ray analysis and higher resolution imaging in the SEM.

Thin film XRD has been performed on all four films and is shown in Figure 5.16. The peak for every film is consistent with either GeSe or the $\mathrm{SnO}_{2}$ : F coated substrate (see * on Figure 5.16). The major difference that the incorporation of the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer appears to have on the structure of the undoped GeSe is the introduction of the Bragg peaks related to the 011, 111, and 311 reflections. The ratio of intensities of the 111 reflection to the 400 reflection suggests that the (111) plane is becoming more prominent relative to the (100) plane that the 400 reflection involves. Previous literature studying the structure of thin film GeSe has shown a strong orientation preference for the (100) plane experimentally and a theoretical study shows that the total energy of the plane is lower than alternative common planes. [227-232] The incorporation of $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer has been shown previously to make the (111) plane more prominent, consistent with the findings in


Figure 5.17: Capacitance voltage measurements for all four champion contacts.
this study. [167]

### 5.4.6 GeSe device results

All four device structures were processed into solar cells and the annealing temperatures optimised. To optimise, anneals were done at $25^{\circ} \mathrm{C}$ intervals between $325^{\circ} \mathrm{C}$ and $400^{\circ} \mathrm{C}$ for 20,40 and 60 minutes. This range was chosen based on preliminary studies that shows $300^{\circ} \mathrm{C}$ or lower gives an amorphous film, whereas above $400^{\circ} \mathrm{C}$ the GeSe film appears to get damaged. CV measurements were performed on all four devices to determine doping densities and are presented in Figure 5.17. For the Ag-doped GeSe with an $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer, a doping density value could not be accurately determined due to a nonlinear line shape near to 0 V - an indication that the device has an interfacial barrier at the junction, which would explain its poor device performance. Therefore, to get a reliable comparison of the hole density with and without the Ag dopant, only the devices with no $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer were used. The Ag-doped GeSe sample has an acceptor density of $1.9 \times 10^{16} \mathrm{~cm}^{-3}$ compared to the undoped GeSe sample with an acceptor density of $5.2 \times 10^{15} \mathrm{~cm}^{-3}$. The undoped GeSe with an $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer showed a similar acceptor density of $4.6 \times 10^{15} \mathrm{~cm}^{-3}$, comparable to the undoped GeSe cell with no interfacial layer. This suggests that the incorporation of the Ag into the films is increasing the acceptor density by a factor of $\sim 3.5$. Therefore, assuming no other effects, Ag-doping should ultimately be beneficial for PV performance. The CV-determined acceptor density is approximately two orders of magnitude lower than the silver atomic density estimated from ICP-OES for the Ag-doped GeSe source material.

Figure 5.18 shows the JV curves for the best contact for each of the optimised


Figure 5.18: Current density vs voltage measurements in light and dark for devices (a) FTO/CdS/Ag:GeSe/Au, (b) FTO/CdS/u:GeSe/Au, (c) $F T O / C d S / S b_{2} S e_{3} / A g: G e S e / A u$, and (d) $F T O / C d S / S b_{2} S e_{3} / u: G e S e / A u$ where $A g$ is for silver doped samples and $u$ is undoped samples.

| Device | Efficiency <br> $(\%)$ | $\mathrm{V}_{\mathrm{OC}}$ <br> mV | $\mathrm{J}_{\mathrm{SC}}$ <br> mA cm | FF <br> $\%$ |
| :---: | :---: | :---: | :---: | :---: |
| FTO/CdS/Ag:GeSe/Au | $0.06 \pm 0.02$ | $90 \pm 20$ | $1.9 \pm 0.2$ | $32 \pm 5$ |
| FTO/CdS/u:GeSe/Au | $0.007 \pm 0.005$ | $120 \pm 60$ | $0.4 \pm 0.3$ | $27 \pm 4$ |
| FTO/CdS/Sb ${ }_{2} \mathrm{Se}_{3} / \mathrm{Ag}: \mathrm{GeSe} / \mathrm{Au}$ | $0.003 \pm 0.001$ | $50 \pm 10$ | $0.25 \pm 0.04$ | $24 \pm 2$ |
| FTO/CdS/ $\mathrm{Sb}_{2} \mathrm{Se}_{3} / \mathrm{u}: \mathrm{GeSe} / \mathrm{Au}$ | $0.116 \pm 0.06$ | $170 \pm 20$ | $3.5 \pm 1.2$ | $26.8 \pm 1.4$ |

Table 5.5: Average solar cell performance for the four different device structure when optimised. Errors presented are the standard deviation of all working contacts device performance.
devices with the associated solar cell performance. Table 5.5 shows the average device parameters of all working contacts for the devices.

Figure 5.18(a) and 5.18(b) show the JV curves for the devices with no interfacial layer that have either Ag-doped or undoped GeSe, respectively. Both cells show a good diode shape in the dark but overall cell performance is compromised by low current. Furthermore, both have low $\mathrm{V}_{\mathrm{OC}}$ and limited fill factors due to high series and low shunt resistance. EQE measurements were performed on both samples (see Figure 5.19) to diagnose the cause of the low currents. No signal could be measured for the Ag-doped GeSe, but for the undoped GeSe the EQE shows a peak near to the CdS band gap energy (around 525 nm ). This suggests a very narrow collection region, with potential causes being low carrier lifetime, a narrow depletion region, or a thin material and thus low optical absorption. Given the acceptor densities reported here and the optical properties of GeSe, the second and third are unlikely.

Figure 5.18(c) and 5.18(d) show the devices with an $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer that have either Ag-doped or undoped GeSe, respectively. The Ag-doped device with the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer is an extreme S -shape in the dark JV compared with the other devices, suggesting a fundamental issue with the device. The origin of this is uncertain, but it could be due to interdiffusion of the films or the formation of an unwanted electrical barrier.

Figure 5.18 (d) shows the undoped device with the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer. The diode shape is broadly similar in light and in the dark, but significantly higher current and voltage are produced under illumination, producing a power conversion efficiency of $0.260 \%$. This may be due to an improvement in the built-in field of the interface, but the fill factor is again low due to high series and low shunt resistance. There is no S -shape feature in forward bias, suggesting the issues do not stem from an interfacial barrier and performance may instead be limited by the absorber material itself. EQE results support this conclusion, again showing a peak near to the CdS band gap energy. As discussed above, this is likely linked to low carrier lifetime.

The inclusion of the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer improves device performance for the


Figure 5.19: External quantum efficiency measurements for devices (a) FTO/CdS/Ag:GeSe/Au, (b) $F T O / C d S / u: G e S e / A u$, (c) FTO/CdS $/ \mathrm{Sb}_{2} S e_{3} / \mathrm{Ag}: G e S e / A u$, and (d) $C d S / S b_{2} S e_{3} / u: G e S e / A u$ where $A g$ is for silver doped samples and $u$ is undoped samples.
undoped GeSe, rising from $0.015 \%$ efficiency to $0.260 \%$ efficiency. This is consistent with the previous record efficiency device result by Liu et al. for GeSe, which had a rise from $1.4 \%$ to $5.2 \%$ with the inclusion of the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer.[167] What is also consistent with their findings is that the inclusion of $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer gives greater prominence to the (111) orientation relative to the (100) orientation in the XRD. Furthermore, the solar cells presented by Chen et al. that achieved maximum efficiencies of $0.27 \%$ are strongly (100) orientated with no indication of (111) orientation. Xue et al. achieved $1.48 \%$ efficiency with prominent (111) as well as (100) orientation. In combination, the literature appears to indicate having (111) orientation present is beneficial for improved device performance.

Conduction in the nanoribbon structure $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ is known to be anisotropic, with the highest conductivity being along the covelently bonded ribbons. [162, 164] Similarly, since GeSe is a 2D material, it might be expected that if the sheets were perpendicular to the substrate in a PV device there would be some benefit to performance. However, in the (100) orientation the sheets are parallel to the substrate, which the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ literature would suggest is the least preferred to improve conductivity. This could explain why the cell performance, particularly the current, improves with the incorporation of the (111) orientation due to the improved conductivity along the sheets.

### 5.5 Conclusion

In conclusion, x-ray photoemission spectroscopy has been used to measure the secondary electron cutoffs and valence band offsets to determine ionisation potentials of 5.74 eV and 5.48 eV for germanium sulfide and germanium selenide, respectively. This gave the positions of the valence band maxima relative to vacuum level, and the conduction band minima were then deduced using the band gaps from the previous Chapter. The band alignments were compared to potential window layers for photovoltaic devices, and this comparison suggests CdS and $\mathrm{TiO}_{2}$ as potential partner materials. Our measurements also clearly show that the ionisation potential of GeS is lower than in comparable materials, which we ascribe to the presence of stereochemically active lone pairs and the associated antibonding states at the valence band maximum. Using a combination of x-ray photoemission and hard x-ray photoemission spectroscopy, in conjunction with hybrid density-functional theory calculations, we have presented direct evidence for these active lone pairs in both GeS and GeSe, with interesting implications for the revised lone pair model and for related areas of research, such as Ge-based perovskites. The calculated electronic density of states of the midpoint $\mathrm{GeS}_{0.5} \mathrm{Se}_{0.5}$ was also found to match well with photoemission spectra, and reveals the presence of Ge 4 s lone pairs at the valence band
edge as observed for the GeS and GeSe endpoints.
Ag-doped GeSe bulk crystals have successfully been synthesised by a melt growth method with no secondary phases resulting from the Ag incorporation. The CV, photoemission results and associated Poisson equation modelling show that the incorporated Ag led to the carrier concentration increasing from $5.2 \times 10^{15} \mathrm{~cm}^{-3}$ to $1.9 \times 10^{16} \mathrm{~cm}^{-3}$. However, this is significantly lower than the Ag-content in the source materials of $1.6 \times 10^{18}$ atoms $\mathrm{cm}^{-3}$ estimated from ICP-OES. Undoped and Ag-doped GeSe films were deposited onto both FTO/CdS and FTO/CdS/ $\mathrm{Sb}_{2} \mathrm{Se}_{3}$, which were later processed into solar cells. The Ag-doped and undoped GeSe films with no $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer exhibit similar XRD patterns with the (100) orientation dominating. The inclusion of the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer leads to the (111) orientation being more prominent. The two cell structures with no interfacial layer show a reasonable diode shape in the dark, but low overall cell performance in the light due to low current. The proposed causes are linked to either a narrow depletion region and/or a low carrier lifetime. The cell structure with Ag-doped GeSe with an $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer did not work in the light or dark, with CV measurements suggesting a barrier at the interface. The cell structure with undoped GeSe and an $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer shows the best device performance, with an efficiency of $0.260 \%$. This improvement in efficiency with the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer is consistent with increases proportion of (111) orientation, as also found in a previous study.[167] Despite the low device performance for the Ag-doped samples, the feasibility of Ag doping has been demonstrated and improved hole concentration should lead to improved device performance if low carrier lifetime and the interface barrier for the devices can be resolved.

## Chapter 6

## Properties and band alignments of $\mathrm{Sb}_{2}(\mathrm{~S}, \mathrm{Se})_{3}$ alloys

### 6.1 Introduction

As discussed in Chapter 2, $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ is more established than $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ as a lone pair material with applications in PV. In this Chapter, nine crystals of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ have been grown to investigate the structural properties of the series. The crystals were subsequently used as source material to deposit nine equivalent thin films via thermal evaporation. These films have been used to study the optical properties of the series. Five samples have been used to show how the band alignment with two common window layers, CdS and $\mathrm{TiO}_{2}$ varies across the solid solution series, studied using the Kraut method. The experimentally determined structural and optical properties have been compared to the same properties calculated by DFT.

### 6.2 Literature review

### 6.2.1 Lattice parameters

The material has a nanoribbon structure, were covalently bonded nanoribbons along the [001] direction are held together by van der Waals interactions. Previous studies of the crystal structure of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ have shown lattice parameters which vary linearly with change in composition, as expected from Vegard's law. [313, 314] The lattice parameters, labelled in Figure 6.1 were determined as $a$ is $11.63(1) \AA$ to $11.24(1) \AA, b$ is $11.78(1) \AA$ to $11.33(2) \AA$, and $c$ is $3.98(2) \AA$ to $3.86(1) \AA$, for $\mathrm{Sb}_{2} \mathrm{~S}_{3}$ to $\mathrm{Sb}_{2} \mathrm{Se}_{3}$, respectively. [315-320] These studies all use powder x-ray diffraction (XRD) or grazing incidence x-ray diffraction (GIXRD) to measure the lattice parameters. Theoretical studies of the lattice parameter change with composition of


Figure 6.1: The crystal structure of $S b_{2} S e_{3}$ with lattice parameters $a, b$ and $c$ labelled. Here the outward facing face is [100], [010] and [001] are shown in (a), (b) and (c), respectively. [157, 323]
$\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ have been limited: one shows an unsystematic and noisy variation of (overestimates) lattice parameters with temperature, whereas the second shows the lattice parameters of the end points matching known experimental literature values and a linear change in the bond length between the two end points.[321, 322]

### 6.2.2 Optical studies

When investigating a material for photovoltaic applications, one of the most important features is the band gap. For a single junction solar cell, the detailed balance limit suggests the ideal band gap is between 1.3-1.5 eV. [241] Meanwhile, for a two junction tandem solar-cell, the ideal wider band gap companion semiconductor for a silicon solar cell is between 1.6 and 2.3 eV . [142] A number of studies suggest the $\mathrm{Sb}_{2} \mathrm{~S}_{3}$ band gap is indirect in the region of $1.70-1.74 \mathrm{eV}$ but with multiple direct onsets within 0.1 eV . [162, 324-329] For $\mathrm{Sb}_{2} \mathrm{Se}_{3}$, the smallest direct transition has been shown to be direct and is 1.18 eV at room temperature, with multiple direct and indirect band gaps near to the onset of optical absorption. [330] For a compound such as $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$, the band gap typically varies linearly or bows with composition following the equation:

$$
\begin{equation*}
E_{g}(x)=E_{g}^{0} x+E_{g}^{1}(1-x)-b x(1-x) \tag{6.1}
\end{equation*}
$$

where $E_{g}(\mathrm{x}), E_{g}^{0}$ and $E_{g}^{1}$ are the band gaps of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}, \mathrm{Sb}_{2} \mathrm{Se}_{3}$, and $\mathrm{Sb}_{2} \mathrm{~S}_{3}$, respectively. $x$ and $b$ are the composition of interest and the bowing parameter, respectively. Previous studies of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ compounds suggest a small bowing parameter, in the region of 0.048 to 0.3096 , which is consistent with other solid solution series as S and Se have similar electronegativity. [313, 316, 318, 331, 332] Other solid solution series with larger differences in electronegativity are known to have larger bowing parameter, such as $\mathrm{ZnO}_{x} \mathrm{~S}_{1-x}$ and $\mathrm{GaN}_{1-x} \mathrm{Sb}_{x}$ with bowing parameters of 3.0 and 2.7, respectively. [238, 239] All previous studies of the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ solid solution system have reported an incorrect band gap for at least one of the
end point compositions. This makes there reported band gap bowing parameters questionable. Fully understanding how the band gap varies will allow for the composition to be chosen in a way that will suit the specific application of interest. One theoretical study shows the band gaps decreasing from 1.30 eV to around 1.22 eV at $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.25} \mathrm{Se}_{0.75}\right)_{3}$ before rising back up to 1.30 eV and staying consistent across the rest of the series. [322] This seems unlikely and is not supported experimentally. A second theoretical study shows a band gap bowing in a way similar to equation 1 , with $E_{g}^{0}, E_{g}^{1}$ and $b$ being predicted to be $1.17 \mathrm{eV}, 1.64 \mathrm{eV}$ and 0.266 eV , respectively. [333]

### 6.2.3 Band alignments

As well as the band gap, another important property for photovoltaic application is the conduction band alignment between the window and the absorption layer. [133] If the conduction band of the window layer is above that of the absorber layer, then it is said to have a positive conduction band offset (CBO) which is a spike-like barrier. If the CBO is negative instead, then the junction is said to be cliff-like. A large spike-like barrier leads to a barrier forming at the interface which will limit the short circuit current $\left(\mathrm{J}_{S C}\right)$. A cliff-like barrier increases the back-transfer carrier recombination, as well as reducing the built-in voltage, which will lower the open circuit voltage ( $\mathrm{V}_{O C}$ ).

There have been a number of previous band alignments proposed for the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ solid solutions with both common window layers CdS and $\mathrm{TiO}_{2}$. Early studies of the band alignment of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ show a small and flat negative CBO of 0.5 eV and 0.2 eV with $\mathrm{TiO}_{2}$ and CdS , respectively, throughout the alloy series. [334-338] This result is based on studies of the band alignments of the end points. For $\mathrm{Sb}_{2} \mathrm{Se}_{3}$, the results come from a cyclic voltammetry study whereas for $\mathrm{Sb}_{2} \mathrm{~S}_{3}$, the VBM is calculated with density functional theory and the experimentally known band gap is added to find the CBM. [339-341] A common approach is to use photoemission spectroscopy to find the VBM relative to vacuum level by measuring the valence band position and the secondary electron cut-off, with the band gap then added on to determine the CBM. [287] All previous photoemission studies on $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ have been done with ultraviolet photoemission spectroscopy (UPS). One involved a systematic study of five compositions from $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.6} \mathrm{Se}_{0.4}\right)_{3}$ to $\mathrm{Sb}_{2} \mathrm{~S}_{3}$ which showed the value, relative to the vacuum level, of the VBM varying linearly from -5.12 eV to -5.30 eV with the CBM staying consistent at -3.6 eV . [342] The position of the VBM is consistent with other measurements, though the band gaps are not known well, as discussed above, which leads to discepencies in the CBM positions. [343-346] Furthermore, using these techniques to find band alignments relies upon a consistently
known value for the VBM and CBM, relative to the vacuum level, for both CdS and $\mathrm{TiO}_{2}$ which does not seem to be consistent within the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ literature.

A more comprehensive, but challenging, way of using photoemission to measure the band alignment is the Kraut method. [347] This technique uses multiple measurements to directly quantify the offset between two materials, having the advantage over other techniques that it takes into account charge transfer between the two materials and, additionally, involve measurements of thick layers of the two materials. A thin film of one of the materials is required to be deposited onto the second, thin enough that a photoemission measurement can detect photoelectrons from the bottom film. This two layer sample is called referred to as a bilayer below. In this study, the band alignment between the window layers $\left(\mathrm{CdS}\right.$ or $\left.\mathrm{TiO}_{2}\right)$ and the absorber layer $\left(\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}\right)$ were measured and calculated using the Kraut method. The window layer in this study was always be the bottom layer (material A) whereas the absorber layer was the top layer (material B). The equation in the Kraut method is:

$$
\begin{equation*}
\Delta E_{V}=\left(E_{C L}^{B}-E_{V}^{B}\right)-\left(E_{C L}^{A}-E_{V}^{A}\right)+\Delta E_{C L} \tag{6.2}
\end{equation*}
$$

where $\Delta \mathrm{E}_{V}$ is the VBO between material A and B using a core level and valence band position, $\mathrm{E}_{C L}$ and $\mathrm{E}_{V}$ respectively. $\Delta \mathrm{E}_{C L}$ is the difference between the core levels in the bilayer sample (i.e. $\Delta \mathrm{E}_{C L}=\mathrm{E}_{C L}^{A-M}-\mathrm{E}_{C L}^{B-M}$ ).

As discussed above, previous studies of band alignments for the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ solid solution series used UPS. However, the inelastic mean free path (IMFP) of photoelectrons generated by UPS is less than 1 nm whereas standard lab-based x ray photoemission spectroscopy (XPS) gives an IMFP of $\sim 3 \mathrm{~nm}$. The Beer-Lambert law states that $95 \%$ of the photoelectrons will be generated within the first three IMFP of the surface. This limits the ability to use UPS or XPS for the Kraut method to detect the bottom film in the $\Delta \mathrm{E}_{C L}$ measurement, as they cannot detect the bottom film unless the top film is sufficiently thin ( $\leq 5 \mathrm{~nm}$ ). An alternative photoemission technique, hard XPS (HAXPES) uses high energy x-rays generated from synchrotron, from which the photoelectrons have an IMFP of 9 nm . This allows for the top film to be thicker ( $\sim 20 \mathrm{~nm}$ ) and thus are more representative of the films used in actual cells.

### 6.3 Experimental methods

Crystals were prepared by a melt growth technique. Stoichiometric amounts of Sb , S and Se (all with 5N purity, Alfa Aesar) were sealed in an evacuated quartz tube at a pressure $\leq 10^{-4}$ mbar. The mixtures were melted at $625^{\circ} \mathrm{C}$ for 24 hours, then
cooled to $350^{\circ} \mathrm{C}$ at a rate of $0.3^{\circ} \mathrm{C} \mathrm{min}{ }^{-1}$ where the mixture was held for 100 hours, before finally being cooled to room temperature.

CdS films were deposited on $\mathrm{SnO}_{2}$ :F-coated soda lime glass substrate (TEC15, NSG Group) by RF-magnetron sputtering at $1.32 \mathrm{~W} \mathrm{~cm}^{-2}, 5 \mathrm{mTorr}$ of Ar gas and a substrate temperature of $200^{\circ} \mathrm{C}$ for 30 minutes to give a film with thickness 100 nm for all devices. To deposit $\mathrm{TiO}_{2}$ on TEC15, two spin coats of titanium isoproxide in ethanol $(0.3 \mathrm{M})$ at 3000 rpm for 30 seconds were deposited on TEC15 in a glove box. A drying stage $\left(120^{\circ} \mathrm{C}\right.$ for 10 minutes) after each spin coat was performed in the glove box, and a final anneal in air at $500^{\circ} \mathrm{C}$ for 30 minutes. Five thin films with compositions across the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ series, including the two end points, were deposited via thermal evaporation at a rate of $2 \AA / \mathrm{s}$ onto either CdS or $\mathrm{TiO}_{2}$ coated substrates to a total thickness of $18-20 \mathrm{~nm}$, allowing core levels of both the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ layer and the CdS or TiO 2 substrate to be observed in HAXPES measurements. A thicker $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ layer ( 150 nm ) was also deposited directly onto TEC15 substrates for each composition for thick film measurements. Film thickness was monitored using a quartz microbalance calibrated with an Ambios XP-200 surface profilometer. Films were then annealed at $325^{\circ} \mathrm{C}$ for 30 minutes in an $\mathrm{N}_{2}$ atmosphere.

Samples were prepared for ICP-OES by dissolving $\sim 10 \mathrm{mg}$ of the grown crystals ground to powder in a solution containing $1 \mathrm{ml} \mathrm{HCl}(37 \mathrm{wt} \%)$ and $2 \mathrm{ml} \mathrm{HNO}_{3}$, which was subsequently diluted to 4 vol. $\%$ acid concentration in deionised water for measurement. ICP-OES was measured on solutions using an Agilent 5110 ICP-OES spectrometer to test for selenium and sulfur. The emission intensity was linearly calibrated at five known levels of concentration for each emission wavelength. For selenium the emission wavelengths measured were 196.026 nm and 206.279 nm , and for sulfur the emission wavelengths measured were $180.669 \mathrm{~nm}, 181.972 \mathrm{~nm}$ and 182.562 nm . Samples of deionised water and diluted acid were also analysed to determine any background levels of the relevant elements in the solution.

The phase and purity of both powder and polycrystalline films were confirmed using a Rigaku Smartlab x-ray diffractometer, with a rotating copper anode, under ambient conditions. Monochromated incident radiation ( $\mathrm{Cu} \mathrm{K} \alpha_{1}$ ) was used to perform $\theta: 2 \theta$ scans carried out between $20^{\circ}$ and $80^{\circ}$ at $0.5^{\circ} \mathrm{min}^{-1}$ in parallel beam geometry for both powder and film measurements.

HAXPES measurements were collected at beamline I09 at the Diamond Light Source facility, UK in a standard ultrahigh vacuum (UHV) chamber with a pressure of $<1 \times 10^{-10}$ mbar. A $\operatorname{Si}(004)$ channel-cut crystal, following a double-crystal $\mathrm{Si}(111)$ monochromator, was used to select x-rays from the source ( $\mathrm{h} v=5.921 \mathrm{keV}$ ). Measurements were made using a Scienta Omicron EW4000 high-energy analyzer with an acceptance angle of $\pm 28^{\circ}$. Calibration was performed using a gold sample,

| x | $a$ <br> $(\AA)$ | $b$ <br> $(\AA)$ | $c$ <br> $(\AA)$ | Volume <br> $\left(\AA^{3}\right)$ | Band gap <br> $(\mathrm{eV})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\pm 0.03$ | $\pm 0.02$ | $\pm 0.005$ | $\pm 0.5$ | $\pm 0.02$ |
| 0 | 11.66 | 11.79 | 3.971 | 546.1 | 1.19 |
| $0.136 \pm 0.003$ | 11.57 | 11.75 | 3.955 | 537.7 | 1.23 |
| $0.231 \pm 0.003$ | 11.55 | 11.70 | 3.939 | 532.0 | 1.27 |
| $0.330 \pm 0.007$ | 11.52 | 11.65 | 3.923 | 526.7 | 1.31 |
| $0.477 \pm 0.004$ | 11.43 | 11.59 | 3.908 | 517.9 | 1.39 |
| $0.651 \pm 0.002$ | 11.39 | 11.49 | 3.877 | 507.4 | 1.47 |
| $0.706 \pm 0.006$ | 11.38 | 11.48 | 3.869 | 505.1 | 1.49 |
| $0.814 \pm 0.009$ | 11.34 | 11.44 | 3.844 | 499.2 | 1.58 |
| 1 | 11.25 | 11.35 | 3.832 | 489.5 | 1.71 |

Table 6.1: All compositions of $S b_{2}\left(S_{x} S e_{1-x}\right)_{3}$ (measured by ICP-OES) with the lattice parameters (measured using powder XRD) and the band gap (measured using the films by UV-VIS spectrophotomer).
enabling the energy resolution of 0.25 eV to be determined by fitting the Fermi edge with a Fermi-Dirac function convolved with Gaussian and Lorentzian peaks. The uncertainty in energies from HAXPES is $\pm 0.03 \mathrm{eV}$ for core level peaks.

Fittings were done using the CASA XPS software using a Shirley background and a computational combination of a Gaussian and Lorentzian which allows for the separate contributions from instrumental and lifetime broadening to be accounted for. The full width half maximum of the doublets are constrained to be equal as is standard, except the Ti 2 p doublet which is unconstrained because of the CosterKronig effect. [348, 349] The area ratios are typically $2: 1$ and 3:2 for $p$ and $d$ orbitals, respectively. However, the area ratios are known to change for higher x-ray energies so were ratios were taken for each orbital from previous photoionization cross-section calculations. [180]

All DFT calculations presented here use the optB86b-vdW functional to determine the structure of each of the structures. [350] The structures were then applied to HSE06 to calculate electronic and optical properties. [187] More details are available in Reference [351].

### 6.4 Results and discussion

### 6.4.1 Structural properties

ICP-OES was used to determine the sulfur to selenium ratio of the solid solutions. The calculation method is shown in the supplementary information and the compositions are shown in Table 6.1. Using ICP-OES enables the S:Se ratio to be determined to an accuracy in the range $0.3-2.9 \%$. This is much better than the typ-


Figure 6.2: (a) The powder XRD measurement for all compositions of $S b_{2}\left(S_{x} S e_{1-x}\right)_{3}$ used in this study, with the $30^{\circ}$ to $36^{\circ}$ region in (b). Included in both (a) and (b) are the Bragg peak positions of $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ from previous literature. [323] These results are then used to find the lattice parameter values $a, b, c$, and volume which are shown (c), (d), (e), and (f), respectively.
ical measurements with energy-dispersive x -ray spectroscopy (EDX) which is subject to systematic errors that can lead to inaccurate determinations of major element compositions, in some cases up to several tens of percent depending on the sample composition and correction algorithm used.

Figure 6.2(a) shows the powder XRD measured on all ground up bulk crystals. The Bragg peak positions are taken from a previously published study on the crystal structure of $\mathrm{Sb}_{2} \mathrm{Se}_{3}$, which agree well with our experimental data. [323] In Figure $6.2(\mathrm{~b})$, the powder XRD is zoomed in at $30^{\circ}$ to $36^{\circ}$ which shows reflections 212, $013,113,402,204$, and 312 at $2 \theta$ values of $31.11^{\circ}, 32.16^{\circ}, 33.07^{\circ}, 34.05^{\circ}, 34.32^{\circ}$, and $35.56^{\circ}$, for $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ respectively. All reflections shift continuously from one end point to the other, providing strong evidence the crystals have grown as a solid solution.

Powder XRD was used to calculate the lattice parameters using reflections 211, 301, and 240 as discussed in our study of GeSe. [352] For reference the a, b and c lattice parameters are indicated with regards to the ribbon direction on the structure diagram in Figure 6.1. XRD analysis results are presented in Table 6.1 and shown as a function of $x$ graphically in Figure 6.2(c)-6.2(f). The lattice parameters of $\mathrm{Sb}_{2} \mathrm{~S}_{3}$ and $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ agree well with the previously published reports, and the lattice parameters of the solid solutions linearly vary between the two end points, as


Figure 6.3: (a) Thin film XRD measurement of the thick film sample with the measurements zoomed into the region of $30^{\circ}$ to $36^{\circ}$ in (b). (c) The position of the 212 reflection in powder and thin film $X R D$ is compared for the each composition.
expected. [323, 353] The results shown have linear fits of:

$$
\begin{gather*}
a(x)=11.636 \pm 0.009-(0.378 \pm 0.017) x  \tag{6.3}\\
b(x)=11.802 \pm 0.005-(0.453 \pm 0.008) x  \tag{6.4}\\
c(x)=3.973 \pm 0.002-(0.146 \pm 0.004) x  \tag{6.5}\\
V(x)=545.4 \pm 0.3-(56.8 \pm 0.6) x \tag{6.6}
\end{gather*}
$$

where the lattice parameters are in $\AA$ and the cell volume is in $\AA^{3}$. These fits agree well with the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ results published previously. [315-320]

Furthermore, comparisons are made in Figure 6.2(c) to 6.2(f) between the lattice parameters measured here and the lattice parameters calculated by DFT. The theory underestimates the lattice parameter $a$ by around $0.20-0.25 \AA$ and overestimates the lattice parameter $c$ by around 0.03-0.05 $\AA$. The theory overestimates lattice parameter $b$ at the Se-rich end of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ series but converges to the experimentally determined value at the S-rich end of the series. As shown in 6.2(f), the experimentally measured and theoretically calculated lattice volumes agree well.

### 6.4.2 Thin film XRD

All bulk crystals previously discussed were used as source materials for depositing thin films of the materials using thermal evaporation. The deposition was followed by a $325^{\circ} \mathrm{C}$ thermal anneal for 30 minutes under $\mathrm{N}_{2}$ to convert the initially amorphous layers into polycrystalline thin films. Figure 6.3(a) shows the thin film XRD for all films including the thick film samples for the HAXPES measurements below. The dashed lines indicate the XRD peak positions of the fluorine-doped tin oxide ( $\mathrm{F}: \mathrm{SnO}_{2}$ ) substrate which provides a significant proportion of the intensity as


Figure 6.4: (a) $(\alpha h \nu)^{2}$ vs h to show the measured direct band gaps. (b) The band gap vs $x$ in $S b_{2}\left(S_{x} S e_{1-x}\right)_{3}$ is shown with the experimental fit.
the films are only $\sim 150-500 \mathrm{~nm}$ thick. Shown in Figure 6.3(b) is the region $30^{\circ}$ to $36^{\circ}$ which shows the reflection 212 (labelled for $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ ) shifting linearly from one end point composition to the other. In Figure 6.3(c) the 212 reflection position in both the powder and thin film XRD are shown. The reflection positions are consistent for the powder and thin film providing evidence that the material evaporated congruently and the deposited film is the same composition as the source material.

### 6.4.3 Optical properties

The optical properties of the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ series were then determined from measurements of the thin films. When using absorption spectroscopy to measure the band gap, it is normal to plot either $(\alpha \mathrm{h} \nu)^{2}$ or $(\alpha \mathrm{h} \nu)^{\frac{1}{2}}$ for a direct or indirect band gap, respectively. We perform the analysis assuming a direct band gap as for absorption spectroscopy of materials which have very close direct and indirect transitions (like $\mathrm{Sb}_{2} \mathrm{~S}_{3}$ and $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ ) as the direct transitions will dominate the absorption as shown in prior work. [225]

Figure 6.4(a) plots the $(\alpha \mathrm{h} \nu)^{2}$ vs $\mathrm{h} \nu$ to show how the smallest direct band transition was measured for compositions $x=0,0.231,0.477,0.706$ and 1 , the remaining compositions are provided in the supplementary information. For materials like $\mathrm{Sb}_{2} \mathrm{~S}_{3}$ and $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ which have multiple transitions near to the band gap, $(\alpha \mathrm{h} \nu)^{2}$ will be nonlinear at the onset. This nonlinear onset introduces a degree of subjectivity to the fitting range used for the standard Tauc analysis, and is therefore considered unreliable for this solid solution series. Instead, third derivative analysis is used to identify the lowest direct band gap, an approach well established for modulation
reflectance optical spectroscopies [236], and also has some benefit for identifying features in optical absorption data. [237] The smallest direct transitions are shown in Figure 6.4(b) and included in Table 6.1. The fit for the smallest direct transitions of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}\left(\mathrm{E}_{g}(\mathrm{x})\right)$ is given by equation:

$$
\begin{equation*}
E_{g}(x)=1.707 x+1.191(1-x)-0.237 x(1-x) \tag{6.7}
\end{equation*}
$$

where the values $1.707,1.191$, and 0.237 are the $\mathrm{Sb}_{2} \mathrm{~S}_{3}$ smallest direct transition, $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ smallest direct transition, and bowing parameter, respectively. Unlike previous reports studying the band gap change across the full solid solution series, both end points agree well with the literature for $\mathrm{Sb}_{2} \mathrm{~S}_{3}$ and $\mathrm{Sb}_{2} \mathrm{Se}_{3}$. The bowing parameter is small which is sensible given the similar electronegativity and atomic size of sulfur and selenium. From a photovoltaic (PV) perspective, the ideal band gap for a single junction device absorber would be between 1.3-1.5 eV. [241] These results show the ideal composition for PV to lie between $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.3} \mathrm{Se}_{0.7}\right)_{3}$ and $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.7} \mathrm{Se}_{0.3}\right)_{3}$.

The experimental results and theoretical calculations are compared on Figure 6.4(b). Previous studies suggest that the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ has a band gap of 1.32 eV at 0 K. [330] Theoretical band gaps are calculated at 0 K and so the two should not be directly compared. However, the two show excellent agreement with the only divergence coming at the Se-rich end of the solid solution series, which shows the calculated band gaps to be lower than those measured in the experiment. This agreement suggests that the theory is predicting how the band gap is varying with composition well but there is a systematic underestimate of the band gap for all compositions.

### 6.4.4 Band alignment

Finally, HAXPES measurements were performed on five thick samples of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ with compositions $\mathrm{x}=0,0.231,0.477,0.706$ and 1 , as well as thick samples of CdS and $\mathrm{TiO}_{2}$. Furthermore, bilayer samples having both $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ and the window layer were measured for the five compositions with each window layer type. All these measurements combined were then be used to calculate the band alignments of every composition with both window layers. An example of how the calculations were performed for $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$ with both window layers CdS and $\mathrm{TiO}_{2}$ is included in Figure 6.5. As described in the introduction, the Kraut equation assigns material A and B as the window layer and $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$ films, respectively. Figure $6.5(\mathrm{~d})$ and $6.5(\mathrm{e})$ show $\mathrm{E}_{C L}^{B}$ and $\mathrm{E}_{V}^{B}$, respectively, for both band alignment calculations. For calculating the band alignment of CdS and $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$, Figure $6.5(\mathrm{~b}), 6.5(\mathrm{c})$, and $6.5(\mathrm{a})$ show $\mathrm{E}_{C L}^{A}, \mathrm{E}_{V}^{A}$, and $\Delta \mathrm{E}_{C L}$, respectively. For calculating the band alignment of $\mathrm{TiO}_{2}$ and $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$, Figure 6.5(f), 6.5(g), and 6.5(h)


Figure 6.5: (a) $S d$ 3d and $\mathrm{Cb} 3 d$ core level for the $C d S / S b_{2}\left(S_{0.231} S e_{0.769}\right)_{3}$ bilayer. (b) and (c) are the Cd 3d and valence band position, respectively, for the CdS thick film sample. (d) and (e) are the Sb 3d and valence band position, respectively, for the $S b_{2}\left(S_{0.231} S e_{0.769}\right)_{3}$ thick film sample. ( $f$ ) and ( $g$ ) show the Ti $2 p$ and valence band position, respectively, for the $\mathrm{TiO}_{2}$ thick film sample. (h) Sb 3d and Ti $2 p$ core level for the $\mathrm{TiO}_{2} / \mathrm{Sb}_{2}\left(S_{0.231} S e_{0.769}\right)_{3}$ bilayer sample, respectively.

| Kraut parameter | $\mathrm{TiO}_{2} / \mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$ <br> $(\mathrm{eV})$ | $\mathrm{CdS} / \mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$ <br> $(\mathrm{eV})$ |
| :---: | :---: | :---: |
| $\mathrm{E}_{C L}^{A}$ | 459.81 | 405.51 |
| $\mathrm{E}_{V}^{A}$ | 4.02 | 2.14 |
| $\mathrm{E}_{C L}^{B}$ | 529.19 | 529.19 |
| $\mathrm{E}_{V}^{B}$ | 0.62 | 0.62 |
| $\mathrm{E}_{C L}^{A-M}$ | 459.40 | 405.51 |
| $\mathrm{E}_{C L}^{B-M}$ | 529.44 | 529.44 |

Table 6.2: Fitted values from core levels and valence band maximum positions in Figure 6.5 used to calculate the Kraut-method band alignments for $\mathrm{TiO}_{2}$ and CdS with $\mathrm{Sb}_{2}\left(S_{0.231} S e_{0.769}\right)_{3}$. For the $\mathrm{TiO}_{2}$ and $\mathrm{Sb}_{2}\left(S_{0.231} S e_{0.769}\right)_{3}$ Kraut-method band alignment, $E_{C L}^{A}$ and $E_{V}^{A}$ are the Ti $2 p_{\frac{3}{2}}$ and the valence band position from the thick $\mathrm{TiO}_{2}$ sample, respectively. For that same band alignment, $E_{C L}^{B}$ and $E_{V}^{B}$ are the $S b 3 d_{\frac{5}{2}}$ and the valence band position, respectively, while the $E_{C L}^{A-M}$ and $E_{C L}^{B-M}$ are the same core levels but in the interfacial sample. Similarly, for the $C d S$ and $S b_{2}\left(S_{0.231} S e_{0.769}\right)_{3}$ Kraut-method band alignment, $E_{C L}^{A}$ and $E_{V}^{A}$ are the $C d 3 d_{\frac{5}{2}}$ and the valence band position, respectively. $E_{C L}^{B}$ and $E_{V}^{B}$ are the same as the previous band alignment, while $E_{C L}^{A-M}$ and $E_{C L}^{B-M}$ are the $C d 3 d_{\frac{5}{2}}$ and $S b 3 d_{\frac{5}{2}}$ in the interfacial sample, respectively.
show $\mathrm{E}_{C L}^{A}, \mathrm{E}_{V}^{A}$, and $\Delta \mathrm{E}_{C L}$, respectively.
The fittings in Figure 6.5(a) and 6.5(b) show the Cd 3d core level spectra and Figure $6.5(\mathrm{f})$ and $6.5(\mathrm{~h})$ show the fittings for the Ti 2 p core level spectra. None show any evidence of any contamination. Sb 3d spectra are shown in Figure 6.5(a), $6.5(\mathrm{~d})$ and $6.5(\mathrm{~h})$ with the fittings showing $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$ dominating the signal but with some $\mathrm{Sb}_{2} \mathrm{O}_{3}$ and the O 1s also present.

The cation core level peak positions of the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$, CdS , and $\mathrm{TiO}_{2}$ were used, see Table 6.2, for the Kraut method VBO determination. The VBO for $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$ with CdS and $\mathrm{TiO}_{2}$ were found to be -1.28 eV and -2.74 eV , respectively. The CBO were then calculated by adding on the window layer band gap and then subtracting the band gap of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$. The CBO for $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.231} \mathrm{Se}_{0.769}\right)_{3}$ with CdS and $\mathrm{TiO}_{2}$ were found to be -0.81 eV and -0.13 eV , respectively. Please see Section 2.3 and Figure 2.5 for more details about a negative CBO.

Performing the same calculations for $\mathrm{Sb}_{2} \mathrm{~S}_{3}, \mathrm{Sb}_{2}\left(\mathrm{~S}_{0.484} \mathrm{Se}_{0.516}\right)_{3}, \mathrm{Sb}_{2}\left(\mathrm{~S}_{0.706} \mathrm{Se}_{0.294}\right)_{3}$ and $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ allowed for the change in VBO and CBO to be found across the composition range. Note that no value for the offset between CdS and $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.706} \mathrm{Se}_{0.294}\right)_{3}$ is included because the sample of $\mathrm{CdS} / \mathrm{Sb}_{2}\left(\mathrm{~S}_{0.706} \mathrm{Se}_{0.294}\right)_{3}$ charged during photoemission measurements so $\Delta \mathrm{E}_{C L}$ could not be found. Multimeter readings across this sample show it to be highly resistive explaining its charging behaviour.

For both CdS and $\mathrm{TiO}_{2}$, in Figure 6.6(a), the VBO is shown to decrease (becom-


Figure 6.6: (a) The Kraut method-determined valence band offsets (VBO) for all compositions with both $\mathrm{TiO}_{2}$ and CdS and a linear fit is applied to show the change in VBO across the composition range. (b) Shows the calculated conduction band offsets (CBO) using the band gaps found in Figure 6.4(b), again with a linear fit to show the change across the composition range. The calculated band diagrams for the composition range with $\mathrm{TiO}_{2}$ and $C d S$ is shown in (c) and (d), respectively.
ing less negative) as the sulfur content increases and thus the Sb chalcogenide solid solution valence band moves down as the S-content increases. In Figure 6.6(b), the CBO is shown to increase (more negative) as the sulfur content increases, and this again corresponds to the conduction band moving up as the S-content increases.

The VBO for $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ with $\mathrm{TiO}_{2}$ is shown in Figure 6.6(a) to bow across the composition range whereas it is shown in Figure 6.6(b) the CBO bowing parameter is close to zero, suggesting the change in CBO across the Sb chalcogenide solid solution series is essentially linear. On the other hand, the VBO for $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ with CdS is shown in Figure 6.6(a) to have a bowing parameter close to zero, suggesting the VBO change is essentially linear. The CBO is shown in Figure 6.6(b) between $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ and CdS is shown to bow across the composition range. The two band alignments are illustrated in Figure 6.6(c) and 6.6(d) for $\mathrm{TiO}_{2}$ and CdS , respectively, with the measured VBO data points shown.

It is worth noting that with the Kraut method we are measuring the band alignment for $\sim 20 \mathrm{~nm} \mathrm{Sb}{ }_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ films with the window layers rather than the natural band alignment. Unlike natural band alignment measurement, the Kraut-method band alignment measurements take into account the charge transfer between the two materials. Previously published work comparing the natural and Kraut-method band alignments of the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ end point with both CdS and $\mathrm{TiO}_{2}$ shows minimal difference between the two measurements for $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ with CdS , but the offset between $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ and $\mathrm{TiO}_{2}$ is found to be larger for Kraut-method ( 0.82 eV ) rather than natural band alignment ( 0.11 eV ). [133] The electronegativities for all the cations, $\mathrm{Ti}, \mathrm{Cd}$ and Sb , are similar, with values of $1.54,1.69$ and 2.05 , respectively. However, the electronegativity of 3.44 for the anion O , is considerably larger than the electronegativities of 2.58 and 2.55 for the other anions of S and Se , respectively. This larger electronegativity for the oxygen in $\mathrm{TiO}_{2}$ could lead to a larger charge transfer between $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ and $\mathrm{TiO}_{2}$ than $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ and CdS . [354, 355]

The band alignment results suggest that the CBO for all Sb -chalcogenide solid solutions is smaller for CdS than for $\mathrm{TiO}_{2}$, meaning an improved built-in voltage at the interface. Therefore, solely from a band-alignment perspective, for PV, CdS rather than $\mathrm{TiO}_{2}$ is the preferred window layer for $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$. However, this must be balanced with other considerations. For example, there are greater parasitic losses associated with CdS than $\mathrm{TiO}_{2}$ due to the smaller band gap of $\mathrm{CdS}(2.4 \mathrm{eV})$ compared with $\mathrm{TiO}_{2}(3.2 \mathrm{eV})$. Additionally, there is evidence of intermixing between CdS and $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ which some have suggested make $\mathrm{TiO}_{2}$ the better window layer. [169]

Furthermore, the band alignments with both CdS and $\mathrm{TiO}_{2}$ suggest that the Serich end of the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ solid solution series will have lower losses associated with the band alignment. However, the results from the band gap measurements
suggest that the ideal composition for PV , based on the detailed balanced limit, is between $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.3} \mathrm{Se}_{0.7}\right)_{3}$ and $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.7} \mathrm{Se}_{0.3}\right)_{3}$. These result shows how compromises are needed when designing $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ solar cells. Future work will be required to assess how these compromises are made to maximise the efficiencies of the cells with these results providing an excellent framework for making those decisions.

### 6.5 Conclusion

Nine different compositions of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ bulk crystals have been grown using a melt growth technique. The composition of each has been measured using ICP-OES. The bulk crystals were used as source material for thermal evaporation of each of the solid solutions. The films were confirmed to have compositions consistent with the crystals using XRD. The experimental results were compared to theoretical calculations performed using a supercell model of the solid solution using density functional theory.

Powder XRD was used to find the lattice parameters and were shown to vary linearly across the composition range. The theory underestimates lattice parameters $a$ and overestimates lattice parameter $c$, but the overall volume of the lattice is in good agreement with experiment.

The smallest direct band gap for $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ is found to vary according to $E_{g}(x)=1.707 x+1.191(1-x)-0.237 x(1-x)$. The experimental and theoretical band gap values show excellent agreement for the band gap.

The band alignments of five compositions of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ with the common window layers CdS and $\mathrm{TiO}_{2}$ are performed using HAXPES and analysed using the Kraut method. It is found that the VBO decreases for both window layers and the CBO increases for both window layers. The bow in the band gap presents itself in the VBO for the $\mathrm{TiO}_{2}$ with $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ whereas the bow in the band gap presents itself in the CBO for the $\mathrm{TiO}_{2}$ with $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$. The CBO for all Sb -chalcogenide solid solutions with CdS is lower than with $\mathrm{TiO}_{2}$, suggesting that there will be lower losses associated with the band alignment if CdS is used. From a PV perspective, the band-alignment measurements suggest the Se-rich end of the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ series will have lower losses, but this finding must be balanced with the optical results which suggest an ideal composition between $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.3} \mathrm{Se}_{0.7}\right)_{3}$ and $\mathrm{Sb}_{2}\left(\mathrm{~S}_{0.7} \mathrm{Se}_{0.3}\right)_{3}$ when choosing the composition of the absorber layer within solar cells.

## Chapter 7

## Conclusions and Future Work

### 7.1 Conclusions

The aim of this project was to understand the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ and $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ alloy series in more depth, with a view to future applications in photovoltaics.

In Chapter 4, the growth of nine compositions of the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ alloy series was reported and they where used to study the thermal, structural and optical properties. The melting point is shown to bow between the two end points with a minimum of $626^{\circ} \mathrm{C}$ at $\mathrm{GeS}_{0.766} \mathrm{Se}_{0.234}$. The lattice parameters decrease linearly with increasing sulfur content. Experimentally-determined direct optical band gaps were found to vary approximately linearly with increasing sulfur content from 1.30 eV for GeSe to 1.64 eV for GeS. These experimental studies are supported by first-principles modelling of the thermodynamics and physical properties of the alloys. The model indicates entropically-driven near-ideal mixing. The predicted lattice parameters agree well with measurements for the GeSe endpoint but deviate somewhat at Srich compositions. The calculated band gaps are underestimated compared to optical characterisation but show a very similar trend as a function of composition.

Chapter 4 includes a case study of the GeSe fundamental absorption onset which is found to be 1.30 eV at room temperature, close to the optimum value according to the detailed balance limit, in contrast to previous reports of an indirect fundamental transition of 1.10 eV . The measured absorption spectra and first-principles joint density of states are mutually consistent, both exhibiting an additional distinct onset $\sim 0.3 \mathrm{eV}$ above the fundamental absorption edge. The band gap values obtained from first-principles calculations converge, as the level of theory and corresponding computational cost increases, to 1.33 eV from the quasiparticle self-consistent GW method, including the solution to the Bethe-Salpeter equation. This agrees with the 0 K value determined from temperature-dependent optical absorption measurements. Relaxed structures based on hybrid functionals reveal a direct fundamental
transition in contrast to previous reports. The optoelectronic properties of GeSe are resolved with the system described as a direct band gap semiconductor with a 1.30 eV room temperature band gap. The high level of agreement between experiment and theory encourages the application of this computational methodology to other van der Waals materials.

In Chapter 5, the preparation of GeS and GeSe bulk crystals is reported. The same melt growth technique was used as for the samples in Chapter 4. XPS was used to determine ionisation potentials of 5.74 and 5.48 eV for GeS and GeSe respectively. These values were used with the previously-measured band gaps to establish the natural band alignments with potential window layers for photovoltaic devices and to identify CdS and $\mathrm{TiO}_{2}$ as sensible choices. The ionisation potential of GeS is found to be smaller than in comparable materials. Using XPS and HAXPES measurements in conjunction with density-functional theory calculations, we demonstrate that stereochemically active Ge $4 s$ lone pairs are present at the valence-band maxima. Our work thus provides direct evidence for active lone pairs in GeS and GeSe, with important implications for the applications of these and related materials such as Ge-based perovskites.

Additionally in Chapter 5, GeSe bulk crystals, thin films and solar cells were investigated with a focus on acceptor-doping with silver and the use of an $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer. The Ag-doping of GeSe occurred by the same stoichiometric melt growth technique that created the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ bulk crystals. A combination of capacitance voltage measurements, photoemission spectroscopy and surface space-charge calculations indicated Ag-doping increased the hole density from $5.2 \times 10^{15} \mathrm{~cm}^{-3}$ to $1.9 \times 10^{16} \mathrm{~cm}^{-3}$. The melt-grown material was used as the source for thermally evaporated GeSe films within solar cells. The cell structure with the highest efficiency of $0.260 \%$ was $\mathrm{FTO} / \mathrm{CdS} / \mathrm{Sb}_{2} \mathrm{Se}_{3} /$ undoped-GeSe/ Au compared with solar cells without the $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ interfacial layer or with the Ag -doped GeSe.

In Chapter 6, the preparation of nine compositions of $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ bulk crystals is reported. These where used to study the structual and optical properties. The lattice parameters were shown in the experiment to decrease linearly with increased sulfur content. The experimentally determined band gap was shown to vary between 1.19 eV and 1.71 eV for $\mathrm{Sb}_{2} \mathrm{Se}_{3}$ and $\mathrm{Sb}_{2} \mathrm{~S}_{3}$, respectively, with a bowing parameter of 0.237 . The experimental results for the lattice parameters and band gaps were compared with theoretical models for the Sb -chalcogenide alloy series. They were shown to be in good agreement with each other. The band alignment between the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ series and common window layers CdS and $\mathrm{TiO}_{2}$ was also studied. The results show that the alignment between $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ and CdS has a smaller conduction band offset than $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ and $\mathrm{TiO}_{2}$, suggesting CdS is the preferred window layer from a band alignment perspective. The band alignment results also
suggest that the Se-rich end of the Sb-chalcogenide alloy series would lead to less current losses, but this result must be considered alongside the band gap results which suggest the ideal composition (x) is between 0.3 and 0.7 , so compromises must be made.

### 7.2 Future Work

There is planned further work for both material series. For the $\mathrm{GeS}_{x} \mathrm{Se}_{1-x}$ alloy series, there are plans to compare the Raman and infrared modes with theory to investigate how well the theory reproduces the experimentally observed changes with composition. The main work for this alloy series though is to progress the device performance. The possible reasons for the discrepancies between our device results and those of the record efficiency devices are discussed in Chapter 5. We speculate that one possible reason is the difference in the crystal orientation of the GeSe within the device. If we deposited onto a heated substrate, then we could possibly get a different orientation. The closed space sublimated (CSS) set up will be ideal for doing this alternative deposition technique. This technique has the advantage of already being used at industrial scale for thin film solar cells.

For the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ alloy series, the proposed future work will go further in comparing the theory and experiment. There are plans to compare the valence band photoemission results with the nearest calculated alloy's density of states using the same approach as in Chapter 5. Furthermore, the group performing the calculations hope to use a novel methodology to calculate the real band alignment offset between the different compositions and the chosen window layers. The ability to calculate band alignments between two materials would be beneficial for PV and multiple other applications. There is also ongoing work to fabricate $\operatorname{CSS}^{\operatorname{Sb}} \mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ PV devices using different compositions and investigating different dopants. Increases in the power conversion efficiency of devices employing absorbers from the $\mathrm{Sb}_{2}\left(\mathrm{~S}_{x} \mathrm{Se}_{1-x}\right)_{3}$ alloy series are regularly being reported and further work will certainly be done to increase them even more.
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