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Abstract. Assessment quality and validity is heavily reliant on the qual-
ity of items included in an assessment or test. Difficulty is an essential
factor that can determine items and tests’ overall quality. Therefore, item
difficulty prediction is extremely important in any pedagogical learning
environment. Data-driven approaches to item difficulty prediction are
gaining more and more prominence, as demonstrated by the recent lit-
erature. In this paper, we provide a systematic review of data-driven
approaches to item difficulty prediction. Of the 148 papers that were
identified that cover item difficulty prediction, 38 papers were selected
for the final analysis. A classification of the different approaches used to
predict item difficulty is presented, together with the current practices
for item difficulty prediction with respect to the learning algorithms used,
and the most influential difficulty features that were investigated.

Keywords: Difficulty prediction · Item difficulty · Question difficulty ·
Systematic review · Difficulty modelling · Difficulty estimation.

1 Introduction

Student assessments are a fundamental component of any pedagogical learning
environment. Assembling tests that contain items (i.e. questions) which measure
the various types of skills of different levels of learners in a fair way is a chal-
lenging task. Teachers and item writers must ensure the consistent quality of
assessment materials to provide objective and effective evaluation.

Assessment quality and validity is heavily reliant on the quality of items
included in the test; therefore, significant effort and resources have been devoted
to item analysis tasks. For item writers, item analysis is of great importance as
it allows them to improve items’ overall quality by eliminating non-functional
items [30]. Difficulty is an essential factor that can determine the overall quality
of items and tests, whereas item difficulty refers to the estimation of the skill
or knowledge level needed by students to answer an item [13]. Thus, difficulty
calibration is crucial in the assessment construction process; to provide equitable
opportunities to all test takers in any assessment, the item selection process
must be conducted according to the difficulty level of each item [34]. Designing
unbalanced tests which contain arbitrary numbers of easy and difficult items can
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result in significant disadvantages to test takers who are affected by assessment-
based decisions. For example, assessments that consist of mostly easy items will
result in wrongly qualifying and certifying those less-than-competent test takers.

Traditional methods for obtaining an a priori estimation of difficulty rely
on two methods [10, 39]: i) pretesting and ii) experts’ judgement. However,
such approaches are frequently criticised in the literature for being costly, time-
consuming, subjective and difficult to scale [6, 20, 29]. Therefore, a number of
alternative methods have been considered to overcome these limitations.

In this paper, we will examine the item difficulty prediction literature with
a special focus on data-driven approaches. To the best of our knowledge, there
has been no such review, nor a summary of the empirical evidence established
so far in this emerging research area. More specifically, the following research
questions will be addressed:

RQ1: What AI-based computational models are currently developed to offer a
priori difficulty prediction?

RQ2: What are the most investigated domains and item types?
RQ3: What are the influential features that were found to affect difficulty?

We provide a overview of the research on item difficulty estimation in Section
2. We then present the method by which the systematic review was conducted
(Section 3), before discussing research questions and how they fit the literature
within the review (Section 4). We then conclude in Section 5.

2 Background

The research on item difficulty estimation is extensive and well-established. Psy-
chometricians, educational psychologists and linguists have long been studying
the potential sources of difficulty in educational items. These fields have provided
theoretical frameworks of cognitive processes involved in assessments. Further-
more, statistical methods and manual coding practices have been applied to ex-
tract features and explore the relationship between different variables. More re-
cently however, AI techniques such as neural networks, natural language process-
ing (NLP), expert systems and machine learning algorithms have transformed
the field by applying unconventional concepts of non-linear modelling, linguistic
pattern recognition and advanced predictive power. We present a classification of
two opposing approaches to item difficulty prediction based on a comprehensive
survey of the literature; that of cognitive and systematic approaches (Figure 1).

Cognitive approaches include methods that address difficulty on the cogni-
tive level by examining what cognitive abilities are required to answer an item
correctly. These approaches are qualitative in nature and rely on pre-defined no-
tions of difficulty, based on educational taxonomies or heuristic methods which
define difficulty according to the perceptions of educators, item writers and/or
learners. In contrast, systematic approaches focus on quantifying the concept of
difficulty by employing more objective techniques found in statistical or data-
driven prediction models. Some of the most employed statistical methods are
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Fig. 1. Item Difficulty Prediction Approaches

psychometric statistical models that analyse the relationship between difficulty
and examinees’ latent traits. Furthermore, basic statistical models (e.g. regres-
sion) have also been used to examine the relationship between difficulty and var-
ious variables [11, 24, 32, 42]. Despite the fact that, in this approach, researchers
were using data to draw conclusions, it is nonetheless heavily theory driven.
Difficulty variables were either produced by experts or identified from previous
theories in the literature. Moreover, feature extraction processes are typically
conducted manually by domain experts in this type of investigation.

More recently, there has been a focus on employing data-driven approaches
that represent an array of methods and techniques used to quantify and objectify
the process of difficulty prediction. This line of investigation strives to eliminate
or at least reduce any subjectivity caused by human intervention [21], and do not
necessarily require domain experts to label or define difficulty features. Moreover,
pre-testing the items to an appropriate sample will not be needed if automatic
methods prove its validity. Hence, data-driven approaches (which include tech-
niques such as NLP, rule-based and machine learning algorithms) are gaining
more and more prominence [3, 5, 10, 17, 20, 21, 28].

In this paper, we provide a general overview of the broader field of item
difficulty prediction in order to gain a full understanding of the research area.
However, the scope of this review will only include data-driven approaches which
incorporate computational models to model difficulty.

3 Review Method

This review’s protocol is informed by the guidelines provided in [25], and is il-
lustrated in Figure 2. The search process was conducted manually using the fol-
lowing paper archives: IEEE1, ACM Digital Library2, ScienceDirect3, Springer4,

1 https://ieeexplore.ieee.org/Xplore/home.jsp
2 https://dl.acm.org/
3 https://www.sciencedirect.com/
4 https://www.springer.com/
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Fig. 2. The study selection process

and Elsevier5. Additional papers were included in the search by examining the
‘related work’ and the ‘reference list’ sections of each identified paper. Also,
general and academic search engines such as Google search and Google Scholar
were included to identify relevant papers. We also considered the citations to
certain papers by using the ‘cited by’ option in Google Scholar to include papers
which were not identified by the previous methods. The search process identified
148 papers which were screened in three stages: 1) title and abstract screening,
2) full-text screening, and 3) inclusion and exclusion criteria-based filtering. As
a result, 38 papers were included for the final analysis.

Papers focusing on data-driven approaches to item difficulty prediction were
included without constraints on publication year, paper type, domain or item
type. Papers were excluded if they violated one or more of the following criteria:

– The paper is not written in English.

– The full text of the paper is not available.

– The proposed prediction model is not evaluated.

– The difficulty model is not data-driven. We exclude papers that predict dif-
ficulty based on heuristic, statistical or educational taxonomies approaches.

– The paper estimates difficulty after administrating the test. We only focus
on methods which offer a priori prediction of difficulty in order to overcome
limitations of traditional prediction methods.

– The items are not textual (i.e. containing images, graphs or formulas). We
exclude these types of items as they require different analytical techniques
compared to textual items.

5 https://www.elsevier.com/
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– The paper does not address assessment items. For example, we exclude stud-
ies that predict the difficulty of questions in question answering communities
such as Stack Overflow as this type of question differs completely from as-
sessment questions with regard to their purpose, style and structure.

– The difficulty features are not extracted from items. We focus on difficulty
features that are derived from items’ structure, hence, we exclude features
which are extracted from other data sources such as eLearning environments
or sensors.

– The paper focuses on item classification based on features other than diffi-
culty. For instance, we exclude papers that classify items based on question
type.

The field of item difficulty estimation is an interdisciplinary one. Relevant fields
such as educational assessment, psychology and computer science use different-
yet synonymous terms to address the same tasks. Therefore, different combina-
tions of search terms were assembled. As a result, the following combinations of
keywords and operators were used:

Item difficulty prediction, Item difficulty estimation, Item difficulty modelling,
Difficulty modelling, (item OR question) AND difficulty AND (estimation OR

prediction OR modelling)

A specific form was designed for the data extraction process given the objec-
tives of this review, which included: title, year of publication, method/approach,
domain, item type, number of items, data, evaluation, participant, metrics, diffi-
culty feature, results, paper type, publication venue and quality score. Eight qual-
ity assessment criteria were adopted from [50], where reporting quality, rigour
and credibility were the most frequently assessed dimensions in software engi-
neering systematic reviews. The quality assessment process was conducted after
reading the full text and after completing the data extraction with values as-
signed as Yes= 1, No= 0 and Partly= 0.5.

Included Papers: [1] [2] [3] [4] [5] [6] [8] [9] [10] [12] [14] [15] [16] [17] [18] [19]
[20] [21] [22] [23] [26] [27] [28] [29] [33] [35] [36] [37] [38] [40] [41] [43] [44] [45]
[46] [47] [48] [49]

4 Results and Discussion

4.1 RQ1: Data-driven Item Difficulty Prediction

In this section, we address the question: What AI-based computational models
are currently developed to offer a priori difficulty prediction? The computational
models used in the prediction process could be discussed under two headings:
machine learning and rule-based modelling. The majority of papers considered
utilise machine learning algorithms such as neural networks and support vector
machine (SVM) [14, 19–21, 38], with NLP being used to perform automatic ex-
traction of difficulty features. Neural networks were some of the first data-driven
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Fig. 3. Number of publications distributed by year

methods to be implemented in the item difficulty prediction field. In 1995 they
were used to predict the difficulty of reading comprehension items taking from
a TOEFL test [37], with the aim of exploring an unconventional approach that
could outperform statistical approaches. Rule-based algorithms were also used,
but relied on hard-coded instructions which do not follow a pre-defined algorithm
[15, 36]. For this type of modelling, difficulty features were manually identified
and extracted by experts, which were represented in the form of rules.

It is clear from Figure 3, which depicts the number of publications over time,
that publishing in this research area progressed through two different stages.
The first wave of publications started in the mid-1990s by employing neural net-
works which, at the time, represented a novel approach for exploring non-linear
relationships between item parameters and difficulty. Previous research had to
this point only employed statistical approaches, which explains the relationships
in a linear manner [8, 9, 12, 37]. The second wave of studies started in 2010 as
researchers began to explore different data-driven approaches to this problem,
such as rule-based expert systems, support vector machine (SVM) and Näıve
Bayesian models [4, 22, 35]. A steep increase in publications is noticeable from
2014 to 2020, especially in 2017, 2019 and 2020, suggesting a growing relevance
of machine learning in the item difficulty research community.

In [21], a data-driven approach was employed to predict the difficulty of
30,000 reading comprehension items collected from a standard English test. The
item, options and the reading passages were analysed for each item. Sentence
representations were then extracted from the item components using a CNN-
based architecture. Finally, the difficulty level was determined by aggregating
the semantic representation of all items’ components. In a different study, the
authors investigated whether item difficulty correlates with the semantic similar-
ity between item components [20]. To achieve this, they utilised word embeddings
to construct the semantic space of learning materials and obtained the semantic
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vectors of item elements. The semantic similarity scores were used as an input to
a SVM model to predict the difficulty of items collected from Entrance Exams in
the social studies domain. This contrasts with [35], where a difficulty estimation
approach was presented which attempted to estimate the difficulty of converting
natural language sentences into First Order Logic (FOL) formulae. An expert
system was then employed to estimate the difficulty level of exercises based on
several parameters for measuring the complexity of the conversion process, such
as the connectives of the FOL expressions.

In general, there are four key architectural components that item difficulty
prediction models have in common, which represent four fundamental tasks:

Observed difficulty measurement: where the ground-truth difficulty is mea-
sured using psychometric models or labeled by experts for later comparison
with the predicted difficulty.

Pre-processing: where textual data is prepared for use by removing irrelevant
words and producing well-defined pieces of text.

Feature extraction: this is used to transform text into machine-processable
representations. Various NLP techniques are used in this step such as Bag-
of-Words, Word2vec and TF-IDF.

Prediction Model: the specified machine learning algorithm is used to analyse
the data.

4.2 RQ2: Domains and Item Types

With respect to the question: What are the most investigated domains and item
types? we found that the majority of papers on data-driven difficulty prediction
are domain specific (Figure 4). Language learning is the most frequently investi-
gated domain [3, 14, 21, 33], followed by Computer Science [17, 35] and Medicine
[18, 26, 38]. This contrasted with other domains, such as Mathematics and So-
cial Studies, which appeared in a minority of cases[20, 23]. The popularity of
the language learning and medical domains could be explained by the existence
of several standardised test-organisations that offer international and national
language proficiency tests (e.g. TOELF or IELTS), and medical licensing exam-
inations which require a massive number of frequently updated items. Difficulty
calibration is considered a fundamental process in these types of tests as it en-
sures fairness and comparability of high-stakes exams, which are used to inform
important decisions regarding certification and employment.

Domain-independent (i.e. generic) studies accounted for almost 27% of the
publications that we examined. The main rationale for investigating domain-
independent studies is the possibility of producing difficulty prediction frame-
works that are generalisable, and that could be applied to other domains.

The types of item formats investigated included Multiple Choice Questions
(MCQs), true/false questions, gap-filling, and factual items in addition to other
types (Figure 5). MCQs represented the majority of item types studied; due to
the ability to explore different sources of difficulty by analysing the relationship
between item components such as item stem, distractor and correct responses.
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Fig. 5. Most investigated item types

4.3 RQ3: Difficulty Features

The third question we investigated poses the question What are the influen-
tial features that were found to affect difficulty? Educational items are natural
language phrases constructed by experts to assess a certain skill. When inves-
tigating the sources of difficulty in textual items, textual complexity plays an
important role. The underlying theory is that more textually complex items
require more advanced language proficiency skills in order to read, comprehend
and correctly answer items. Therefore, linguistic features are considered the most
obvious sources of difficulty when studying textual items. Recent studies on item
difficulty prediction use NLP and text mining techniques to automatically ex-
tract syntactic and semantic features of items [4, 6, 7, 31, 40].

Linguistic features provide information regarding two levels of language: syn-
tactic and semantic. The relationship between difficulty and linguistic variables
have previously been extensively studied and focus mainly on syntactic features
[9, 19, 35, 37]. More recently, researchers have started examining semantic-related
factors by exploring semantic relevance and semantic similarity between item
components (stem, distractor and correct answers) [20, 28, 38, 46].

Before discussing linguistic features in depth, it is worth mentioning a type of
feature that was observed in four other studies [18, 22, 33, 37]. Psycholinguistic
variables were examined to explore the affect of cognitive aspects of language
on item difficulty. Such features are concerned with how words or sentences are
constructed, processed and interpreted by the brain. For example, the Age of
Acquistion (AOA) variable (which refers to the age at which a certain word is
learned) was examined in two studies to evaluate its affect on difficulty. Other
psycholinguistic features included word concreteness and word imageability.

Syntax-based Features: Structure-level features refer to linguistic compo-
nents that govern the textual structure of an item. This level of language typ-
ically incorporates syntactic, lexical and grammatical components. The main
motivation behind analysing this type of feature is to determine the underlying
characteristics which indicate the level of textual complexity and readability.
Moreover, this source of difficulty is estimated by considering word- or sentence-
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level measures, achieved by counting words, sentences and syllables and exam-
ining the relationship between these textual components. Table 1 summarises
the most common syntactic features. For example, [29] noted that the lexical
frequency of the words was the best predictor of difficulty. Another study found
that the part-of-speech (POS) count could accurately predict item difficulty [40].
Word count is the most common feature investigated; in many studies, it is re-
ferred to as word frequency or word familiarity, as both terms include counting
the number of words to examine the frequency of the word or its familiarity.
Word count can target special words types such as verbs, nouns, negation and
named entities. Furthermore, some studies further examined the frequency of
complex types of words which require advanced cognitive skills; for example,
academic, complex and uncommon words. This is also the case for sentence-level
analysis which utilises measures to count the number of sentences or special
types of sentences (e.g. type of clause) to assess the complexity level of an item.

Table 1. Common Syntax-based Difficulty Features

Syntactic Difficulty Feature Studies

Word count [2] [3] [5] [6] [9] [10] [12] [18] [33] [37] [40]
Frequency of complex words [10] [18] [29] [37]
Word length [3] [4] [5] [10] [12] [18] [19] [29] [33]
POS count [3] [19] [40]
Grammatical forms [2] [3] [18] [33] [37]
Negation count [10] [18]
Verb variation [3] [10]
Sentence length [3] [4] [18] [19] [21] [33] [38] [43]
Sentence count [5] [10] [18] [33] [37]
Type of clause [10] [18] [33]

Another proxy of textual complexity is the word/sentence length [16, 19]. It is
believed that long words/sentences are more difficult to understand than shorter
ones. Therefore, utilising measures to count the number of characters in a word
or words in a sentence is very common in the literature. Separating content words
from function words is the main purpose for using part of speech (POS) tagging
measures. This distinction is necessary to identify content words which represent
lexical meaning and function words that represent syntactic relations. Further
analysis would incorporate POS counting to count the number of appearances
of each POS tag (e.g. verbs, nouns and pronouns) in order to explore features
like verb variation which increases text complexity.

Semantic-based Features. The second type of features focus on the relation-
ship between difficulty and semantic properties of an item or its components (see
Table 2). Features that address this level of language were absent in many earlier
studies. However, more recently there has been a recognition of the importance
of deeper levels of analysis for examining sources of difficulty at the semantic
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level. Semantic similarity is the most investigated feature; both for considering
the similarity between words or between item components. The latter includes
the semantic relationship between item stem and distractors, distractors and
correct responses, or between distractors. The intuition behind using such fea-
tures is that highly semantically-related components increase the cognitive load
on examinees when choosing the correct answer, resulting in an increase in dif-
ficulty level. For example, in gap filling items the semantic relatedness between
the gap and its context is a significant factor which affects difficulty [4].

Table 2. Common Semantic-based Difficulty Features

Semantic Difficulty Feature Studies

Semantic similarity between words [28]
Semantic similarity between options [1] [20] [27]
Semantic similarity between item stem and options [20] [38] [43]
Semantic similarity between context (i.e. learning material [3] [38] [49]
or passage) and item elements (stem, options and answer)

It is worth mentioning that recent publications have utilised ontology-based
measures to measure semantic similarity between items’ components [26, 27, 44–
46]. Ontologies have been increasingly utilised because they provide means to
describe semantic relations of domain knowledge in a formal, structured and
machine-processable format. Therefore, several ontology-based metrics have been
developed in the literature by considering the relationship between concepts,
predicates and individuals in the ontology. For example, word popularity on a
semantic level can be determined by counting the number of object properties
which are linked to an individual from other individuals [46].

5 Conclusion

In this paper, we have provided a systematic literature review on data-driven
item difficulty prediction, and presented a classification which distinguishes be-
tween cognitive and systematic approaches to item difficulty prediction. The re-
view establishes the data-driven approaches as a recent trend, that has emerged
to overcome limitation of previous methods. The majority of the reviewed pa-
pers were domain- and item-specific. Furthermore research also suggests that
linguistic features play a major role in determining items’ difficulty level.

The reviewed papers failed to identify specific data-driven approaches that
are able to provide generic frameworks that can be applicable across multiple
domains and item types. This would have served as a first step towards providing
automatic, reliable and objective evaluation methods to automatically validate
items with regard to difficulty. This is the objective of our future research.
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