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Abstract

The Standard Model (SM) of particle physics provides an incredibly accurate description
of a wide range of physics phenomena. However the scientific community is well aware that
the SM is not the ultimate, complete theory we are hoping for. A key role in the quest for
new physics is covered by searches for new phenomena, such as the one described in this
thesis. This search has been performed using events selected in 139 fb−1 of

√
s = 13 TeV

of proton-proton collision data provided by the Large Hadron Collider (LHC) and collected
by the ATLAS experiment. The search aims to identify new physics particles, referred to as
dark-photons, that are neutral, have a long lifetime and travel macroscopic distances inside
the detector. In particular, the analysis targets the production of dark-photons arising
in the decay of a Higgs boson, produced via gluon-gluon fusion or in association with a
W boson, and exploits simplified models where the existence of a hidden sector, weakly
coupled to the SM, is assumed. The search aims to identify light neutral particles that decay
outside the innermost region of the detector, involving the production of collimated bundles
of SM fermions in the final state. This experimental signature, referred to as Dark Photon
Jets (DPJs), requires the use of dedicated triggers, custom object reconstruction algorithms,
and sophisticated background rejection techniques involving deep-learning-based classifiers.
The observed event yields are consistent with the expected background and are used to set
constraints on benchmark models predicting the existence of long-lived particles. A Higgs
boson branching fraction above 1% is excluded at 95% confidence level for a Higgs boson
decaying into two dark-photons, for dark-photon mean proper decay lengths between 10
mm and 250 mm, and dark-photons with masses between 0.4 GeV and 2 GeV.

Finally, this thesis describes also a study that has been carried out in the context of
the upgrade of the tracking system of the ATLAS experiment. This study involves the
validation of a new framework for the reconstruction of testbeam data.
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Introduction

Humanity has been, in all of its history, in a constant journey towards the exploration and
understanding of the Universe. For what concerns the knowledge of elementary particles
and their interaction, huge progresses have been made during the last century. The union of
quantum mechanics and special relativity led to the introduction of quantum field theory,
which provides the mathematical structure for the Standard Model (SM). The SM is the
theoretical model that summarises all known elementary particles and their interactions,
with the exception of gravitation. Elementary and composite particles were discovered by
the handful, sometimes following from theoretical prediction and sometimes being observed
before the theory was in place. The weak and strong forces were proposed along with the
Higgs field. The most recent important confirmation of the validity of the SM has been the
discovery of the Higgs boson in 2012, by the ATLAS and CMS experiments at the Large
Hadron Collider.

However, it is well known that the SM cannot be the complete theory that we are
looking for. In fact, new physics Beyond the SM (BSM) is well motivated by the presence
of several observed experimental phenomena, which the SM is unable to describe, and is
also needed to solve problems related to the SM theory itself. Countless new theories
have been proposed, and a huge effort has been made by experimentalists over the last
few decades. Unfortunately, no compelling evidence has been found yet to support any
particular proposed theory.

The work described in this thesis adds to the efforts in the search for new physics in
the context of high energy collider experiments, and it is focused on the exploration of the
uncovered regions in the lifetime frontier at LHC. The overwhelming majority of searches
for new physics BSM at the LHC focus on promptly-decaying particles, even though the
SM consists of particles with a variety of masses and lifetimes. Many theories for new
physics often predicts the same behaviour, having the long lifetime of a particle being
originated from a small coupling constant or limited available phase space. Particles with
a non-negligible lifetime are referred to as Long-Lived Particles (LLPs). Due to the limited
amount of searches for LLPs at the LHC that have been carried out, there is still a wide
region of the phase space left uncovered, and accessible at LHC energies. However, the
reason for the presence of those gaps in the coverage of LLPs searches is that those particles
often travel long distances in the detector and produce a wide variety of unconventional
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signatures in the detector.

Among the many BSM theories available, one option is to search for LLPs using sim-
plified benchmark models. In those models, a bottom-up approach is used meaning that
rather than a complete new physics model only a minimal, or quasi-minimal, extension of
the SM is introduced. Therefore, simplified benchmark models can be derived as limits of
more complete theoretical frameworks. They often predicts the existence of a dark sector,
weakly coupled to the SM, where unstable dark states may be produced, resulting in the
presence of LLPs.

In this thesis, the option that is explored involves that the SM and dark sectors commu-
nicate through the so-called Higgs portal for the production of the beyond the SM particles
and through a vector portal for the decay of the produced particles. In particular, a dark-
photon is assumed to be produced via Higgs decay, or via the decay of a heavy scalar
Higgs-like boson, and to mix kinetically with the SM photon, subsequently decaying into
leptons and light quarks [1]. The kinetic mixing parameter ε determines the lifetime of
the dark-photon, and it is theoretically allowed to vary over a wide range of values. The
analysis described in this thesis focuses on small values of the kinetic mixing parameter,
corresponding to dark-photon decays happening at a macroscopic distance from their pro-
duction point, and with dark-photon mass in the O(MeV-GeV) range. Due to their small
mass compared to the energy scale of the hard-scattering process, the dark-photons are ex-
pected to be produced with large Lorentz boosts, resulting in collimated bundles of fermions
grouped in a jet-like structure, referred to as Dark-Photon Jets (DPJs).

The search presented here [2] makes use of the dataset collected at the Large Hadron
Collider by the ATLAS detector between 2015 and 2018 in proton-proton (pp) collisions
at a centre-of-mass energy of

√
s = 13 TeV, corresponding to an integrated luminosity of

139 fb−1. Previous searches for displaced DPJs were performed by ATLAS [3], as well as
searches for prompt DPJs [4], which cover complementary regions of the kinetic mixing-
dark-photon mass parameters space.

As a result of the work presented in this thesis, the sensitivity to displaced DPJs is
significantly improved, not only due to the higher integrated luminosity of the dataset, but
also thanks to the newly developed analysis methods. These include an updated signal
region selection and the use of dedicated deep-learning-based taggers, that play a crucial
role in the background rejection. In addition, the analysis sensitivity also benefits from
the exploitation of a new set of event selection criteria, targeting events where the dark-
photons arise from the decay of a Higgs boson, or a heavy scalar Higgs-like boson, produced
in association with a W boson.

The thesis is organised as follows. Chapter 1 gives an overview of the Standard Model,
its current limitations, and also describes the possible SM extensions involving LLPs and
the models used as benchmarks. Chapter 2 summarises the main characteristics of the
LHC and of the ATLAS detector. Chapter 3 describes the datasets used in the analysis
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detailed in this thesis, along with the triggers used and the description of the Monte-Carlo
simulated samples. Chapter 4 is devoted to the description of the object reconstruction
and identification in ATLAS. In Chapter 5, the methods and tools used to perform the
displaced dark-photon jet analysis are described, while in Chapter 6 the analysis results
and their interpretation are discussed. Finally, in Appendix A, an overview is given about
the technical work that has been carried out in the context of testbeam data reconstruction
for the ATLAS Inner Tracker upgrade.
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Chapter 1

The Standard Model and Beyond

This chapter presents an overview of the Standard Model (SM) of elementary particles,
which currently represents our best tool to describe nature from the microscopic point of
view. Nonetheless, the SM provides a unified description of only three out of the four known
fundamental forces: the electromagnetic, strong and weak interactions, therefore excluding
the gravitational interaction. This represents only one of the shortcomings of the SM, some
of which are briefly discussed later in this chapter. An overview of the possible extensions
of the SM involving dark sectors are also presented. Feebly interacting and therefore Long-
Lived Particles (LLPs) arising from the dark sectors are discussed, as they represent the
main objective of this thesis.

1.1 The Standard Model

The SM of particle physics is the theoretical framework that describes the fundamental con-
stituents of matter and their interactions under three of the four known fundamental forces:
electromagnetic, weak and strong. These interactions are described using the mathematical
framework of Quantum Field Theory [5] (QFT), which is currently not able to describe the
gravitational interaction1. However, the effects of gravity at the collider energy scale can
be considered negligible. The SM was first introduced in the late 1960s and fifty years of
precision measurements at collider experiments have proven its remarkable capability not
only in describing experimental observations, but also in providing predictions for a wide
array of physics phenomena with a high level of accuracy. Nevertheless, there are several
experimental indications left unexplained by the theory, indicating hints of new physics
Beyond the SM (BSM).

1Including gravity in the Standard Model theoretical framework has proven to be very challenging and
it is currently an area of active research.
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CHAPTER 1. THE STANDARD MODEL AND BEYOND

1.1.1 Overview

The Standard Model is a renormalisable QFT2 that unifies quantum mechanics and spe-
cial relativity. In this formulation, the wave function of a single particle is described by
a local field (ψ) depending on the four-dimensional space-time coordinates (x). The La-
grangian formalism introduced in classical mechanics can be extended to quantum field
theory. Therefore, the dynamic of a quantum field system can be written in terms of a
Lagrangian density3 L, function of the field ψ and its derivatives ∂µψ, that needs to satisfy
the principle of least action:

δS = δ

∫
d4xL(ψ, ∂µψ) = 0. (1.1.1)

This corresponds to the requirement of the action S to be stationary.
The expression of this Lagrangian in the SM must take into account the symmetries

observed in nature. Noether’s theorem [7] ensures that any continuous symmetry of the
Lagrangian yields a conserved current and charge. Therefore, the corresponding Lagrangian
must be invariant under Lorentz transformations, and is also required to be invariant under
a continuous group of local transformations called gauge symmetries: SU(3)C ⊗ SU(2)L ⊗
U(1)Y . Each of these gauge symmetries have a relation with fundamental forces whose
interaction is described by the SM:

• SU(3)C is related to the strong nuclear force sector in which the relative conserved
charge is the colour (C), and that is described by the theory of Quantum Chromo-
Dynamics (QCD);

• SU(2)L ⊗ U(1)Y represents the symmetry group of the unified electromagnetic and
weak interactions, referred to as electroweak sector, with the weak isospin (L stands
for left-handed) and the hypercharge (Y) as conserved charges.

In QFT, the constituents of matter are represented by particles obeying to the Fermi-
Dirac statistics, called fermions, which are represented by spinors ψ with half-integer spin,
whose free dynamic is described by the Dirac Lagrangian:

L = ψ̄(iγµ∂µ −m)ψ, (1.1.2)

with γµ being the Dirac matrices and m the mass of the fermion. Fermions interact with
each other through the exchange of force-carriers, represented by integer spin particles
which follow the Bose-Einstein statistics, called bosons. These naturally arise in the theory
from the requirement of local gauge invariance. Finally, in the SM only one spin zero

2A renormalisable QFT is a theory in which every divergence in the calculation can be regularised and
cancelled, yielding finite expressions for measurable quantities [6].

3In the following, as common practice in quantum field theories, the terms Lagrangian and Lagrangian
density will be treated as equivalent.
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CHAPTER 1. THE STANDARD MODEL AND BEYOND

fundamental particle is present, the Higgs boson, and the mechanism related to the presence
of this particle in the SM is crucial to provide a mass to other particles.

More details on the mathematical formulation of the fundamental interactions and the
SM particles are given in the following sections.

1.1.2 Fundamental particles

In the Standard Model, fermions are grouped in leptons and quarks, which are divided
into three so-called generations. Each generation contains an up- and a down-type quark,
a charged lepton, and a neutral lepton called neutrino. The three generations can be
distinguished by the mass of the constituent particles, which differs by many orders of
magnitude. For each fermion generation, a corresponding anti-fermion exists, having the
exact same properties, but opposite charges.

Leptons

Leptons are grouped in three different families, one for each lepton flavour: electron (e),
muon (µ) and tau (τ). As mentioned above, each family is composed by a negatively charged
lepton and a neutral lepton called neutrino. As a consequence, charged leptons interact
under the electromagnetic and weak forces, whereas the neutrinos only interact under the
weak force. As for all fermions, leptons are present also as anti-particles, which share the
same properties but have opposite electric and weak charges. Neutrinos are massless in the
SM, but experimental evidence of neutrino flavour oscillations [8] implies that neutrinos are
in fact massive. The mechanism by which neutrinos have mass is not part of the original
SM formulation and represents an indication that the SM is not a complete theory.

Quarks

Quarks are colour-charged particles, divided into up- and down-type depending on the
carried electric charge, Q = 2

3e for up-type quarks and Q = −1
3e for down-type quarks,

where e represents the electric charge of leptons. The name up (u) and down (d) refers to
the first generation quarks. The second generation contains the charm (c) and the strange
(s) quarks, while the third contains the top (t) and the bottom (b) quarks. Each quark has
its own flavour and, as for all fermions, for each quark type an equivalent anti-quark exists,
with the same properties but opposite charges. Among all fermions, the quarks are the only
elementary particles subject to all three fundamental forces. They exists in nature only as
colour-free composite particles, usually composed of a quark-anti-quark pair (mesons) or of
three quarks (barions).

9
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Bosons

The electromagnetic, weak and strong forces are all mediated by spin-1 bosons. The elec-
tromagnetic interaction between electrically charged particles is mediated by the exchange
of a photon, which is massless and neutral. The massive W± and Z0 bosons are the me-
diators of the weak interaction. The W+ and W− bosons carry +1 and -1 electric charge,
respectively, and interact only with left-handed fermions and right-handed anti-fermions.
The Z0 boson is neutral and interacts with all fermion and anti-fermions. The electroweak
bosons gain mass through spontaneous symmetry breaking, making the weak interaction
a short-range force. The strong interaction is mediated by eight massless bosons called
gluons, each carrying colour charge, and therefore subject themselves to the strong force.
The last piece of the SM is filled by the massive and neutral Higgs boson, whose associated
field gives mass to all elementary particles of the theory except for neutrinos, which, as
mentioned above, are predicted to be massless in the SM.

A scheme illustrating the SM particles and their classification is presented in Figure 1.1
where the various contours highlight which fermions are subject to each of the three funda-
mental forces described by the SM. The fourth fundamental force, gravity, is shown being
outside the SM.

Figure 1.1: Classifications of the SM particles. Fermions are divided into quarks and leptons
which are, in turn, split into three generations depending on their mass. Each generation
of quarks contains an up-type and a down-type quark, and each lepton family contains a
charged and a neutral lepton called neutrino. The three fundamental forces are carried by
spin-1 bosons, while the interaction of the elementary particles with the Higgs boson gives
them a mass. The contours in the figure show which fermions are subject to which force.
Figure from [9].
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1.1.3 Quantum Electro-Dynamics

Quantum Electro-Dynamics [10] (QED) is the theory describing the interaction between
charged fermions and the electromagnetic field in terms of relativistic QFT. The correspond-
ing Lagrangian can be initially written as the sum of the Dirac Lagrangian, describing the
free propagation of a fermion, and the covariant representation of the electromagnetic field
described by Maxwell equations:

L = ψ̄(iγµ∂µ −m)ψ +
1

4
FµνFµν , (1.1.3)

where Fµν = ∂µAν − ∂νAµ is the electromagnetic tensor, with Aµ,ν representing the elec-
tromagnetic field. This Lagrangian is invariant under global transformations of the U(1)
symmetry group, but in order to be invariant under local gauge transformations described
by the continuous function α(x):

ψ → eiα(x)ψ, (1.1.4)

the partial derivative ∂µψ must be replaced by its covariant formulation:

Dµψ = (∂µ + ieAµ)ψ. (1.1.5)

In this way the Lagrangian from 1.1.3 can be re-written as:

L = ψ̄(iγµDµ −m)ψ − 1

4
FµνFµν = ψ̄(i/∂ −m)ψ − 1

4
FµνFµν − eψ̄ /Aψ = LQED, (1.1.6)

with /∂ = γµ∂µ and /A = γµAµ. In this Lagrangian, the term −eψ̄ /Aψ represents the inter-
action between fermions and the massless Aµ field, which represents the photon. Moreover,
the electric charge conservation follows from the Noether theorem for this Lagrangian and
symmetry group.

1.1.4 Quantum Chromo-Dynamics

Quantum Chromo-Dynamics (QCD) is the theory describing the strong interaction. It
is based on the non-abelian4 SU(3)C symmetry group, with colour (red, blue and green)
as corresponding conserved charge. The strong force is mediated by eight massless and
colour-charged bosons, the gluons, which as a result of this also interact with themselves.

The QCD Lagrangian can be derived with the same procedure used for the QED case. In
this case, the Lagrangian needs to be invariant under gauge transformations of the SU(3)C

4A non-abelian gauge symmetry group is a set of gauge transformations which do not obey the commu-
tative law.
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group, represented as:

qi(x) → ei⃗a(x)·T⃗ qi(x), (1.1.7)

where qi(x) is the three-component Dirac spinor representing a quark with colour i, α⃗(x)
is a vector of eight parameters as a function of the Lorentz coordinates x, and T⃗ are the
eight 3× 3 Gell-Mann matrices5. The covariant derivative for SU(3) can be defined as:

Dµ = ∂µ + iαsAµaT
a, (1.1.8)

with αs being the QCD coupling constant and Aa
µ representing the gluon fields. Therefore,

the QCD tensor field Ga
µν assumes the following form:

Ga
µν = ∂µA

a
ν − ∂νA

a
µ + αsf

abcAb
µA

c
ν , (1.1.9)

where fabc represents the so-called structure constants of the group, obtained from the
non-commutative QCD generators, [Ta, Tb] = ifabcT

c. In the tensor definition, the non-
abelian term αsf

abcAb
µA

c
ν illustrates the self-interactions of gluons. At this point, the QCD

Lagrangian can be written as follows:

LQCD =
∑

flavours

q̄i(iγµD
µ −m)ijqj −

1

4
Ga

µνG
µν
a , (1.1.10)

with i and j being the colour indices of the quarks running from 1 to 8, and a the colour
index of the gluons running from 1 to 8. A distinctive feature of QCD is the so-called colour
confinement, which manifests as a consequence of the fact that the running coupling αs

becomes larger at higher distances. This means that free quarks cannot be observed as it is
impossible to separate them from a combined state. On the contrary, at small distances the
coupling gets weak and quarks can be assumed to behave as free particles. The colourless
states in which quarks are confined are called hadrons. In addition, extracting a quark
from its bound state is energetically disfavoured such that new quark-antiquark pairs come
from the vacuum to form new hadrons with the original quarks. This process is referred to
as hadronisation. Hadrons are called mesons if they contain a quark and an anti-quark, or
baryons if they contain three quarks.

1.1.5 Electroweak sector

The electroweak theory has been proposed in the late 1960’s by Glashow [11], Weinberg [12]
and Salam [13], and describes the unification of the electromagnetic and weak interactions
under the SU(2)L ⊗ U(1)Y gauge symmetry group.

5The Gell-Mann matrices are eight independent traceless 3 × 3 matrices introduced by Gell-Mann to
generalise the SU(2) Pauli matrices in the context of a SU(3) theory.
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The weak interactions are, in analogy with QED, mediated by vector gauge bosons, and
two types of weak interactions are experimentally observed: the charged current and the
neutral current interactions. The first are mediated by the massive charged bosons W±,
and involve only particles with left-handed chirality6, while the second type of interactions
involving neutral current are mediated by the neutral boson Z0, which couples also ti
particles with right-handed chirality. The Dirac spinors can be projected onto their left-
handed and right-handed chirality components using the γ5 Dirac matrix:

ψL =
1

2
(1− γ5)ψ, (1.1.11)

ψR =
1

2
(1 + γ5)ψ, (1.1.12)

which leads to a formulation where left-handed particles are grouped in isospin doublets:νe
e


L

u
d


L

,

νµ
µ


L

c
s


L

,

ντ
τ


L

t
b


L

, (1.1.13)

while right-handed particles form singlets:

eR, µR, τR, uR, dR, cS , sR, tR, bR. (1.1.14)

A right-handed neutrino is not introduced since there is still no observation of this particle.
The Lagrangian of the electroweak interactions needs to be invariant under the gauge
symmetry group SU(2)L⊗U(1)Y and, therefore, the spinors ψL and ψR need to transform
according to a non-abelian SU(2) rotation and a local change of phase of U(1):

ψL = eiα⃗(x)σ⃗/2eiβ(x)Y ψL, (1.1.15)

ψR = eiβ(x)Y ψR, (1.1.16)

where α⃗(x) is a vector of three parameters as a function of the Lorentz coordinates x, σ⃗
are the Pauli matrices generating SU(2), β(x) is a real parameter and Y is the generator
of the U(1) group.

From the Noether theorem, the invariance of the Lagrangian under these transforma-
tions leads to the conservation of two quantities: the isospin T and the hypercharge Y .
The latter is related to the electric charge and to the third component of the weak isospin
following the Gell-Mann-Nishijima relation:

Y = 2(Q− T3). (1.1.17)

6The concept of chirality defines whether a particle transforms under a left-handed or right-handed
representation of the Poincaré group.
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Moreover, in order to ensure the invariance of the electroweak Lagrangian under the fields
transformations described in Eq 1.1.15 and 1.1.16, the covariant derivative is defined,
taking the following form:

Dµ = ∂µ + igW a
µTa + ig′Bµ

Y

2
, (1.1.18)

where T a represents the three components of the weak isospin, obtained from the Pauli
matrices as T a = σa

2 (a = 1, 2, 3), and Y the group generator of weak hypercharge. Fur-
thermore, the condition of gauge invariance of the Lagrangian introduces also four gauge
bosons, three related to the SU(2)L group: W a

µ (a = 1, 2, 3), and one for U(1)Y : Bµ, where
the coupling constants between the fermions and these new bosons are indicated as g and
g′ respectively. As a result, the electroweak Lagrangian can be expressed as follows:

L = iψ̄Lγ
µDµψL + iψ̄Rγ

µDµψR − 1

4
W a

µνW
µν
a − 1

4
BµνB

µν , (1.1.19)

having introduced the tensor fields describing the three SU(2)L vector fields as:

W a
µν = ∂µW

a
ν − ∂νW

a
µ − gεabcW

b
µW

c
ν , (1.1.20)

with εabc being the structure constant, and the tensor describing the single vector field of
U(1)Y as:

Bµν = ∂µBν − ∂νBµ. (1.1.21)

Performing a linear combination of the aforementioned tensor fields, the physical fields,
corresponding to the vector bosons experimentally observed in nature, can be obtained:

Aµ = sin θWW
3
µ + cos θWBµ, (1.1.22)

Zµ = cos θWW
3
µ − sin θWBµ, (1.1.23)

W±
µ =

W 1
µ ∓ iW 2

µ√
2

, (1.1.24)

where Aµ is the physical field describing the photon (γ), and Zµ and W±
µ describe respec-

tively the observed Z0 and W± vector bosons. The angle θW in Eq 1.1.24 represents the
mixing angle of the weak interactions, referred to as weak mixing angle or Weinberg angle,
and it can be written in terms of the coupling constants g and g′:

sin θW =
g′√

g2 + g′2
, (1.1.25)

cos θW =
g√

g2 + g′2
. (1.1.26)
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The mixing needed to obtain the observed SU(2)L vector bosons ensures that the W±

only interact with the left-handed component of the fermionic fields, while the Z0 boson
couples to both left and right-handed particles, although with different couplings.

Finally, it can be noted that, in order to formulate a renormalisable electroweak theory
without breaking the symmetry, the corresponding Lagrangian must not contain any mass
terms, as shown in Eq 1.1.19. As a consequence both gauge bosons and fermions in the
electroweak theory are massless, which appears to be in contrast with experimental results.
This issue can be solved by generating the masses without breaking the renormalisability
through the mechanism of spontaneous electroweak symmetry breaking. This mechanism
is also known as Brout-Englert-Higgs mechanism, from the physicists who first theorised
it, and it is briefly described in the following section.

1.1.6 The Higgs mechanism

The Brout-Englert-Higgs mechanism [14,15] solves the problem of a mass term violating the
gauge invariance breaking the SU(3)C ⊗ SU(2)L ⊗U(1)Y symmetry into SU(3)C ⊗U(1)Y

and giving mass to the weak bosons of SU(2)L, while photon and gluons remain massless.
For what concerns fermion masses, they are instead generated by the Yukawa interaction
terms with the Higgs field, as later explained in this Section.

The Brout-Englert-Higgs mechanism first introduces an isospin doublet of complex
scalar fields:

ϕ =

ϕ+
ϕ0

 =
1√
2

ϕ1 + iϕ2

ϕ3 + iϕ4

 . (1.1.27)

The Lagrangian associated to this field consists of a kinetic term and a potential:

LHiggs = (Dµϕ)
†(Dµϕ)− V (ϕ), (1.1.28)

where the covariant derivative is the same one introduced earlier for the electroweak theory,
and the potential V (ϕ) assumes the following form:

V (ϕ) = −µ2(ϕ†ϕ) + λ(ϕ†ϕ)2 = −µ2|ϕ|2 + λ|ϕ|4. (1.1.29)

This potential contains a mass term with constant µ2, and a self-interaction term with
coupling constant λ, which has to be positive in order to allow the energy to be bounded
from below. Depending on the sign of µ the corresponding minimum of the potential can
be degenerate or not, and therefore the potential assumes different shapes. If µ2 > 0 the
potential has a minimum at ϕ1 = ϕ2 = ϕ3 = ϕ4 = 0 corresponding to the ground state,
i.e the vacuum. This means that the ground state has zero vacuum expectation value, and
therefore the LHiggs describes a scalar particle with mass µ2 and massless gauge bosons. On

15



CHAPTER 1. THE STANDARD MODEL AND BEYOND

the other hand, if µ2 < 0 the minimum is degenerate on the hyper-surface defined by the
condition: ϕ†ϕ =

√
−µ
λ . Therefore, the ground state has a non-zero vacuum expectation

value and the potential shows the characteristic "Mexican hat" shape (see Figure 1.2). The
symmetry breaking is then obtained choosing the ground state to be ϕ1 = ϕ2 = ϕ4 = 0 and

ϕ3 =
√

−µ2

λ = ν, such that:

ϕ(x) =
1√
2

0

ν

 . (1.1.30)

This ground state can be then expanded by applying a perturbation theory parametrised
by four scalar fields θ1, θ2, θ3, and h(x), as follows:

ϕ(x) =
1√
2

 θ1 + iθ2

ν + h(x)− iθ3

 . (1.1.31)

The three scalar fields θ1, θ2, θ3 are massless Goldstone bosons, which do not correspond
to any particle observed in nature and can be removed with an opportune SU(2) gauge
transformation. As a result, ϕ(x) can be expressed by the remaining single massive real
scalar field, the Higgs scalar field h(x), as:

ϕ(x) =
1√
2

 0

ν + h(x)

 . (1.1.32)

The kinetic term of the Lagrangian defined in Equation 1.1.28 can now be evaluated in
terms of ϕ(x) as follows:

(Dµϕ)
†(Dµϕ) = (∂µϕ)

†(∂µϕ) + ϕ†(gWµ × T ) +
g′

2
(Bµ × Y )2ϕ = (1.1.33)

= (∂µϕ)
†(∂µϕ) +

(
g(ν + h)

2

)2

W+
µ W

µ− +
1

2

(√
g2 + g′2

(ν + h)

2

)2

ZµZ
µ, (1.1.34)

where the observable SU(2) gauge boson W±, Z0 defined in Equation 1.1.24 appear now
with their mass terms:

mW =
ν

2
g, mZ =

ν

2

√
g2 + g′2, (1.1.35)

which are related to the coupling constants g, g′ and the vacuum expectation value ν = 246

GeV. The two mass terms are also related by the following expression:

m2
W

m2
Z cos2 θW

= 1. (1.1.36)
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The vector gauge bosons have gained a mass, while leaving the photon massless, and
a new massive scalar boson h arises. New parameters have been introduced, such as the
vacuum expectation value of the Higgs field ν, which is related to the fermi constant GF , λ
and the Higgs boson mass mH , the last two being free parameters of the theory, implying
that they can only be determined experimentally.

Figure 1.2: Illustration showing the Higgs potential (V (ϕ)) in the case that µ2 < 0 and the
minimum is at |ϕ2| = −µ2

2λ . The potential presents the distinctive "Mexican hat" shape.
Choosing any of the points that sits at the bottom of the potential results in a spontaneous
breaking of the rotational U(1) symmetry.

Mass terms in the fermion sector

The fermions acquire mass by interacting with the Higgs boson field. In order to preserve
the gauge invariance of the electroweak Lagrangian, the interaction with the Higgs field,
and therefore the fermions mass terms, are introduced in terms of an invariant Yukawa
Lagrangian of the following form:

LY ukawa = −yf l̄LϕlR + h.c, (1.1.37)

where yf represents the strength of the Higgs boson coupling to fermions, known as Yukawa
couplings, lL represents the left-handed doublet for leptons or quarks, lR is the correspon-
dent right-handed singlet and ϕ is the Higgs boson field. Expanding the Higgs field around
the ground state from Equation 1.1.32, the former Lagrangian can be re-written as:

LY ukawa = −yf
ν√
2
l̄LlR − yf

h(x)√
2
l̄LlR + h.c. (1.1.38)
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It can be noticed that the Higgs boson coupling to fermions results to be proportional to
the fermions mass:

mf = −yf
ν√
2
. (1.1.39)

Fermion masses are a free parameter of the theory, thus not predicted by the SM, and
they are experimentally determined.

1.1.7 The Higgs boson at the LHC

The Higgs boson can be produced at the LHC via several mechanisms involving quark or
gluon initiated collisions. The four main processes are, ordered by decreasing cross-section
values: gluon-gluon fusion (ggF ), vector boson fusion (V BF ), associated production with
a vector boson (V H) and associated production with top quarks (tt̄H). The corresponding
Feynman diagrams are shown in Figure 1.3.

The ggF process is the production mechanism with the highest cross-section, σ ≈ 48.61

pb, for a Higgs boson with mass mH = 125 GeV at
√
s = 13 TeV [16], and accounting

for ≈ 88% of the total Higgs production cross-section at the LHC. Although the ggF

mechanism is the dominant production process, it can be experimentally challenging to be
studied as the Higgs boson represents the only particle produced in the process. The VBF
production has the second largest cross-section, σ ≈ 3.77 pb [16], and is characterised by
a clear experimental signature represented by the presence of two energetic jets. In the
VH production process, the Higgs boson is produced in association with a W or Z vector-
boson. Although its cross-section is fairly small, σ ≈ 2.24 pb [16], it offers a very clear
experimental signature when considering the leptonic decay of the vector boson V . Lastly,
tt̄H has a cross-section of σ ≈ 0.51 pb [16]. The importance of this production mode is
represented by the fact that it allows to probe directly the top-Higgs Yukawa coupling.

In the analysis presented in Chapters 5 and 6, the Higgs boson production mechanism
considered are the ggF and WH ones. In addition, there is an ongoing ATLAS effort to
exploit also the V BF production that is planned to be further combined to the results
obtained by the analysis described in this thesis.

1.2 SM limitations and BSM physics

The SM has been tested with great precision and it has proven to be extremely successful
in correctly describing and predicting a large number of physics processes. Among its
successes, is worth mentioning the discovery of the Higgs boson by the ATLAS [17] and
CMS [18] collaborations at the Large Hadron Collider [19], announced in 2012, which
represented a crucial step in the history of particle physics.

Despite its success, the SM fails in giving an explanation for many open questions and
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Figure 1.3: Feynman diagrams of the four main production modes for the Higgs boson at
the LHC: (a) gluon-gluon fusion, (b) vector-boson fusion, (c) associated production with a
vector boson and (d) associated production with a top quark.

experimental observations. Some of these are briefly discussed in the following.
One of the main shortcomings is the so-called hierarchy problem, which arises from the

large discrepancy between the weak and gravitational energy scale [20]. The relatively small
Higgs boson measured mass leads to a substantial level of fine tuning in the model, since it
requires large cancellations between different terms appearing in the radiative corrections
to the Higgs mass. Substantial fine tuning would require new physics at the TeV scale, or
the presence of an underlying extended theory.

Another issue comes from the fact that neutrinos are supposed to be massless in the
SM, but experimental observations of neutrino oscillations implies that they do have mass.
Moreover, upper limits on neutrino masses implies that they are much smaller than the
ones of the other particles of the SM. Both can be explained only by BSM physics.

Another shortcoming of the SM is related to the observation that there is significantly
more matter than anti-matter in our Universe. If this asymmetry has manifested during
the early phases of the Universe, it can only be justified in the SM by a significant violation
of the Charge-Parity (CP) symmetry. CP-violation has been observed in the SM, but it is
not sufficient to justify the asymmetry, which therefore requires BSM physics explanations.

Finally, an additional observation that hints to BSM physics is due to the experimental
cosmological and astrophysical observations suggesting that ordinary matter accounts for
only ∼ 5% of the total mass-energy of the Universe. These observations suggest that the
Universe is composed for up to ∼ 25% of Dark Matter (DM) [21], which is only inferred
through gravitational interaction. DM composition and interactions with SM particles
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are still unknown and represents one of the main challenges to unveil BSM physics. The
remaining ∼ 70% of the Universe energy consists instead of the so-called Dark Energy,
which is hypothesised to lead to a repulsive gravitational-like force that tends to accelerate
the expansion of the Universe.

Many theoretical models provide a solution to one, or more, of the aforementioned
problems and are tested by experimentalists at the LHC in searches for new physics. Un-
fortunately, at the time this thesis has been written, no evidence supporting one of these
BSM physics models has been observed yet. This can be due to the fact that not enough
data has been collected yet, or that simply the BSM physics energy scale is beyond the cur-
rent reach of the LHC. However, another option on the table regards the fact that, maybe,
BSM physics is just hiding in plain sight in a phase space currently uncovered by searches
for new physics at the LHC. The analysis work described in this thesis sits in this scenario,
and in particular in exploring the uncovered regions in the lifetime frontier at the LHC.

1.2.1 Long-Lived particles: a different look into BSM physics

The vast majority of searches for new physics BSM at the LHC focus on promptly-decaying
particles. However, looking at the SM, particles have lifetimes7 spanning many orders of
magnitude, as it is shown in Figure 1.4. Similarly, BSM theories often predict new particles
with a variety of masses and lifetimes. For instance, the long lifetime of a particle can
originate by its interactions, which may have a small coupling constant or have a small
phase space accessible. Therefore, it cannot be excluded that BSM physics is rich in so-
called Long-Lived Particles (LLPs).

Scenarios involving the presence of LLPs have been less extensively explored, and there
are still many viable regions of parameter space, which are accessible at LHC energies, that
are left uncovered. However, LLPs can in principle travel macroscopic distances in the
detector and therefore be extremely challenging to detect, since they can yield a variety of
unconventional signatures. Some of the possible LLPs signatures that can be observed in
LHC experiments are shown in Figure 1.5 and include: displaced vertices, localised energy
deposits in the calorimeter without associated tracks, displaced leptons and lepton pairs,
etc.

Targeting these unconventional signatures means that many uncovered BSM scenarios
can be explored, but this also implies very often the need for the development of dedicated
triggers or object reconstruction algorithms. Moreover, this kind of signatures are also
usually very likely to be mimicked by mis-reconstructed objects and detector noise, which
limit the use of simulated Monte Carlo events for the background estimation.

For all these reasons, the search for LLPs is still nowadays an extremely challenging
topic at modern high energy physics experiments.

7In the following, the terms lifetime and mean proper lifetime will be treated as equal, and will both
indicate the proper decay time in the frame of reference of the particle.
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Figure 1.4: Mean proper lifetime, cτ in meters, as a function of the mass, M in GeV, for
different SM particles: baryons (blue), mesons (green), leptons (red), bosons (orange), and
quarks (purple). Figure from [22].

Figure 1.5: Schematic view illustrating the variety of challenging and unconventional exper-
imental signatures that can result from BSM LLPs in general purpose detectors at particle
colliders, such as the ATLAS experiment at LHC. In figure the cross-sectional plane in
azimuthal angle, ϕ, of the detector is shown. Figure from [23].

1.2.2 Dark sectors

Several BSM theoretical models predict the existence of a complex spectrum of new particles
that form a so-called dark sector. In order to observe processes involving these new particles,
there must be a portal that connects the dark sector to the SM. In this scenario, depending
on the strength of the coupling to the SM, unstable dark states may be produced, resulting
in the presence of LLPs that could decay into SM particles.

There are several ways in which a portal between a dark sector and the SM can occur.
It usually includes the presence of one or more dark sector mediator particles coupled to the
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SM. The interactions between the two sectors depends on the mediator spin and parity. This
mediator can either be a vector, a scalar, a fermion, or a pseudoscalar, and it determines
the kind of portal relevant for the interactions between SM and dark sector. There are
mainly four portals that are usually considered, depending on the nature of the mediator:
vector portal (vector mediator) [24], Higgs portal [25] (scalar mediator), neutrino portal [26]
(fermionic mediator), and axion portal [27] (pseudoscalar mediator). Those are arguably
the most important ones to consider when discussing dark sectors. In what follows, the
focus will be on the vector portal and the Higgs portal, as these are the portals of interest
for the analysis presented in this thesis.

The Vector Portal

In the vector portal we have a dark sector charged under a new U(1)D symmetry involving
the presence of a vector mediator particle, referred to as dark-photon (γd), coupled to the
SM photon via a kinetic mixing term8 of the following form:

L ⊃ 1

2
εF ′

µνF
µν , (1.2.1)

where F ′
µν is the tensor field of the dark-photon and ε the arbitrary coupling constant [1].

The dark-photon is considered to be massive in order to have a mean proper lifetime.
Moreover, in the following it is assumed that no dark state particles exist below the dark-
photon mass, and that it exclusively decays in pairs of charged SM fermion via kinetic
mixing9.

In this scenario, if the dark-photon has a mass mγd > 2me, its decay width into pair of
charged leptons can be expressed as:

Γγd→ll̄ =
1

3
αε2mγd

√
1−

4m2
l

m2
γd

(
1 +

2m2
l

m2
γd

)
, (1.2.2)

where mγd is the dark-photon mass and ml the mass of the charged lepton considered. If
the dark-photon has a mass mγd > 2mπ, then it can decay also to quarks and the respective
decay width can be written in terms of the ratio:

R =
σe+e−→hadrons

σe+e−→µ+µ−
, (1.2.3)

8A similar phenomenology can be obtained assuming that the vector portal between the dark sector and
SM is given by a kinetic mixing between the hypercharge electroweak boson B and the dark-photon [28].

9The case where the dark-photon is the lightest particles of the hidden sector represents only a subset of
the vector portal models. However, this is the scenario that is usually investigated at the LHC, as it involves
the possibility of observing dark-photon decays to SM particles. More generally, if the dark-photon is not
the lightest particle of the hidden sector, it can decay to dark matter candidates. The latter is investigated
by many other non-LHC and non-collider experiments [24].
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evaluated at
√
s = mγd , as:

Γγd→hadrons = Γγd→ll̄ ·R(
√
s = mγd). (1.2.4)

As a result of the decay widths defined above, the branching fraction of the dark-photon to
SM fermions, depending on its mass, assumes the values shown in Figure 1.6. Consequently,
the dark-photon mean proper lifetime (τγd) can be expressed, in seconds, as a function of
the coupling and mediator mass, in a good approximation, as:

τ ∝
(
10−4

ϵ

)2(100MeV

mγd

)2

[s]. (1.2.5)

Figure 1.6: Dark photon branching ratio to a pair of charged leptons or quarks. Figure
adapted from [1].

Dark sector models of the form described in this section are referred to as simplified
models. These models are not the starting point of a theory, but are simple SM extensions
focused on the experimental signature, which eventually would arise as a limit of a complete
theory.

Accessing the dark sector through the Higgs boson: the Higgs portal

In models of the form described above, involving the presence of a massive dark-photon, the
structure of the Higgs sector is modified. An additional term for a Higgs-like boson (H ′),
with a non-zero vacuum expectation value, should be added to the Lagrangian in addition
to the kinetic and interaction terms of the dark-photon. Introducing the field ϕ′ related to
this new BSM Higgs-like boson, a new potential V should be included in the Lagrangian,
assuming the following form:

V (ϕ, ϕ′) = −µ2(ϕ†ϕ) + λ(ϕ†ϕ)− µ′2(ϕ′†ϕ′) + λ′(ϕ′†ϕ′) + κ(ϕ†ϕ)(ϕ′†ϕ′), (1.2.6)
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with κ representing the coupling between the SM and BSM Higgs fields.
In an analogous way to what happens for the SM, the electroweak symmetry breaking

gives a non-zero vacuum expectation value to the field ϕ′, generating the mass terms of the
dark sector particles.

In this context, the interaction between the two fields enables decays of the SM Higgs
boson into a pair of dark-photons, or other dark sector particles charged under U(1)D, via
the so-called Higgs portal.

Considering a search for long-lived dark-photons, which represents the focus of this
thesis work, being able to access the Higgs portal represents a great opportunity, since this
allows to not use the vector portal for both production and decay of the dark-photon. In
this way, instead of having to take into account a factor ε2 in the process, the vector portal
coupling is exploited only for the dark-photon decay. Moreover, instead of considering the
coupling κ for the dark-photon production via Higgs portal, another parameter is used,
which is the branching ratio of the invisible decay of the SM Higgs boson (BH→inv). In
the SM, the only way in which the Higgs boson can decay in invisible particles is through
the H → ZZ∗ → 4ν process, which is predicted to be BH→ZZ∗→4ν = BH→inv = 10−3.
At the time this thesis was written, the constraint on this parameter [29] corresponded
to BH→inv < 11% @ 95% CL. A larger value of the BH→inv with respect to the one
predicted by the SM could represent an hint of possible Higgs boson decays involving non-
SM particles, such as long-lived dark-photons.

Considering the possibility of dark-photons produced via the Higgs portal and decaying
through a vector portal allows to explore a previously uncovered region of the parameter
space, part of which is accessible in searches for long-lived dark-photons at the LHC. The
phase space covered in this way is complementary to the one previously explored by other
dark-photon searches (see Figure 1.7), in which a vector portal for both the production and
decay of the dark-photon is assumed.

1.2.3 Benchmark models

In the last part of this chapter details are given about the BSM physics processes that are
considered as benchmark models for the analysis work detailed in this thesis. Two models
are used for the optimisation of the event selections and the interpretation of the final
results: the Falkowski-Ruderman-Volansky-Zupan (FRVZ) model [30, 31] and the Hidden
Abelian Higgs Model (HAHM) [28]. In both models, the SM and dark sectors communicate
through the Higgs portal for the production of the BSM particles and through a vector
portal for the decay of the produced particles.

FRVZ model

In the FRVZ model a pair of dark fermions, fd, charged under the U(1)D symmetry, is
produced via an exotic decay of the Higgs boson and can lead to final states involving
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Figure 1.7: Two-dimensional plane as a function of dark-photon mass (mγd) and kinetic
mixing parameter (ε), where recent constraints set on dark-photon decays are reported for
different experiments. Results are shown for beam dump experiments (red), muon and elec-
tron magnetic moment (green), experiments at e+e− colliders (blue), meson decay (yellow)
and LHC experiments (magenta). Part of the phase space left uncovered is accessible in
searches for long-lived dark-photons at the LHC, such as the one described in this thesis.
References for each of the constraint shown are available in [1].

the presence of either two or four dark-photons, as shown in Figure 1.8. In the two dark-
photon case (see Figure 1.8a), the dark fermion decays into a dark-photon and a stable
dark fermion, which is assumed to be the Hidden Lightest Stable Particle (HLSP) of the
dark sector. In the four dark-photon case (see Figure 1.8b), each dark fermion decays into
an HLSP and a dark scalar, sd, that in turn decays into a pair of dark-photons. Moreover,
depending on the value of the U(1)D coupling [32], more dark-photons can be radiated,
leading to showers of dark-photons that yield a large number of displaced fermions. For
the analysis described in this thesis, the coupling of the U(1)D is assumed to be less than
0.01, hence the radiation of additional dark-photons is suppressed.

The FRVZ model enables to explore many different kinematic scenarios, controlling the
dark sector mass spectrum and the couplings. This is achieved through the presence of
intermediate hidden sector particles, with the HLSP mass that determines the amount of
missing transverse momentum in the final state, and the dark fermions regulating the boost
and the opening angle of the dark-photons in the final state. These characteristics are of
particular interest in searches for LLPs at hadron colliders. In the analysis described in
Chapters 5 and 6, the masses of the hidden sector intermediate particles, i.e. HLSP, dark
fermions and dark scalars, are chosen to be small with respect to the Higgs boson mass and
far from the kinematic thresholds in order to achieve a boosted configuration for the final
state particles.
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(a) (b)

Figure 1.8: Diagrams illustrating the two FRVZ model [30,31] processes of interest for the
dispalced dark-photon jet analysis. In (a), the FRVZ process shown involves the exotic
decay of the Higgs boson to a pair of dark fermions, fd, which subsequently decay into an
HLSP and a dark-photon. In (b), the dark fermions decay into an HLSP and a dark scalar,
sd, that in turn decays into a pair of dark-photons. In both diagrams, the dark-photon
subsequently decays to pair of charged SM fermions, denoted by f and f̄ .

Figure 1.9: Diagram illustrating the HAHM model [28] process considered for the displaced
dark-photon jet analysis. The process involves the direct production of two dark-photons
from a Higgs boson decay. The dark-photon decays to pair of charged SM fermions, denoted
by f and f̄ .

HAHM model

The HAHM model provides the simplest known minimal setup for a dark sector involving
dark-photons produced via exotic decays of the Higgs boson. When comparing it to the
FRVZ model, the main difference is that the HAHM model predicts a direct decay of the
Higgs boson into a pair of dark-photons, as shown in the diagram presented in Figure 1.9.
As for the FRVZ case, this model predicts the production of dark-photons via the Higgs
portal, while their decay to SM charged fermions is made possible via the vector portal.
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The absence of intermediate dark sector particles in the considered process allows for the
production of two highly boosted dark-photons. This feature can be exploited in searches
for LLPs at hadron colliders, as it allows for a better identification of the dark-photon decay
products.
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Chapter 2

The LHC and the ATLAS experiment

The physics analysis described in this thesis work makes use of the data collected by the
ATLAS detector, one of the four main experiments situated around the Large Hadron
Collider [33], the worlds largest and most powerful particle accelerator. In this chapter, the
LHC is introduced together with the ATLAS detectors structure and functionalities.

2.1 The Large Hadron Collider (LHC)

The LHC is located at CERN (Conseil Européen pour la Recherche Nucléaire) near Geneva,
Switzerland. The LHC was constructed between 1998 and 2008 and it replaced the Large
Electron-Positron collider inside a 27 km long circular tunnel, which is located around 100

m below ground level, crossing the border between Switzerland and France. Both protons
and heavy ions can be accelerated in opposite directions within the LHC beam pipes.

The LHC has been in maintenance shutdown since November 2018, after having op-
erated for a three year period at 7 TeV in 2010-2011 and at 8 TeV in 2012, called Run-I,
and for a four year period at 13 TeV in 2015-2018, called Run-II. The LHC has resumed
operation in the second half of 2022 for the so called Run-III data-taking period.

The work presented in this thesis makes use of the data taken in the Run-II period.

2.1.1 CERN accelerator complex

The CERN laboratory hosts a complex of several accelerators. There, the proton beams are
created and accelerated by a sequence of sub-accelerators to the final centre-of-mass energy
and collided at different interaction points of the main accelerator, the LHC. A schematic
of the CERN accelerator complex [34] is shown in Figure 2.1. Protons are first created
from a source of ionised hydrogen atoms and then injected into the first linear accelerator
(LINAC2), where they are accelerated up to an energy of 50 MeV before passing in a
sequence of circular accelerators. The beam accelerates subsequently through the first
circular accelerator, the Proton Synchroton Booster (PSB), reaching an energy of 1.4 GeV,
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the Proton Synchrotron (PS), arriving at an energy of 25 GeV, and finally the Super
Proton Synchrotorn (SPS), reaching the target energy of 450 GeV. The last acceleration
step happens in the LHC where the proton beam reaches the nominal energy.

The collision points host four experiments: ATLAS [35] (A Toroidal LHC ApparatuS)
and CMS [36] (Compact Muon Solenoid), which are two multi-purpose experiments, AL-
ICE [37] (A Large Ion Colliding Experiment), designed to study heavy nuclei interactions,
and LHCb [38], focused on the study of b-physics.

Figure 2.1: Scheme of the CERN accelerator complex and of a subset of the many experi-
ments supported by these accelerators [39].

2.2 Luminosity and pile-up

The proton beams enter the LHC divided in bunches at a frequency of 40 MHz, hence
separated in time by 25 ns. The bunch fill pattern is designed to maximise the rate of the
collisions for a total of 2556 proton filled bunches in Run-II, out of a maximum allowed of
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2808. The number of collisions that can be produced in a particle collider per cm2 and per
second is defined by the instantaneous luminosity, computed as:

L =
N2

b nbfrev
4πσxσy

· F (2.2.1)

The instantaneous luminosity [33] depends only on the machine characteristics and not
on specific physics processes, thus it is a useful parameter when comparing the performance
of different accelerator machines. It is proportional to the bunch revolution frequency frev,
the number of colliding particles contained in each bunch, Nb, times the number of bunches,
nb. It is inversely proportional to the root mean square of the beam width in the x and y
directions, σx and σy. Finally, the instantaneous luminosity is corrected by a geometrical
factor F which takes into account the crossing angle with which the beams are collided.
The total luminosity delivered over a time period is called integrated luminosity and is
computed as:

Lint =

∫
Ldt (2.2.2)

This is used to quantify the amount of data delivered by the LHC and recorded by the
experiment. In Figure 2.2, the integrated luminosity recorded by the ATLAS experiment
during Run-II is shown. In this period of data-taking, the LHC delivered 156 fb−1 of pp
collisions of which ATLAS recorded 147 fb−1, and 139 fb−1 are good for physics analysis
use.

Pile-up

The very high luminosity delivered by the LHC means that the environment in which the
detector and trigger systems have to operate is challenging, having to cope with hundreds
of particles in each collision. This shows up in two effects, namely the in-time pile-up,
occurring when multiple collisions take place during the same bunch crossing, and the out-
of-time pile-up, occurring when the system reads out for a time span longer than the time
between two bunch crossings. Pileup effects can be described using as a parameter the
average number of interactions per bunch crossings, ⟨µ⟩, computed as follows:

⟨µ⟩ = L · σinelastic
nb · frev

. (2.2.3)

The luminosity-weighted distribution of the mean number of interactions per bunch crossing
for the Run-II data-taking is shown in Figure 2.3.

2.3 ATLAS overview

ATLAS is one of the two general purpose detectors and is the largest of all of the LHC
experiments, measuring 44 m in length and 25 m in width and weighting around 7000 tons.
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Figure 2.2: Cumulative luminosity versus time delivered to ATLAS (green), recorded by
ATLAS (yellow) and determined to be good quality data (blue) during stable beams for pp
collisions at 13 TeV centre-of-mass energy in LHC Run-II [40].

The ATLAS detector is designed to provide a near-full 4π coverage in solid angle with
tracking and calorimetry through multiple detector subsystems. In Figure 2.4, a schematic
diagram of the ATLAS detector and its major subsystems is shown. It can be seen that it is
structured in three concentric cylindrical sub-detectors which surround the pp interaction
point. The innermost part is the inner detector (ID), which is capable of tracking with
high precision all charged particles produced in collisions and enables to reconstruct the
vertices of interaction. The ID is followed by the calorimeter system, which comprises
an electromagnetic sub-system (ECAL), designed for the identification of electromagnetic
showers, and an hadronic sub-system (HCAL), designed to perform an accurate energy
measurement of jets and missing transverse momentum. Finally, the muon spectrometer
(MS) is dedicated to the identification and high precision measurement of muons and their
momentum.

ATLAS coordinate system

ATLAS uses a right-handed coordinate system with the z-axis along the beam pipe, the
origin at the interaction point, which is the centre of the detector, and the perpendicular x-y
plane, where the positive x-semi-axis points towards the centre of the ring and the positive
y-semi-axis points upwards. A reference in cylindrical coordinates, as shown in Figure 2.5,
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Figure 2.3: The figure shows the luminosity-weighted distribution of the mean number of
interactions per crossing for the full Run-II pp collision data-taking at 13 TeV centre-of-mass
energy [40].

is also considered, defined by the azimuthal angle ϕ, measured around the beam, and the
polar angle θ, measured with respect to the beam axis. Useful kinematic variables can
then be defined in this coordinate system to be invariant under Lorentz boost along the
longitudinal axis, as in hadron colliders the momentum along the z-axis of the initial system
is unknown. An example is the rapidity, which can be defined as:

y =
1

2
ln
E + pz
E − pz

, (2.3.1)

where E is the energy of the particle and pz is the momentum along the z-axis. In the
case where the particle is travelling close to the speed of light, or equivalently in the
approximation that the mass of the particle is negligible, we can define another quantity,
called pseudorapidity, as follows:

η = − ln(tan
θ

2
). (2.3.2)

Differences in pseudorapidity between particles are independent of the momentum of the
colliding partons, which makes η a useful observable. We can define the distance, ∆R,
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Figure 2.4: Cut-away diagram of the ATLAS detector and its major subsystems [35].

Figure 2.5: Illustration of the ATLAS detector coordinate system.

between objects in the η − ϕ space as:

∆R =
√

∆η2 +∆ϕ2. (2.3.3)

As the partons are highly boosted in the z-direction, and the partonic momentum fraction
is not exactly known, object measurements are usually made in the plane perpendicular
to the beam, the transverse plane, where we can define two other useful observables: the
transverse momentum (pT ) and transverse energy (ET ) of an object as pT = psinθ and
ET = Esinθ, respectively.
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2.4 Magnet system

A particle with charge q moving at a velocity v through a magnetic field of strength |B⃗|
experiences a Lorentz force, expressed as:

F⃗ = qv⃗ × B⃗, (2.4.1)

Following the Lorentz force, the momentum of a charged particle entering perpendicularly a
magnetic field can be measured by the curvature radius, which is a measure of the deflection
of the particle trajectory by the magnet system.

A consequence of this is that, in order to measure high-pT particles, an intense mag-
netic field is needed. The ATLAS detector contains the worlds largest superconducting
magnet system [41], shown schematically in Figure 2.6, and it is composed of the following
superconducting magnets:

• Central Solenoid: provides a 2 T axial magnetic field to the inner detector;

• Barrel Toroid: air-core system that provides a 0.5 T magnetic field in the barrel region
of the muon spectrometer;

• End-caps Toroid: air-core system that provides a 1.0 T magnetic field in the end-cap
region of the muon spectrometer.

The choice of using an air-core toroid system in ATLAS was made to reduce to a
minimum all possible particle interactions with the system material along the flight-path,
allowing a precise measurement of the trajectory. The superconductivity of the magnet
system is achieved using liquid helium cooled to around 4.5 K.

Figure 2.6: Illustration of the ATLAS detector magnetic system [41] with the central
solenoid shown in blue, the barrel toroids in red and the end-cap toroids in green.
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2.5 Inner Detector

The ATLAS inner detector [42], shown in Figure 2.7, is a tracking detector and is the
closest system to the beam pipe. It is immersed in a 2 T magnetic filed provided by the
central solenoid, and is responsible for the reconstruction of charged particle tracks and
their production vertex. It extends from 33 mm to 1082 mm in radius (see Figure 2.8)
and covers the pseudorapidity region of |η| ≤ 2.5. A detector which operates so close
to the interaction point needs to be extremely radiation resistant, having to cope with a
total fluence of ≈ 1 × 1015 neq/cm

2 by the end of Run-II, which corresponds to the total
luminosity of 159 fb−1 delivered by the LHC. The inner detector consists of three different
sub-detectors: the pixel detector, the Semiconductor Tracker (SCT) and the Transition
Radiation Tracker (TRT).

Figure 2.7: Illustration of the ATLAS inner detector system [42].

Pixel detector

The pixel detector [43, 44] is the component closest to the beam pipe and it therefore has
to cope with a higher particle flux than any other detector in ATLAS. This requires a high
granularity to disentangle tracks from individual charged particles and to identify primary
and secondary vertices.

The pixel detector consists of three layers of silicon detectors and is composed of a barrel
and an end-cap region. In the barrel region, the layers are situated at radial distances of
50.5, 88.5 and 122.5 mm, while in the end-cap region they are situated at longitudinal
distances of 49.5, 58.0 and 65.0 mm from the interaction point. A single silicon pixel of
dimension 400× 50 µm2 presents a 10 µm resolution in the R− ϕ direction and of 115 µm
in the z direction. The whole systems contains 1744 sensors with 46080 read-out pixels
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Figure 2.8: Cut-away view of the ATLAS inner detector layers. The figure shows all its
components and their relative distances from the interaction point [42].

each, for a total of 80 millions read-out channels. During the 2013-2015 shut-down the
pixel detector was extended with a fourth layer, the Instertable B-Layer (IBL), installed
at a radius of 33.3 mm. This additional layer improved significantly the inner detector
performance recorded in Run-I, enhancing the vertex reconstruction and secondary vertex
identification. These features significantly improved the capability of identifying jets coming
from b-hadrons. Moreover, it ensured a full ϕ coverage for tracks with an high transverse
momentum.

Semiconductor tracker

The semiconductor tracker [45] is designed to provide a high precision measurement of the
impact parameter and transverse momentum in the intermediate radial range of the inner
detector. The SCT includes four cylindrical layers of silicon microstrip modules placed
axially with respect to the beam pipe at radial distances of 300, 373, 447 and 520 mm, and
nine disks on each end-cap regions to cover the pseudo-rapidity range of 1.4 < |η < 2.5

and up to radii of 560 mm. Each of these modules contains 768 readout strips with a
80 µm pitch, arranged in two layers in a stereo configuration, for a total dimension of
6.36 × 6.40 cm2. The spatial resolution achieved by the semiconductor tracker is 17 µm

in R − ϕ and 580 µm in the z direction, and the whole system has a total of 6.3 million
readout channels.
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Transition radiation tracker

The transition radiation tracker [46] is the outermost part of the inner detector and it
consists of straw detectors with a diameter of 4 mm and a 0.03 mm diameter gold-plated
tungsten wire in the centre of each straw tube. The tubes were filled during Run-I with a
xenon-based gas mixture (70% Xe, 27% CO2 and 3% O), crucial for the particle identifi-
cation capabilities of this sub-detector based on transition radiation, which is emitted by
charged particles traversing a boundary between two dielectric materials. Unfortunately,
significant gas leaks were observed during Run-I and it was not possible to fully repair all
of them.

As a consequence, during Run-II, all straws belonging to modules with large gas leaks
due to cracks were filled with a gas mixture of 70% Ar, 27% CO2 and 3% O2. Argon has a
much lower efficiency to absorb the transition radiation photons in this energy range, but
has similar tracking capabilities as xenon [47]. During Run-III, the majority of the TRT
straws are expected to be filled with the argon-mixture gas.

A potential difference of 1.5 kV is applied to the central wire and the surface of the tube,
producing an electric current via gas ionisation induced by the transition radiation photons.
This current is detectable as a count in the readout system. A significant discrimination
power is achieved between electrons and charged pions with energy in the range 1 GeV ≤
E ≤ 100 GeV. The TRT radial extension goes from 56 to 107 cm, providing a measurement
only in the R− ϕ (z − ϕ in the end-cap) coordinate with a resolution of 130 µm.

The overall inner detector system resolution for charged particles’ momentum measure-
ments is:

σ(pT )

pT
= 0.05% · pT [GeV]⊕ 1%; (2.5.1)

where the first term represents the intrinsic resolution and the second term the multiple
scattering, which is more relevant for particles with low transverse momentum.

2.6 Calorimetry

The calorimeters in the ATLAS detector are designed to absorb and accurately measure the
energy of incident particles. The calorimeter system (see Figure 2.9) can be separated into
the Electromagnetic calorimeter (ECAL) and the Hadronic calorimeter (HCAL), which are
both sampling calorimeters. The ECAL is designed to measure the energies of incident
electrons and photons, while the HCAL is designed for measuring the energy of hadrons
which interact strongly.

The ATLAS calorimeter systems consists of alternating layers of absorber material and
active detector material. When a particle enters the absorber material of a calorimeter,
a cascade of particle decays is initiated, known as a shower. Particles interacting via
the electromagnetic force produce electromagnetic showers, in which photons subsequently
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pair-produce electrons and positrons, both of which undergo Bremsstrahlung radiation of
photons.

Particles interacting via the strong force produce much more complex showers. Particle-
nucleus interactions in the calorimeters can produce additional hadrons, such as pions.
Charged hadrons will lose energy when traversing the absorber material through ionisation
processes. In addition, neutral pions in their decay to two photons, π0 → γγ, can induce
an electromagnetic shower component.

The radiation length, X0, of a material is the mean length over which an electron will
lose all but 1/e of its initial energy through radiative processes, while the interaction length
of a material, λ, characterises the mean distance a hadron will travel through a material
before undergoing a nuclear interaction. The depth of each calorimeter is optimised to
fully contain their respective shower type, hence minimising punch-through into the next
detector layer.

The calorimeter system provides coverage in the pseudo-rapidity range |η| < 4.9 and
a full coverage in ϕ, which is needed for precise reconstruction of missing transverse mo-
mentum (Emiss

T ), a key component of many ATLAS searches. The Emiss
T is defined as the

momentum imbalance in the plane transverse to the beam axis, i.e the resultant of the
negative vectorial sum of the momenta of all the particles, based on the conservation of
momentum in the plane transverse to the beam axis z, and can be produced for instance
by particles that escape the detector undetected such as neutrinos.

Figure 2.9: Cut-away view of the ATLAS calorimeter system [48].
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Electromagnetic calorimeter

In the ATLAS electromagnetic calorimeter [49], lead is used as the passive material and
Liquid Argon (LAr) as the active one. This choice of materials has shown a great radiation
hardness, preserving high performance for the whole data-taking. The material layers are
folded in an accordion geometry, as shown in Figure 2.10, to maximise particle interactions
with the different layers and to avoid the presence of possible dead zones.

The total thickness of the ECAL ranges from 22 to 38 (X0) radiation lengths depending
on the η region taken in consideration; this enables to fully contain electromagnetic showers.

To provide a high granularity, the ECAL is segmented into three longitudinal sections
and an additional pre-shower (pre-sampler) section with narrow cells.

The ECAL barrel starts at a radius of 1.41 m and ends at 1.96 m with a z extension
of ± 3.21 m, covering the |η| ≤ 1.47 interval. In the 1.37 ≤ |η| ≤ 3.2 region, the ECAL
end-cap starts at z = ± 3.70 m and ends at z = ± 4.25 m. In the region |η| < 1.8, an
additional finely segmented calorimeter layer of LAr and lead is located in the innermost
position close to the beam-pipe. The transition region between barrel and end-cap, in
the pseudorapidity range 1.37 ≤ |η| ≤ 1.52, contains a large amount of inactive material
providing necessary services to the inner detector. Significant energy loss is recorded in
this region, resulting in a low precision measurement, which is often removed in analyses
selection.

Figure 2.10: Sketch of an electromagnetic calorimeter module where the different layers
are clearly visible. The granularity in η and ϕ of the cells of each of the three layers is
shown [50].

The whole system is placed inside three independent cryostats to maintain the very
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low temperature of 89 K, needed for the correct functioning of the system. The energy
resolution of the ECAL is:

∆(E)

E
=

10%√
E

⊕ 0.7%, (2.6.1)

where E is expressed in GeV. The first term of the formula is stochastic and related to the
calorimeter sampling, while the second one is a constant term related to the non-uniformity
of the response of the detector.

Hadronic calorimeter

The hadronic calorimeter is designed to measure the energy deposits and direction of
hadronic showers produced by strongly interacting particles. The system provides sig-
nificant containment of hadronic showers in order to prevent leakages to end up in the
muon spectrometer. Furthermore, this guarantees a good missing transverse momentum
measurement.

The total amount of material at the end of the active calorimetry region varies between
10 and 18 nuclear interaction lengths (λ).

The HCAL barrels surround the ECAL starting at a radius of 2.28 m and end at
4.25 m with a z extension of ± 4.10 m, covering the |η| ≤ 1.0 interval. In the end-
cap regions, |η| ≤ 4.9, the HCAL starts at z = ± 4.3 m and ends at z = ± 6.05 m.
Different sampling techniques are chosen depending on the high radiation environment. The
HCAL is divided three sub-detectors: the Tile Calorimeter (TileCal), the Hadronic End-
cap Calorimeters (HEC) and the Forward Calorimeter (FCal), which are briefly described
in the following.

Tile calorimeter

The hadronic tile calorimeter [51] is located in the barrel covering the |η| ≤ 1.0 region ,
and has two extensions in the 0.8 ≤ |η| ≤ 1.7 regions. Steel is used as passive material
and scintillating tiles as active material, which produce a signal proportional to the number
of secondary particles produced in the interaction. The detector has an energy resolution
of:

∆(E)

E
=

50%√
E

⊕ 3%, (2.6.2)

where E is expressed in GeV. The first term of the formula is related to the stochastic nature
of the development of hadronic showers and the second is a constant term accounting for
noise from read-out electronics and other effects.

Hadronic end-cap calorimeter

The Hadronic End-Cap Calorimeter [52] is composed of two independent wheels of radius
2.03 m and covers the range 1.5 ≤ |η| ≤ 3.2. It uses LAr as active medium and copper
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plates as absorbers, as the amount of radiation in the end-caps is greater than in the barrel.
The HEC has an energy resolution of:

∆(E)

E
=

50%√
E

⊕ 3%, (2.6.3)

where E is expressed in GeV.

Forward calorimeter

The Forward Calorimeter [53] is placed in the high-η region very close to the beam pipe
where the particle density is extremely high, covering the region 3.1 ≤ |η| ≤ 4.9. It is
composed of three layers using LAr as active material and copper, for the innermost layer,
and tungsten, for the external layers, as abosrbers. The FCAL has a resolution of:

∆(E)

E
=

100%√
E

⊕ 10%, (2.6.4)

where E is expressed in GeV.

2.7 Muon spectrometer

The ATLAS muon spectrometer [54] is located in the outermost part of the ATLAS de-
tector and is designed to detect muons, and possibly other charged particles, escaping the
calorimeter systems and measure their momentum in a pseudorapidity range |η| < 2.7,
providing also triggering capabilities within |η| < 2.4.

The MS is composed of very fast momentum measurement chambers and high precision
tracking chambers immersed in a toroidal magnetic field, which allows an independent
muon transverse momentum measurement.

In the barrel region, |η| ≤ 1.05, three cylindrical layers are situated around the beam
axis at radial distances of ≈ 5 m (barrel inner, BI), ≈ 7.5 m (barrel middle, BM) and
≈ 10 m (barrel outer, BO). In the two end-cap regions, 1.05 ≤ |η| ≤ 2.7, three muon
wheels are placed perpendicular to the z-axis at longitudinal distances from the IP of 7.5,
13 and 22 m. The layout of the stations and muon chambers are presented in Figures 2.11
and 2.12.

The overall momentum resolution provided by the muon system is σ(pT )/pT ∼ 2-3%,
at 50 GeV, and decreases to σ(pT )/pT ∼ 10% for a 1 TeV muon.

Muon spectrometer trigger chambers

The barrel region muon trigger system relies on Resistive Plate Chambers (RPC). The
RPC is a gaseous detector consisting of two bakelite plates separated by a 2 mm gap filled
with a gas mixture of 97% tetrafluoroethane (C2H2F4) and 3% isobutane (C4H10). A high
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electric field of 4.5 kV/mm is maintained between the two plates to amplify the primary
ionisation of charged particles crossing the detector. The charged induced on metallic strips
in the outer sides of the bakelite plates is collected as signal. Two RPC units are placed in
each layer orthogonal to one another, providing information on both η and ϕ coordinates.
Two layers are installed in the middle station, for the low−pT trigger, and a third layer is
installed in the outer station, for the high−pT trigger. In the end-cap region, muons are
triggered by very thin multi-wire chambers (TGC), designed to have the anode-cathode
spacing smaller than the anode-anode spacing for a very short drift time of 20 ns. The
chambers are filled with a highly quenching gas mixture of 55% CO2 and 45% n-pentane
(n-C5H12) operating in saturation mode. Both RPC and TGC are also used to improve
the measurement along the second coordinate in the non-bending plane ϕ.

Muon spectrometer high precision chambers

The Monitored Drift Tubes (MDT) chambers are used for high precision track measurement
in the barrel region and in the end-caps up to |η| ≤ 2. Each side of the chambers
is composed of two multi-layers of aluminium drift tubes, with diameter of 30 mm and
thickness of 400 µm, filled with a gas mixture of Ar and CO2 at a pressure of 3 bar. The drift
time in each tube is measured by a Tungsten-Rhenium wire placed in the centre, yielding
a resolution of 80 µm. The total chamber resolution is 35 µm. In the high occupancy
forward region 2 ≤ |η| ≤ 2.7, where rates greater than 150 Hz/cm2 are found, the
more robust multi-wire strip cathodes chambers (CSC) are adopted. CSC cathodes are
segmented in orthogonal strip wires to allow a measurement in both coordinates with a
resolution of 60 µm in R and 5 mm in the ϕ direction. These chambers present also a good
time resolution of about 7 ns.

2.8 Trigger System

The ATLAS trigger and data acquisition (TDAQ) system [55] has the pivotal task of per-
forming an online event selection while having to cope with the impressive 40 MHz event
rate of the Run-II LHC system. A typical ATLAS event occupies a few MB of disk space,
hence due to limitation in data storage, computing and transfer rates, it is not realistic to
read out and store all LHC events. In addition, most of the data are not of interest for
the ATLAS physics program, as the rate is dominated by low-pT inelastic and diffractive
collisions. Therefore, a balance between the data acquisition rates and high efficiency for
selecting interesting physics data has to be found, keeping in mind that an event which is
not triggered is lost forever.

The ATLAS Run-II TDAQ system is built on two levels of online selection, as shown in
Figure 2.13: a first hardware based level-1 (L1), that significantly reduces the initial event
rate, and a second software based level (HLT), where the final decision is made.
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Figure 2.11: Schematic view of the transversal projection of the muon spectrometer [54].

Level-1 trigger

The hardware L1 exploits quickly accessible coarse data from the calorimeters and the
muon spectrometer in dedicated regions of interest (RoI). Calorimeters provide information
about clusters of energy deposits, missing transverse energy and raw shape dimensions,
while the muon spectrometer provides information from trigger chambers about transverse
momentum and track position. Making use of those informations, a decision is made in less
than 2.5 µs. At L1, the initial event rate of 40 MHz is reduced to 100 kHz.

High level trigger

The software level integrates the data from the regions of interest with the full detector
information and runs complex trigger algorithms to select the events. A fast reconstruction
step is firstly used for the trigger selection, followed by a more precise refinement similar
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Figure 2.12: Schematic view of the longitudinal projection of the muon spectrometer [54].

to the offline reconstruction. The HLT is the first step in which inner detector information
is incorporated in the trigger, where only track information inside identified RoI at L1 are
used due processing time constraint. The muon fast reconstruction integrates each L1 muon
candidate with MDT data preforming a track fit extrapolated to the inner detector. The ID
fast tracking consists in trigger specific pattern algorithms, designed to identify compatible
track segments and hit points. Raw calorimetric informations are reconstructed by fast
algorithms into cluster and cell objects, which will later be reconstructed in jet, electron,
and photon candidates. The HLT allows to make decisions within 0.2 µs and brings the
final event rate to 1 kHz.

Level-1 Muon Trigger

The L1 muon trigger processes information from the muon spectrometer in a dedicated
region of interest of dimension 0.4 × 0.4 in ∆η × ∆ϕ in the barrel, and 0.2 × 0.2 in the
end-caps, matching coincident hits in space and time. Hits collected from the RPC or
TGC trigger chambers are used to build hit patterns. If the pattern is contained inside a
fixed window pointing to the impact parameter, whose width defines the pT threshold, the
trigger match is done. A hit pattern of a muon with infinite momentum would result in a
straight line, therefore a high-pT muon would fire also low-pT triggers, which requires fewer
coincidences within a trigger window. Instead, a low-pT muon would fall outside a high-pT
trigger window. Figure 2.14 show a schematic picture of the low-pT and high-pT triggers
in ATLAS.
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Figure 2.13: Schematic view of ATLAS TDAQ system in Run-II [55].

Figure 2.14: Schematic picture showing the L1 muon low-pT and high-pT triggers in the
ATLAS Muon Spectrometer barrel and end-cap.
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Chapter 3

Data and Monte Carlo samples

The aim of this chapter is to discuss the datasets used in the physics analysis later described
in Chapters 5 and 6, detailing the running conditions during data-taking and the triggers
used to collect the data. In addition, the procedure through which Monte Carlo (MC)
samples are generated is discussed, along with a brief discussion of the generators used.

3.1 Datasets

The physics analysis described in Chapters 5 and 6 used data collected by the ATLAS
detector during Run-II of the LHC (2015-2018) in pp collisions at

√
s = 13 TeV. In this

period a peak instantaneous luminosity of 2.1 × 1034 cm−2s−1 was reached, resulting in a
mean number of interactions per bunch crossing ⟨µ⟩ of 34 (see Section 2.2). Data quality
requirements [56] are applied to ensure that all sub-detectors were operating normally
and that the LHC beams were in stable-collision mode. The integrated luminosity of the
resulting data sample is 139 fb−1 with a 1.7 % uncertainty [57]. The primary measurement
of the luminosity is recorded by the LUCID-2 detector [58], which sits 17 m from the
interaction point on both ATLAS end-caps and measures the visible number of interactions
per bunch-crossing. Each pp collision which produces at least two tracks with pT > 0.4

GeV is classified as an interaction point, being referred to as a collision vertex. The collision
vertex in each bunch-crossing which has the highest Σp2T of tracks is identified as the
Primary Vertex (PV), while all other vertices are considered pile-up vertices.

The dataset used in the analysis was collected either using a set of triggers specifically
designed to target displaced decays, or single-lepton triggers, with requirements on the
identification, isolation and transverse momentum of the leptons to maintain high efficiency
across the full momentum range, while keeping under control the relative trigger rates.
Those triggers are described in detail in Section 3.2.

In addition to the main dataset, also referred to as collision dataset, additional datasets
targeting the so-called non-collision backgrounds are collected. Studies on these supple-
mentary datasets are needed since particles generated in those processes can mimic the
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long-lived particle signatures of interest for the analysis presented in this thesis.

3.1.1 Cosmic and Beam induced background datasets

During pp collisions data-taking, the LHC circulates two counter-rotating proton beams
constructed from bunches of protons. However, following LHC injection, not all bunch slots
are filled with protons, with the number of unfilled bunches depending on the accelerator
filling scheme [19]. Bunch crossing where one or both beams are not filled with protons
are ideal for studies on non-collision backgrounds. This term refers to signals seen in the
ATLAS detector which have not been produced in standard collisions of the LHC beams,
and the main components are beam-induced backgrounds (BIB) and cosmic-ray showers.

A cosmic-ray background enriched dataset is collected during empty bunch crossings
(cosmic dataset) and used for the estimation of this background. An empty bunch crossing
takes place when neither beam is filled with protons and each empty bunch is separated
from filled bunches by at least five empty bunches on each side.

Beam-induced background arises from the unavoidable LHC proton beams losses [59],
which interacts with either residual gas in the beam pipe (beam-gas scattering) or with
machine elements such as collimators. In both cases, the resulting particles are almost
parallel to the beam line (z-axis) and have a large Lorentz boost. Even though BIB in
ATLAS is mitigated by the presence of a dedicated shielding placed around the beam pipe,
there is still a fraction of these particles that can reach the detector and be a potential
background for physics analyses. Due to the peculiar nature of these events, the possible
contribution for this background can only be estimated through the aid of a dedicated data
sample. For this reason, a BIB [59] enriched dataset is collected during unpaired isolated
bunch crossings (BIB dataset) and, by using a different trigger, on colliding bunch crossings
(collision BIB dataset). In unpaired bunch crossings, only one of the two beams is filled
with protons and is separated from filled bunches by at least three unfilled ones on each
side. This dataset is used to identify characteristic features of BIB and to estimate possible
residual contamination in the collision dataset. The same triggers adopted to select the
dataset used in the analysis (see Section 3.2) were operating during the Run-II data-taking
in both the empty and unpaired bunch crossings. The ratio of the number of filled to empty
bunch crossings, FCR, is used to scale the number of events in the cosmic dataset to that
in the pp collision data. It is computed with the following formula:

FCR =

∑
Timepaired∑
Timeempty

(3.1.1)

Nexp.paired = FCR ×Nobs.,empty.

Where
∑

Timepaired and
∑

Timeempty represents respectively the sum of the time dur-
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ing the data-taking where bunch crossings are paired or empty. The scale factors obtained
are reported in Table 3.1.

2015-2016 Scale Factor 2017 Scale Factor 2018 Scale Factor

Tri-muon msonly 2.6 3.03 3.92
CalRatio 2.2 2.2 3.06

Table 3.1: Scale factors obtained using equation 3.1.2, for the triggers used in EMPTY
bunch crossings. The scale factors are used to scale the number of events in the cosmic
dataset to that in the pp collision data. The trigger naming "Tri-muon msonly" implies
that the trigger algorithm searches for three muon candidates, reconstructed using only
information obtained from the ATLAS Muon Spectrometer. The "CalRatio" trigger name
refers to the fact that jet candidates are selected by the trigger algorithm according to the
ratio between the amount of energy released by the jet in the hadronic calorimeter and in
the electromagnetic calorimeter.

Finally, cosmic and beam-induced background datasets are subject to the same data
quality requirements that are applied to the collision dataset.

3.2 Triggers for event selection

A large fraction of the standard ATLAS triggers [60] are designed and optimised for prompt
objects and, therefore, show several limitations in selecting the products of displaced and
collimated decays.

For this reason, in the case of gluon-gluon fusion Higgs boson production, dedicated
triggers have been used, which are developed to specifically select displaced objects. In
the case of Higgs boson associated production with a W boson, single lepton triggers are
used, exploiting the presence of a high-pT charged lepton coming from the W decay. All
the triggers used in this analysis are unprescaled during the relative data-taking periods.
The triggers used for the ggF process are listed in Sections 3.2.1, 3.2.2 and 3.2.3, while the
ones applied to the WH process are listed in Section 3.2.4.

3.2.1 Narrow-Scan trigger

The Narrow-Scan trigger was introduced since the 2015 data-taking and adopts a specialised
and novel approach for a wide range of signal models featuring highly collimated muons,
such as muons coming from dark-photon decays. The Narrow-Scan algorithm begins with
requiring an object at L1 which is consistent with a muon (L1 trigger muon object). Other
multi-muon triggers, which usually require more L1 trigger muon objects, have large as-
sociated signal efficiency losses in the case where the muons are produced close together.
These losses are mainly due to the limited granularity at L1, resulting in fewer reconstructed
L1 muon objects and, therefore, a lower trigger efficiency due to the inevitable matching
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ambiguity between the L1 and the HLT muon objects. To compensate for the high rate
from only one L1 muon object (which is fully matched at HLT), a "scan" is performed
for another muon at HLT without requiring it to match a L1 muon object. To limit the
online resources consumption, the scan is limited to a narrow cone around the previously
fully matched muon, where other muons coming from dark-photon decays are expected to
be found. In the trigger used in this analysis, neither of the fully matched HLT muons is
required explicitly to have a matching ID track. Additionally, only in the 2016 version of
this trigger, the "scanned” muon is explicitly required to be unmatched to an ID track.

In this analysis the trigger is implemented such that the fully matched muon must
have pT ≥ 20 GeV, while the "scanned" muon must lie in a cone of ∆R = 0.5 around the
leading muon and have pT with increasing values according to the instantaneous luminosity
delivered by the LHC in order to stay within the allocated trigger rate limits (see Table
3.2).

Period Integrated Luminosity Leading muon threshold "scanned" muon threshold
2015 - all periods 3.2 fb−1 20 GeV 6 GeV

2016 - period A - F 14.9 fb−1 20 GeV 10 GeV
2016 - period G - END 18.0 fb−1 20 GeV 15 GeV

Table 3.2: pT thresholds of the narrow-scan in the 2015-2016 data-taking periods.

Narrow-Scan + X

The narrow-scan trigger is known to be costly in terms of trigger bandwidth and therefore
an alternative is needed for luminosities greater than 1034 cm−2s−1. For the 2017-2018 data-
taking periods, alternative narrow-scan triggers with additional L1 topological features are
used. An additional isolation requirement at HLT on the leading muon, called iloosems,
which requires the sum of the pT of the tracks around the muon to be less than 3 GeV,
has also been added for the 2017-2018 versions of narrow-scan triggers. This new isolation
selection helps to further reduce the otherwise overwhelming trigger rate.

The "narrow-scan + muon” uses the same HLT configuration as the 2015 narrow-scan
with the addition of iloosems isolation requirement, but at L1 it exploits also topological
informations to require the same muon satisfying a pT > 20 GeV cut (MU20), but adding a
non-matched muon satisfying a pT > 6 GeV cut (MU6) with ∆R(MU20,MU6) > 1. The
MU6 should not be matched to HLT and is enough to reduce the Narrow-Scan input rate
such that, even if the CPU per event is relatively high, the overall consumption is tolerable
at the rate it runs. This trigger targets events with two back-to-back dark-photons decaying
to muons.

The same idea is used for the "narrow-scan + X” triggers, which requires the same L1
MU20 object with the addition of either a jet or measured missing transverse momentum.
These two additional triggers target events with two dark-photon jets decaying into muon
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and jets.
Table 3.3 summarises the integrated luminosity collected by narrow-scan + X triggers

during the 2017-2018 data-taking.

Period Trigger Integrated Luminosity fb−1

2017-2018 HLT_mu6_dRl1_mu20_msonly 102.9
2017-2018 HLT_mu20_msonly_dRl1_L1mu20_J40 102.9
2017-2018 HLT_mu20_msonly_dRl1_L1mu20_XE30 102.9

Table 3.3: Narrow-scan + X triggers in the 2017-2018 data-taking periods. The trigger
naming conventions are defined as follows: HLT indicates a High Level Trigger, µ indicates
a muon and the subsequent number indicates the transverse momentum threshold. dRl1
indicates that the muon candidates must be reconstructed at the Level 1 trigger within
a certain ∆R threshold. msonly indicates that only muon spectrometer information is
used to reconstruct the muon candidate. Finally, in the second and third row of the table
respectively, J40 indicates a jet, with the subsequent number indicating the transverse
momentum threshold, and similarly XE30 indicates missing transverse momentum and
relative threshold required.

Narrow-Scan Trigger Efficiency

The Narrow-Scan trigger efficiency can be computed, for our signal models, as a function
of different dark-photon variables such as: measured decay length in x-y plane (Lxy) and
pT , as shown in Figures 3.1 and 3.2 for 2015-16 and 2017-18 Narrow-Scan respectively.

To evaluate the efficiencies, dark-photons decaying in µ+µ− are selected at the truth
level for which one of the two muons satisfies pT > 20 GeV and the other pT > 6 GeV.
As the Narrow-Scan trigger requires two collimated muons, it is expected that its trigger
efficiency drops after a certain decay distance from the PV (e.g. ∼ 7.5 m in the barrel
region, corresponding to the radial position of the RPC Barrel middle layers). Leftover
efficiency at high decay distance ≥ 8 is observed in models with boosted configurations in
the 2015-2016 Narrow-Scan trigger (see Figure 3.1), due to decays happening in RPC outer
layers. Those are less evident or not present in the 2017-2018 Narrow-Scan trigger plots
(see 3.2 ), due to the different trigger algorithms and requirements involved.
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(a) (b)

Figure 3.1: The 2015-16 Narrow-Scan trigger efficiency for events with displaced decays
of γd in µ+µ−. (a) shows the trigger efficiency for γd with 0 < |η| < 1.1 as function of
the transverse decay distance Lxy. (b) shows the trigger efficiency for γd with 0 < |η| <
1.1 as function of the transverse momentum, in events where the γd Lxy is below 6 m.
Uncertainties are statistical only.

(a) (b)

Figure 3.2: The 2017-18 Narrow-Scan trigger efficiency for events with displaced decays of
γd in µ+µ−. The efficiency curves shown are the result of the logical or between all the
2017-18 Narrow Scan triggers. (a) shows the trigger efficiency for γd with 0 < |η| < 1.1 as
function of the transverse decay distance Lxy. (b) shows the trigger efficiency for γd with
0 < |η| < 1.1 as function of the transverse momentum, in events where the γd Lxy is below
6 m. Uncertainties are statistical only.
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3.2.2 The CalRatio trigger

The CalRatio trigger [61] is designed to identify displaced isolated jets with very low EM
fraction. Two types of CalRatio triggers are used, differing only in the L1 item:

- During 2015 and 2016 runs a L1 tau lepton seed is chosen, motivated by the fact that
this L1 item sums energy in a η × ϕ = 0.2× 0.2 region, which may be more suitable
for the identification of light LLP decaying in the calorimeter as collimated objects,
while a jet trigger sums energy in a wider region (0.8× 0.8).

- In 2017 and 2018 runs a different seed is used, which exploits both calorimeter and
MS information at L1. In order to fire this trigger, a L1 tau lepton seed requirement
must also be met, vetoing the presence of > 3 GeV missing transverse momentum
related energy deposits in a η × ϕ = 0.2× 0.2 region around the seed object.

The HLT requires the jet to have |η| ≤ 2.4 to ensure that ID tracks can be matched
to it. A selection requirement on the calorimeter energy ratio is then imposed, requiring
log10(EHCAL/EECAL) ≥ 1.2 (EM fraction < 0.06). Finally, ID track isolation requirements
on tracks around the jet axis (no track with pT ≥ 2 GeV within ∆R ≤ 0.2 from the jet
axis) are applied. A dedicated procedure to remove mis-identified jets originating from
BIB, referred to as BIB removal algorithm, is applied. The BIB removal algorithm relies on
cell timing and position; calorimeter hits resulting from BIB will be aligned in a horizontal
line parallel to the beam pipe and will have a very specific time distribution. The time
and the position of these hits result to be very different from a particle travelling at the
speed of light from the IP to the hit location. An inclusive version of the CalRatio trigger
is available (identified by the noiso string in the HLT chain) , which does not include
the BIB removal algorithm and may be used, in combination with a veto on the standard
CalRatio trigger to produce a BIB dataset in collision events (collision BIB dataset). The
requirement on cell timing imposed by the standard CalRatio trigger is tcell > −2 ns, thus
events in the Collision BIB dataset will only include BIB from the current bunch crossing.

Table 3.4 summarises the integrated luminosity collected by CalRatio triggers during
the Run-II data-taking.

The CalRatio trigger is also active during non-standard data-taking periods, such as in
empty or unpaired bunch crossings, allowing the production of dedicated BIB and Cosmic
enriched datasets.

CalRatio trigger efficiency

In order to evaluate the CalRatio trigger efficiency, the DPJs produced by dark-photon
→ ee/ qq̄ decays in the acceptance region of the ID (|ηγd | < 2.4) are selected at the truth
level.
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Chain name Stream used in
HLT_j30_llp_L1TAU60 Main 2015, Main analysis
HLT_j30_llp_L1TAU60 Main 2016, Main analysis
HLT_j30_llp_L1LLP-NOMATCH Main 20172018, Main analysis
HLT_j30_llp_L1TAU60 Main Collision BIB dataset
HLT_j30_llp_L1TAU30_EMPTY Late EMPTY BC
HLT_j30_llp_L1TAU30_UNPAIRED_ISO Late UNPAIRED_ISO BC

Table 3.4: CalRatio triggers in Run-II data-taking periods. The trigger naming convention
is defined as follows: HLT indicates a High Level Trigger, j30 indicates a jet and the number
indicates the transverse momentum threshold. llp indicates that the trigger is suitable for
long-lived particles reconstruction. L1TAU60 indicates that a tau lepton candidate seed is
required at the Level 1 trigger, with the number indicating the corresponding transverse
momentum thresholds. L1LLP-NOMATCH indicates the presence of a Level 1 trigger tau
lepton candidate with at least a 30 GeV transverse momentum, with additional requirements
on the presence of additional energy deposits in the calorimeters.

CalRatio trigger efficiencies are calculated, respectively, as a function of Lxy and of
pT for signal events. This is done by requiring, at the truth level, that the γd decays in
e+e− or qq̄ in the corresponding η range and with an appropriate decay distance from the
interaction point.

Efficiencies for some benchmark signal samples with mH = 125 GeV are shown in
Figures 3.3 and 3.4 for the 2015-16 and 2017-18 CalRatio triggers, respectively. As clearly
visible from the aforementioned figures, the trigger is efficient when most of the γd decay
close to the transition between the ECAL and the HCAL, while its efficiency drops when
approaching the outermost region of the HCAL. Moreover, it is possible to notice that the
efficiency for the signal model involving the presence of a 800 GeV Higgs-like scalar is much
higher with respect to the other cases, as expected due to its heavily boosted configuration.
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(a) (b)

Figure 3.3: The 2015-2016 CalRatio trigger efficiency for events with displaced decays of
γd in e+e− or qq̄. (a) shows the trigger efficiency for γd with 0 < |η| < 1.1 as function of
the transverse decay distance Lxy. (b) shows the trigger efficiency for γd with 0 < |η| < 1.1
as function of the transverse momentum in events where the γd Lxy is between 2 m and 4
m.

(a) (b)

Figure 3.4: The 2017-18 CalRatio trigger efficiency for events with displaced decays of γd in
e+e− or qq̄. (a) shows the trigger efficiency for γd with 0 < |η| < 1.1 as function of the
transverse decay distance Lxy. (b) shows the trigger efficiency for γd with 0 < |η| < 1.1 as
function of the transverse momentum in events where the γd Lxy is between 2 m and 4 m.
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3.2.3 Tri-muon MS-only

The tri-muon MS-only [61] trigger selects events with at least three L1 muons with pT ≥
6 GeV, confirmed at HLT using only the MS information. It is expected to be very effective
in selecting events for the pp → H → 4γd + X process for dark-photons decaying into
muons. It is less effective in selecting events for the pp → H → 2γd + X where two
close-by muons coming from the same dark-photon need to fall in two separate RoI.

Period Trigger Integrated Luminosity
2015 - all periods HLT_3mu6_msonly 3.2 fb−1

2016 - all periods HLT_3mu6_msonly 32.9 fb−1

2017 - all periods HLT_3mu6_msonly 44.3 fb−1

2018 - all periods HLT_3mu6_msonly 58.5 fb−1

Table 3.5: Tri-muon MS-only trigger in the 2015-2018 data-taking periods. The trigger
naming conventions are defined as follows: HLT indicates a High Level Trigger, 3µ indi-
cates the request for the presence of three muon candidates, and the subsequent number
indicates the transverse momentum threshold. msonly indicates that only muon spectrom-
eter information is used to reconstruct the muon candidate.

3.2.4 Single lepton triggers

The events in the WH analysis are triggered with single lepton triggers, with the lepton
being either an electron or a muon. The trigger menu used is reported in Table 3.6. Due
to the sharp turn-on curve of single lepton trigger efficiencies, a pT > 27 GeV is required
for the leading lepton, which has been proved to keep a high signal efficiency in 2015-2018
data-taking.

Period Trigger Integrated Luminosity
2015 - all periods HLT_e24 3.2 fb−1

2015 - all periods HLT_mu20 32.9 fb−1

2016-18 - all periods HLT_e26 44.3 fb−1

2016-18 - all periods HLT_mu26 58.5 fb−1

Table 3.6: Lowest unprescaled single lepton triggers in the 2015-2018 data-taking periods.
The trigger naming conventions are defined as follows: HLT indicates a High Level Trig-
ger, e or µ indicates the request for the presence a muon, or electron, candidate and the
subsequent number indicates the transverse momentum threshold.

3.3 Simulated samples

Simulated samples are used for the analysis optimisation and for the evaluation of the final
contribution of the signal processes of interest to this search. They are also needed to better
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understand the detector performance, to estimate the systematic uncertainties and are also
helpful during the background estimation process.

3.3.1 Event simulation

Each high energy pp collision at the LHC produces hundreds of particles with momen-
tum range spread over many orders of magnitude. Using the factorisation theorem, the
description of such interactions can be divided in two terms, depending on the amount of
transferred momentum involved.

At energy scales ≫ 1 GeV, the hard scattering between the constituents of the protons
can be perturbatively computed in terms of the matrix element (ME) of the process. At
energies of the order of 1 GeV or lower, many other physics processes of non-perturbative
nature arise, leading to the use of simulation models depending on tunable parameters that
describe the data. The energy scale around 1 GeV that separates the two terms is known
as the factorisation scale, µF , and is introduced to remove low energy divergences from the
cross-section calculations.

The simulation of an high energy pp collision relies on a variety of programs, based on
Monte Carlo methods, which are able to describe the different phases of the proton-proton
scattering.

Figure 3.5: A schematic representation of a proton-proton collision as simulated by the
event generator. Two partons from the colliding protons, described by the parton density
functions, undergo a hard interaction (Matrix Element). Additional hard QCD radiation is
produced (Parton Shower), before the final state partons start hadronising (Hadronisation).
Additional activity in the event originates from the underlying event [62].

As shown in Figure 3.5, the simulation of a pp → X interaction can be divided in
different steps: the hard scattering, the parton shower, the hadronisation, the underlying
event, and the decay of unstable particles in the final state. The results depend on the
distribution of quarks and gluons carrying a fraction of the total momentum of the protons,
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the parton density functions (PDFs). Those, as well as the various steps present in MC
event generations, are described in the following.

Parton Density Functions

PDFs are obtained from a global fit to the input datasets from Deep Inelastic Scattering
(DIS), fixed-target Drell-Yann, and collider experiments, and are extrapolated over a wide
range of energies.

Several PDF sets are available (e.g CT [63], NNPDF [64]), making use of different input
datasets, value of the factorisation scale, and order of the perturbation theory at which they
are calculated.

Matrix Element

The ME represents, as stated above, the hard scattering part of the process and is calcu-
lated evaluating the Feynman diagrams representing the process of interest. MEs can be
calculated at different orders on QCD. If the calculation is performed at the lowest order,
is said to be at Leading-Order (LO) and represents the tree-level process. When moving
up considering higher orders we will refer to calculation as Next-To-Leading-Order (NLO),
Next-To-Next-To-Leading-Order (NNLO) etc.

In the case of NLO or NNLO simulations, many diagrams describing virtual loops are
added to the computation, making the simulation very slow.

Most of the current event simulation in use at LHC employ LO or NLO matrix elements.
In order to take into account higher order corrections, the so-called k-factors are used to
reweight the LO (NLO) cross-section and they are obtained by the ratio of the total NLO
(NNLO) cross-section calculated analytically to the LO (NLO) one from the MC generator.

Parton Shower (PS)

The partons involved in the hard scattering can radiate gluons which can, in turn, split
into quark-antiquark pairs or gluons generating a shower of outgoing particles. The parton
shower algorithms are used to evolve the hard scatter from the initial energy scale Q2 down
to the hadronisation scale, of order 1 GeV, associated to the confinement of the partons
inside the hadrons. The radiation from incoming particles is usually referred to as initial
state radiation, while emissions from the final state partons is called final state radiation.
In both cases, the probability to radiate a parton is controlled by the so-called Sudakov
form factor [65], which describes the probability for a parton q to not radiate in the time
interval ∆t. This probability depends on the hard scatter energy scale, the parton type
and the initial momentum fraction carried.

The radiation emission is controlled by a "time-dependent" variable, ensuring that the
subsequent emission happens at lower energy with respect to the previous one. The choice
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of the evolution variable can differ across generators: the opening angle (HERWIG [66])
or the transverse momentum (Pythia8 [67]) approaches are two possible choices.

After the ME and the PS are simulated a careful matching has to be done in order to
remove the overlapping diagrams and cover the entire phase space. The ME is typically used
to describe the production of hard and well separated particles, while the PS is employed
for soft and collinear particles. The scale at which the two simulations are combined is
called matching scale.

Hadronisation

When the partons involved in the PS reach the hadronisation scale, they are combined into
colour-neutral states, as required by QCD. The models describing the process of hadroni-
sation depends on many free parameters that have to be tuned to match the data.

There are two main models currently in use to simulate the hadronisation process; the
Lund string Model [68], used by Pythia, and the cluster model [69], used by HERWIG and
Sherpa [70]. The main difference between the two models is that the former transforms
the parton system directly into a hadron, while the latter introduces an intermediate stage
in which clusters of partons with mass scale of 1 GeV are formed.

Underlying event

The underlying event refers to any additional activity which is not related to the hard
process. This includes all interactions involving the partons from the incoming protons not
involved in the hard scatter, as well as from any additional partons radiated in the event.
These events are simulated using phenomenological models tuned to the data.

Decays of unstable particles

After the hadronisation step, the decays of the several unstable particles produced in the
event is simulated and the final state stable particles, that can interact with the detector,
are determined.

By default, only decays of particles with a proper decay length of cτ < 10 mm, with
τ being the decay time, are handled by the event generator, and their possible interactions
with the detector material, as well as their curvature inside the magnetic field, are ignored.
An exception is made in the case of long-lived particles, for which this limit on the maximum
cτ is relaxed and therefore their decay is simulated by the event generator also at longer
distances.

Particles that are considered stable by the event generator have their decays and in-
teractions with the detector handled by the simulation and are referred to as particle-level
objects.
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ATLAS detector simulation

Particle-level objects are fed to the ATLAS detector simulation, which is based on the
GEANT4 software [71]. The simulation is kept updated and takes into account the com-
plete detector geometry, including misalignments or distortions, detector performances and
data-taking conditions.

The output of the simulation consists of a list of "hits" representing all the information
on the energy deposits, positions and times in the sensitive material of the detector. At
this stage, simulated hits are used as input to a digitisation step, overlaid with simulated
hits from pile-up and backgrounds originating from the LHC beams. The digitisation step
also simulates the electric signals induced in the read-out components of the detector and
possible electronic noise.

The last step of the ATLAS simulation is the reconstruction, which combines the in-
formation from the different sub-detectors to reconstruct the actual physics object that
produced the signal. The reconstruction is performed both on data and MC generated
events.

For all the signal and background samples considered, in order to model the effect of
pile-up, simulated inclusive pp events are overlaid on each generated event and reweighted
to match the conditions of the 2015-2018 data sample. The multiple interactions were
simulated with Pythia8.210 [72] with the A3 tune [73] and the NNPDF2.3lo set of
parton distribution functions [64].

3.3.2 Signal samples

MC simulated event samples are used to model the BSM signals. Signal samples modelling
the production of dark-photons via a 125 GeV Higgs portal were generated with Mad-

Graph5_aMC@NLO 2.2.3 [74] interfaced to Pythia 8.186 [72] for the parton showering
and hadronisation. The matrix-element calculation was performed at tree level. The PDF
set used for the generation is NNPDF2.3lo [64].

Higgs boson production via gluon-gluon fusion and in association with a W boson is
included. The predicted Standard Model cross-sections for these two processes, assuming
mH = 125.09 GeV, are respectively 48.61 pb [75, 76] and 1.37 pb [16, 77]. A second set of
signal samples was generated, modelling the production via gluon-gluon fusion of a high-
mass (800 GeV) Higgs-like scalar mediator with the same decay modes as in the 125 GeV
mass case. Effects of higher-order QCD corrections on the pT of the Higgs boson, evaluated
using a reweighting procedure [78], change the signal selection efficiency by less than the
MC statistical accuracy and are therefore neglected. The cross-section for a 800 GeV Higgs
calculated at N3LO [76] is set for reference as σBSM = 5 pb.

A dark-photon with a mass mγd up to a few GeV that mixes kinetically with the
SM photon will decay into leptons or light quarks, with branching fractions that depend
on its mass [1, 31, 79]. Taking as an example a dark-photon mass of 0.4 GeV, the dark-
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photon decay branching ratios are expected to be 45% e+e−, 45% µ+µ−, and 10% qq̄ [31].
The mean proper decay length cτ of the dark-photon is a free parameter of the model.
In the generated samples, cτ was chosen such that, accounting for the boost of the dark-
photon, a large fraction of the decays, on average around 80-90%, occur inside the sensitive
ATLAS detector volume (i.e. up to 7 m in radius and 13 m along the z-axis from the centre
of the detector).

The decays of the Higgs boson into dark-photons through dark fermions or directly
into two dark-photons were simulated at matrix element level during the generation. In
the case of the FRVZ model (see Section 1.2.3), the mass of dark fermion fd was chosen
to be small relative to the Higgs boson mass and far from the kinematic threshold at
mHLSP + mγd = mfd . In the case of the HAHM model (see Section 1.2.3), the Higgs
boson decays directly into two dark-photons. Finally, an additional set of events has been
generated fixing the branching ratio of the dark-photon to hadronic decays only. These
samples have been used only for the optimisation of the neural network taggers and are not
used for the statistical analysis.

The mass range of the dark-photon in the simulated samples is 17 MeV - 15 GeV, with
the lower bound motivated by the recently proposed X17 particle [80] and upper bound
motivated by the low Lorentz boost configuration involved with increasing masses of the
dark-photon. For each mass sample, the choice of the corresponding proper decay length cτ
was made in order to allow on average around 80-90% of the dark-photon decays to occur
inside the ATLAS detector volume, resulting in cτ values ranging from 10 mm to 1000 mm.
In order to fully exploit the coverage of the analysis in the phase space, consisting of the
dark-photon mass mγd and proper decay length cτ , a dedicated re-weighting procedure is
used (see Chapter 6). More details on the signal samples can be found in Chapter 5.

3.3.3 SM background processes

There are several SM processes that could lead to potential sources of background for
the analysis described in this thesis. Simulated samples are generated to study those
backgrounds. Since different Higgs boson production modes are considered, the relative
impact of some of these processes will vary depending on the production mode under study.

The main source of background for the ggF production comes from multijet events.
The relative MC samples were generated with Pythia 8.210 using the same tune and
PDF used for the production of signal samples.

In the case of the WH associated production, the SM processes that could lead to
potential sources of background include W +jets, Z+jets, tt̄, single-top-quark, WW, WZ,
and ZZ production events. Among these, the main contribution is given by the W/Z+jets
processes.

W +jets, Z+jets , WW, WZ, and ZZ events were generated using Sherpa 2.2.2 [81]
with the NNPDF 3.0 NNLO [63] PDF set.
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Single top and tt̄ MC samples were generated using Powheg-BOX 1.2856 [82] and
Pythia 6.428 [83] with the Perugia2012 [84] tune for parton showering and hadronisa-
tion, and CT10/CTEQ6L1 [85, 86] PDF sets.

Finally, MC samples of J/Ψ → µµ events are generated to evaluate systematic uncer-
tainties for muon trigger and reconstruction efficiencies. The MC samples are generated
using Pythia8+Photos++ [87] with the A14 tune for parton showering and hadronisa-
tion and the CTEQ6L1 PDF set.
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Chapter 4

Objects reconstruction and
identification

The elementary particles, produced in LHC collisions and used for physics results, are
not directly observed in the ATLAS detector. Those particles are detected through their
interaction with the various sub-systems of the detector. In order to search for the particles
produced in the collision, effective reconstruction and identification algorithms are needed.
In this chapter, the identification and reconstruction techniques of the different physical
objects in ATLAS are described. A particular focus is put on muons, electrons and jets,
the main objects of interest in the analysis work described in this thesis. Standard object
definitions are usually recommended by the ATLAS collaboration, but further optimisation
can be done at analysis level to improve the selection and maximise the sensitivity to the
signal of interest. The reconstruction is a multi-stage process designed to find particle-like
signatures starting from tracks and calorimeter clusters of deposited energy, built using the
detector signals. The reconstructed objects are then combined and classified into high-level
physics objects, e.g electrons or jets, with all the measured physical properties, such as
their momenta, energy or charge.

4.1 Track and vertex reconstruction

Tracks

Tracks are one of the most basic elements used for particle reconstruction in ATLAS. They
are reconstructed from hits in the inner detector. Pixel and SCT hits are clustered to
improve the accuracy of the position measurement and to reduce the noise from front-
end electronics. After cluster creation, the track-finding algorithm searches for three-point
tracks in the silicon detectors [42]. These tracks are then extrapolated into the outer regions
of the tracking detector by iteratively associating new clusters to the track and updating
the track parameters.
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This algorithm is designed to find charged particles arising from the collision point. The
hits from the TRT are combined in an opposite direction, as they are extrapolated towards
the silicon detectors by a back-tracking algorithm. This algorithm finds tracks which do
not originate from the interaction region.

The tracks reconstructed by the track-finding algorithm are required to have transverse
momentum pT > 500 MeV. The space coordinates of a track are also important. They
are described by the shortest distance in transverse and longitudinal direction between the
interaction point and the track. These are also known as the transverse impact parameter,
denoted as d0, and the longitudinal impact parameter, denoted as z0.

Since multiple tracks might share the same hit, an ambiguity-solving algorithm is run.
A score is assigned to each track, based on the χ2 of the track fit, on its pT , and on the
number of holes in the track, which is defined as the number of expected hits which are not
present in one layer of the inner detector.

Vertices

Tracks are used to define another basic element used for particle reconstruction in ATLAS,
the vertices. The point where the hard scattering occurred is the primary vertex, defined as
the one with the highest sum of the square of transverse momenta of the associated tracks.
If the particles produced in the primary vertex live long enough to decay further away, a
secondary vertex is formed.

Vertices are reconstructed using an iterative vertex finding algorithm [88]. Vertex recon-
struction proceeds by calculating the crossing point of several tracks and iteratively adding
or discarding all tracks that are respectively compatible or incompatible with originating
from this crossing point. In this process, the vertex position is updated with each change
of the track association.

Secondary vertices provide crucial information for heavy flavour identification, since
heavy flavoured hadrons usually have long lifetimes, such that they can decay several mil-
limetres from the collision point.

4.2 Electrons

Electrons are reconstructed with combined information from energy deposits in the ECAL
and associated tracks in the inner detector. Once the electron candidates are reconstructed,
they must undergo an identification procedure. The electron candidates are discriminated
from background by a likelihood-based identification algorithm, which exploits several prop-
erties from track information to calorimeter shower shapes. Correctly identified electrons
are then classified in three quality categories, referred to as working points: loose, medium,
and tight. Electrons selected by a tighter working point are also contained in the looser
selections. The electron identification algorithm performance is presented in Figure 4.1 for
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electrons from Z → e+e− events as a function of the electron ET and η.

Figure 4.1: Measured electron-identification efficiencies in Z → e+e− events for the loose
(blue circle), medium (red square), and tight (black triangle) operating points as a function
of transverse energy (up) and η (down) [89].

High energy electrons tend to deposit more energy in the last ECAL layers or in the
early HCAL layers, presenting narrower cascade shapes. To take into account this effect, the
loose and medium selections criteria are constructed to be robust against ET dependence.

Additional cuts on electron discriminating variables are included in the tight selection
to maintain a good efficiency for electron candidates with high ET . Requirements on the
number of hits in the ID are added to the electron selection to further suppress background
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from non-prompt electrons, such as electrons originating from converted photons.
Analyses using low energy electrons usually choose a tight isolation requirement for high

background rejection, while those using high energy electrons may prefer a loose isolation
for a high signal efficiency.

In the analysis presented in this thesis, electron candidates are reconstructed from
isolated electromagnetic calorimeter energy deposits matched to inner detector tracks. They
are required to have |η| < 2.47, a transverse momentum pT > 20 GeV, and to satisfy the
"tight" identification requirement. Candidates within the transition region between the
barrel and endcap electromagnetic calorimeters, i.e 1.37 < |η| < 1.52, are not considered.
In addition, tracks associated with an electron candidate are required to pass a cut on
the significance of the transverse impact parameter, d0, of |d0|/σ(d0) < 5, and on the
longitudinal impact parameter, z0, |z0 sin(θ)| < 0.5 mm, with θ being the polar angle that
the particle forms with beam axis.

Finally, the scalar sum of the pT of tracks within a variable-size cone around the electron
must be less then 15% of the electron pT , excluding tracks associated with the electron itself,
and the sum of the transverse energy of clusters of calorimeter cells in a cone of ∆R = 0.2

around the electron must be less than 20% of the electron pT , also in this case excluding
clusters already associated with the electron object.

4.3 Muons

ATLAS muon reconstruction [90] exploits the information provided by the inner detector
and the muon spectrometer sub-detectors, leading to four muon types being defined:

• Combined (CB): combination of the independent tracks reconstructed in the inner
detector and muon spectrometer. Provides the best purity and best momentum res-
olution;

• Segmented-tagged (ST): inner detector track associated with at least one local track
in the MDT or CSC chambers. The ST selection is used for low-pT muons or muons
falling outside the muon spectrometer acceptance regions;

• Calorimeter-tagged (CT): combination of inner detector tracks and matched energy
deposits in the calorimeter compatible with a minimum ionising particle. This iden-
tification criteria is optimised to recover acceptance in the region |η| < 0.1, where the
ATLAS muon spectrometer is only partially instrumented to allow for cabling and
services.

• Standalone (SA, msonly): reconstruction using only the information provided by the
muon spectrometer. The muon track is required to have hits in at least three layers
in the barrel or in the end-caps, and to be compatible with a muon originating from
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the impact parameter. In standard analyses SA muons are used in the pseudorapidity
outside the inner detector range 2.5 ≤ |η| ≤ 2.7;

In the analysis presented in this thesis, Standalone muons are used in the whole pseu-
dorapidity range to select displaced decays that would not leave any track in the inner
detector. In addition, the analysis loosens the standard SA criteria requiring to have at
least two hit in the barrel, instead of three, to be able to reconstruct dark-photon decays
that occur after the innermost MDT layer.

Muon identification algorithms, similar to the ones used for electrons, are also used to
suppress the background, which comes primarily from pion and kaon decays. In this way
four working points are defined:

• Loose: designed to maximise the reconstruction efficiency while providing good-
quality muon tracks;

• Medium: designed to minimise the systematic uncertainties associated with muon re-
construction and calibration. Only CB and MS muons are considered, with additional
requirement on the number of hits in muon chambers, and a loose requirement on the
compatibility between pT measurements in the inner detector and muon spectrometer;

• Tight: selected to maximise the purity of muons at the cost of some efficiency losses.
Only CB muons with at least two hits in muon spectrometer and satisfying the
medium criteria are considered. Additional requirements on normalised χ2 of the
track fit and the compatibility between inner detector and muon spectrometer pT
measurements is employed to further reject background;

• High-pT muons: optimised for searches for high-mass resonances, in order to max-
imise the momentum resolution for muons with pT > 100 GeV, CB muons satisfying
medium requirements and having at least three hits in three MS stations are included.
Regions of the muon spectrometer where the alignment is suboptimal are vetoed.

The displaced dark-photon jet analysis adopts the medium selection to maximise the
reconstruction efficiency while retaining good quality muons. The medium quality efficiency
for prompt muons as a function of the pT is presented in Figure 4.2, obtained with Z →
µ+µ− and J/Ψ → µ+µ− samples.

ATLAS standard muon isolation is not adopted in the analysis as no tracks are expected
in the inner detector for the signal of interest. Only a custom isolation is applied in the
analysis. Muon candidates are reconstructed in the region |η| < 2.5 from muon spectrometer
tracks matching inner detector tracks. They are required to have pT > 20 GeV and satisfy
the "medium" identification requirements defined in [90]. These requirements are based on
the number of hits in the different inner detector and muon spectrometer subsystems, and
on the ratio of the measured charge and momentum (q/p) divided by the sum in quadrature
of their corresponding uncertainties. Tracks associated to muon candidates are required to
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Figure 4.2: Reconstruction efficiency for the medium muon selection as a function of the
transverse momentum of the muon, in the region 0.1 < |η| < 2.5 obtained with Z → µ+µ−

and J/Ψ → µ+µ− events [90].

pass a cut on both transverse and longitudinal impact parameter, similarly to the electron
case, of |d0|/σ(d0) < 3 and |z0sinθ| < 0.5 mm respectively.

Finally, the scalar sum of the pT of tracks within a variable-size cone around the muon,
must be less then 15% of the muon pT , excluding tracks associated with the muon itself,
and the sum of the transverse energy of clusters of calorimeter cells in a cone of ∆R = 0.2

around the muon must be less than 30% of the muon pT , also in this case excluding clusters
associated with the muon. This is done in order to avoid a possible overlap with other
objects.

4.4 Jets

The hadronisation of quarks and gluons produces a spray of collimated hadrons called jet.
In the analysis described in this thesis, jets are originated by displaced dark-photon decays
into electron or hadron pairs in the hadronic calorimeter. These jets are expected to be
isolated in the inner detector, with most of the energy deposits occurring in the HCAL,
and to appear to be narrower than ordinary jets.

ATLAS jets are reconstructed from topological clusters of energy deposits in the calorime-
ters using the anti-kt clustering algorithm [91,92] with a distance parameter R = 0.4. Anti-
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kt is a sequential clustering algorithm based on the evaluation of the distance dij between
two clusters (i, j) and the distance diB between the pseudo-jet and the beam (B), defined
as:

dij = min(p2pT,i, p
2p
T,j) ·

∆R2
ij

R2
, diB = p2pT,i, (4.4.1)

where p2pT,i is the transverse momentum of the i-th object and p is the algorithm parameter
p = −1. The clustering begins with the hardest constituent i as seed. For each iteration, all
distances dij between the i-th constituent and all other constituents j are computed. If the
minimum value of the dij set is smaller than diB, then the i-th and the j-th constituent are
combined into a single pseudo-jet summing the four-momenta. In the following iteration,
the pseudo-jet will be used as seed and the i-th and j-th constituents will no longer be
considered. Instead, if dij ≥ diB, the pseudo-jet is considered as a jet. Clustering ends
when only jets are left in the event. This algorithm tends to cluster soft particles with
hard objects before clustering between themselves. For example, an isolated hard particle
will cluster all soft particles within a 2R distance in a size R cone, resulting in a conical-
shape jet. The algorithm is, therefore, sensitive only to hard particles proximity at the
disadvantage of soft radiation. Jet objects are then calibrated in energy to correct for
non-linearities in the calorimeter response, leakage and mis-reconstruction by weighting
the energy deposits arising in the ECAL and HCAL accordingly. An additional correction
due to pile-up may be also applied.

In the analysis detailed in the following chapters, the anti-kt is used with a jet radius
parameter R = 0.4. Only jet candidates with pT > 20 GeV and |η| < 4.9 are considered.

Jet Vertex Tagger

The Jet Vertex Tagger [93] (JVT) is a technique used in ATLAS for pile-up suppression.
JVT uses a multivariate combination of the following pile-up sensitive track information:

• Jet Vertex Fraction (JVF): defined as the ratio of the scalar sum of the transverse
momentum of the associated tracks that originate from the PV to the scalar sum of
the transverse momentum of all associated tracks, corrected with the average scalar
sum of pile-up associated tracks. It is used to select jets originating from the PV;

• RpT : defined as the scalar sum of the transverse momentum of the tracks that are
associated with the jet and originate from the hard-scatter vertex, divided by the
fully calibrated jet pT , which includes pile-up subtraction.

In Figure 4.16, the distribution of JVF and RpT are presented for pile-up (PU) and
hard- scatter (HS) jets with 20 ≤ pT ≤ 30 GeV.

The JVT uses a k-nearest neighbour (kNN) algorithm [94] trained on these two variables
to differentiate between pile-up jets and jets originating from the primary vertex. The tagger
output is shown in Figure 4.4a for pile-up and hard-scatter jets. As shown in Figure 4.4b,
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(a) (b)

Figure 4.3: JVT input variables distribution [93], RpT (a) and JVF (b) for pile-up (PU)
and hard-scatter (HS) jets with 20 ≤ pT ≤ 30 GeV.

the JVT signal efficiency is independent of the number of PV in the event, therefore optimal
for pile-up suppression and robust against its increase. Since dark-photon jets produced in
the hadronic calorimeter have a JVT output distribution similar to the one of pile-up jets,
in this search the JVT output is used oppositely to the typical ATLAS implementation.

Jet energy scale and resolution

The jet energy calibration is needed to compensate for all possible detector loss effects in
the calorimeters, e.g. presence of dead detection material or reconstruction inefficiencies.
The goal is to correct the jet energy to the true process, this operation is referred to as
Jet Energy Scale (JES) calibration process. JES calibration starts with pile-up subtraction
and origin correction, which has the aim to make the jet point back to the hard-scatter
vertex. The topological clusters kinematic properties are then recomputed leaving the
energy unchanged. Finally, the jet response is corrected by applying energy corrections
in transverse momentum and pseudorapidity bins from the simulated MC jet response
(Ereco/Etruth). The calibration process is described in detail in Ref. [95].

The systematic uncertainties associated to the calibration procedure are taken into
account. The JES uncertainty is well described by the variation applied by the calibration
to the mean value of the jet response distribution.

An additional source of systematic uncertainty arises from the Jet Energy Resolution
(JER), which quantifies the width of the Gaussian jet response distribution. The JER
uncertainty takes into account many different effects, from the stochastic nature of hadronic
showers to electronic noise.
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(a) (b)

Figure 4.4: (a) JVT output distribution for pile-up and hard-scatter jets. (b) Primary-
vertex dependence of the hard-scatter jet efficiency for 20 ≤ pT ≤ 30 GeV (solid markers)
and 30 ≤ pT ≤ 40 GeV (open markers) jets for fixed cuts of JVT (blue square) and JVF
(violet circle) such that the inclusive efficiency is 90 %.

Jet cleaning

The anti-kT procedure might lead to the reconstruction of spurious jet objects, referred to
as fake jets. Fake jets are usually rejected in analyses through a set of selections called
jet-cleaning criteria [96]. However, in this analysis, standard procedures of jet-cleaning
cannot be utilised because they would suppress jets with high values of EHCAL/EECAL,
which represents the ratio between the energy released by a jet in the hadronic calorimeter
(EHCAL) and in the electromagnetic calorimeter (EECAL), which is a typical discriminant
used for the identification of a signal displaced jet.

A dedicated cleaning algorithm for displaced jet in the HCAL has been developed,
referred to as Loose-LLP, and is applied to the jet objects, with no requirements on the
ratio EHCAL/EECAL. Jets are required to have transverse momentum pT > 20 GeV and
|η| < 2.5. In addition to this, the weighted mean time difference between t = 0 (bunch-
crossing time) and the time of the energy deposit in the calorimeter cells is required to be
in the range [-4 ns, 4 ns] to reduce cosmic-ray background and beam-induced background
jets. No cleaning is applied to jets with |η| > 2.5 as they lie outside the coverage of the
ATLAS inner detector.

4.4.1 Prompt jets

A standard collection of prompt jets is also considered in the analysis. This collection
is used in the selection to veto V BF events, and in the associated production category
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those jets are used to reduce the amount of multijet background events. Standard jets
are required to have a pT greater than 20 GeV and an absolute pseudo-rapidity less than
4.9. Standard jets are calibrated following the standard ATLAS procedure. To reduce the
effects of pile-up, jets with pT < 120 GeV and |η| < 2.5 are required to have a significant
fraction of their associated tracks compatible with originating from the primary vertex, as
defined by the jet vertex tagger [93]. This requirement reduces the fraction of jets from
pile-up to 1%, with an efficiency for hard-scatter jets of about 90%.

Finally, jets which are already used to reconstruct a dark-photon jet are removed from
this collection in order to avoid any overlap between the two collections.

4.4.2 Identification of b-jets

For both measurements of SM processes and searches for BSM physics, identifying jets
originating from b-quarks is extremely important. b-quarks produced in the hard scatter
hadronise and then travel a significant distance before decaying. The result of this is the
presence of a second decay vertex, distinct from the primary vertex, with tracks which have
large impact parameters. This distinctive signature enables jets originating from a b-quark
to be "tagged". In ATLAS, jets containing b-hadrons (b-tagged) are identified with the
MV2c10 algorithm [97,98], a multivariate discriminant that makes use of track properties.
Jets are considered to be b-tagged if they fulfil a requirement that has 70% average efficiency
for jets containing b-hadrons in simulated tt̄ events. The rejection factors for light-quark
and gluon jets, jets containing c-hadrons, and hadronically decaying τ -leptons in simulated
tt̄ events are approximately 301, 38, and 8, respectively.

Simulated events are corrected for differences from collision data in b-tagging efficiencies
and b-tagging mis-tag rates [98–100]. Corrections are also applied to account for minor
differences between data and MC simulation in the single-lepton trigger, reconstruction,
identification and isolation efficiencies [101,102].

In the analysis presented later in this thesis, b-tagging is used to veto events containing
b-tagged jets.

4.5 Overlap Removal

During the reconstruction process, it can happen that the same energy deposit is associated
to multiple objects. This issue is solved with an overlap removal process. Jet candidates
within an angular distance ∆R =

√
(∆y)2 + (∆ϕ)2 = 0.2 of a lepton candidate are dis-

carded. Remaining lepton candidates within ∆R = min[0.4, 0.04 + pT (µ)/(10 GeV )] of a
jet are then discarded to suppress bottom and charm hadron decays. When considering
muons, if the jet has fewer than three associated tracks, the muon is retained and the
jet is discarded instead, in order to avoid inefficiencies for high energy muons undergoing
significant energy loss in the calorimeter. Finally, any electron candidate sharing an inner
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detector track with a remaining muon candidate is also removed.

4.6 Missing transverse momentum

The missing transverse momentum vector pmiss
T , whose magnitude is denoted by Emiss

T ,
measures the momentum imbalance in the transverse plane in the event. If a particle
produced in a pp collision escapes ATLAS undetected, as for neutrinos or other neutral
weakly interacting particles predicted by several BSM theories, it will cause a momentum
imbalance in the transverse plane. Other effects that may lead to an Emiss

T contribution are
object mis-reconstruction or the presence in the event of particles escaping a not completely
hermetic detector.

Missing transverse energy is characterised by a hard term, which includes all the fully
reconstructed objects, and a soft term, which includes contributions from detector signal
objects not associated with any specific reconstructed object. It is defined as the negative
vector sum of the momenta of the respective calibrated objects and computed as follow:

E⃗miss
T = −

( ∑
i ϵ hard terms

p⃗T,i +
∑

i ϵ soft terms

p⃗T,i

)
(4.6.1)

In the analysis described in Chapters 5 and 6, a loose Emiss
T cut is applied to ensure

orthogonality with respect to the V BF dark-photon jet analysis in order to allow a future
combination between the analyses. In addition, in theWH category, an Emiss

T cut is applied
in order to reduce contributions from standard model backgrounds.
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Chapter 5

Dark-Photon Jets and the Full
Run-II displaced analysis

This chapter summarises the methods and tools used to perform the search for light long-
lived neutral particles described in this thesis. The main target of the analysis are long-
lived dark-photons, with masses ranging from twice the electron mass and up to 15 GeV,
arising from Higgs Boson decays. Two different Higgs production mechanisms are taken in
consideration, ggF and WH production. Values of the kinetic mixing term in the range
10−7 < ϵ < 10−4 are probed. The mass and kinetic mixing values probed are chosen in
such a way that the dark-photon results to have a non-negligible lifetime. This is due
to the existing relation between those three quantities, as shown in Equation 1.2.5. The
dark-photon is also expected to be produced with large Lorentz boost, given the fact that
its mass ranges in values much lower than the Higgs Boson mass. As a consequence of
this, the dark-photon decays far from its primary production point, generating collimated
groups of leptons and light quarks that form a jet-like structure, which are referred to as
Dark-Photon Jets (DPJs).

The chapter is organised as follows. An overview of the analysis is given in Section 5.1.
The types of DPJs, as well as the tools used for their reconstruction, are introduced in
Section 5.2. The Machine Learning (ML) methods adopted in this analysis are presented
in Section 5.3. The event selection is described in Section 5.4. The treatment of the various
backgrounds, and the description of the background estimation techniques, is presented in
Section 5.5.

The results and the methods used to draw statistical conclusions from the analysis are
later described in detail in Chapter 6.

5.1 Analysis overview

The DPJ signature represents a tough challenge for both the trigger and the reconstruction
capabilities of the ATLAS detector, which is optimised for prompt decays. Moreover, differ-
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ent signatures are generated depending on the nature of the dark-photon decay. The DPJs
are characterised by an unconventional experimental signature, which can be exploited to
remove a large fraction of events, not of interest for the analysis. However, this has also the
disadvantage of bringing into play unusual events, such as beam-beam remnants, cosmic
rays and punch-through jets, that can mimic the DPJ signature. For this reason, dedicated
ML methods used for signal selection and background rejection have been developed. In the
displaced DPJ analysis, the events are classified in two mutually exclusive search categories,
referred to as gluon-gluon fusion selection and WH associated production selection, which
are designed to target the production of dark-photons in these two Higgs boson produc-
tion modes. The event selection aims at the identification of six orthogonal Signal Regions
(SRs), where events are selected depending on the relative Higgs boson production mode
and on the number and type of reconstructed DPJs. Of all the different background contri-
butions, the one due to rare jets, from either multijet events or V+jets events, is expected
to be the leading one and is estimated with a data-driven method. Other backgrounds,
when present, are either reduced to a negligible level or estimated in a control sample and
taken into account during the data-driven estimation.

5.2 Dark-Photon Jets

Dark-photon jets are a custom physics object built with the aim of identifying displaced
long-lived particles decaying in collimated muon, electron or quark pairs. The cuts listed
in the following have been tuned on the simulated samples to correctly reconstruct the
dark-photons in the investigated mass and lifetime ranges. Those cuts are the same used in
the previous version of this analysis [3]. Depending on the decay mode of the dark-photon,
two definitions of DPJs are used:

• µDPJ: a dark-photon decaying into a pair of muons is expected to leave two col-
limated standalone tracks in the muon spectrometer, with no jets found in a cone
of ∆R = 0.4. A DPJ satisfying these characteristics is classified as a muonic DPJ
(µDPJ).

• cDPJ: a dark-photon decaying into a displaced electron or quark pair, is searched for
as an energy deposit in the calorimeters identified as a single jet with an EM fraction
(fEM ), defined as the ratio of the energy deposited in the EM calorimeter to the total
jet energy, below 0.4. In addition, no associated standalone muon tracks has to be
found in a cone of ∆R = 0.4 around the jet. A DPJ with these characteristics is
classified as calorimeter dark-photon jet (cDPJ).

A graphical representation of the two DPJ categories is shown in Figure 5.1. More
details on the properties and the reconstruction of DPJs is given in the following.
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Figure 5.1: Graphical representation of the two DPJ categories: µDPJ (left) and cDPJ
(right). Muonic DPJs are built from at least two collimated standalone muon spectrometer
tracks, required to not be matched to any jet. Calorimeter DPJs are built from jets with
EM fraction below 0.4, not matching any standalone muon spectrometer track.

5.2.1 Muonic dark-photon jets

As mentioned above, a dark-photon decaying into a pair of muons is expected to leave two
collimated standalone muon tracks in the muon spectrometer. Standalone MS tracks [90]
are formed by requiring at least two matched segments in the muon spectrometer, which
are fit with a primary vertex constraint. In addition, a special selection on the standalone
track information obtained from the Muon Spectrometer is needed:

• in order to discard muons originating from the primary vertex, the track must not
have been used to build a combined muon;

• only standalone MS tracks in the pseudorapidity interval |η| < 2.4, corresponding to
the ATLAS inner detector coverage, are selected;

• candidates with pseudorapidity in the range 1.0 ≤ |η| ≤ 1.1 are rejected to avoid the
transition region of the muon spectrometer between barrel and endcap.

µDPJ reconstruction

Muonic dark-photon jets are reconstructed using the Cambridge-Aachen clustering algo-
rithm [103] that combines all the standalone MS tracks lying within a cone of fixed size
in (η, ϕ) space. The algorithm used has remained unchanged since the previous version of
this analysis [3]. The algorithm starts from the highest-pT standalone MS track, searching
for additional standalone MS tracks within the ∆R ≤ 0.4 cone around the initial track
momentum vector. If a second standalone MS track is found in the cone, the axis of the
cone is changed to the vector sum of the momenta of the two tracks; the search is repeated
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until no additional tracks are found in the cone. µDPJs are required to have at least two
muon spectrometer tracks and they are discarded if a jet is found within ∆R ≤ 0.4 from
a µDPJ. This is done to ensure the orthogonality between reconstructed DPJs of different
types.

The µDPJs reconstruction efficiency can be defined as the ratio of the number of dark-
photons decaying in µ+µ− which are found in a ∆R = 0.4 cone around a µDPJ and
the total number of dark-photons decaying in two muons. The reconstruction efficiency
is shown in Figure 5.2 for µDPJ objects with |η| < 1 as a function of Lxy and transverse
momentum of the dark-photon for few benchmark signal scenarios relative to the HAHM
and FRVZ model. The discrepancies between the signal scenarios shown are expected, as
the topology of the decay depends on the different kinematics of each configuration. A
drop in efficiency is expected for dark-photon decays which occur after the middle layer
of the muon spectrometer (∼6 m in the barrel region), where muons can no longer be
reconstructed.

(a) (b)

Figure 5.2: The reconstruction efficiency for µDPJ objects in the decay of a γd to muon
pairs. Figure (a) shows the reconstruction efficiency for γd with 0 < |η| < 1.1 as function
of the transverse decay length Lxy. Figure (b) shows the reconstruction efficiency for γd
with 0 < |η| < 1.1 as function of the γd transverse momentum, in events where the γd
Lxy is below 6 m. The differences between the various signal scenarios are expected as the
topology of the decay depends on the different kinematics of each configuration. Finally,
a drop in efficiency is expected for dark-photon decays occurring after the middle layer of
the muon spectrometer (∼6 m in the barrel region).

5.2.2 Calorimeter dark-photon jets

Calorimeter dark-photon jets aim to identify a dark-photon decaying into a displaced elec-
tron or quark pair outside the radial acceptance of the ATLAS ECAL. Given the high
boost of the dark-photon, the resulting electrons and quark pairs will be highly collimated.
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Therefore, the cDPJ is searched for as an energy deposit in the calorimeters identified as a
single jet, reconstructed and calibrated with the same algorithms described in Section 4.4,
and satisfying the following requirements:

• The jet must have fEM < 0.4, pT > 20 GeV and must lie within the pseudorapidity
interval |η| < 2.5.

• No standalone muon spectrometer track must be identified in a cone of ∆R = 0.4

centered around the jet axis.

• The jet is required to satisfy a looser object quality criteria with respect to the main
jet selection, referred to as Loose-LLP in Section 4.4, and no selection on jet-vertex
tagger is applied in order to retain high efficiency for the targeted signals.

• Candidates in the transition region between the barrel calorimeters and the endcap
cryostat are removed by requiring the fraction of the energy released by the jet in
the Tile Gap scintillators to be less than 10% of the total jet energy, since many
fake jets with low fEM are identified in this region due to the partial coverage of the
calorimeter.

• In order to avoid selecting events where most of the energy associated with a jet could
be produced by localised noise, events are rejected if the leading jet has > 90% of its
energy associated with a single constituent cluster or layer within the LAr calorimeter.

The cuts listed above are the same used in the previous version of this analysis [3].

cDPJ reconstruction

The cDPJ reconstruction efficiency can be defined, similarly to the µDPJ, as the ratio of
the number of dark-photons decaying in e+e− or qq̄, which are found in a ∆R = 0.4 cone
around a cDPJ , and the total number of dark-photons decaying in electron or quark pairs.

The reconstruction efficiency is shown in Figure 5.3 for dark-photons with |η| < 1.1 as
a function of Lxy and transverse momentum for several benchmark signal samples. In the
case of the efficiency shown as a function of pT , an additional requirement is applied on the
true dark-photon Lxy to be between 2 m and 4 m. A γd decaying into quarks or electrons
is reconstructed only within the HCAL fiducial volume.

5.3 Neural Network taggers for background rejection

The analysis work detailed in this thesis makes use of unconventional signatures, given
the exotic nature of a search for long-lived particle decays. This can be an advantage,
since the reconstruction of dedicated objects like the displaced dark-photon jets, described
in the previous section, enables to remove a large fraction of events, not of interest for
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(a) (b)

Figure 5.3: The reconstruction efficiency for cDPJs produced by the decay of γd in e+e−

or qq̄. Figure (a) shows the reconstruction efficiency for γd with 0 < |η| < 1.1 as function
of the transverse decay length Lxy. The efficiency drop at 2.5 m corresponds to the end
of the first layer of the HCAL. Figure (b) shows the reconstruction efficiency for γd with
0 < |η| < 1.1 as function of the transverse momentum, in events where the γd Lxy is
between 2 m and 4 m.

the analysis, collected during the LHC data-taking. However, this has the consequence of
bringing into play unusual events which can easily mimic the DPJ signature, originating
either from rare multijet events or non-collision background. Those kind of backgrounds,
in the vast majority of physics analyses, can be severely suppressed using tight object
quality criteria, as the signatures they produce are substantially different with respect to
more conventional ones originated from prompt jets or leptons. Those criteria can however
reduce significantly the reconstruction efficiency of LLP signatures such as DPJs, which
usually rely on looser constraints on reconstructed objects. Therefore dedicated algorithms
based on data, referred to as taggers, have been developed by the analysis team in order to
estimate the contribution of these backgrounds. The author has contributed to the testing
of these taggers but was not involved in the development of the architecture of the neural
network based taggers.

5.3.1 The Cosmic-ray muon tagger

Cosmic-ray muons are produced by the shower of highly energetic particles interacting with
Earth’s atmosphere and are sufficiently penetrating to be able to reach the ATLAS detector
cavern, placed more than 100 m underground.

Cosmic-ray muons that cross the detector in time coincidence with a pp interaction and
produce hits in the muon spectrometer constitute the main source of background to the
µDPJ. Moreover, it can also happen that cosmic-ray muons passing through the ATLAS
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hadronic calorimeter leave radiative energy deposits that can be reconstructed as cDPJ
since those hits are not associated to an ECAL activity nor to tracks in the inner detector.

On the bright side, these muons have a characteristic timing and geometrical pattern,
due to the fact that they are originated outside the detector, with timing uncorrelated
to LHC collisions and with unusual direction of their momentum. A cosmic-ray enriched
dataset, collected during empty bunch crossings, is used to study the characteristics of this
background and, for the case of µDPJs, to train a Neural-Network (NN) based tagger,
developed in order minimise the contribution from this background. The NN is trained
to classify each stand-alone muon spectrometer track constituting a µDPJ based on the
following quantities:

• the longitudinal impact parameter z0: the minimum separation in the z-coordinate
between the muon track and the primary vertex, measured at the point of closest ap-
proach of the muon track to the beam line. Signal muons, despite being displaced, are
expected to point to the PV due to the high Lorentz boost, resulting in a distribution
peaked around zero. Given the displacement of the dark-photon, no inner detector
hits are expected and the correct PV identification relies on initial state radiation
jets. Those jets are very likely to originate from the hard scatter vertex, resulting
in a correct identification of the PV. On the other hand, cosmic-ray muons do not
have a preferred direction along the z-coordinate, resulting in a broad, almost flat, z0
distribution;

• timing measurements from the muon spectrometer: time of the muon track
corrected by the time of flight from the interaction point [104]. Looking at the time
differences between the RPC middle layer (t∗1) and RPC outer layer (t∗2) of the MS,
it is possible to identify the direction of flight of the muon (outgoing or incoming),
as described in Equation 5.3.1 and schematically shown in Figure 5.4. This variable
is important only in the ATLAS north hemisphere, ϕ > 0, where signal muons and
cosmic muons have opposite directions. Two peaks are expected: one for the cosmic-
ray muons, at ∼ 20 ns (twice the time of flight from the RPC middle layer to the
RPC outer layer), and one for the signal muons, peaked at ∼ 0 ns. When the timing
difference from the outer layer and the pivot layer, which corresponds to the top
layer of the RPC middle station of the MS, is zero or not available due to missing
hits in one or the other RPC layer, the muon timing is not used by the NN. This is
obtained providing a fifth input variable to the NN, whose value is 1 when the timing
information should be used, 0 otherwise. The network is trained on a balanced sample
of events in which this variable is 0 or 1, avoiding the possibility to learn discriminating
features from this variable only;
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T (High Pt) = t∗2 − tflight
2

T (Low Pt) = t∗1 − tflight
1

∆T (High-Low)(for collisions) = 0

∆T (High-Low)(for cosmics) = −2(tflight
2 − tflight

1 ) =

−2(time of flight)

(5.3.1)

• the track angular direction (η and ϕ): cosmic-ray muons are expected to come
from the top of the ATLAS detector, resulting in a peaked η distribution and in a
double-peak ϕ distribution. Signal muons, on the contrary, are expected to have no
preferred direction in the azimuth angle, resulting in a flat distribution and a much
less peaked pseudorapidity distribution.

Figure 5.4: Visual scheme of the muon timing variable computation described in Equa-
tion 5.3.1. The pivot layer corresponds to the top layer of the RPC middle station of the
MS.

The variables described above are shown in Figure 5.5 for standalone muon spectrometer
tracks collected respectively in the cosmic-ray dataset and in a benchmark FRVZ signal
sample with a dark-photon mass of 0.4 GeV and SM Higgs Boson (mH = 125 GeV).

The neural network that has been developed by the analysis team is a Dense Neural Net-
work (DNN) , implemented using Keras [105] with the Tensorflow backend [106]. Keras is
a deep learning Application Programming Interface which enables to build neural networks
in a simplified language, using pre-built arrangement of neurons called layers. The tagger
is trained as a binary classifier with the purpose of assigning a score close to 1 to muon
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(a) (b)

(c) (d)

Figure 5.5: Distribution of the variables used to discriminate between muon spectrometer
tracks from the cosmic-ray dataset and dark-photon signal events, with reference in this
case to a benchmark FRVZ signal sample with a dark-photon mass of 0.4 GeV and SM
Higgs Boson (mH = 125 GeV). The η and ϕ coordinates of the tracks are shown in figures
(a) and (b), while the impact parameter z0 and the RPC timing difference ∆tRPC are
shown respectively in (c) and (d).

spectrometer tracks which originate from the IP and 0 to the ones produced by cosmic-ray
muons. Various configurations were tried, with different number of layers, from two to
four, and neurons for each layer, 16 to 128 were tried. The best configuration has been
found to be a three dense hidden layers DNN, with 32, 64 and 128 neurons respectively.
For an optimal training, a balanced mixture of ∼ 90k µDPJs from the cosmic-ray dataset
and from MC signal samples, with a dark-photon mass of 0.4 GeV and mH = 125 GeV, is
used, where half of the events have been used for validating the training procedure.
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Due to the fact that the information on the ∆tRPC is not always available, an additional
fifth "dummy" variable is fed to the DNN, which has an assigned value of 1 when the timing
information is available and 0 otherwise. As stated above, performing the training of the
network on a balanced sample of muon tracks in which this variable is 0 or 1, the network
learns to use the ∆tRPC only when it is available, avoiding the possibility of learning
discriminating features based on the additional variable alone.

An output layer with a sigmoidal activation function returns a binary classification score
between 0 and 1, which can be interpreted as the probability for a µDPJ’s constituent track
to originate from a dark-photon decay. This is shown in Figure 5.6 for some benchmark
signal scenarios and for data from the cosmic dataset. It can be noticed how the DNN
output separates really well the background (dashed green area) from the various signals
(coloured lines). In the analysis, a µDPJ is accepted if all its constituents have a cosmic-ray
tagger output score greater than 0.5. This selection was optimised to retain a high signal
efficiency: signal µDPJs are selected with an efficiency above 95% for transverse decay
lengths Lxy up to 5 m and for dark-photon pT down to 20 GeV. In this case, a background
rejection of 90% is achieved.

Figure 5.6: The cosmic-ray tagger output score for few signal scenarios and data from the
cosmic dataset.

5.3.2 The QCD neural network tagger

SM jets can be misidentified as DPJs. These jets are generated both in multijet events,
which represents the main background for the ggF category of the analysis, and in asso-
ciated production with the W and Z vector boson (V+jet events), representing the main
background for the WH category of the analysis.
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In the context of this analysis, jets that can be misidentified as DPJs are usually either:

• so-called "punch-through jets", which are jets with such large momentum that the
relative hadronic shower can not be entirely contained within the calorimeter. As a
consequence, many collimated tracks can be seen in the muon spectrometer, mimick-
ing the typical signature of muonic DPJs;

• jets with a large neutral component which can be a relevant source of fake calorimeter
DPJs, since they lead to many mis-reconstructed tracks in the inner detector.

Both multijet and V+jets processes have a production cross-section of several orders
of magnitude higher than the signal processes considered. Therefore, even if these jets are
rare, they yield a huge amount of background events. The number of misidentified DPJs
from rare jets is partially reduced by the selections applied in the definition of µDPJ (see
5.2.1) and cDPJ (see 5.2.2).

The estimate of the residual contributions from these rare events is challenging and,
due to the limited MC samples statistics available, a data-driven approach is utilised.

In order to reduce this kind of background, a dedicated per-jet tagger, referred to as
QCD tagger, has been developed by the analysis team to discriminate jets originating from
displaced dark-photon decays from rare jets. The tagger is based on a Convolutional Neural
Network (CNN), implemented as in the case of the Cosmic-ray tagger using Keras, and it
assigns a score ranging from 0 to 1 to each reconstructed cDPJ, where a value close to 1
means that the jet is more likely to have been originated in a signal event, and a value close
to 0 that it is more likely to come from a background event.

The tagger is built using 3D images and is inspired by the concept of face recognition
which has become widely used in artificial intelligence. The concept of jet images has
been previously applied in high energy physics in the context of jet tagging [107, 108]. An
ATLAS study has also being published [109] about a CNN-based jet tagger, exploiting 2D
jet images built from calorimeter clusters.

The QCD tagger developed in the context of this analysis extends the network archi-
tecture and concept described in [109], using a 3D representation of jet energy deposits.
The addition of a third dimension, allows to better exploit features related to long-lived
particles like the unconventional distribution of energy along the depth of the calorimeter.
This marks the first time 3D images have been exploited in this search.

Neural network inputs and structure

Ideally, individual calorimeter cells informations could be used to build the jet images,
since they provide the most granular information on the energy deposits in the ATLAS
calorimeters. However, retaining all the informations relative to the calorimeter cells would
be too expensive in terms of disk occupancy and, therefore, only caloclusters are saved, for
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which the information on the (η, ϕ) coordinates of its centroid and the fraction of energy
associated to it in each calorimeter sampling is available.

The images used as input to the QCD tagger are built dividing the (η, ϕ) space around
the jet axis, defined as the direction of its momentum vector, in a 15 × 15 grid centered
in the jet axis and corresponding to a η × ϕ = 0.9 × 0.9 area, so that each cell cluster of
this 2D grid corresponds to a 0.06 × 0.06 portion of the (η, ϕ) space. A third axis is then
added to take into account the EM and HCAL calorimeters samplings as an additional
coordinate. The resulting 3D grids are composed of cell clusters which contain the total
energy released in the corresponding (η, ϕ) coordinates and calorimeter sampling. In order
to exploit the full calorimeter volume, three 3D grids are produced: one accounting for the
barrel samplings, one for the tile extended barrel and one for the endcap.

The 3D grid representing the jet energy deposits are then converted to tensors and sent
as input to a convolutional neural network. CNNs are usually based on an initial set of
convolution layers, which are helpful in extracting features from the images, followed by
a dense neural network which performs the final classification. As mentioned above, the
network input consists of three 3D tensors and three blocks of convolutional layers are used.
Each block consist in two repetitions of a sequence of layers made of a 3D convolution layer,
batch normalisation, leaky ReLu, 3D MaxPooling and Dropout. The outputs of these three
blocks of the network are passed to three respective Dense layers with ReLu and then are
finally merged together and processed by a dense neural network with a sigmoidal activation
function. This results in a classification with output score ranging from 0 to 1. A scheme
showing the arrangement of all the layers used for the definition of the QCD tagger is
presented in Figure 5.7.

Neural network training and performance

The neural network training is performed using two datasets:

• a signal dataset obtained from reconstructed cDPJs from dark-photon decays. Only
the ggF FRVZ samples with a 400 MeV dark-photon mass are considered, with an
equal number of cDPJ selected, from both the samples where the production is ini-
tiated by the SM Higgs boson and the 800 GeV Higgs-like heavy scalar. No trigger
has been applied in producing this dataset, in order to retain statistics, and all the
simulated events have been considered;

• the background sample is obtained from simulated multijet events. The production
of these MC samples is sliced in function of the pT of the leading parton and the
slices used have 60 GeV < pT < 400 GeV. As for the signal, no trigger requirement
has been applied in order to retain statistics.

In order to perform an unbiased validation and avoid overtraining effects on the neural
network, the original sample of O(250k) cDPJs, from both signal and background events,

88



CHAPTER 5. DARK-PHOTON JETS AND THE FULL RUN-II DISPLACED ANALYSIS

Figure 5.7: Schematic illustration of the layers used for the definition of the QCD tagger.
The three convolutional layers at the top receive as inputs the three 3D tensors built from
the 3D jet images, then a dense neural network performs the classification step. Three blocks
of convolutional layers are used, with each block consisting in two repetitions of a sequence
of layers: a 3D convolution layer, batch normalisation, leaky ReLu, 3D MaxPooling and
Dropout. The outputs of these three blocks of the network are passed to three respective
Dense layers with ReLu activation function, and are subsequently merged together and
processed by a dense neural network. The output layer of the network has a sigmoidal
activation function which provides a classification with output score ranging from 0 to 1.

was split 75% - 25% in a training and a validation dataset, where the latter is not used at
the training step but only for an estimation of the performances of the tagger.

The distribution relative to the output score of the QCD tagger is shown in Figure 5.8a
for three different signals with dark-photon mass mγd = 400 MeV, relative to the HAHM
model and FRVZ model with either SM Higgs boson and the 800 GeV Higgs-like heavy
scalar, compared to multijet background MC events. In Figure 5.8b, the same distribution
is shown for the FRVZ model with SM Higgs boson production and different dark-photon
masses, compared also in this case to multijet background MC events.

In both cases, a good separation between QCD and signal samples can be seen. To
have a glimpse of the network performances, an unoptimised cut applied as example at
0.5 on the output score, considering the signal distribution relative to the FRVZ sample
with mγd = 400 MeV and mH = 125 GeV, is found to have a 92% signal efficiency while
obtaining a 90% background rejection. This tagger is used for the identification of all the
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signal regions of the analysis that include calorimeter DPJs.

(a) (b)

Figure 5.8: The output score distribution of the QCD tagger is shown for cDPJs from QCD
multijet events and different set of signals: in (a) different samples with a dark-photon mass
of 0.4 GeV are shown, while the distributions relative to different mass points of the FRVZ
model are shown in (b).

5.3.3 The BIB neural network tagger

In the context of the analysis presented in this thesis, a potential source of background arises
from high energy muons originating from the hadronic showers induced by beam losses, as
described in Section 3.1.1. These muons are mostly unaffected by the shielding and can
leave radiative losses in the calorimeter, that can be reconstructed as cDPJs. As mentioned
in Section 3.1.1, a dedicated BIB-enriched sample has been collected from ATLAS Run-II
collision data, as no MC simulation is available.

BIB events have some peculiar features, which are helpful to reduce their contribution:

• due to the interaction of the BIB muons with the magnetic field generated by the
LHC dipoles and quadrupoles, they are either deflected in the x = 0, y = 0 planes,
if they are at a distance r ≤ 1 m from the interaction region, or in the y = 0 plane
otherwise. As a consequence, these muons have a characteristic ϕ distribution peaked
around ϕ = 0 and ±π, as shown in Figure 5.9 a;

• the timing information relative to hits in the ATLAS sub-detectors are always cor-
rected by a factor that accounts for the expected time of flight from the interaction
point. This means that reconstructed objects are expected to have a timing distri-
bution peaked around 0, while a BIB that produces a hit in a given (r,z) position
produces a much broader distribution, as shown in Figure 5.9 b.

BIB-induced jet timing distribution features are even more emphasised when looking
at a 2D plane of timing versus pseudorapidity, as shown in Figure 5.10 for cDPJs collected
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(a) (b)

Figure 5.9: Distributions are shown for two relevant variables variables, comparing cDPJs
reconstructed from BIBs and multijet simulated events. The ϕ distribution is shown in (a)
with the characteristic peaks around ϕ = 0 and ±π and the timing of the cDPJ is shown
in (b).

in the BIB dataset. In this figure, a residual of jets from collision products is still present
and can be seen in the region with t ∼ 0 and |η| < 1.

Figure 5.10: 2D plane showing cDPJ timing as a function of the pseudorapidity for cDPJs
reconstructed in the BIB dataset.

The aforementioned timing and (η, ϕ) variables, together with BIB calorimetric energy
deposit informations, are widely used in ATLAS to discriminate BIB-originated jets from
prompt jets, but are not as powerful when having to discriminate BIB jets from signal
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cDPJs from dark-photon decays.

In order to enhance the discrimination power between mis-identified cDPJs due to BIB
events and signal cDPJs, a dedicated per-jet tagger has been developed, referred to as BIB-
tagger, which makes use of the same approach developed for the QCD tagger. Jet images
can be helpful to exploit the characteristic hit pattern left by BIB originated jets in the
calorimeters to discriminate those jets from the ones originating from the interaction point.

The 3D images are produced with the same procedure used for the QCD tagger, and
also the network architecture is identical, with the only addition of passing as inputs to
the dense neural network stage also the (η,ϕ) jet coordinates. The training process of this
tagger is performed using two datasets, one built using cDPJs reconstructed in the BIB
dataset and another one made of cDPJs from dark-photon decays produced by the decay
of a heavy Higgs. The choice of using signal events with heavy Higgs production in the
training step comes from the fact that SM Higgs signals have a lower efficiency of the
CalRatio triggers. Those triggers are applied when collecting the BIB dataset, and are also
applied to the signal datasets. This is done in order to avoid a possible bias in the training,
caused by the fact that the CalRatio triggers select jets with very low fEM .

The validation of the training is performed separating the initial input dataset of O
(130k) jets in two 75% - 25% samples used respectively for training and validation. The
resulting output score distributions of the BIB tagger are shown in Figure 5.11 for BIB
cDPJs and for various signal samples, showing that the network performance remains very
similar also for the signals not included in the training samples.. In particular, Figure 5.11a
shows the distributions for three different signals with dark-photon mass mγd = 400 MeV,
relative to the HAHM model and FRVZ model with either SM Higgs boson and the 800
GeV Higgs-like heavy scalar, while Figure 5.11b shows the same distribution for the FRVZ
model with SM Higgs production and different dark-photon masses, where in both cases
the signal distributions are compared to BIB background events.

From the aforementioned figures it can be seen that a good separation between signal
and background is achieved. A selection on the output score of the BIB tagger, applied for
instance at 0.5, yields a signal efficiency of 71% and a background rejection of 88%.

5.4 Event selection

In the displaced DPJ analysis, the events are classified into the two exclusive search cate-
gories, based on the charged lepton multiplicity and aimed at different production mech-
anisms of the Higgs bosons from which the dark-photons originate, namely ggF and WH

associated productions.

The ggF category targets events with no charged lepton candidates, while in the WH

category the presence of exactly one charged lepton is required, expected to originate from
the leptonic decay of the W boson (W± → ℓ±ν).
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(a) (b)

Figure 5.11: Distributions are shown for the output score distribution of the BIB tagger for
cDPJs from BIB jets and different set of signals: in (a) different samples with a dark-photon
mass of 0.4 GeV are shown, while the distributions relative to different mass points of the
FRVZ model are shown in (b).

In both categories, one or more DPJs reconstructed and selected satisfying the criteria
described in Section 5.2 are required in the event. If more than two DPJs are reconstructed,
the one with the highest transverse momentum, labelled as leading DPJ, and the one
farthest in ∆ϕ from the leading one, labelled as far DPJ, are used to classify the event. Each
search category further divides the events into different orthogonal search channels based
on the number of µDPJs and cDPJs, yielding a total of six orthogonal signal regions (SRs),
three for each category, that were optimised in terms of discovery sensitivity. More details
on the event selection used in the two categories and the definition of the corresponding
SRs are given in the following sections.

5.4.1 Gluon-gluon fusion production event selection

The event selection for the ggF production category, aiming at both SM Higgs boson and
the bSM Higgs-like scalar production, is mainly divided in two steps.

To begin with, the events are required to pass a series of requirements referred to as
pre-selection:

• first, events must be accepted by one or more of the three dedicated triggers target-
ing displaced objects, Tri-muon MS-only, CalRatio and Narrow-Scan, described in
Section 3.2;

• it is required that all sub-detectors were fully operational and that the event figures
in the Good Runs List;

• the presence of at least one primary vertex is required;
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• the presence of a prompt muon or electron with pT > 27 GeV in the event is vetoed
in order to ensure the orthogonality with the WH category;

• events are rejected if they have Emiss
T > 225 GeV and two jets with a combined

invariant mass larger than 1 TeV. This is done to allow in the future a statistically-
independent study of a Vector Boson Fusion production mode category.

Events passing the pre-selection listed above are then required to have two or more
reconstructed DPJs and are subject to further requirements depending on the leading and
far DPJ types combination and the trigger requirement they have satisfied. This leads to
the definition of three different analysis channels for the ggF category:

• ggF2µ: events in this channel must be selected by one of the two displaced muon
triggers (Narrow-Scan and Tri-muon MS-only) and both leading and far DPJ have to
be of the muonic type;

• ggF2c: events in this channel must be selected by the CalRatio trigger and both
leading and far DPJ have to be calorimeter DPJs;

• ggFc+µ: events in this channel must be selected by the Narrow-Scan trigger, with the
leading and far DPJ being one of muonic type and the other of the calorimeter type.

In each of these channels, a dedicated set of discriminating variables, listed below,
are then used to apply additional selections in order to further mitigate the number of
background events entering the relative signal region:

• Cosmic-ray tagger score: the output score of the Cosmic-ray Tagger for each µDPJ
found in the event;

• tcDPJ : the measured time associated to a cDPJ in the event;

• |∆tcDPJs|: the absolute difference of the times associated with each of the cDPJs in
the pair is used in the ggF2c channel to further reduce contributions from cosmic rays
and BIBs.

• JVT: the JVT score of a cDPJ that can be used to reject candidates that are likely
to originate from the primary proton-proton interaction;

• BIB tagger score: the score assigned to each cDPJ by the BIB tagger;

• ∆ϕDPJ: the azimuthal angular difference between the leading and far DPJ. Signal
events are expected to contain anti-aligned DPJ pairs;

• max(
∑
pT): the maximum value of

∑
∆R=0.4 pT among the two DPJs, where

∑
∆R=0.4 pT

represents the scalar sum of the transverse momenta of all tracks enclosed within ∆R

= 0.4 around the direction of the DPJ momentum vector. Displaced DPJs are ex-
pected to cause very limited activity in the volume of the inner detector;
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•
∏

QCD tagger: the product of the cDPJ tagger scores of the two DPJs, or the single
QCD tagger score when only one cDPJ is available.

The selections applied using the above defined variables are summarised in Table 5.1.
Each of the cuts presented in the table have been chosen to maximise the signal signifi-
cance, as defined in [110]. The final estimate of the residual background events entering
the signal regions is then performed with a data-driven method, relying on the use of the∏

QCD tagger, max(
∑
pT) and ∆ϕDPJ variables, which will be later described in Sec-

tion 5.5.

Table 5.1: Definition of the SRs used in the ggF selection. All SRs require at least two
DPJs, but only the leading and the far DPJs are considered for the event classification.
Dashes indicate the cases when the respective requirement is not applied. The DPJ cuts
presented in the table have been chosen to maximise the signal significance, as defined
in [110].

Requirement / Region SRggF
2µ SRggF

2c SRggF
c+µ

Number of µDPJs 2 0 1
Number of cDPJs 0 2 1
Tri-muon MS-only trigger yes - -
Muon narrow-scan trigger yes - yes
CalRatio trigger - yes -
Cosmic tagger score < 0.5 - < 0.5

|tcDPJ| [ns] - < 4 < 4

|∆tcDPJs| [ns] - < 2 -
cDPJ JVT - < 0.4 -
∆ϕDPJ > π/5 > π/5 > π/5

BIB tagger score - > 0.2 > 0.2

max(
∑
pT) [GeV] < 4.5 < 4.5 < 4.5∏

QCD tagger - > 0.95 > 0.9

5.4.2 WH associated production event selection

The WH category event selection is organised as follows. First, a so-called preselection is
applied, consisting of the following requirements:

• events are required to satisfy the trigger requirements of at least one of the single lep-
ton triggers listed in Section 3.2.4. The offline requirements on the pT , identification
and isolation of the lepton are tighter than those applied online, in order to avoid
trigger threshold effects and be on the trigger efficiency plateau [111];
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• similarly as for the ggF category, it is required that all sub-detectors were fully
operational and that the event is included in the Good Runs List; moreover the
presence of at least one one primary vertex is required;

• events are rejected if they have Emiss
T > 225 GeV and two jets with a combined

invariant mass larger than 1 TeV. This is done to allow in the future a statistically-
independent study of a Vector Boson Fusion production mode category;

• possible contributions from single-top and tt̄ processes are reduced by requiring three
or fewer jets with pT ≥ 30 GeV and vetoing the presence of b-tagged jets (see Sec-
tion 4.4.2) in the event;

• the presence of exactly one reconstructed prompt muon or electron with pT > 27 GeV
is required, with the lepton being of the same flavour as the trigger that accepted the
event;

• it is required that no additional prompt muons or electrons with pT > 10 GeV are
reconstructed, in order to reduce possible contributions from Z+Jets events;

• events are required to have Emiss
T > 40 GeV and the transverse mass 1, mT , computed

using the prompt lepton and ET
miss informations, is required to be above 30 GeV. This

is done in order to match the signature from the presence of a W boson in the event.

The cuts listed above are aimed at reducing to negligible level all sources of background
with the exception of W+Jets events, which are more challenging to tackle and are reduced
in further selection steps. After these selections have been applied, the background is totally
dominated by W+Jets events, accounting for ≈ 98% of the total background. Moreover,
unlike what happens for the case of the ggF category, in the case of the WH category there
is no contribution from non-collision backgrounds (i.e. cosmic-ray muons and BIB). This
is achieved thanks to the use of prompt object triggers and the other requirements needed
for the selection of a leptonically decaying W boson in the event.

Events passing the pre-selection step are then separated into three orthogonal search
channels based on the numbers of reconstructed µDPJs and cDPJs and their type combi-
nation:

• WHc: events in this channel are selected requiring the presence of exactly one recon-
structed DPJ being of the calorimeter type;

• WH2c: this channel requires the presence of two or more reconstructed DPJs in the
event, with both leading and far DPJ being of the calorimeter type;

1The transverse mass is defined as mT =
√

2pℓTE
miss
T (1− cos∆ϕ), where ∆ϕ is the azimuthal angle

between the vectors defining the missing transverse momentum and the lepton transverse momentum (pℓT ).

96



CHAPTER 5. DARK-PHOTON JETS AND THE FULL RUN-II DISPLACED ANALYSIS

• WHc+µ: events in this channel are selected requiring the presence of two or more
reconstructed DPJs are, with leading and far DPJ being one of cDPJ and one of the
µDPJ type.

It can be noticed that only two out of the three analysis channels in the WH category
have the same DPJ type and number combination described in the case of the ggF category.
The absence of a purely-muonic DPJ channel is motivated by the fact that, mainly because
of the much lower cross-section of the WH(W± → ℓ±ν) process with respect to ggF ,
feasibility studies performed in the initial stage of the analysis have shown this channel
would have had a negligible acceptance with respect to the corresponding selection of the
ggF category, and therefore it has been not developed further. On the other hand, thanks
to the WH production mechanism, and thus the ability to exploit the single lepton triggers,
the aim is for the WH analysis category to be sensitive in the hadronic channels and to
be competitive with the ggF analysis. Therefore, the WH category focuses only on the
channels containing calorimeter DPJs adding with respect to the ggF category a channel
with exactly one reconstructed cDPJ (WHc).

An additional selection is applied to each of the three WH channels, involving a set
of discriminating variables, some of which are also used in the ggF channels selection (see
Section 5.4.1):

• mT : a further cut on the transverse mass, in addition to the one applied at pre-
selection, can be helpful in reducing possible contributions from V+Jets events;

• tcDPJ : the measured time associated to a cDP in the event;

• JVT: the JVT score of a cDPJ can be used to reject candidates that are likely to
originate from the primary proton-proton interaction;

• cDPJ width: the pT -weighted sum of the |∆R| between each energy cluster and the
jet axis. Jets from DPJs are expected to be narrower on average than ordinary jets
since they are produced just before or inside the calorimeters.

• min(∆ϕ): minimum azimuthal angular distance between each DPJ considered in the
selection and the pmiss

T vector.

• min(QCD tagger): the minimum QCD tagger score, computed considering up to two
cDPJs.

The selections that have been made in order to define the WH channels signal regions,
shown in Table 5.2, are defined to reduce as much as possible the background contributions,
and are chosen to maximise the signal significance, as defined in [110]. Events falling in the
WHc channel are required to have mT ≥ 120 GeV, since the second dark-photon is expected
to decay outside the detector volume and therefore yield a higher Emiss

T . In addition, a cut
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on cDPJ pT is also applied in order to further reduce the initially overwhelming W+Jets
background, which is in this region significantly higher than in the other two WH channels
because of the requirement of having only one reconstructed DPJ.

Table 5.2: Definition of the signal regions used in the WH selection. In signal regions
requiring at least two DPJs, only the leading DPJ and the far DPJ are considered for the
event classification. Each DPJ SR is exclusive in the number of DPJs in the event. Dashes
indicate cases where a requirement is not applied. The DPJ cuts presented in the table
have been chosen to maximise the signal significance, as defined in [110].

Requirement / Region SRWH
c SRWH

2c SRWH
c+µ

Number of µDPJs 0 0 1
Number of cDPJs 1 2 1
Single-lepton trigger (µ, e) yes yes yes
mT [GeV] > 120 - -
|tcDPJ| [ns] < 4 < 4 < 4

leading (far) cDPJ width < 0.08 < 0.10 (0.15) < 0.1

cDPJ pT [GeV] > 30 - -
JVT < 0.6 < 0.6 < 0.6

min(∆ϕ) < 3π/5 < 3π/10 < 7π/20

min(QCD tagger) > 0.99 > 0.91 > 0.9

The final estimate of the residual W+Jets background events entering the three signal
regions is performed, as in the case of the ggF category, with a data-driven method relying,
in this case, on the use of the min(∆ϕ) and min(QCD tagger) variables. This method is
described in detail in the following section.

5.5 Background estimation

The estimation of the residual background events entering the signal regions of the analysis
is performed using a fully data-driven technique referred to as ABCD method. This method
is used to estimate the background due to multijet events in the ggF category and from
W+Jets events in the WH category. In addition, a description of treatment of the non-
collision backgrounds is given in Section 5.5.2, which, as previously mentioned, affects only
the ggF selection.

5.5.1 The ABCD method

The ABCD method is a simplified matrix method that relies on the assumption that the
background events distribution can be factorised in the plane of two uncorrelated variables,
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divided in four regions: A, B, C, D. In this plane, the signal region is identified as the region
A while, inverting the selections on the two variables, three further control regions can be
defined as region B, C, and D. The two variables used can be both continuous observables
(e.g. the output score of a neural network tagger), or a discrete binary requirement (e.g. a
veto on additional leptons in the event). The only requirement for the ABCD method to
work is that the signal is mostly contained in region A, while the background is uniform in
the plane defined by the four regions.

Considering the case of two continuous variables, namely x and y, that are used to
define the signal region and three control regions, the number of background events in a
given region (Ni, with i = A, B, C, D) is proportional to its area and the four regions can
be defined as follows:

• Region A (signal region): x2 ≤ x < x3 ∩ y1 ≤ y < y2,

• Region B: x2 ≤ x < x3 ∩ y2 ≤ y < y3,

• Region C: x1 ≤ x < x2 ∩ y2 ≤ y < y3,

• Region D: x1 ≤ x < x2 ∩ y1 ≤ y < y2,

where the number of background events in region A can be evaluated as:

NA =
NBNC

ND
. (5.5.1)

For the above statement to be true, the two variables need to be sufficiently uncorrelated
only for background events, hence it does not matter if there is an obvious anti-correlation
in the signal distribution. A schematic representation of an ABCD plane, with the four
regions defined as described above, is shown in Figure 5.12.

The requirement of having a uniform distribution of the events in the ABCD plane for
the background is not strictly necessary for the ABCD method to work, as long as the ratios
of events NC/ND and NB/NA are found to be equal. If this condition is not satisfied, the
method should be properly validated taking into account this effect.

The same applies to the assumption that all the events recorded in region B, C, and D,
are background events. If we have a non-negligible signal leakage in any of these regions, it
is sufficient to have a reliable prediction for the signal strength that can be subtracted in
order to take into account the possible effects and that the fraction of signal events is low
with respect to the background yields.

In addition, the presence of secondary sources of background in the plane is not an
issue. In fact, as long as an estimate of these backgrounds is available, event yields in one
or more regions of the plane can be subtracted before computing the expected background
for the signal region.

99



CHAPTER 5. DARK-PHOTON JETS AND THE FULL RUN-II DISPLACED ANALYSIS

Figure 5.12: Schematic representation of an ABCD plane where background events are
distributed uniformly in the plane defined by the two uncorrelated variables x and y, and
where the signal is fully contained in region A. The two variables used, need to be sufficiently
uncorrelated only for background events and, therefore, it does not matter if there is an
obvious anti-correlation in the signal distribution.

Likelihood based ABCD

Instead of applying the standard arithmetic ABCD calculation to obtain a prediction, which
corresponds to apply Equation 5.5.1, a likelihood-based approach can be used.

A likelihood-based approach to the ABCD method consists of building a four-bin statis-
tical model taking into account the underlying relationship between the background events
in the different regions. This method is more robust against control regions with small
number of events and allows to take into account possible small signal contamination in
the control regions. The resulting fitted likelihood describes the signal and background
expectations in each region, defined by products of Poisson functions, and can be expressed
as follows:

L (NA, NB, NC , ND|s, b, τB, τC) =
∏

i=A,B,C,D

e−ninNi
i

Ni!
, (5.5.2)

where NA, NB, NC , ND, are the number of events observed in each region in data, τB
and τC are the nuisance parameters that hold the arithmetical relation between region
A and regions B, C and D, and ni are linear combinations of the signal and background
expectations in each region, taking the following form:

nA = s+ b

nB = sϵB + bτB

nC = sϵC + bτC

nD = sϵD + bτB/τC
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where s is the signal and b is the background yield in region A. The signal contamination
in the region i is described by the coefficient ϵi. All the parameter values are allowed to
float in the fit to the four data regions.

More generally, a preliminary estimate of the expected number of background events
can be performed using the arithmetic approach shown in Equation 5.5.1, but the final
results of the background estimation should be extracted by a fit of the statistical model
described above.

ABCD planes in the Displaced DPJ analysis

Each of the six orthogonal signal regions are defined in correspondence with an ABCD plane,
constructed by either inverting or relaxing the requirements on two variables defining the
respective signal region.

Several studies have been made in order to identify the best possible sets of variables
to be used. The ones that have been chosen, listed in the following, are the pairs of
variables that maximise the signal significance, as defined in [110], in each signal region
while satisfying the ABCD method requirements described earlier:

• max
∑

pT : displaced DPJs are expected to be highly isolated in the inner detector.
This variable is used in all ggF analysis channels to define the control regions B and
C, relaxing the cut from 4.5 GeV up to 20 GeV;

• |∆ϕDPJ |: signal DPJs are expected to be back-to-back in the transverse plane, due
to the production mode in the two-body decay of a Higgs boson generated at rest.
This variable is used in the definition of the ggF2µ channel ABCD plane, by inverting
the requirements which defines the signal region;

• QCD tagger: the tagger output score, which represents the prediction of a DPJ
originating from a dark-photon decay, is used in the definition of all signal regions
which include cDPJs. In the ggF category channels, the selection is made on the
product of the score of all cDPJ considered and the selection defining the signal region
is relaxed to define control regions C and D. For the case of theWH category channels,
the minimum QCD tagger score, among the cDPJs considered in the event, has been
chosen as the variable defining the signal region and, relaxing the requirements, the
control regions B, C, D;

• min(∆ϕ): the angular separation between a DPJ and the missing transverse mo-
mentum is expected to be small for events where the WH production mode is consid-
ered. The requirement on this variable, used in the definition of all the WH category
signal regions, is inverted in the definition of the control regions C and D.

The selections applied to define all the Control Regions (CR) B, C, D are shown in
Tables 5.3, 5.4 for the ggF and WH category channels respectively.
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Table 5.3: Definition of the control regions used in the ggF ABCD background estimation.
All control regions require at least two DPJs, but only the leading and the far DPJs are
considered for the event classification. All CR requirements are the same as the respective
SR, with the exception of the selections reported in this table.

Requirement / Region CRBggF
2µ CRCggF

2µ CRDggF
2µ

∆ϕDPJ > π/5 (0.1, π/5] (0.1, π/5]

max(
∑
pT) [GeV] [4.5, 20) [4.5, 20) < 4.5

Requirement / Region CRBggF
2c CRCggF

2c CRDggF
2c∏

QCD tagger > 0.95 (0.8, 0.95] (0.8, 0.95]

max(
∑
pT) [GeV] [4.5, 20) [4.5, 20) < 4.5

Requirement / Region CRBggF
c+µ CRCggF

c+µ CRDggF
c+µ∏

QCD tagger > 0.9 (0.75, 0.9] (0.75, 0.9]

max(
∑
pT) [GeV] [4.5, 20) [4.5, 20) < 4.5

Table 5.4: Definition of the control regions used in the WH category ABCD background
estimation. The requirements for all regions are the same as those for the respective SRs,
except for the selections reported in this table.

Requirement / Region CRBWH
c CRCWH

c CRDWH
c

min(∆ϕ) < 3π/5 > 3π/5 > 3π/5

min(QCD tagger) [0.9, 0.99) [0.9, 0.99) > 0.99

Requirement / Region CRBWH
2c CRCWH

2c CRDWH
2c

min(∆ϕ) < 3π/10 > 3π/10 > 3π/10

min(QCD tagger) [0.8, 0.91) [0.8, 0.91) > 0.91

Requirement / Region CRBWH
c+µ CRCWH

c+µ CRDWH
c+µ

min(∆ϕ) < 7π/20 > 7π/20 > 7π/20

min(QCD tagger) [0.8, 0.9) [0.8, 0.9) > 0.9

The resulting six ABCD planes are presented in Figure 5.13, where per event distri-
butions are shown for benchmark signal samples. It can be noticed that the majority of
the events are found to be in the SR as expected, but some non-negligible contaminations
appear also in some of the CRs. However, this is not a real issue and results are not affected
by the potential signal leakage since the expected signal yields are negligible in comparison
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with the SM background contributions in those regions.

More details on the signal yields in the ABCD planes are given in Tables 5.5 and 5.6 for
different signal samples, for the ggF and WH category channels respectively. The signal
samples yields are calculated normalising the number of events to the full Run-II ATLAS
luminosity of 139 fb−1. In the samples where the SM Higgs boson is considered, the relative
SM cross-section predicted at

√
s =13 TeV is used. For what concerns the samples that

assume a 800 GeV heavy scalar Higgs, a reference value of σ × B = 5 pb is used. More
details on the models and the relative theoretical assumptions are given in Chapter 1.

Table 5.5: Signal samples event yields in the ABCD planes of the three different ggF
channels for different signal samples using both the FRVZ and the HAHM model. Events
are normalised to the integrated luminosity of 139 fb−1 and the quoted errors are statistical
only. For each channel, region A corresponds to the signal region and cells denoted with a
dash correspond to zero predicted events with the available MC statistics.

Model FRVZ FRVZ FRVZ FRVZ
Process H → 2γd +X H → 2γd +X H → 2γd +X H → 2γd

mH [GeV] 125 125 800 125
mγd [GeV] 0.1 0.4 0.4 0.4
cτγd [mm] 15 50 10 25
σ ×B [pb] 4.86 4.86 5 4.86

Selection Region

ggF2µ

A 7.2± 3.5 5000± 90 7960± 189 10830± 160

B - 126± 15 207± 29 292± 28

C - 1.8± 1.8 - 5± 4

D - 91± 12 30± 11 203± 23

ggFc+µ

A 92± 13 1040± 40 5430± 150 5970± 120

B 1.7± 1.7 77± 11 350± 40 395± 32

C 3.6± 2.5 10± 4 42± 13 36± 9

D 10± 4 95± 13 320± 40 407± 30

ggF2c

A 282± 23 102± 13 1460± 80 850± 50

B - 3.8± 2.7 86± 18 31± 8

C 1.7± 1.7 - 19± 9 1.8± 1.8

D 113± 15 29± 8 182± 26 123± 16
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Table 5.6: Signal samples event yields in the ABCD planes of the three different WH cat-
egory channels for different FRVZ signal samples. Events are normalised to the integrated
luminosity of 139 fb−1 and the quoted errors are statistical only. For each channel, region A
corresponds to the signal region and cells denoted with a dash correspond to zero predicted
events with the available MC statistics.

Model FRVZ FRVZ FRVZ FRVZ
Process H → 2γd +X H → 2γd +X H → 2γd +X H → 2γd +X

mH [GeV] 125 125 125 125
mγd [GeV] 0.1 0.4 6 15
cτγd [mm] 15 50 600 1000
σ ×B [pb] 0.046 0.046 0.046 0.046

Selection Region

WHc

A 16.94± 0.39 8.27± 0.28 7.83± 0.27 6.35± 0.24

B 12.03± 0.33 6.53± 0.25 8.17± 0.27 6.20± 0.25

C 8.09± 0.27 3.77± 0.18 4.36± 0.20 2.04± 0.14

D 7.86± 0.27 3.53± 0.18 3.33± 0.17 1.83± 0.13

WHc+µ

A 2.98± 0.17 1.25± 0.11 1.03± 0.09 0.48± 0.06

B 0.78± 0.09 0.25± 0.05 0.34± 0.05 0.22± 0.04

C 0.43± 0.06 0.30± 0.05 0.22± 0.04 0.44± 0.08

D 2.44± 0.15 0.91± 0.09 1.18± 0.10 0.97± 0.10

WH2c

A 1.34± 0.11 7.83± 0.27 2.33± 0.15 0.62± 0.08

B 0.12± 0.03 0.54± 0.08 0.27± 0.05 0.07± 0.03

C 0.01± 0.01 0.22± 0.04 0.10± 0.03 0.02± 0.01

D 0.39± 0.07 3.06± 0.17 1.23± 0.11 0.49± 0.07

5.5.2 Non collision background contamination in ABCD planes

The ABCD planes defined in the previous sections can still be affected, only in the case of
the ggF signal regions, by a potential contamination due to the presence of non-collision
background events. This section focuses on how these additional backgrounds are evaluated.

Beam-Induced Background treatment

As already discussed in Section 5.3.3, BIB events are particularly relevant as a source of
fake cDPJs and therefore the studies on a possible BIB contamination are carried focusing
on the ggF2c channel, which is the only one where the events are collected by the CalRatio
trigger and where the BIB contamination is concerning. Two datasets have been collected
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during the Run-II data-taking in order to perform these studies: a BIB-enhanced selection
and an unpaired bunch crossings BIB selection, with the main difference that the former
dataset is collected during colliding bunch crossings and, therefore, the presence of collision
products is also expected, while the latter is obtained in unpaired isolated bunch crossings.

In the ggF2c selection there are several requirements which are helpful in rejecting
BIB events. The most effective ones are the requirement on the BIB tagger score (see
Figure 5.14), the one on the cDPJ timing and the one on ∆ϕDPJ (see Figure 5.15). In
those figures, the distributions relative to different signal samples are compared to the
BIB-enhanced dataset one. This dataset represents a subset of events that are way more
contaminated by this background with respect to the main analysis selection running on full
Run-II data. In order to further underline the effectiveness of the selection requirements
against BIB events, Figure 5.16 is presented. In this image, the 2D distributions of the
cDPJ η and timing are shown at different steps of the selection. It can be noticed that
features related to the presence of BIB events disappear once the requirements targeting
this background are applied. As a final cross-check, the unpaired bunch crossings BIB
dataset has been used as input of the ggF2c selection. Since in this dataset no collisions
are expected, the CalRatio trigger can easily trigger the signature left by a BIB muon, but
still the full selection on this dataset yields zero events entering the ABCD plane.

In conclusion, the BIB background is considered negligible once all the cuts of the
analysis are applied and no anomalies in the ABCD plane are seen, indicating that if a
residual BIB contamination is present in the plane, this will be distributed exactly as the
multijet background, and thus not affecting the background estimation.

Cosmic-ray background

The cosmic-ray background, as already mentioned in Section 5.3.1, can contribute as a
possible source of fake µDPJs and a dedicated dataset has been collected in empty bunch
crossings using the same triggers active during the collision data-taking, as stated in Sec-
tion 3.1.1. In the ggF category a small number of events pass the various selection cuts
entering the ABCD planes. These events are subtracted from the events in the ABCD
planes.

One thing to take into consideration when estimating the cosmic-ray background con-
tribution is that during LHC runs there are very few empty bunch crossings with respect
to paired ones. Therefore, the number of events in the cosmic dataset has to be scaled up
to the expected one in pp collisions in order to take into account for this difference. This
is done applying to these events a multiplicative weight, calculated using the ratio of the
number of filled to empty bunch crossings. These scale factors are computed separately for
events selected by the Tri-muon MS-only and the CalRatio trigger, as no event was entering
the signal regions when selected by the Narrow-Scan trigger in empty bunch crossings, as
reported in Table 3.1.
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The corrected number of observed events entering the ggF ABCDs is presented in
Table 5.7. Only few events enter the ABCD regions and the yield corresponds to a sub-
percent contribution in the number of events of each affected region. All contributions
are in regions A and D of the planes. This is expected since in empty bunch crossings, a
very low inner detector activity is expected, yielding a max(

∑
pT) ≈ 0 for all these events.

In conclusion, as mentioned earlier, these events are subtracted from the ABCD planes
computed using the Run-II dataset for the final background estimation.

Table 5.7: Table showing the observed yields in the ggF signal regions, when running
on empty bunch crossings, corrected by the scale factors shown in Table 3.1. The dash
indicates that no event was found in the corresponding region.

2015-2018 Empty bunch crossings
A B C D

ggF2µ 7± 5 - - -
ggFc+µ - - - -
ggF2c 7± 4 - - 14± 7

5.5.3 ABCD method validation

Before the analysis selection is processed on the full Run-II dataset, extensive validations
of the background estimation method are performed.

Throughout all the analysis stages, before the approach for the background estimation
is validated, the aim is to remain as unbiased as possible when designing the analysis
strategy. This is achieved by applying a so-called "blinding procedure", which is widely
used in particle physics, and consists in not counting nor processing the events falling in the
analysis signal region in order to avoid a possible bias in the selection. As a consequence,
the ABCD method has to be validated without "unblinding" the signal region.

The ABCD validation procedure aims at verifying that the relation between the four
regions defined by Equation 5.5.1 holds. The process starts by defining a second A’B’C’D’
plane identified within the area of the control regions B, C and D; this second plane is then
subsequently divided in four regions where the ABCD hypothesis is tested. This validation
procedure is adopted since it allows to test the method in the regions close to the signal
region, without unblinding it, and allows also to directly test the variables used for the final
background estimation.

The aforementioned approach has been applied to each of the ggF and WH analysis
channels; some examples of the multiple sub-regions that have been used are shown in
Figures 5.17 and 5.18, respectively, for ggF and WH channels ABCDs. Focusing for
instance on Figure 5.18 a, it can be seen how the closure tests of the ABCD planes are
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performed. First, a sub-plane is built from control regions B and C, made of the four sub-
regions BC1, BC2, BC3 and BC4, with the boundaries set by the two variables, min(QCD
tagger) and min(∆ϕ), used in the ABCD plane. Second, as shown in Figure 5.18 b, the
boundaries of the variables are moved in the whole range of the plane and, for each instance,
the

number of expected events in region BC1 is calculated according to Equation 5.5.1 and
then compared to the observed one. The process of moving the plane boundaries on each
variables is referred to as "sliding windows" and allows to test the relation between the
regions of the plane in an extensive way, ensuring that the ABCD closure holds.

This procedure is repeated for all ABCD planes sub-regions, in all the ggF and WH

analysis channels, and a good agreement is found, within the error, between the expected
and observed number of events. In addition, in all these sub-regions, the linear correlation
factor between the variables defining the ABCD plane has been extracted in order to check
that they remain as uncorrelated as possible, and was found to be less than 3% for the ggF
channels and less than 2% for the WH ones.

All the validations and checks performed confirms that the ABCD plane closure holds
and that the relation between the plane variables ensure they are still reasonably uncorre-
lated. Therefore, the background estimation method is validated and can be used for the
final estimate, as described in the next chapter.
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(a) SRggF
2µ (b) SRggF

c+µ

(c) SRggF
2c (d) SRWH

c

(e) SRWH
c+µ (f) SRWH

2c

Figure 5.13: The figure shows the per-event distribution for the six different search channels
ABCD planes. Figures (a, b, c) show the distribution for benchmark signal samples with the
ggF production of a SM Higgs boson. Figures (d, e ,f) show instead the event distribution
for WH signal samples. In both cases, the samples used involves the production of a SM
Higgs boson decaying in 2 dark-photons + X is considered. The pairs of variables that
define each of the ABCD planes shown above, have been chosen in order to maximise the
signal significance, as defined in [110], in each signal region. In addition, they need also
to satisfy the ABCD method requirements described in 5.5.1, i.e low correlation between
the variables and negligible signal leakage with the respect to the respective background
contribution in each control region. Figures from [2].
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Figure 5.14: Normalised distributions of the ∆ϕDPJ variable shown for events in the BIB-
enhanced dataset and in different signal samples. It can be noticed how a cut at high
angular separation between the DPJs in the event is helpful in rejecting the background.

Figure 5.15: Distribution of the BIB tagger score cut efficiency for events in the BIB-
enhanced dataset and in different signal samples. The dashed line represents the choice in
the analysis on keeping a signal acceptance of 80%.
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(a)

(b)

(c)

Figure 5.16: 2D distributions of the cDPJs timing vs η in the BIB-enhanced sample. (a)
shows events entering the ggF2c channel, while (b) shows the events after the timing and
BIB tagger cuts. Finally, events entering the ABCD plane are visible in (c), for which no
pattern with the characteristic of events originating from BIB is observed.110
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(a) SRggF
2µ (b) SRggF

2µ

(c) SRggF
c+µ (d) SRggF

c+µ

(e) SRggF
2c (f) SRggF

2c

Figure 5.17: The figure shows in (a, c, e) some of the possible subdivisions of control regions
B, C and D for the ggF category channels ABCD validation, while in (b, d, f) the relative
tests of the ABCD hypothesis are reported, for different values of the boundary that divides
the sub-regions of figure (a, c, e). In (b, d, f) the expected number of events in each sub-
region obtained from the ABCD method, together with the propagated errors according
to Equation 5.5.1, is shown by the red band, while the blue band shows the corresponding
number of observed events, together with its statistical error.
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(a) SRWH
c

(b) SRWH
c

(c) SRWH
c+µ

(d) SRWH
c+µ

(e) SRWH
2c

(f) SRWH
2c

Figure 5.18: The figure shows in (a, c, e) some of the possible subdivisions of control regions
B, C and D for the WH category channels ABCD validation, while in (b, d, f) the relative
tests of the ABCD hypothesis are reported, for different values of the boundary that divides
the sub-regions of figure (a, c, e). In (b, d, f) the expected number of events in each sub-
region obtained from the ABCD method, together with the propagated errors according
to Equation 5.5.1, is shown by the red band, while the blue band shows the corresponding
number of observed events, together with its statistical error.
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Chapter 6

Results and interpretations

In this chapter, the results and the methods used to statistically interpret the data in terms
of new physics contributions from the displaced dark-photon jets analysis are described.
First, an overview of the estimate of the various systematic uncertainties is presented in
Section 6.1. The ABCD method final background estimate and the observed unblinded
results are then reported in Section 6.2. In Section 6.3, details are given about the likeli-
hood fitting procedure, already introduced in Section 5.5.1, followed by a description of the
procedure used to set limits on the new physics models of interest. Finally, in Section 6.4,
details are given about the comparison between the results obtained from the work pre-
sented in this thesis and other state-of-the-art results in the context of vector-portal model
exclusions.

6.1 Systematic uncertainties

In the analysis presented in this thesis, the overall uncertainty in the signal region is domi-
nated by the statistical uncertainty of the B, C and D regions of the ABCD plane. However,
potential sources of systematic uncertainty are considered, having an impact either on the
background estimates or the Monte Carlo signal yields. In this section, an overview of the
different sources of systematic uncertainty is presented.

Background estimation

As already mentioned in Section 5.5, the background estimation method used in the anal-
ysis is fully data-driven. Therefore, the only corresponding source of uncertainty is the one
related to the ABCD method itself, which is obtained propagating the statistical uncertain-
ties of the observed yields in regions B, C, and D, to the background expectation obtained
from the ABCD method. An additional uncertainty is assigned to account for the size of
the cosmic dataset and the computed trigger scale factors. This uncertainty is estimated
to be as large as 80% of the expected cosmic-ray muon background. However, the relative
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contribution yields a negligible effect on the overall background uncertainty.

6.1.1 Experimental uncertainties

All the remaining sources of uncertainties considered, described in the following, only affects
the MC signal events yields. These uncertainties are mainly caused by differences between
data and simulation, observed in the object reconstruction or in the pile-up modelling.

Jet uncertainties

Systematic uncertainties related to the reconstruction and energy calibration of all jets re-
constructed in ATLAS are considered. These uncertainties are derived from sources such
as the differences of jet response between data and MC, pile-up effects, the dependence of
the jet characteristics on the flavour of the jets, etc. All the different sources are trans-
lated to a set of nuisance parameter that can be applied separately in order to evaluate
the corresponding uncertainty. Those parameters are centrally provided by the ATLAS
collaboration. In order to correctly apply those uncertainties, the variation by one stan-
dard deviation, of one parameter at a time is applied and propagated to the signal yields.
The resulting difference in terms of the expected number of signal events, with respect to
the nominal case, is then evaluated for each nuisance parameter variation, and the largest
is taken as systematic uncertainty. The impact on signal yields is found to be up to a
maximum of 3%.

A further uncertainty on the jet energy scale is considered, specific for this analysis.
This is needed since jets identified as calorimeter DPJs are required to have a low fEM

and therefore are selected with looser working points with regards to the jet cleaning. This
uncertainty is derived by comparing the jet momentum in data and MC dijet events as
a function of the jet pseudorapidity and fEM . The comparison is then used to scale the
events in signal MC samples, taking the corresponding yield difference in the signal region
as a systematic uncertainty. This is evaluated to have an effect of ∼ 3% across multiple
signal samples.

Muon reconstruction uncertainties

A systematic uncertainty is associated to the reconstruction of close-by muons using only
information from the muon spectrometer and evaluated using a tag-and-probe method
applied to J/Ψ → µµ events in data and MC simulation. J/Ψ → µµ decays are used
since this decay process shows similar topology and kinematics to the dark-photon decays
in simulated events.

The selection of J/Ψ events follows the following requirements. First, a combined muon
with pT > 4 GeV, reconstructed in the acceptance of the inner detector, is required. This
muon needs also to fire a J/Ψ trigger and, in addition, a matching is performed between the
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triggered object and the reconstructed muon. If the matching requirement is fulfilled, the
combined muon is used as tag. All reconstructed muons, with opposite charge to the tag,
are then selected and the invariant mass with the tag muon is computed. Among those, the
one yielding the invariant mass closest to the J/Ψ one (3.1 GeV) is chosen as the probe.
At this point, the last step is to perform a matching between the probe and a stand-alone
muon spectrometer track.

The J/Ψ reconstruction efficiency was evaluated, in both MC and in the full Run-
II dataset, as a function of the opening angle ∆R between the two muons, as shown in
Figure 6.1. As expected, the reconstruction efficiency decreases from higher to lower ∆R

values, due to the muon spectrometer limitations in reconstructing tracks with small angular
separation. The discrepancy observed between data and MC is the largest in the first ∆R

bin, 0.02 < ∆R < 0.08. This corresponds to the ∆R bin where the largest contribution
from the signal is expected. The discrepancy between to two values in this bin is found to
be 9.6% and is taken as a systematic uncertainty.

Figure 6.1: The figure shows the reconstruction efficiency of close-by muons, evaluated using
the tag-and-probe method, as a function of the opening angle between the two muons in
the decay of a J/Ψ for data and MC samples.

Trigger uncertainties

The uncertainties associated to the dedicated triggers, used in the identification of dark-
photon decays, have been studied and are presented in the following. Those uncertainties
only apply to the ggF side of the analysis and do not represent part of the author’s contri-
bution to the analysis.

115



CHAPTER 6. RESULTS AND INTERPRETATIONS

For what concerns the Narrow-Scan and the Tri-muon MS-only triggers, the correspond-
ing HLT algorithms used have not changed since the start of Run-I. Therefore, the values
calculated in [3] have been re-used. Possible effects due to pile-up increase in Run-II with
respect to Run-I have been checked and are found to be compatible within the statistical
uncertainty. The approach used to calculate these uncertainties is the same used for the
close-by muon reconstruction. In this case, the difference between the trigger efficiency
calculated in J/Ψ → µµ events in data and MC simulation is evaluated as a function of
the opening angle between the two muons and the resulting uncertainty is found to be 6%
for the Narrow-scan trigger and 5.8% for the Tri-muon MS-only trigger.

For what concerns the CalRatio trigger, a different method has been used. The mod-
elling of the variables involved in the HLT algorithm, namely the jet ET , fEM and pT , is
studied in order to evaluate the uncertainty on the efficiency of the HLT algorithm. Studies
on this matter have been performed in Ref [112] and the scale factors obtained are re-used
and recomputed for each signal sample. This uncertainty has been evaluated to be the
dominant one for the ggF2c channel, which is the only one making use of this trigger, where
its estimated value is up to 4% for the heavy (800 GeV) scalar-mediator signal samples, and
ranges between 15% and 26% for the 125 GeV Higgs signal samples. The highest values are
found to be corresponding to the signal scenarios for which this trigger achieves the lowest
efficiency.

Neural network based taggers uncertainties

Another source of uncertainty which needs to be taken into account is the one associated
with the modelling of the input variables of the neural network taggers. Those uncertainties
are mainly due to potential differences in the network response on real data and MC
simulated events. Also in this case, the effect of the uncertainties is only relevant for the
signal, since the SM background is estimated from data.

For all the three taggers involved, the same strategy is adopted. To begin with, a binned
data/MC ratio of the network output score is produced by classifying objects in a reference
sample. The values of these ratios are then used as a binned scale factor to be applied
to signal events as a per-event weight. Finally, the signal yields obtained applying this
procedure are compared to the nominal ones and the difference is taken as a systematic
uncertainty.

The data and MC samples considered are, in each case, obtained by selecting events in
an appropriate region, dominated by the process that each of the neural networks aim to
identify.

The uncertainty related to the cosmic-ray tagger has been evaluated by comparing the
distributions of the output scores for Z → µµ events in data and MC samples. The tagger
aims to discriminate muon spectrometer tracks originating from the interaction point from
the ones originated in cosmic-ray events. For this purpose Z → µµ events are chosen,
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since prompt muons from Z boson decays, reconstructed using only the muon spectrometer
informations, are expected to produce signal-like muon spectrometer tracks. The ratio of
the two score distributions in data and MC simulated events, shown in Figure 6.2a, is
applied as a binned scale factor to the muons used for the µDPJ reconstruction. It can be
noticed that in the first two bins there is an higher data to MC discrepancy. This has been
investigated and found to be not worrisome, for two main reasons. Firstly, this discrepancy
was found not to be related with the training of the neural network itself, as variations on
the training procedure were seen not to influence this behaviour. Secondly, this effect is
overall marginal since it affects only a small fraction of the events, as it can be noticed from
Figure 6.2a. The corresponding variation in the final signal yield, in each signal region, is
taken as systematic uncertainty and in is found to be lower than 5% in the different signal
samples considered.

For the QCD and BIB taggers, the ratios of data to MC simulated events distributions
are computed from data and MC samples of multijet events, selecting signal-like events
with reconstructed cDPJs. The binned distributions obtained performing the ratio of the
two score distributions in data and MC simulated events are shown in Figure 6.2b, c
for the QCD and BIB tagger respectively. It can be seen that the data to MC ratio is
reasonably stable and close to unity for the case of the QCD tagger (Figure 6.2b), while
higher discrepancy and ratios are observed in the case of the BIB tagger (Figure 6.2c). This
has been studied and it has been observed that this behaviour does not affect the network
training nor has a significant impact on the overall systematic uncertainty evaluation. The
corresponding variations in the final signal yield in the signal regions, taken as systematic
uncertainty, are found to be ranging between 2% to 11% for the QCD tagger, and between
3% to 14% for the BIB tagger.

Normalisation uncertainties

A minor source of uncertainty is associated to the estimate of the integrated luminosity
recorded in the full Run-II dataset, which is then used for the normalisation of MC simulated
events. In ATLAS, the main measurement of the luminosity is performed by the LUCID-
2 detector [58], with the estimate of the uncertainty related the luminosity measurement
found to be 1.7%, as described in Ref [57].

Another minor source of uncertainty, potentially affecting the normalisation of MC
simulated events, is the one associated to the pile-up modelling. This uncertainty accounts
for the differences between the predicted and measured inelastic cross-sections, which have
been studied by the collaboration [113]. The corresponding uncertainty is evaluated by
weighting the pile-up profile of MC generated events, by applying a scale factor to take into
account possible differences in data and MC simulated events. The scale factors obtained are
given by the ATLAS collaboration and are then varied within the corresponding uncertainty
and applied by the analysis team to the MC samples of interest. The resulting difference
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in signal yields is taken as systematic uncertainty.

6.1.2 Summary of systematic uncertanties

In the following, an overview of the overall impact of systematic uncertainties on the signal
yield is given. In Figure 6.3, the relative contributions are reported separately for each
of the six orthogonal signal regions, averaged among different signal samples, with small
variations of the order of a few percent being observed as a function of the dark-photon
mass. In Figure 6.3, the various dashed lines corresponds to different sets of systematic
uncertainties:

• Muon uncertainties correspond to the close-by muon reconstruction uncertainty,
affecting only the signal regions where at least one µDPJ is present;

• Normalisation uncertainties refers to the ones associated to the luminosity and
pile-up modelling;

• NN taggers represents the total contribution associated to the Cosmic-ray tagger,
the QCD tagger and the BIB tagger uncertainties, with the latter giving the largest
contribution;

• Triggers refers to the contribution of the Narrow-Scan, CalRatio and Tri-muon MS-
only triggers

• Jet uncertainties corresponds to the total contribution from uncertainties associ-
ated to the jet reconstruction and energy calibration.

It can be also noticed from Figure 6.3 how in the ggF category the leading systematics
are the Muon and the Triggers uncertainties for channels involving the presence of µDPJs
and cDPJs, respectively. For what concerns the WH category, the overall uncertainty is on
average lower than for the ggF case. This is mainly due to the fact that this category is not
affected by the dedicated triggers uncertainties and only affected by the Muon uncertainties
in the WHc+µ channel, where it is the leading systematic. The leading systematic in the
WHc and WH2c channels is the one related to the jet uncertainties.

6.2 ABCD final estimate: unblinded results

In the previous chapter, the event selection for the two search categories, targeting respec-
tively dark-photon originating from the decay of Higgs bosons produced via ggF and WH

processes, has been presented. Moreover, the method used to evaluate the residual back-
ground in the SRs, referred to as ABCD method, has also been introduced and described.

Once the selection is finalised, the background estimation strategy is defined and the
sources of systematic uncertainties are properly evaluated, as described in the previous
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section, the analysis can be unblinded. This means that also data events in the signal
regions can now be looked at, after running the selection over the full Run-II dataset. In
Table 6.1, the observed number of events in each of the signal regions is shown, together
with the observed number of events in the B, C and D control regions and the expected
number of events in SR according to the ABCD method prediction. The errors in the
table represent the total uncertainty on the background expectations, including systematic
uncertainties. The expected number of events in region A (i.e. the SR) is shown both
before (pre-fit) and after (post-fit) running the ABCD fit on unblinded data, assuming
no signal, where the estimated contributions from cosmic-ray muons are subtracted before
the fit and added back post-fit. This cross-check is done to ensure that the background
prediction remains reasonably stable both before and after unblinding the signal regions.
A good agreements is observed between pre-fit and post-fit SR events prediction, found
to be within one standard deviation, and with respect to the observed number of events
in SR. The fit performed is the Likelihood ABCD fit, introduced in Section 5.5.1. More
details on the fitting procedure are given later in Section 6.3.1. In addition, the full Run-II
dataset unblinded ABCD planes are shown in Figure 6.4 for all the six orthogonal ggF and
WH category channels. As no excess is observed in data over the estimated background,
the results obtained are used to set upper limits on the production cross-section times
branching fraction, σ × B of the FRVZ and HAHM processes considered in the analysis,
and will be discussed in detail later in this chapter.

Table 6.1: The table shows the observed and expected yields in the ABCD plane regions,
with the error representing the total uncertainty on the background expectations, including
systematic uncertainties. As mentioned in Section 5.5.2, in the ggF selection regions,
the estimated contribution from cosmic-ray yields is subtracted from each of the ABCD
regions before the final ABCD method estimation of the multijet background. The expected
number of events in region A (i.e. the SR) is shown both before (pre-fit) and after (post-
fit) running the ABCD fit in unblinded data assuming no signal. Both pre-fit and post-fit
expected results are found to be within one standard deviation.

Selection Analysis channel CR-B CR-C CR-D SR-A expected SR-A expected SR-A observed
pre-fit post-fit

ggF
2µ 55 61 389 357± 79 317± 47 269
c+ µ 169 471 301 108± 15 108± 13 110
2c 97 1113 12146 1065± 200 1055± 82 1045

WH
c 1850 3011 155 95± 7 93± 12 103

c+ µ 30 49 31 19± 5 19± 8 20
2c 79 155 27 14± 3 14± 5 15
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6.3 Limit setting

As already discussed in Section 6.2, after unblinding the ABCD planes no significant excess
or disagreement is observed in data in the analysis signal regions. Therefore, the results of
the search are used to set exclusion limits on the production cross-section times branching
fraction, σ ×B, of the dark-photon production in Higgs decays via the FRVZ and HAHM
processes. In the following sections, details are given about the likelihood fit and on the
other methods and tools used to interpret the search results and set limits on the physics
models of interest.

6.3.1 Likelihood fit

The fully data-driven background estimate in each SR is obtained by performing a maximum-
likelihood fit to the yields in the four ABCD regions in data. The fitted likelihood function
is formed from a product of four Poisson functions, one for each of the plane regions,
describing the signal and background expectations. The ABCD ansatz is introduced as
nuisance parameters in the background component of the expected yield in each region.
The likelihood-based ABCD fit has the characteristic of being robust against control re-
gions with a small number of events. Moreover, it takes also into account possible signal
contamination in the control regions.

For what concerns the systematic uncertainties, previously described in Section 6.1,
they are all included in the fit as nuisance parameters, and parametrised with Gaussian
probability density functions that multiply the fit likelihood. The uncertainties are assumed
to be uncorrelated across the various ABCD plane regions. As a cross-check, an alternative
correlation model, where the uncertainties are assumed to be fully correlated across regions,
has been investigated and this is found to have a negligible impact on the results. The mean
value of the Gaussian probability distribution function is constrained by the nominal value
of the parameter and the variance is defined by the 68% confidence interval of the systematic
uncertainty associated with the parameter. The observed and expected numbers of events
in the signal regions are extrapolated by the fit assuming no signal and with unblinded
data in all ABCD regions in the fit. When comparing the results with a likelihood fit using
blinded data in the SR, the background yields are found to be consistent within a few
percent.

The upper limits on the signal strength 1, µ, are obtained using the CLs method [114],
performing a global simultaneous fit using the asymptotic calculator [115], considering the
background and the predicted signal yields from MC simulation in the four ABCD regions.
As a cross-check, the validity of the asymptotic approximation is checked against a full

1In physics, it is common to use as a parameter of interest of the likelihood the so-called signal strength
µ. This quantity is defined as s = µs0, where s is the expected signal yield, and s0 the theory prediction
for the signal yield s. Therefore, for instance, a value of µ = 1 corresponds to the nominal value of the
theory prediction for the signal yield.
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calculation performed using pseudo-experiments. The CLs values obtained with the two
methods are always in agreement within few percent.

Model-dependent limits are computed for all the available signal samples considered in
the analysis, for each of the ggF and WH channels. In the following the exclusion limits
reported, unless otherwise clearly stated, refer to signal strength values excluded at 95%
confidence level, which corresponds to µ values that yield values of CLs < 0.05.

The hypothesis test takes into account the expected signal yields, together with its
corresponding uncertainties in the CRs and SRs, and for each case a SR+CRs likelihood
fit to the observed data is performed. As an example of the result of this procedure, in
Figure 6.5 the expected and observed CLs are shown for different values of the signal
strength. In particular, Figure 6.5 refers to the ggFc+µ channel with reference to the FRVZ
signal sample involving the production of two dark-photons, with a mass of 400 MeV each,
in the decay of a ggF produced SM-like Higgs boson. In this case the upper-limit at 95%
on the excluded signal strength is found to be µ = 0.34, when considering a signal yield
normalised to the full Run-II luminosity of 139 fb−1, and a branching ratio, B, of the process
H → 2γd +X equal to 1%. This is equivalent to an upper limit on B at 95% of 0.34%.

6.3.2 The lifetime re-weighting method

With the aforementioned likelihood fit, an upper limit on the branching ratio of the Higgs
boson for a given signal process is set for a MC signal sample, generated with a particular
choice of the dark-photon mass and cτ . It is of interest for the analysis to extrapolate this
limit to other values of the dark-photon mean proper lifetime in order to explore all the
accessible phase space. This is done with a weighting method called "lifetime re-weighting",
which is described in the following.

Taking in consideration a given MC signal sample, the LLPs, such as the dark-photon,
are generated with a given mean proper lifetime, which will be referred to in the following
as cτref . In this context it is possible to define a set of weights for each LLP in the process,
which can be applied to the events in the reference sample in order to mimic a sample
generated with a different mean proper lifetime of the LLPs cτnew ̸= cτref .

The Poissonian decay probability, p(t), of a single LLP is defined as:

p(t) =
1

τ
e−

t
τ , (6.3.1)

where t corresponds to the lifetime of a single LLP. The weighting factor w, used to re-
weight the distribution of the LLP decay lifetimes to a distribution with cτnew ̸= cτref , is
defined as the ratio of the two Poissonian decay probabilities:

w =
τref
τnew

exp
[
− t

( 1

τnew
− 1

τref

)]
. (6.3.2)
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If more than one LLP is present in each event, the product of the per-LLP weights can be
treated as a per-event weight, since each LLP decay is independent.

As a result, the lifetime re-weighting method enables to extrapolate the acceptance
times efficiency (A× ϵ) of the analysis, obtaining a A× ϵ vs cτ curve. In order to validate
this method, the results of the extrapolation in terms of A× ϵ, at a given value of cτ , have
been compared with those of MC samples generated assuming that specific value of cτ ,
referred to as validation samples. An example of this procedure is presented in Figure 6.6
for one of the WH FRVZ samples. In the figure the extrapolated A×ϵ vs cτ curve is shown,
together with the values obtained from the validation samples represented by solid markers
in the figure. A good agreement with the extrapolated curve values is observed within
statistical uncertainties, represented in the figure by the coloured bands. In Figure 6.6 it
can also be noticed how the behaviour of the curves reflect the dependence of the analysis
sensitivity in terms of the dark-photon proper decay length. Moreover, differences between
the curves of the three channels can also be observed. In particular the curve related to the
WHc channel (green curve) presents a weaker dependency with respect to cτ , as expected
since in this channel the reconstruction of only one DPJ is required.

6.3.3 Upper limits as a function of the dark-photon mean proper lifetime

The upper limits obtained using the likelihood fit described in Section 6.3.1, corresponding
to a given choice of the dark-photon mass and mean proper lifetime, can be extrapolated
using the lifetime re-weighting method. As a result, the exclusion curves presented in
Figure 6.7 are obtained, where the 95% CL observed upper limits on the branching ratio
of the SM Higgs decay are shown as a function of cτ . Figure 6.7 refers in particular to the
FRVZ signal model hypothesis, where a SM-like Higgs production is considered, with two
dark-photon produced in the final state. The sensitivity of each of the six search channels is
reported in a separate sub-figure. It can be noticed how the interplay between the various
channels unfolds for different ranges of dark-photon mass and cτ . In particular, the channels
including the presence of a reconstructed µDPJ are, as expected, the most sensitive ones
when the γd → µµ decays are present with a sizeable branching ratio. The ggF2µ (see
Figure 6.7a) and ggFc+µ (see Figure 6.7b) channels provide the most stringent limits in
this scenario, mainly due to the larger Higgs production cross-section (48.61 pb for the
ggF and 0.46 pb for the WH). On the other hand, by construction, these channels are no
longer sensitive when the dark-photon decays only to electron pairs (i.e. for mγd ≤ 2mµ).
Therefore, the channels involving the presence of at least a cDPJ allow to recover sensitivity.
In the scenario where dark-photon decays only to electron pairs, the WHc (see Figure 6.7
d) and WH2c channels (see Figure 6.7 f) are competitive with the exclusion provided by
the ggF2c channel (see Figure 6.7 c), mainly thanks to the WH production mechanism
signature, and therefore the ability to exploit the single lepton triggers. As a consequence,
those three channels have been combined in a simultaneous fit, which will be described in
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the next section. To summarise, in this interpretation Higgs boson branching fraction to
pair of dark-photons, decaying to µDPJs, larger than 1% are excluded at 95% CL if the
dark-photons have a mean proper decay length cτ between 10 mm and 250 mm, and a mass
between 0.4 GeV and 2 GeV. When considering dark-photon decays into pairs of cDPJs,
Higgs boson branching fractions larger than 10% are excluded at 95% CL for mean proper
decay lengths between 2 mm and 3 mm and masses between 17 MeV and 50 MeV.

In addition to the interpretation in the FRVZ signal hypothesis, with SM-like Higgs
production and two dark-photon produced in the final state (i.e. H → 2γd + X), dis-
cussed above, the search results have been also interpreted considering alternative signal
scenarios. This has been done in the context of the FRVZ model, considering different
Higgs productions and different final states, but also, for the first time in this ATLAS
search, in the context of the HAHM model. Exclusion limits referring to the HAHM model
interpretation are presented in Figure 6.8. SM-like Higgs boson production is considered,
with two dark-photons produced in the final state. The absence of additional hidden sector
particles in the process, which translates in a larger pT of the dark-photon, benefits the
ggF category selection where an improved signal efficiency is observed, mainly because of
increased trigger efficiencies. On the other hand, this does not translate in an improvement
on the WH side of the search. Hence, a direct comparison of Figure 6.7 and 6.8 shows
that more stringent constraints are set on the branching ratio of the SM Higgs decaying in
a pair of dark-photons with respect to the FRVZ model interpretation. In terms of Higgs
boson branching fraction to dark-photons, this translates in an exclusion at 95% CL of
branching fractions larger than 1%, for pairs of dark-photons decaying into µDPJs. This
refers to dark-photons having a mean proper decay length cτ between 4 mm and 200 mm,
and a mass between 0.4 GeV and 2 GeV. When considering dark-photon decays into pairs
of cDPJs, Higgs boson branching fractions larger than 10% are excluded at 95% CL for
mean proper decay lengths between 1.5 mm and 8 mm and masses between 17 MeV and
100 MeV.

The analysis results can also be interpreted in terms of FRVZ models processes involving
the production of four dark-photons (H → 4γd +X). The limits are shown in Figure 6.9.
In this case, two back-to-back pairs of dark-photons are produced, with each pair found
to be reconstructed as single DPJ. Therefore, the reconstruction of a single DPJ is more
efficient when dark-photons in a pair are both decaying in the same final state, due to the
fact that the two types of DPJ selections are mutually exclusive. As a consequence, for
this interpretation an overall smaller efficiency of the analysis is found, and the constraints
obtained are less stringent than in the benchmark final states involving two dark-photons.
For this interpretation Higgs branching fractions above 10% are excluded at 95% CL for
dark-photons with a mean proper decay length between 20 mm and 50 mm and a mass
between 400 MeV and 1 GeV.

In Figure 6.10, exclusion limits as a function of the dark-photon cτ are shown for the
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FRVZ process involving an 800 GeV Higgs-like scalar. In this case, the sensitivity is driven
by the selection efficiency being higher than for the decay of the 125 GeV Higgs boson
because of the larger pT of the dark-photons produced. As a consequence, a good sensitivity
is achieved across all the dark-photon mass spectrum considered. Limits are reported in
terms of the σ ×B of the FRVZ process, where a 5 pb cross-section is considered for these
processes involving the production of a 800 GeV Higgs-like scalar. In this case, Higgs boson
branching fractions above 10% are excluded at 95% CL if the dark-photons have a mean
proper decay length between 6 mm and 30 mm and a mass between 400 MeV and 2 GeV.

The exclusion limits presented in this section are further used to produce two-dimensional
exclusion contours in the plane of the dark-photon mass and kinetic mixing coupling con-
stant. This will be described in detail in Section 6.3.5.

6.3.4 Combination of WH associated production and gluon-gluon fusion
results

The event selection applied to the WH and ggF categories, described in detail in Chap-
ter 5.4, ensures that the six signal regions defined in this analysis are mutually orthogonal,
and therefore can be statistically combined to maximise the achieved exclusion power.

As mentioned in the previous section, this is particularly important in the case of
the FRVZ signal samples, where the combination of different search channels helps in
constraining the regions of the phase space dominated by the dark-photon decay to electron
pairs γd → ee. In this context, a combined likelihood fit of the ggF2c, WHc and WH2c

channels ABCD planes was performed, considering a product of the likelihood functions
of the individual search channels with independent parameters, but with a common signal
normalisation. An example of the results obtained with this procedure is presented in
Figure 6.11, where 95% CL upper limits on the branching ratio of the H → 2γd + X

process are shown, considering a dark-photon with mass equal to 100 MeV. In this figure the
combined result is shown together with the single search channels upper limits, highlighting
the interplay between theWH and ggF exclusions. The complementarity between the three
channels enables to extend the analysis exclusion for dark-photon proper decay lengths
shorter than 2 mm and larger than 50 mm. This method is applied to all the available
samples with mγd ≤ 2mµ.

6.3.5 Limits on the kinetic mixing as a function of the dark-photon mass

In order to be able to compare the results of this search to other constraints on dark-
photon models, upper limits at 90% confidence level are also set in the context of the
FRVZ model and the HAHM vector-portal model. This is needed since the exclusion limits
from dedicated experiments are usually set considering this confidence level value, which
corresponds to µ values that yield a CLs < 0.10. In addition, these limits are commonly
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set in terms of the kinetic mixing parameter ϵ and the dark-photon mass mγd , resulting in
two dimensional exclusion contours.

To produce such limits, the information of the results from different dark-photon mass
hypotheses has been used, deriving limits at 90% of the CL. The one-dimensional exclusions
as a function of the dark-photon mean proper lifetime, obtained in the same way described
in Section 6.3.2, are translated to limits as a function of the kinetic mixing parameter. This
is done exploiting the relation between cτ and ϵ described in Equation 1.2.5. Subsequently,
the branching ratio of the dark-photon allows to scale the one-dimensional limits to different
mass hypotheses. In fact, for each dark-photon in an event, the branching fraction to
standard model particles is described by Figure 1.6 and can be used to scale the limits
to other mass hypotheses, taking into consideration the correct branching fraction in each
case. At this point, the extrapolated limits are corrected by a linear interpolation of the
signal efficiency between the available MC signal mass samples and the best exclusion limit
from the relevant channels is considered. For instance, in the case of dark-photon masses
mγd < 2mµ, only the combination of the ggF and WH search regions that consider only
the presence of reconstructed cDPJs is used.

An example of the resulting two-dimensional exclusion contours produced is presented
in Figure 6.12, with reference to the 90% CL exclusion on the FRVZ model for different
values of the branching ratio of the H → 2γd +X process. The exclusion contours, shown
as a function of the dark-photon mass and kinetic mixing parameter, are obtained for
different assumptions on the decay branching fraction of the Higgs boson into dark-photon.
These values are in the range between 0.1% and 10%, where each region filled with a darker
shade of blue correspond to contours obtained considering a lower branching fraction. As
an example, the contour shown with lightest blue corresponds to a choice of B = 10%, and
can be directly compared to the limits obtained from the previous search. In addition to
the Full-Run II displaced analysis exclusion, in Figure 6.12 the exclusion limit from the
previous ATLAS displaced DPJ search [3] is also shown (dashed orange contour), as well as
the limit from the ATLAS Run-I prompt search [4] (red contour). The direct comparison
enables to underline the great improvements achieved in the Full Run-II search in terms of
analysis sensitivity and exclusion limits. This is not only due to the larger available dataset,
but mainly from the improvements obtained from the work presented in this thesis. One of
the keys is the development of the Neural Network taggers, which results in an optimisation
of the signal DPJ selections while achieving a greater background rejection. In this matter,
the greatest impact comes from the development of the QCD tagger (see Chapter 5.3.2)
which, together with the addition of the WH production channels, allowed to set for the
first time limits below the threshold to produce two muons (mγd ≤ 211 MeV), allowing to
reach a previously uncovered region of the phase space.

In addition to the FRVZ interpretation, the same two-dimensional exclusion contours
have been derived for the HAHM model, and are shown in Figure 6.13. Also in this
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case the extrapolated limits are corrected by a linear interpolation between two adjacent
dark-photon mass samples and the most stringent limit from each channel is considered
according to the respective region of the ϵ vs mγd plane. A broader region of the phase-
space is excluded in the HAHM interpretation with respect to the FRVZ one, since the
ggF selection achieves an increased sensitivity on these samples as previously discussed in
Section 6.3.3.

The same procedure has been used to produce exclusion contours for the remaining
benchmark signal processes considered. In Figure 6.14a, the 90% CL exclusion contour in
the ϵ vs mγd plane, relative to the FRVZ interpretation involving the H → 4γd+X process
and the production of a SM-like Higgs boson, is shown. As for the previous contours, darker
shades of the contour colour correspond to different assumptions on the SM Higgs branching
ratio. As a reference, in Figure 6.14a, also the 10% contour obtained from the H → 2γd+X

process is shown, visible as an orange dashed line. Finally, in Figure 6.14b and 6.14c,
the two-dimensional exclusion regions are presented for the FRVZ processes involving the
production of respectively two and four dark-photons in the final state, when considering an
800 GeV Higgs-like heavy scalar. The same approach has been used also in this case, with
the difference that the various coloured contours refer to different assumptions on the σ×B
of the 800 GeV Higgs-like boson. As before, the exclusion limits have been produced using
all the available MC samples, with the heaviest dark-photon mass sample being generated
at a 15 GeV mass.

6.4 Comparison with other results in the context of vector
portal model exclusions

The results obtained by the displaced DPJ analysis described in thesis can be compared
with other state-of-the-art results in the context of vector portal models.

Limits on the decays of dark-photons to collimated pairs of leptons or hadrons were set
in ATLAS also looking for prompt decays [4] of the dark-photon to charged leptons, and
exploiting the monojet signature [116].

Prompt decays of the dark-photon to pair of charged leptons have been investigated in
ATLAS using Run-I data, as described in detail in Ref [4]. This search explores a region
of the phase-space complementary to the one investigated by the displaced DPJ search
detailed in this thesis. The prompt DPJ search signature is represented by collimated pair
of electrons or muons and focuses on decays consistent with zero decay length within the
experimental resolution, exploiting the inner regions of the ATLAS detector.

The displaced Dark-Photon Jets analysis already exploits the outer regions of the AT-
LAS detector. Therefore, a different approach is needed to study LLPs with proper decay
lifetimes large enough that most of the decays happen outside the ATLAS detector. For
this region of the phase space, in ATLAS it is possible to look at events where all the en-
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ergy associated to LLPs is lost outside the detector, contributing to the missing transverse
momentum of the event. Final states with large missing transverse momentum recoiling
against one highly energetic jet are referred to as monojet events. This kind of events can
be exploited in many searches for beyond the SM physics, such as probing LLP signals in
the case of very long proper lifetimes. In this scenario, the targeted signature is represented
by multiple LLPs decaying outside the detector, where the whole system is recoiling against
an Initial-State-Radiation (ISR) jet. The monojet analysis is described with great detail
in detail in Ref [117], and its interpretation in terms of displaced dark-photon decays is
described in Ref [116].

The results of the ATLAS searches are summarised in Figure 6.15, where the two-
dimensional exclusion contours at 90% CL as a function of the dark-photon mass and
kinetic mixing parameter are presented. As highlighted in the figure, the exclusion contours
shown depend on the different assumptions on the branching fraction of the Higgs boson
to dark-photon.

For what concerns the results from non-ATLAS searches, a summary of the most recent
constraints on the dark-photon models, assuming the vector portal in both production
and decay, was presented in Figure 1.7. It should be noted that among these results, the
ATLAS ones, as mentioned before, are dependent also on the assumptions made on the
Higgs boson branching fraction to dark-photon. This does not apply to LHCb results [118]
and other dedicated experiment and non-collider results that rely only on vector portal
coupling. Also in this case, the limits are presented as a function of the dark-photon mass
and kinetic mixing term. Details about the aforementioned non-ATLAS results can be
found in Ref [119].

Both ATLAS and non-ATLAS results are presented in the same plane for a more direct
comparison, as reported in Figure 6.16. It can be noticed that ATLAS searches exclusion
contours vary depending on the assumption made on the SM-like Higgs boson branching
fraction to dark-photon. Overall there is good complementarity between the result obtained
from the analysis described in thesis and the other state-of-the-art results in the context of
vector portal model exclusions.
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(a) Cosmic-ray tagger

(b) QCD tagger

(c) BIB tagger

Figure 6.2: The figure shows the distributions of the output score of the three neural-
network-based taggers used in the analysis. The distributions are computed for data and
Monte Carlo events in different reference samples. Figure (a) shows the cosmic-ray tagger
score in Z → µµ events, while (b) and (c) show respectively the QCD tagger and BIB
tagger output score distribution in multijet events. Figures from [2].
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Figure 6.3: Figure showing the relative contributions from systematic uncertainties on the
signal yields across the six signal regions of the analysis, as well as the total uncertainty.
The figure is obtained averaging across the signal samples with two dark-photon in the
final state, assuming signal production via a 125 GeV Higgs boson. In figure, the Muon
uncertainties category correspond to the close-by muon reconstruction uncertainty. The NN
taggers category contains the three taggers adopted in the analysis and is dominated by the
BIB tagger uncertainty. The Triggers category contains all trigger systematic uncertainties,
which are relevant only for the dedicated triggers in the ggF selection. The Jet uncertainties
category contains all the jet-related systematic uncertainties. Some sets of systematic
uncertainties apply to only a subset of the six signal regions. Figure from [2].
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Figure 6.4: The figure shows the per-event distributions in the ABCD planes, for all the
six orthogonal ggF and WH category channels, when running on the full Run-II dataset
collected by ATLAS. In Figures (a, b, c), the distribution for the ggF category channels
is shown, while in figures (d, e, f), the event distribution of the WH category channels is
shown. Figures from [2].
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Figure 6.5: The picture shows the value assumed by the CLs for different values of the
signal strength. Here, a simultaneous fit of the four ABCD regions of the ggFc+µ channel
is performed. The signal sample considered is the FRVZ sample, where two dark-photon
with a 400 MeV mass and with mean proper decay length of 50 mm are produced in the
decay of a ggF produced SM-like Higgs boson. The upper-limit at 95% on the excluded
signal strength is found to be µ = 0.34, when considering a signal yield normalised to the
full Run-II luminosity of 139 fb−1, and a branching ratio, B, of the process H → 2γd +X
equal to 1%.

Figure 6.6: Acceptance times efficiency curves, extrapolated as a function of cτ , are shown
for the three WH analysis channels. The signal sample used to produce the curves is the
FRVZ sample involving the WH associated production a SM-like Higgs boson, where two
dark-photons with a 400 MeV mass and cτ = 50 mm are produced. The three curves refers
to the A×ϵ of theWHc (green), WHc+µ (blue) andWH2c (red) analysis channels. Markers,
following the same colour scheme, show the relative A × ϵ found using the additional
MC samples generated with different values of cτ , respectively cτ = 5 mm and cτ = 500
mm. A good agreement with the extrapolated curve values is observed, within statistical
uncertainties, represented in the figure by the coloured bands.
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(a) ggF2µ (b) ggFc+µ

(c) ggF2c (d) WHc

(e) WHc+µ (f) WH2c

Figure 6.7: Observed upper limits, at the 95% CL, on the branching ratio (B) for the
process H → 2γd +X, when considering the FRVZ model and the production of a SM-like
Higgs boson. Limits in fuction of the dark-photon cτ are shown for different choice of
the dark-photon mass. The limits for the ggF search channels are reported in separated
sub-figures respectively for the ggF2µ (a), ggFc+µ (b) and ggF2c (c). For what concerns the
results from the WH channels, they are shown in (d) for WHc, (e) for WHc+µ and (f) for
WH2c. In all the sub-figures, the region where the hatched band is present, highlights the
fact that the branching ratio considered becomes larger than unity. Figures from [2].
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(a) ggF2µ (b) ggFc+µ

(c) ggF2c (d) WHc

(e) WHc+µ (f) WH2c

Figure 6.8: Observed upper limits, at the 95% CL, on the branching ratio (B) for the
process H → 2γd, when considering the HAHM model and the production of a SM-like
Higgs boson. Limits in fuction of the dark-photon cτ are shown for different choice of
the dark-photon mass. The limits for the ggF search channels are reported in separated
sub-figures respectively for the ggF2µ (a), ggFc+µ (b) and ggF2c (c). For what concerns the
results from the WH channels, they are shown in (d) for WHc, (e) for WHc+µ and (f) for
WH2c. In this interpretation, no limits are set in WH case for dark-photon masses above
400 MeV. In all the sub-figures, the region where the hatched band is present, highlights
the fact that the branching ratio considered becomes larger than unity. Figures partially
adapted from [2].
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(a) ggF2µ

(b) ggFc+µ

(c) ggF2c

Figure 6.9: Observed limits, at the 95% CL, on the branching ratio (B) for the process
H → 4γd +X considering the FRVZ model and the production of a SM-like Higgs boson.
Different choice of the dark-photon mass are shown and limits for the sensitive channels
are reported. Figures from [2].
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(a) ggF2µ (b) ggFc+µ

(c) ggF2c (d) ggF2µ

(e) ggFc+µ (f) ggF2c

Figure 6.10: Observed limits, at the 95% CL, on the σ×B for the FRVZ model considering
the production of an 800 GeV Higgs-like boson. The three ggF search channels (ggF2µ,
ggFc+µ and ggF2c) are shown, respectively, in (a, b, c) for the H → 2γd +X process and
in (d, e, f) for the H → 4γd +X. Multiple dark-photon masses have been considered and
the limit for the sensitive channels are reported. Figures from [2].
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Figure 6.11: 95% CL upper limits on the branching ratio of the FRVZ H → 2γd + X process,
considering a dark-photon mass of 100 MeV and the production of a SM-like Higgs boson. The solid
black line shows the observed exclusion limits obtained from a combined likelihood fit of the ggF2c,
WHc and WH2c channels. On the other hand, the dashed coloured lines show the individual limits
of the search channels in the three search regions that are considered for the statistical combination.
The complementarity between ggF and WH is visible and enables to extend the analysis exclusion
for dark-photon proper decay lengths shorter than 2 mm and larger than 50 mm. Figure from [2].

Figure 6.12: The figure shows two-dimensional 90% CL exclusion contours as a function of the
dark-photon mass and of the kinetic mixing parameter ϵ in the context of the FRVZ model hy-
pothesis. In particular the figure refers to the case of the production of SM-like Higgs boson in
the H → 2γd + X process. These limits are obtained assuming a decay branching fraction of
the Higgs boson into dark-photon ranging between 0.1% and 10%, where each region filled with
darker shades of blue correspond to contours obtained considering a lower branching fraction. The
figure also shows the respective excluded regions from the previous ATLAS displaced DPJ search [3]
(orange line) and ATLAS prompt [4] (red line) DPJ search. Figure from [2].
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Figure 6.13: The figure shows two-dimensional 90% CL exclusion contours as a function of the
dark-photon mass and of the kinetic mixing parameter ϵ in the context of the HAHM model
hypothesis. In particular the figure refers to the case of the production of SM-like Higgs boson
in the H → 2γd process. These limits are obtained assuming a decay branching fraction of the
Higgs boson into dark-photon ranging between 0.1% and 10%, where each region filled with darker
shades of red correspond to contours obtained considering a lower branching fraction. A broader
region of the phase-space is excluded in the HAHM interpretation, since the ggF selection achieves
an increased sensitivity on these samples as previously discussed in Section 6.3.3. Figure from [2].
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(a) mH = 125 GeV, H → 4γd +X

(b) mH = 800 GeV, H → 2γd +X (c) mH = 800 GeV, H → 4γd +X

Figure 6.14: Figure showing the two-dimensional exclusion contours for the FRVZ signal
model alternative scenarios. In particular, (a) refers to the exclusion contours, as a function
of the dark-photon mass and the kinetic mixing parameter, in the case of SM-like Higgs
boson production involving the H → 4γd+X process. As a reference is shown also the 10%
contour obtained from the H → 2γd + X process (see Figure 6.12), visible as an orange
dashed line. In (b) exclusion contours are presented in the case of an 800 GeV Higgs-like
boson production involving the production of two dark-photons in the final state. Finally,
the exclusion contours presented in (c) are relative to the H → 4γd +X process involving
the production of an 800 GeV Higgs-like boson. In (a) the exclusion regions are reported
for various choices of the Higgs boson branching fraction into dark-photons, while in (b)
and (c) the excluded regions are reported for different choices of the σ×B of the Higgs-like
800 GeV scalar. Figures from [2].
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Figure 6.15: The figure shows two-dimensional 90% CL exclusion contours as a function of the
dark-photon mass and of the kinetic mixing parameter ϵ in the context of the FRVZ model hy-
pothesis. Results from three different ATLAS analyses are shown for different assumptions on the
H → 2γd+X branching ratio, ranging between 0.1% and 50%. The excluded regions from the Full
Run-II displaced dark-photon search [2] are shown with darker blue tones for decreasing branching
fractions. The exclusion contour depicted in red refers to the region excluded by the Run-I prompt
dark-photon search [4], while the green contour depicts the region excluded by the monojet signa-
ture dark-photon re-interpretation in the context of the FRVZ vector portal model [116]. Figure
from [120].
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Figure 6.16: Exclusion limits as a function of the dark-photon mass and of the kinetic mixing
parameter ϵ in the context of the dark-photon models, assuming the vector portal in both production
and decay. Results from the Full Run-II displaced analysis described in this thesis are here compared
with other ATLAS and non-ATLAS constraints. The results from three different ATLAS analyses
are shown for different assumptions on the H → 2γd +X branching ratio, ranging between 0.1%
and 50%. The excluded regions from the Full Run-II displaced dark-photon search [2] are shown
with darker blue tones for decreasing branching fractions. The exclusion contour depicted in red
refers to the region excluded by the Run-I prompt dark-photon search [4], while the green contour
depicts the region excluded by the monojet signature dark-photon re-interpretation in the context
of the FRVZ vector portal model [116]. Results from non-ATLAS searches [119] are shown by the
grey shaded regions. It can be noticed the nice interplay between the result obtained from the
analysis described in thesis and the other state-of-the-art results in the context of vector portal
model exclusions. Figure from [120].
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Conclusions

Possible extensions of the Standard Model often predicts the existence of a dark sector,
weakly coupled to the SM, where unstable dark states may be produced, resulting in the
presence of long-lived particles. LLPs can leave unconventional signatures in the detector
which are challenging to search for and, therefore, may have evaded detection until now.
With the continuing absence of any obvious signs of new physics in LHC data, it is crucial
to target unconventional signatures of new particles to ensure that new physics is not just
hiding in plain sight within the currently available dataset. This thesis has presented a
search for light long-lived neutral particles which decay into collimated pairs of fermions
within the ATLAS detector. The dataset collected between 2015 and 2018 (Run-II), cor-
responding to 139 fb−1 of pp collisions at

√
s = 13 TeV, was analysed. No evidence of

new physics involving long-lived dark-photons from Higgs boson decays was found. Upper
limits on the Higgs boson branching fraction to dark-photons as a function of their mass
and mean proper decay length cτ have been set and reported. When assuming SM Higgs
boson production cross-sections, branching fractions above 1% were excluded at 95% CL
for Higgs boson decays to two dark-photons with mean proper decay length between 10 mm
and 250 mm and mass between 0.4 and 2 GeV. The sensitivity to displaced dark-photon
decays, and the corresponding analysis exclusion limits have been significantly improved
with respect to the previous rounds of the analysis. This has been achieved thanks to the
addition of an event selection targeting long-lived dark-photons from decays of Higgs bosons
produced in association with a W boson, the use of a larger dataset and the development
of new methodologies for reconstructing dark-photon candidates and improved background
rejection based on deep learning classifiers.

In addition, this thesis has also presented work which has been carried out in the context
of the ATLAS HL-LHC upgrade. During this new phase the LHC instantaneous luminosity
will dramatically increase, and therefore the ATLAS detector will be subject to a number of
major upgrades in order to cope with the new challenging running conditions. This includes
the installation of a new tracking detector, the ATLAS ITk. The studies presented in this
thesis concern the validation of a new software for the reconstruction of testbeam data,
where ITk modules performances are tested and evaluated.
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Appendix A

ATLAS Inner Tracker strip modules
testbeam data reconstruction

In this appendix, an overview is given about the technical work that has been carried
out in the context of testbeam data reconstruction for the ATLAS Inner Tracker (ITk)
upgrade [121]. At first, an overview of the ATLAS ITk upgrade is given in Section A.1,
followed in Section A.2 by the description of the testbeam experimental setup. Furthermore,
in Section A.3 an overview of the testbeam data reconstruction frameworks is given. Finally,
in Section A.4 details are given about the efforts made towards the implementation and
validation, in the context of ITk strip testbeam data reconstruction, of a new framework,
referred to as Corryvreckan [122], with an overview of the current status and plans for this
effort.

A.1 The High-Luminosity LHC and the ATLAS ITk upgrade

ATLAS is currently in the Run-III data-taking period, which will be followed by the Long
Shutdown 3 (LS3) where the LHC will be upgraded for the next phase of the scientific
programme, the High-Luminosity LHC [123] (HL-LHC). Therefore, during LS3, ATLAS
will be subject to a number of major upgrades of the detector in order to cope with the
new challenging running conditions.

During the HL-LHC phase, a peak instantaneous luminosity of 7.5 × 1034 cm−2s−1

at
√
s = 14 TeV is expected, corresponding to an average of 200 inelastic pp collisions per

bunch-crossing, with a total integrated luminosity of 3000-4000 fb−1 planned to be recorder
by the experiments during this period. All these values exceeds by far the design of the
ATLAS detector, as it was described in Chapter 2. Hence, a number of detector upgrades
are needed, including the installation of a new tracking detector with better performance
and higher radiation tolerance, the ATLAS ITk.
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ATLAS ITk upgrade

The ATLAS ITk is an all-silicon tracking detector consisting of pixel [124] and strip [125]
modules. The ITk structure will consist of five concentric pixel barrel layers, surrounded
by four strip barrel layers. The endcaps will consist of pixel rings of different radii and
six strip disks placed respectively on each side of the pixel and strip barrel. A scheme
showing the cross-section of one quadrant of the ITk detector is shown in Figure A.1, while
its corresponding simulated layout is illustrated in Figure A.2.

Figure A.1: Schematic layout of one quadrant of the ATLAS ITk detector [121]. The red
coloured lines corresponds to the ITk pixel sub-detector layers, while the blue components
represent the ITk strip sub-detector layers. The horizontal axis goes along the beam line
and the origin of axes lies in the interaction point. The vertical axis corresponds to the
radius measured from the beam axis.

Figure A.2: Simulated layout of the ATLAS ITk tracking detector [121], with the inner
pixel sub-detector surrounded by the strip sub-detector.

The ATLAS ITk strip detector, composed of four concentric barrel layers and one
end-cap section with six disks on each of its barrel sides, will cover the pseudo-rapidity
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range |η| < 2.7 and consist of a series of different modules. The inner two barrel layers
accommodate the Short Strip modules, consisting of parallel strips of 24.16 mm, while the
outer two layers include Long Strip modules with 48.35 mm strips. The end-cap modules
are of six different geometries and are mounted on petals, where 32 petals compose one
endcap disk, with the sensors having strip lengths varying from 19.0 mm to 60.1 mm.

In this following, the focus will be in particular on the modules used in the two outer
layers, the so-called Long Strip modules. Prototypes for this kind of modules have been
studied and tested during the 2019 test beam campaign and are the object of the studies
described in the following sections.

A.2 Testbeam experimental setup

In order to perform studies on the characterisation and performance of the ITk modules,
testbeam measurements are made, where the real detector conditions are mimicked. The
data used to perform the studies described in this chapter have been collected during the
2019 DESY testbeam campaign. The DESY testbeam facility and the experimental setup
used are described in the following.

DESY testbeam facility

DESY, the Deutsches Elektronen-Synchrotron, provides testbeam facilities which can be
used to test the performance of detector devices. In particular, the DESY-II synchrotron [126],
which began operations in 1987, accelerates electrons or positrons in a momentum range
between 1-6 GeV. A scheme representing the layout of the DESY-II test beam facility is pre-
sented in Figure A.3. Carbon fibers can be moved into the beam to create bremsstrahlung
photons, which leave the line tangentially. The photons are then converted back to elec-
trons with a secondary metal target. A dipole magnet is used to spread out the beam
to three test beam halls, T21, T22 and T24, and to select beam particles with a certain
energy. The electron beam used during the 2019 DESY testbeam campaign were tuned to
an energy of 5.4 GeV.

Experimental setup

Test beam analyses at the DESY facility are performed using an EUDET-type beam tele-
scope [127]. The telescope itself serves as a small tracking detector, comprising six silicon
pixel MIMOSA 26 [128] sensors which are used to provide reference track hits. The tele-
scope planes operate at a 80 MHz clock rate, which would produce huge amounts of data,
much of which would be of no use to the subsequent analyses. Therefore, a triggering sys-
tem is used, which consists of four scintillators (two at the front of the telescope and two at
the back) with photomultiplier tubes and a trigger logic unit. In addition, an FE-I4 timing
plane [129] is used since an extra timing information is necessary for the measurement of
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Figure A.3: Scheme illustrating the layout of the DESY-II test beam facility [126].

the detection efficiency, given the fact that the readout window of the telescope is too wide
when compared to the one of the tested ITk module. Finally, a data acquisition (DAQ)
system is present in order to read out the hits and trigger information. As an example, a
photograph of the experimental setup from the April 2019 testbeam is shown in Figure A.4.
It can be noticed how in this configuration the device under test (DUT) is placed between
the two groups of three telescope planes, which are also referred to as beam telescope arms.

Figure A.4: A photograph of the EUDET telescope [127] and the tested module setup from
the April 2019 testbeam. The six telescope planes are visible, with the ITk Long Strip
module situated between the two groups of three telescope planes. The FE-I4 timing plane
is also visible.

A.3 Data reconstruction frameworks: EUTelescope and Cor-
ryvreckan

The raw data taken during the testbeam is processed in three steps:

• the raw data-taking and pre-processing: this is performed using the EUDAQ
software [130], which allows to read out the data from the single devices and perform
the event building, resulting in an output where the data streams from different
detectors can be merged and stored for further analysis;
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• the track and event reconstruction: this is performed using dedicated recon-
struction frameworks and includes the grouping of the hits detected by the individual
detectors, the alignment of the telescope planes and the fitting of the tracks;

• the data analysis: usually performed using standalone python scripts and consisting
of more detailed tests on module performances, including charge collection, noise
occupancy, detection efficiency, and tracking performances.

The studies presented focuses in particular on the track and event reconstruction step
and on the frameworks used.

Historically, the reconstruction of testbeam data has been performed using the EU-
Telescope framework [131], which makes use of a multi-step approach and where the most
important steps are: clustering, hit making, alignment and finally track-fitting. This frame-
work has given solid results and has extensively been used for both ATLAS ITk pixel and
strip testbeam data reconstruction. However, in recent times several issue concerning the
use of this framework have been identified, mainly due to two reasons. The first one is
related to the fact that the software is currently unmaintained and will not be developed
or supported anymore in the future. Secondly, EUTelescope relies on many scattered de-
pendencies, which means that a change in any of the related softwares involved can result
in a potential source of problems for the use of the framework.

As a results of this, it became evident that an alternative framework was needed to
supplant in the long term the usage of EUTelescope. An ideal candidate has been identified
in the Corryvreckan reconstruction framework [122].

Corryvreckan

Corryvreckan is a testbeam data reconstruction framework which has been released in
2019 [122] and has a series of characteristics which are particularly interesting. The soft-
ware is a CERN based community project, that benefits from active participation in the
development and code contributions from users. One of the framework’s key characteris-
tics is that it reduces external dependencies to a minimum by implementing its own data
format, with the only explicit dependency being the one on the ROOT framework [132].
Corryvreckan is based on a modular concept of the reconstruction chain, meaning that the
framework is extremely flexible and the user can add new functionalities, such as event
loaders to support different data formats or analysis modules to investigate specific fea-
tures of detectors, without having to deal with centrally provided items. On the other
hand, Corryvreckan was initially developed to test pixel-like DUTs and even though it can
potentially be extended to the test strip-like DUTs, this has not been done before and
dedicated studies and software updates are needed.

In the next section, details are given about the studies carried out by the author of this
thesis to contribute to the transition from EUTelescope to Corryvreckan.
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A.4 ITk strip testbeam data reconstruction with Corryvreckan

The Corryvreckan framework was developed, and used so far, to test only pixel-like DUTs.
As a first step in the transition from EUTelescope to Corryvreckan, the choice was made
to re-analyse the April 2019 DESY testbeam data, where unirradiated Long Strip modules
were used as DUTs, in order to perform a full comparison between the results obtained using
EUTelescope as a reference and the ones obtained by adapting Corryvreckan to the use of
strip-like DUTs. The decision to use this particular campaign was motivated by the fact
that both EUTelescope and Corryvreckan are designed for DUTs whose geometry can be
described by Cartesian coordinates, which is the case for the ITk barrel strip modules. On
the other hand, the ITk strip endcap modules need a dedicated software development since
their geometrical shape can only be described in terms of polar coordinates. Therefore, for
the sake of simplicity, it was decided to start the comparison between the two frameworks
from the reconstruction of test beam data involving barrel strip modules.

In order to adapt the Corryvreckan framework to the specific reconstruction of DESY
testebeam data involving strip-like DUTs, a first step was to build new so-called convert-
ers which have the function of allowing the communication between the raw data-taking
software used (EUDAQ) and the reconstruction software for each module involved in the
process. Once this was done, the next step has been to perform a test of the Corryvreckan
reconstruction chain. A scheme illustrating the workflow involved in the Corryvreckan
reconstruction chain is presented in Figure A.5. It can be noticed the modularity and flexi-
bility of the whole reconstruction process. At first, the raw input data are needed, together
with the Geometry file illustrating the details of each detector involved (e.g position, spatial
resolution, pitch, type ecc.). Second, these information are passed to the Configuration file
where the user has the total freedom to decide which module will be involved in the recon-
struction process. Finally, a ROOT output file will be produced, together with updated
geometry files. As a result of this, the user can, for instance, run the whole process only
focusing on one step and one detector at a time, e.g aligment of telescope planes, and move
to the next phase only when the desired objective is achieved.

Figure A.5: Schematic illustration of the testbeam data reconstruction workflow when using
the Corryvreckan framework [122].
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As a proof of concept, the Corryvreckan reconstruction chain has firstly been tested on
performing the Telescope planes alignment in runs of the April 2019 testbeam data. The
result of this process is shown in Figure A.6 for one of the telescope planes, where the
residuals obtained using Corryvreckan are compared to the results from the EUTelescope
alignment. Similar results are observed, with small differences that can be explained in
terms of the number of alignment iterations performed.

Figure A.6: Comparison of the residuals obtained after performing the Telescope planes
alignment in EUTelescope (blue) and Corryvreckan (red). Overall, a good agreement is
observed between the two frameworks, with small differences explainable in terms of the
number of alignment iterations performed.

Once the telescope alignment step was successfully performed, the FE-I4 timing plane
alignment was tested. This was crucial since the final evaluation of the Long Strip module
efficiency needs to take into account the FE-I4 module track hit and timing information. In
this step the reconstruction chain, that is then used for the Long Strip, is tested exploiting
the now aligned telescope planes and treating the FE-I4 module as a DUT. After completing
the timing plane alignment procedure, the FE-I4 is then treated as an additional telescope
plane and a hit on this module will be required when building the final track to be associated
to the hits observed in the Long Strip module. The results obtained exploiting data collected
during the April 2019 testbeam using the Corryvreckan framework are compared to the ones
obtained from the same data in the EUTelescope framework. The comparison is presented
in Figure A.7. Comparable result are obtained for the residuals curves, with standard
deviations of σ(EUTelescope) = 21.81µm and σ(Corryvreckan) = 22.43µm both in the
expected range for the FE-I4 plane correct alignment.

ITk Long Strip module: alignment and efficiency

Once the Corryvreckan reconstruction chain was tested on the telescope and timing plane,
the final step consisted in running the whole chain using the Long Strip module as DUT and
the newly developed converters to correctly acquire the informations from the raw data.
At first, the alignment procedure was performed with all the aligned MIMOSA planes and
FE-I4 used as telescope planes. The achieved results are shown in Figure A.8, where resid-
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Figure A.7: Comparison of the residuals obtained after performing the FE-I4 timing plane
alignment in EUTelescope (blue) and Corryvreckan (red). A nice agreement is observed
between the two frameworks, with < 1µm differences in the curves standard deviations,
with both being in the expected range for the FE-I4 plane correct alignment.

ual for ITk strip modules obtained running on Corryvreckan are shown, compared with
the ones obtained from the EUTelescope reconstruction. Small differences are observed
with Corryvreckan residuals being slightly worse than the EUTelescope ones. Results for
the different data streams analysed are respectively σ(EUTelescope) = 28 − 32µm and
σ(Corryvreckan) = 35 − 37µm, where σ refers to the standard deviation of the residuals
curve. The results obtained are still very encouraging, with differences that have been anal-
ysed and arises from the different treatment of the material budget in the two frameworks
and from the differences on the tracking procedure as well.

Furthermore, these differences are not a reason of concern and therefore, after perform-
ing the alignment process successfully, measurements of the Long Strip module efficiency
have been carried out. In order to do this, after the alignment process, the tracking step
is run again requiring one hit in all of the MIMOSA telescope planes and also a hit in
the FE-I4 timing plane. At this point, in order to measure the efficiency of the DUT, the
reconstructed tracks are matched to hits in the DUT. The global efficiency of the DUT will
be then given by:

ϵDUT =
Nmatched tracks

Ntracks
, (A.4.1)

where Ntracks corresponds to the total number of telescope + timing plane reconstructed
tracks and Nmatched tracks, to the subset of those which have a corresponding matching hit
in the DUT. For unirradiated Long Strip modules, the target efficiency has to be above
99%. Corryvreckan allows to measure the DUT efficiency through the dedicated Analysis-
Efficiency module. This module has been specifically modified in the course of the studies
presented in order to allow the measurements of the global efficiency for strip-like detec-
tors. Efforts are ongoing in order to extend the module capability to produce more detailed
efficiency map for the whole strip.

In Figure A.9, the first measurement of the Long Strip module total efficiency made
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using Corryvreckan is presented. Each point in the figure represents a run where a different
threshold was applied to DUT. This is typically done to check the dependency on the
threshold applied, as this can heavily impact the level of noise and occupancy of the module
tested. The resulting shape obtained, often referred to as "S-curve", is the one expected
and observed also in EUTelescope. In the plateau region a > 99% efficiency is observed.

Figure A.8: Comparison of the residuals obtained after performing the ITk Long Strip
alignment in EUTelescope (blue) and Corryvreckan (red). Minor differences are observed
between the two frameworks. The results for the various runs of the April 2019 DESY
testbeam data are respectively σ(EUTelescope) = 28 − 32µm and σ(Corryvreckan) =
35− 37µm. It is important to stress out that this was a first comparison and the outcome
is very encouraging. The differences observed have been analysed and arises from the
different treatment of the material budget in the two frameworks and from the differences
on the tracking procedure as well. Efforts to further improve the agreement between the
frameworks are ongoing.

Figure A.9: Measurements of the total efficiency of an unirradiated Long Strip module in
the April 2019 DESY testbeam made using the Corryvreckan reconstruction framework.
Each point refers to a run where a run where a different threshold was applied to DUT. The
error bars on each point represents the corresponding statistical error. The characteristic
S shape is observed, with an efficiency measured in the plateau region being > 99%.

In conclusion, the work presented in this thesis contributed to the process of transition
from the use of EUTelescope to Corryvreckan for what concern the testbeam data recon-
struction of the ITk barrel strip modules. At the time this thesis was written, efforts are
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ongoing to further improve the usage of Corryvreckan for the reconstruction of barrel strip
modules and to also implement the usage of polar coordinates in order to allow also the
reconstruction of testbeam data involving ITk endcap strip modules as DUTs.
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