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## Abstract

Viktor G. Matyas

## Non-Supersymmetric Heterotic Orbifolds

String theory is the most promising example of a unified theory of quantum gravity and provides a fertile testing ground to explore the possibilities for viable string phenomenology. The main focus of this thesis is on $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold compactifications of the heterotic string. To date, these provide some of the best examples of exactly solvable models with many desirable properties. Much of the research in the analysis and classification of these models has centred on the study of those which possess spacetime supersymmetry. However, as known from experiments, even if present, supersymmetry must be broken. Hence, in this thesis, the analysis is extended to non-supersymmetric vacua.

An extensive overview of the methods of calculating the partition function of free fermionic models is given. This includes the possibility of reintroducing some of the moduli dependence which is lost during the construction of models in this formalism. Explicit analytic and numerical tools are provided for the analysis of the one-loop potential and cosmological constant of string vacua. Some interesting structural features of string theory and its physical spectrum are also discussed.

It is shown that starting with ten-dimensional tachyonic vacua can provide a viable starting point for the construction of stable four-dimensional models. This extends the landscape of known tachyon-free 4D vacua and opens up a new avenue in the study of non-supersymmetric string phenomenology. The extent of the vast landscape of heterotic compactifications is explored via the construction of novel four-dimensional Type 0 and Type $\overline{0}$ vacua that have a minimal number of massless fermions and bosons respectively. Some interesting edge cases are found through which the finiteness properties of string theory are explored.

The analysis is also extended to the case of asymmetric heterotic orbifold compactifications. The introduction of asymmetric shifts of the internal lattice induces the projection of some of the geometric moduli. This provides a powerful method by which the construction of stable non-supersymmetric models may become possible. A classification of all allowed shifts is given and their consequences for the phenomenological features of the resulting models are analysed.
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## 1 Introduction

The development of Quantum Field Theory (QFT) and the Standard Model (SM) in the $20^{t h}$ century led to a unified understanding of the forces and interactions. However, there was an outlier, gravity, which did not seem to fit into the framework of QFT in a consistent way. Ever since, the question of the unification of gravity with the other forces of nature, i.e. Quantum Gravity, has been at the forefront of fundamental research. To understand our world below the Planck scale, we must uncover a new consistent theory of quantum gravity.

The most promising candidate for a theory of quantum gravity to date is String Theory. Even though much effort has been put towards uncovering alternative formulations for the unification of gravity with the other forces of nature, nothing comes close to the successes achieved by string theory over the past few decades. The introduction of an extra degree of freedom to the fundamental objects of our theories yielded a beautifully complex framework which provides a vast landscape of consistent implementations of quantum gravity.

This new framework not only provided the only known context in which one can express the grand unification of all forces but has provoked the development of new mathematical tools with which we can gain a deeper understanding of its possibilities and limits. To this day, there remain many unanswered questions about the structure and stability of string theory and so much more work is needed to gain a deeper understanding of this wonderfully complex mathematical construction.

Despite not having a complete understanding of all structural aspects of string theory, it has provided the best working examples of models which can give a description of gravity on an equal footing with the other forces. Not only that, but it has succeeded in recovering many of the fundamental features of the standard model and beyond. Thus, string theory provides a promising new horizon in describing the world around us. The part of string theory research which aims at deriving models with such desirable phenomenological features is called String Phenomenology on which we focus in this thesis.

String theory provides a vast landscape of possible solutions and hence a large array of fourdimensional models can be obtained with different phenomenological features. A promising area of the landscape is $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold compactifications of heterotic string theory which provides exactly solvable four-dimensional string vacua with many desirable features. One of the key differentiating results of these models is the ability to produce physical spectra with three generations originating from the unique underlying geometric structure. This is a crucial non-trivial step in the process of deriving viable models from string theory.

Restricting our attention to this special class of heterotic $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold compactifications still provides a very large number of possible four-dimensional vacua. The classification of such models has been at the forefront of string phenomenology for the past two decades. One powerful approach is the use of the free fermionic formulation of the heterotic string. This allows for an explicit enumeration of large sets of models which in turn provides an
insight into the structure of the landscape of these orbifold compactifications. Due to its construction in terms of a finite number of parameters, all desired phenomenological features of the models can be used to classify $\mathcal{O}\left(10^{9}\right)$ models at a time with relative ease.

One of the most important early results of string theory was the emergence of spacetime supersymmetry. At the time the observation of supersymmetry was thought to be just around the corner and so string theory's success at recreating a supersymmetric spectrum was thought to be a major advantage. Since then, experiments have made it more and more unlikely that supersymmetry is realised, or at least have pushed the bound of supersymmetry breaking to higher and higher energies. This caused a resurgence in the research of supersymmetry breaking in the context of string theory in recent years.

In this thesis we attempt to unify these notions and focus on novel non-supersymmetric models in terms of the free fermionic formulation of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold compactifications. As we will find out, there are many ways in which one can arrive at a non-supersymmetric four-dimensional model. One way is to compactify a supersymmetric 10D theory and break supersymmetry via a stringy Sherk-Schwarz mechanism. Another way can be to start with a non-supersymmetric, possibly unstable, 10D theory and compactify to 4D while ensuring that the instabilities are cured. Either way, there are important questions about the stability of non-supersymmetric string vacua that have to be addressed.

The outline of this thesis is as follows: In Chapter 2 we begin with giving an overview of some key aspects of string theory. This helps us introduce some of the important overarching concepts and also allows us to fix some notational conventions used throughout. Chapter 3 focuses on the free fermionic formulation of the heterotic string in both ten and fourdimensions. We also provide examples of many of the well-known 10D heterotic theories using this construction. In Chapter 4 we discuss the partition function and one-loop potential of string models and develop analytic and numerical tools which allow for an explicit evaluation of these quantities. In Chapter 5 we present novel non-supersymmetric four-dimensional models that descend from tachyonic ten-dimensional heterotic vacua. This opens up a new avenue in the study of non-supersymmetric strings. Chapter 6 explores the boundaries of the heterotic landscape by studying edge-case models which have a minimal number of fermions or bosons in their massless spectra. We also observe misaligned supersymmetry in models with on-shell tachyons which raises interesting questions about the finiteness of string theory. In Chapter 7 we explore the landscape of asymmetric orbifold compactifications which have the potential to address some of the stability issues that underlie non-supersymmetric string models. Finally, in Chapter 8 we summarise our findings and draw conclusions.

## 2 Elements of String Theory

In this section, we give a quick introduction to some elementary concepts in string theory that will be repeatedly used in the latter part of this thesis. Our aim is not to give a pedagogical introduction to the topic, but rather to define key quantities and fix some notational conventions. String theory is a vast subject with more than four decades of research covering diverse areas ranging from string phenomenology to string field theory, holography and beyond. There are many excellent resources that provide insights from different perspectives including [38-42]. This section is broadly based on some of the material presented there.

### 2.1 The Classical String

String theory is a natural extension of particle physics, where instead of point particles, we consider the fundamental building block of matter to be one-dimensional objects. Consider this one-dimensional object, which we call the fundamental string, travelling through Ddimensional spacetime $M^{D}$. As opposed to a point particle which sweeps a world-line, the string will sweep a two-dimensional surface which we refer to as the worldsheet $\Sigma$. The classical action that governs the motion of the string is given by the Polyakov action

$$
\begin{equation*}
S=-\frac{1}{4 \pi \alpha^{\prime}} \int_{\Sigma} d^{2} \sigma \sqrt{h} h^{\alpha \beta} \partial_{\alpha} X^{\mu} \partial_{\beta} X^{\nu} \eta_{\mu \nu} \tag{2.1}
\end{equation*}
$$

where we used the following quantities:

- $\sigma^{\alpha}=(\tau, \sigma)$ are the coordinates of the worldsheet with $0 \leq \sigma \leq l$, where $l$ is the length of the string.
- $X^{\mu}(\tau, \sigma)$ are maps $X^{\mu}: \Sigma \rightarrow M^{D}$, which provide the embedding of the worldsheet into spacetime.
- $h^{\alpha \beta}$ and $\eta^{\mu \nu}$ are the worldsheet and spacetime metric respectively, and we denote $h=-\operatorname{det}\left(h^{\alpha \beta}\right)$.
- $\alpha^{\prime}$ is a constant of dimensions (length) $)^{2}$, which is the only dimensionful quantity in string theory. It can be used to define a characteristic string mass and length scale

$$
M_{s}=\frac{1}{\sqrt{\alpha^{\prime}}}, \quad l_{s}=2 \pi \sqrt{\alpha^{\prime}}
$$

As suggested by the choice of notation for the spacetime metric $\eta^{\mu \nu}$, throughout this thesis we will assume it to be that of flat D-dimensional Minkowski space. However, it is straightforward to generalise the above action for a general spacetime metric by replacing it with a generic metric $\eta^{\mu \nu} \rightarrow g^{\mu \nu}$. In the following, we will also restrict ourselves to discussing
closed strings, for which we must require the periodicity condition $X^{\mu}(\tau, \sigma+l)=X^{\mu}(\tau, \sigma)$.
The above action possesses some symmetries which will prove important for later discussions. Hence, it is instructive to list all symmetries under which the Polyakov action is invariant:

- Poincaré Invariance | This is a global symmetry of the worldsheet under the map $X^{\mu} \rightarrow \Lambda^{\mu}{ }_{\nu} X^{\nu}+C^{\mu}$, where $\Lambda^{\mu}{ }_{\nu}$ generate Lorentz transformations while $C^{\mu}$ generate spacetime translations.
- Diffeomorphism Invariance | This is a gauge symmetry of the worldsheet under the change of coordinates $\sigma^{\alpha} \rightarrow \tilde{\sigma}^{\alpha}(\sigma)$. The fields $X^{\mu}$ transform trivially while the worldsheet metric transforms as

$$
\begin{equation*}
h_{\alpha \beta} \rightarrow \frac{\partial \sigma^{\gamma}}{\partial \tilde{\sigma}^{\alpha}} \frac{\partial \sigma^{\delta}}{\partial \tilde{\sigma}^{\beta}} h_{\gamma \delta} . \tag{2.2}
\end{equation*}
$$

- Weyl Invariance | This is a local symmetry of the action under the rescaling of the worldsheet metric

$$
\begin{equation*}
h_{\alpha \beta} \rightarrow \Omega^{2}(\sigma) h_{\alpha \beta} . \tag{2.3}
\end{equation*}
$$

We can use these local symmetries to fix some degrees of freedom. The choice we make is called conformal gauge, which fixes the worldsheet metric to Minkowski $h^{\alpha \beta}=\eta^{\alpha \beta}$. Under this choice, the action (2.1) reduces to

$$
\begin{equation*}
S=-\frac{1}{4 \pi \alpha^{\prime}} \int_{\Sigma} d^{2} \sigma \eta^{\alpha \beta} \partial_{\alpha} X^{\mu} \partial_{\beta} X^{\nu} \eta_{\mu \nu} \tag{2.4}
\end{equation*}
$$

The equations of motion are then given by

$$
\begin{equation*}
\eta^{\alpha \beta} \partial_{\alpha} \partial_{\beta} X^{\mu}=0 \tag{2.5}
\end{equation*}
$$

but since we have fixed a gauge for the worldsheet metric, we must remember to also impose equations of motion on $h^{\alpha \beta}$ which give the two extra conditions

$$
\begin{equation*}
\partial_{\tau} X^{\mu} \partial_{\sigma} X_{\mu}=0, \quad \partial_{\tau} X^{\mu} \partial_{\tau} X_{\mu}+\partial_{\sigma} X^{\mu} \partial_{\sigma} X_{\mu}=0 \tag{2.6}
\end{equation*}
$$

which are called the Virasoro constraints.
The worldsheet energy-momentum tensor that arises from the variation of the action with respect to the worldsheet metric is given by

$$
\begin{equation*}
T_{\alpha \beta}=-4 \pi \alpha^{\prime} \frac{1}{\sqrt{h}} \frac{\delta S}{\delta h^{\alpha \beta}}=\partial_{\alpha} X^{\mu} \partial_{\beta} X_{\mu}-\frac{1}{2} \eta_{\alpha \beta} \eta^{\rho \sigma} \partial_{\rho} X^{\mu} \partial_{\sigma} X_{\mu} \tag{2.7}
\end{equation*}
$$

where we used the conformal gauge to fix the metric as $h^{\alpha \beta}=\eta^{\alpha \beta}$. This shows that the Virasoro constraint equations (2.6) translate to

$$
\begin{equation*}
T_{\alpha \beta}=0, \tag{2.8}
\end{equation*}
$$

i.e. the vanishing of the energy-momentum tensor. It is important to note that Weyl invariance implies that the energy-momentum tensor is also traceless

$$
\begin{equation*}
T_{\alpha}^{\alpha}=0, \tag{2.9}
\end{equation*}
$$

which must be satisfied without referring to the equations of motion.
The choice of conformal gauge does not entirely fix all local degrees of freedom. The gaugefixed action (2.4) remains invariant under worldsheet diffeomorphisms which change the metric up to a Weyl transformation, i.e.

$$
\begin{equation*}
\eta_{\alpha \beta} \rightarrow \frac{\partial \sigma^{\gamma}}{\partial \tilde{\sigma}^{\alpha}} \frac{\partial \sigma^{\delta}}{\partial \tilde{\sigma}^{\beta}} \eta_{\gamma \delta}=\Omega^{2}(\sigma) \eta_{\alpha \beta} . \tag{2.10}
\end{equation*}
$$

This is called a conformal transformation and it shows that the Polyakov action in the conformal gauge describes a two-dimensional conformal field theory of $D$ free scalars. What makes string theory different from a simple two-dimensional conformal field theory is that the conformal invariance is part of a larger gauge symmetry of the theory.

### 2.1.1 Mode Expansions and Constraints

The equations of motion (2.5) are solved by defining the lightcone coordinates $\sigma^{ \pm}:=\tau \pm \sigma$ in terms of which they become

$$
\begin{equation*}
\partial_{+} \partial_{-} x^{\mu}=0 . \tag{2.11}
\end{equation*}
$$

Hence the general solution can be written as a linear combination

$$
\begin{equation*}
X^{\mu}(\tau, \sigma)=X_{L}^{\mu}\left(\sigma^{+}\right)+X_{R}^{\mu}\left(\sigma^{-}\right) \tag{2.12}
\end{equation*}
$$

which are left and right-moving waves respectively. We must also remember that we are talking about closed strings and thus restricting to $0 \leq \sigma \leq 2 \pi$, we must have $X^{\mu}(\tau, \sigma)=$ $X^{\mu}(\tau, \sigma+2 \pi)$. The most general solution can then be written as a Fourier expansion of the left and right-moving modes

$$
\begin{align*}
& X_{L}^{\mu}\left(\sigma^{+}\right)=\frac{1}{2} x^{\mu}+\frac{1}{2} \alpha^{\prime} p^{\mu} \sigma^{+}+i \sqrt{\frac{\alpha^{\prime}}{2}} \sum_{n \neq 0} \frac{1}{n} \alpha_{n}^{\mu} e^{-i n \sigma^{+}} \\
& X_{L}^{\mu}\left(\sigma^{+}\right)=\frac{1}{2} x^{\mu}+\frac{1}{2} \alpha^{\prime} p^{\mu} \sigma^{-}+i \sqrt{\frac{\alpha^{\prime}}{2}} \sum_{n \neq 0} \frac{1}{n} \tilde{\alpha}_{n}^{\mu} e^{-i n \sigma^{-}} \tag{2.13}
\end{align*}
$$

where $x^{\mu}$ and $p^{\mu}$ are the position and momentum of the centre of mass of the string. The $\alpha^{\mu}$ and $\tilde{\alpha}^{\mu}$ are the Fourier modes of left and right moving oscillations and will play a crucial role in the quantisation of string theory. Constant factors such as $\alpha^{\prime}$ and $1 / n$ were chosen for later convenience.

Having found a general solution to the equations of motion (2.5) we are still required to impose the Virasoro constraints (2.6) which in lightcone coordinates become

$$
\begin{equation*}
T_{++}=\partial_{+} X^{\mu} \partial_{+} X_{\mu}=0, \quad T_{--}=\partial_{-} X^{\mu} \partial_{-} X_{\mu}=0 \tag{2.14}
\end{equation*}
$$

These will further restrict the form of our general solution (2.13) by constraining the Fourier modes via

$$
\begin{align*}
& T_{++}=\partial_{+} X^{\mu} \partial_{+} X_{\mu}=\frac{\alpha^{\prime}}{2} \sum_{m, n \in \mathbb{Z}} \alpha_{m} \cdot \alpha_{n-m} e^{-i n \sigma^{-}}:=\alpha^{\prime} \sum_{n \in \mathbb{Z}} L_{n} e^{-i n \sigma^{+}}=0 \\
& T_{--}=\partial_{-} X^{\mu} \partial_{-} X_{\mu}=\frac{\alpha^{\prime}}{2} \sum_{m, n \in \mathbb{Z}} \tilde{\alpha}_{m} \cdot \tilde{\alpha}_{n-m} e^{-i n \sigma^{-}}:=\alpha^{\prime} \sum_{n \in \mathbb{Z}} \tilde{L}_{n} e^{-i n \sigma^{-}}=0 \tag{2.15}
\end{align*}
$$

where we defined

$$
\begin{equation*}
\alpha_{0}^{\mu}=\tilde{\alpha}_{0}^{\mu}:=\sqrt{\frac{\alpha^{\prime}}{2}} p^{\mu} \tag{2.16}
\end{equation*}
$$

The sum of Fourier modes $L_{n}$ and $\tilde{L}_{n}$ defined above, referred to as Virasoro generators, are crucial quantities in string theory and are constrained by (2.15) as

$$
\begin{equation*}
L_{n}=\tilde{L}_{n}=0 \quad \forall n \in \mathbb{Z} \tag{2.17}
\end{equation*}
$$

In lightcone coordinates, conformal transformations do not mix the coordinates and hence can be written as

$$
\begin{equation*}
\sigma^{+} \rightarrow \sigma^{\prime}\left(\sigma^{+}\right), \quad \sigma^{-} \rightarrow \sigma^{\prime}\left(\sigma^{-}\right) \tag{2.18}
\end{equation*}
$$

The energy-momentum tensor is conserved under these transformations

$$
\begin{equation*}
\partial_{-} T_{++}=0, \quad \partial_{+} T_{--}=0, \tag{2.19}
\end{equation*}
$$

which implies that we have two separate conserved currents

$$
\begin{equation*}
T_{++}=T_{++}\left(\sigma^{+}\right) \quad \text { and } \quad T_{--}=T_{--}\left(\sigma^{-}\right), \tag{2.20}
\end{equation*}
$$

with the corresponding conserved charges precisely given by $L_{m}$ and $\tilde{L}_{m}$.
To emphasise the importance of the constraints (2.17) one must notice that $L_{0}$ and $\tilde{L}_{0}$ can be related to the effective mass of the string by

$$
\begin{equation*}
M^{2}=-p^{\mu} p_{\mu}=\frac{4}{\alpha^{\prime}} \sum_{n=1}^{\infty} \alpha_{n} \cdot \alpha_{-n}=\frac{4}{\alpha^{\prime}} \sum_{n=1}^{\infty} \tilde{\alpha}_{n} \cdot \tilde{\alpha}_{-n} \tag{2.21}
\end{equation*}
$$

This condition thus relates left and right moving modes and is known as level-matching and the quantity

$$
\begin{equation*}
\stackrel{(\tilde{N}}{ }=\sum_{n=1}^{\infty} \stackrel{(\tilde{\alpha}}{n}_{n} \cdot \stackrel{(\tilde{\alpha}}{\alpha}_{-n} \tag{2.22}
\end{equation*}
$$

is often called the occupation number.

### 2.2 The Quantised String

In the previous section, we derived and solved the classical equations of motion for a closed string propagating in D-dimensional spacetime. In this section, our aim is to quantise this theory. There are three main approaches one can take to quantise the bosonic string, namely
covariant, lightcone and BRST quantisation. Each method has its own benefits and drawbacks. In the following, we outline the procedure for lightcone quantisation which is technically simpler. However, it is sufficient in order to introduce the main concepts needed to quickly progress to the main content of this thesis.

In lightcone quantisation, we make use of the residual gauge symmetry of the classical solution to fix a gauge and quantise only the physical states of our theory. What we give up in return for this simplification is manifest Lorentz symmetry which is obscured by our choice of gauge. When fixing the conformal gauge in the previous section, we did not use all gauge degrees of freedom to do so. In particular, our action and equations of motion are still invariant under diffeomorphisms which change the metric up to a Weyl transformation as expressed in (2.10). This residual symmetry can be fixed by choosing an appropriate gauge. In order to do so, we need to introduce the spacetime lightcone coordinates

$$
\begin{equation*}
X^{ \pm}:=\frac{1}{\sqrt{2}}\left(X^{0} \pm X^{D-1}\right), \tag{2.23}
\end{equation*}
$$

which breaks Lorentz invariance since they pick some special directions. In these coordinates, the Minkowski metric takes the form

$$
\begin{equation*}
\eta_{+-}=\eta_{-+}=-1, \quad \eta_{i j}=\delta_{i j} \tag{2.24}
\end{equation*}
$$

where all other components vanish and $i, j$ to run over all non-lightcone spacetime coordinates, i.e. $i, j=1, \cdots, D-2$. The solutions to the equations of motion for $X^{+}$can then be written as

$$
\begin{equation*}
X^{+}=X_{L}^{+}\left(\sigma^{+}\right)+X_{R}^{+}\left(\sigma^{-}\right) \tag{2.25}
\end{equation*}
$$

We now use our residual local degrees of freedom to pick $X^{+}$such that

$$
\begin{align*}
X_{L}^{+} & =\frac{1}{2} x^{+}+\frac{1}{2} \alpha^{\prime} p^{+} \sigma^{+}  \tag{2.26}\\
X_{R}^{+} & =\frac{1}{2} x^{+}+\frac{1}{2} \alpha^{\prime} p^{+} \sigma^{-}
\end{align*}
$$

and so $X^{+}=x^{+}+\alpha^{\prime} p^{+} \tau$. This choice fixes all residual local symmetries and is referred to as lightcone gauge.

Having fixed all non-physical degrees of freedom we can solve for $X^{-}$by imposing the Virasoro constraints (2.14). Indeed the form of $X^{-}$is entirely determined up to an integration constant. For example, the oscillator modes $\alpha_{n}^{-}$are given by

$$
\begin{equation*}
\alpha_{n}^{-}=\frac{1}{\sqrt{2 \alpha^{\prime}}} \frac{1}{p^{+}} \sum_{i=1}^{D-2} \sum_{m=-\infty}^{\infty} \alpha_{n-m}^{i} \alpha_{m}^{i} . \tag{2.27}
\end{equation*}
$$

and so the level-matching conditions (2.21) become

$$
\begin{equation*}
M^{2}=2 p^{+} p^{-}-\sum_{i=1}^{D-2} p^{i} p^{i}=\frac{4}{\alpha^{\prime}} \sum_{i=1}^{D-2} \sum_{n=1}^{\infty} \alpha_{n}^{i} \alpha_{-n}^{i}=\frac{4}{\alpha^{\prime}} \sum_{i=1}^{D-2} \sum_{n=1}^{\infty} \tilde{\alpha}_{n}^{i} \tilde{\alpha}_{-n}^{i} . \tag{2.28}
\end{equation*}
$$

This means that the physical string solutions can be parametrised by $x^{-}, p^{+}, x^{i}$ and $p^{i}$
together with 2(D-2) oscillators $\alpha^{i}$ and $\tilde{\alpha}^{i}$ to which we refer to as transverse oscillators.
Now that we have isolated all physically distinct degrees of freedom, the theory is quantised by imposing commutation relations

$$
\begin{gather*}
{\left[x^{i}, p^{j}\right]=i \delta^{i j}, \quad\left[x^{-}, p^{+}\right]=-i} \\
{\left[\alpha_{n}^{i}, \alpha_{m}^{j}\right]=\left[\tilde{\alpha}_{n}^{i}, \tilde{\alpha}_{m}^{j}\right]=n \delta^{i j} \delta_{n+m, 0},} \tag{2.29}
\end{gather*}
$$

where the $i, j=1, \cdots, D-2$ run over the transverse directions as before. The transverse oscillator modes provide natural creation and annihilation operators. The Hilbert space of states is formed by defining a vacuum state $|0, p\rangle$ such that

$$
\begin{equation*}
\hat{p}^{\mu}|0, p\rangle=p^{\mu}|0, p\rangle, \quad \alpha_{n}^{i}|0, p\rangle=\tilde{\alpha}_{n}^{i}|0, p\rangle=|0, p\rangle, \quad n>0 . \tag{2.30}
\end{equation*}
$$

We can then act by subsequent creation operators $\alpha_{-n}^{i}$ and $\tilde{\alpha}_{-n}^{i}, n>0$, to build the states of our theory.

Imposing the level-matching constraints (2.28) on the quantised theory introduces an ordering ambiguity. This is because in the presence of the commutation relations (2.29), the ordering of the transverse oscillator modes in the number operator

$$
\begin{equation*}
N=\sum_{i=1}^{D-2} \sum_{n=1}^{\infty} \alpha_{n}^{i} \alpha_{-n}^{i}, \tag{2.31}
\end{equation*}
$$

is not clear. Taking all operators to be normal ordered introduces an overall shift in the number operators and hence in the level-matching conditions as

$$
\begin{equation*}
M^{2}=\frac{4}{\alpha^{\prime}}(N-a)=\frac{4}{\alpha^{\prime}}(\tilde{N}-a), \tag{2.32}
\end{equation*}
$$

where $a$ is an undetermined constant. Using $\zeta$-function regularisation methods, this constant can be evaluated as

$$
\begin{equation*}
a=\frac{D-2}{24} . \tag{2.33}
\end{equation*}
$$

Moreover, a closer examination of Lorenz invariance in the quantised theory reveals that the quantisation is only consistent if $D=26$. Hence the level-matching condition becomes

$$
\begin{equation*}
M^{2}=\frac{4}{\alpha^{\prime}}(N-1)=\frac{4}{\alpha^{\prime}}(\tilde{N}-1), \tag{2.34}
\end{equation*}
$$

which can be used to derive the masses of on-shell string states.
The spectrum of the bosonic sting has some interesting features. At level $N=1$ there is a tachyon with mass

$$
\begin{equation*}
M^{2}=-\frac{4}{\alpha^{\prime}}, \tag{2.35}
\end{equation*}
$$

which shows that the quantised theory is unstable. The excited states include a photon, an anti-symmetric 2-form $B_{\mu \nu}$ called the Kalb-Ramond field, a scalar $\Phi$ called the dilaton and a graviton $G_{\mu \nu}$. This shows that the string theory is indeed a theory of quantum gravity.


Figure 2.1: The conformal map from the worldsheet cylinder to the complex plane via (2.36). As shown, equal time slices on the worldsheet become circles of constant radius on the complex plane.

### 2.3 The Worldsheet Prespective

We have already seen that from the worldsheet point of view, the Polyakov action in the conformal gauge describes a conformal field theory (CFT) of $D$ free scalars in two dimensions. This means that many powerful tools we know from CFT can be readily applied to string theory.

As we are only considering closed strings, the worldsheet is a cylinder $\Sigma=I \times S^{1}$, where $I \subseteq \mathbb{R}$. To make connection with the CFT formalism we have to perform a Wick rotation of the worldsheet coordinate $\tau \rightarrow-i \tau$ which renders the worldsheet metric euclidean. Now we can define complex coordinates

$$
\begin{equation*}
z=e^{\tau+i \sigma}, \quad \bar{z}=e^{\tau-i \sigma} \tag{2.36}
\end{equation*}
$$

which map the cylinder into the punctured complex plane. Constant time slices become circles of constant radius and so time-ordered products are replaced by radial ordering. Moreover, integration over the worldsheet becomes a problem of contour integration around the singularity at $z=0$. An illustration of this mapping is shown in Figure 2.1

In these coordinates, the conditions on the energy-momentum tensor manifest as

$$
\begin{equation*}
\partial_{\bar{z}} T_{z z}=0, \quad \partial_{z} T_{\bar{z} \bar{z}}=0, \tag{2.37}
\end{equation*}
$$

which imply that the two non-vanishing components are the holomorphic and anti-holomorphic functions

$$
\begin{equation*}
T(z):=T_{z z}, \quad \bar{T}(\bar{z}):=T_{\bar{z} \bar{z}} \tag{2.38}
\end{equation*}
$$

These conditions are analogous to (2.19) and (2.20) derived previously. This shows that the decoupling of left and right-moving modes in the Minkowski formalism translates to the independence of holomorphic and anti-holomorphic fields in the Euclidean picture.

This shows that the mode expansions of string theory in terms of left and right moving
degrees of freedom become Laurent series in the worldsheet CFT. Specifically, for the energymomentum tensor we define the expansion

$$
\begin{equation*}
T(z)=\sum_{n} \frac{L_{n}}{z^{n+2}}, \quad \bar{T}(\bar{z})=\sum_{n} \frac{\tilde{L}_{n}}{\bar{z}^{n+2}} . \tag{2.39}
\end{equation*}
$$

These can now be inverted to find expressions for the Virasoro generators using the contour integrals

$$
\begin{equation*}
L_{n}=\frac{1}{2 \pi i} \oint d z z^{n+1} T(z), \quad \tilde{L}_{n}=\frac{1}{2 \pi i} \oint d \bar{z} \bar{z}^{n+1} \bar{T}(\bar{z}) . \tag{2.40}
\end{equation*}
$$

These are the conserved charges associated to conformal transformations. They obey the Virasoro algebra with the commutators given by

$$
\begin{align*}
& {\left[L_{m}, L_{n}\right]=(m-n) L_{m+n}+\frac{c}{12} m\left(m^{2}-1\right) \delta_{m+n, 0}} \\
& {\left[\tilde{L}_{m}, \tilde{L}_{n}\right]=(m-n) \tilde{L}_{m+n}+\frac{\tilde{c}}{12} m\left(m^{2}-1\right) \delta_{m+n, 0}} \tag{2.41}
\end{align*}
$$

where $c$ and $\tilde{c}$ are known as the central charges of the CFT. This commutation relation follows from the operator product expansion (OPE) of the energy-momentum tensor which is a unique feature of CFTs and describes how local operators behave. The quantity $c$, and analogously $\tilde{c}$, then arises as a free parameter in the OPE of the energy-momentum tensor.

The central charge is a critical quantity in CFT and string theory. It captures the fact that quantum effects may render the conformal symmetry anomalous. Indeed, in theories where $c, \tilde{c} \neq 0$ the classical conformal symmetry is broken and the resulting anomaly is referred to as the Weyl anomaly.

### 2.4 The Fermionic String

There are a few key issues with the bosonic string theory discussed so far. While the theory is consistent, it lacks the presence of spacetime fermions which means that we have no chance of producing models which resemble the real world. Moreover, the presence of tachyonic degrees of freedom means that a true stable vacuum of the theory has not been found and so is not suitable for phenomenology. In this section, we aim to resolve these issues by introducing fermionic degrees of freedom on the worldsheet. As we will see this leads to the conformal symmetry of the worldsheet being complemented by worldsheet supersymmetry. This formulation of superstring theory is called the Ramond-Neveu-Schwarz formalism (RNS) which implements manifest worldsheet supersymmetry instead of doing so directly in the target space.

A natural approach is to introduce fermionic fields on the worldsheet to complement the bosonic fields $X^{\mu}(z, \bar{z})$. This can be achieved by adding a term describing $D$ massless Majorana fermions $\psi^{\mu}(z, \bar{z})$ to the Polyakov action (2.4) in conformal gauge to give

$$
\begin{equation*}
S=-\frac{1}{4 \pi \alpha^{\prime}} \int_{\Sigma} d z d \bar{z} \partial_{\alpha} X^{\mu} \partial^{\alpha} X_{\mu}+\frac{1}{2 \pi} \int_{\Sigma} d z d \bar{z}\left(\psi^{\mu} \bar{\partial} \psi_{\mu}+\bar{\psi}^{\mu} \partial \bar{\psi}_{\mu}\right) \tag{2.42}
\end{equation*}
$$

where we denoted the fermions which decompose into two chiral Weyl components as

$$
\begin{equation*}
\psi^{\mu}(z, \bar{z})=\binom{\psi^{\mu}(z)}{\psi^{\mu}(\bar{z})}:=\binom{\psi^{\mu}}{\bar{\psi}^{\mu}} . \tag{2.43}
\end{equation*}
$$

The equations of motion for the spinors are then given by the Dirac equation

$$
\begin{equation*}
\bar{\partial} \psi^{\mu}=0, \quad \partial \bar{\psi}^{\mu}=0, \tag{2.44}
\end{equation*}
$$

and so similar to the bosons, the holomorphic and anti-holomorphic sectors decouple. As mentioned above, in addition to conformal transformation, this action is now also invariant under global worldsheet supersymmetry transformations exchanging bosonic and fermionic degrees of freedom.

Since we are still considering only closed strings, the fermions must also obey the periodicity $\sigma=\sigma+2 \pi$ or $z=e^{2 \pi i} z$ of the worldsheet. Unlike in the case of the boson, we now have two distinct possibilities for the boundary conditions:

$$
\begin{align*}
& \psi: \begin{cases}\psi^{\mu}\left(e^{2 \pi i} z\right)=+\psi^{\mu}(z) & (\mathrm{NS}), \\
\psi^{\mu}\left(e^{2 \pi i} z\right)=-\psi^{\mu}(z) & (\mathrm{R}),\end{cases}  \tag{2.45}\\
& \bar{\psi}: \begin{cases}\bar{\psi}^{\mu}\left(e^{2 \pi i} \bar{z}\right)=+\bar{\psi}^{\mu}(\bar{z}) & (\mathrm{NS}), \\
\bar{\psi}^{\mu}\left(e^{2 \pi i} \bar{z}\right)=-\bar{\psi}^{\mu}(\bar{z}) & (\mathrm{R}) .\end{cases}
\end{align*}
$$

These boundary conditions are usually referred to as Ramond (R) and Neveu-Schwarz (NS) as denoted. It is important to note that the boundary condition for the holomorphic and anti-holomorphic fermions can be chosen independently so there are four distinct choices labelled as R-R, NS-NS, R-NS and NS-R depending on the choice for the holomorphic and anti-holomorphic sector respectively.

As for the bosons, the classical fermionic fields also have mode expansions in terms of left and right-moving modes. They can be written as the Laurent series

$$
\begin{align*}
& \psi^{\mu}(z)=\sum_{r \in \mathbb{Z}+\nu} \frac{\psi_{r}^{\mu}}{z^{r+1 / 2}}, \\
& \bar{\psi}^{\mu}(\bar{z})=\sum_{r \in \mathbb{Z}+\tilde{\nu}} \frac{\tilde{\psi}_{r}^{\mu}}{\bar{z}^{r+1 / 2}}, \tag{2.46}
\end{align*}
$$

where $\nu, \tilde{\nu}=0$ or $1 / 2$ for Ramond and Neveu-Schwarz boundary conditions respectively. The quantisation of these modes is implemented by imposing the anti-commutation relation

$$
\begin{equation*}
\left\{\psi_{r}^{\mu}, \psi_{s}^{\nu}\right\}=\left\{\tilde{\psi}_{r}^{\mu}, \tilde{\psi}_{s}^{\nu}\right\}=\eta^{\mu \nu} \delta_{r+s, 0} \tag{2.47}
\end{equation*}
$$

Due to the presence of worldsheet supersymmetry and the new fields we now have the currents

$$
\begin{equation*}
G(z)=\sum_{r \in \mathbb{Z}+\nu} \frac{G_{r}}{z^{r+3 / 2}}, \quad \bar{G}(\bar{z})=\sum_{r \in \mathbb{Z}+\tilde{\nu}} \frac{\tilde{G}_{r}}{\bar{z}^{r+3 / 2}}, \tag{2.48}
\end{equation*}
$$

which are the superpartners of the energy-momentum tensor with the mode expansion

$$
\begin{equation*}
G_{r}=\sum_{n \in \mathbb{Z}} \alpha_{n} \cdot \psi_{r-n} \tag{2.49}
\end{equation*}
$$

The Virasoro generators are modified in the presence of the new fields and are given by the mode expansion

$$
\begin{align*}
L_{m} & =\frac{1}{2} \sum_{n \in \mathbb{Z}} \alpha_{m-n} \cdot \alpha_{n}+\frac{1}{4} \sum_{r \in \mathbb{Z}+\nu}(2 r-m) \psi_{m-r} \cdot \psi_{r} \\
L_{0} & =\frac{1}{2} \alpha_{0} \cdot \alpha_{0}+\sum_{n=1}^{\infty} \alpha_{-n} \cdot \alpha_{n}-a+\sum_{r \in \mathbb{Z}+\nu>0} r \psi_{-r} \cdot \psi_{r}-a_{\nu}  \tag{2.50}\\
& =\frac{\alpha^{\prime}}{4} p^{2}+(N-a)+\left(N_{\nu}-a_{\nu}\right)
\end{align*}
$$

where $a=(D-2) / 24$ is the usual normal ordering constant coming from the bosonic oscillator modes. We also introduced a new normal ordering constant $a_{\nu}$ arising from the fermionic oscillator modes whose value differs for the NS and R sectors

$$
a_{\nu}=\left\{\begin{array}{lll}
\frac{D-2}{48} & \nu=\frac{1}{2} & (\mathrm{NS})  \tag{2.51}\\
-\frac{D-2}{24} & \nu=0 & (\mathrm{R})
\end{array}\right.
$$

The new modes satisfy the commutation and anti-commutation relations

$$
\begin{align*}
\left\{G_{r}, G_{s}\right\} & =2 L_{r+s}+\frac{c}{3}\left(r^{2}-\frac{1}{4}\right) \delta_{r+s, 0}  \tag{2.52}\\
{\left[L_{m}, G_{r}\right] } & =\left(\frac{m}{2}-r\right) G_{m+r}
\end{align*}
$$

with the $L_{m}, \tilde{L}_{m}$ still satisfying the original commutation relations of the Virasoro algebra (2.41).

Similarly to the bosonic case, one proceeds using lightcone quantisation to build the Hilbert space of physical states. In the NS sector, $\nu \in \mathbb{Z}+1 / 2$ so all fermionic modes $\psi_{r}$ act as either creation or annihilation operators and we can define a unique vacuum $|0, p\rangle_{\text {NS }}$ by

$$
\begin{array}{cc}
\psi_{r}^{i}|0, p\rangle_{\mathrm{NS}}=0 & r>0  \tag{2.53}\\
\alpha_{n}^{i}|0, p\rangle_{\mathrm{NS}}=0 & n>0 .
\end{array}
$$

We can then build states by acting with $\psi_{-r}^{i}, r>0$. Since these operators are now fermionic we can act at only once with any given operator.

In the R sector, $\nu \in \mathbb{Z}$, and so the existence of the mode $\psi_{0}^{i}$ requires extra care. From the relations (2.47) we see that these modes satisfy the anti-commutator

$$
\begin{equation*}
\left\{\psi_{0}^{i}, \psi_{0}^{j}\right\}=\delta^{i j} \tag{2.54}
\end{equation*}
$$

meaning that the ground state of the R sector must form a representation of the Clifford algebra. This means that the R vacuum $|0, p\rangle_{\mathrm{R}}$ behaves like a spinor and falls into one of



Figure 2.2: (Left) The definition of the worldsheet torus on using a lattice in the complex plane using the identification (2.55). (Right) The definition of a torus in terms of the modular parameter $\tau$ via (2.56).
two irreducible representations of the Clifford algebra. Excited states are then built using the creation operators as before.

The spectrum of the fermionic string now includes spacetime fermions which is a clear improvement over the bosonic string. A physical tachyon still arises from the ground state of the NS sector. However, as will become clear in the following section they can be consistently removed from the physical spectrum giving a stable theory. It can also be shown that the critical dimension of the superstring is $D=10$ and so this brings us closer to the desired four-dimensional world.

### 2.5 The String Partition Function

In a quantum field theory, quantum corrections arrange in a perturbative series which manifests as a diagrammatic expansion in terms of spacetime loops. In string theory, the worldline of a point particle physics is replaced by the worldsheet, which in the case of the closed string, sweeps a cylindrical surface. This means that tree-level amplitudes are characterised by a sphere, one-loop amplitudes by a torus and so on. Hence, the sting perturbative series manifests as an expansion in terms of worldsheet topology. The first quantum corrections in string theory arise at one loop and so in this section, we will focus on the one-loop vacuum-to-vacuum amplitude.

### 2.5.1 The Worldsheet Torus and Modular Invariance

Since the one-loop vacuum amplitude corresponds to a worldsheet torus, it is crucial that we parametrise the torus such that only physically distinct configurations are taken into account. A two-dimensional torus $\mathbf{T}^{2}$ can be parametrised using a complex coordinate $z \in \mathbb{C}$ under the identification

$$
\begin{equation*}
z \simeq z+n \lambda_{1}+m \lambda_{2}, \tag{2.55}
\end{equation*}
$$

where $m, n \in \mathbb{Z}$ and $\lambda_{1}, \lambda_{2} \in \mathbb{C}$ are two arbitrary complex numbers. The two $\lambda_{1,2}$ define a lattice in the complex plane $\Lambda$ and so the torus can be written as the quotient $\mathbf{T}^{2}=\mathbb{C} / \Lambda$ as depicted in Figure 2.2.


Figure 2.3: (The fundamental domain $\mathcal{F}$ of the modular group defined in (2.59). This region represents all allowed values for the modular parameter $\tau$.

Due to the conformal invariance of the worldsheet, we must assure that only conformally distinct tori are selected. Since we know that conformal transformations are ones which preserve angles, the two complex vectors $\lambda_{1}, \lambda_{2}$ must transform such that their relative angles stay constant. This implies that only their ratio

$$
\begin{equation*}
\tau:=\frac{\lambda_{2}}{\lambda_{1}}=\tau_{1}+i \tau_{2}, \tag{2.56}
\end{equation*}
$$

is modular invariant. Hence without the loss of generality, we can set $\lambda_{1}=1$. Moreover, we can restrict to cases when $\operatorname{Im}(\tau)>0$ since all other tori can be related to by reflection. The modular parameter $\tau$ defined under these restrictions successfully parametrises all tori which cannot be related by infinitesimal conformal transformations. This construction is also illustrated in Figure 2.2.

There are, however, large reparametrisations of the torus which are not captured by the above construction. These correspond do Dehn twists which are large $2 \pi$ twists at cuts along the two non-contractible loops of the torus. Such transformations along the two cycles translate to $\tau \rightarrow \tau+1$ and $\tau \rightarrow \frac{\tau}{\tau+1}$ which generate the modular group $S L(2, \mathbb{Z})$, acting as

$$
\tau \rightarrow \frac{a \tau+b}{c \tau+d} \quad \text { s.t. } \quad\left(\begin{array}{ll}
a & b  \tag{2.57}\\
c & d
\end{array}\right) \in S L(2, \mathbb{Z})
$$

Hence requiring that the modular parameter $\tau$ defined under the constraints (2.56) be invariant under the modular group means that all described tori are now not distinct under both infinitesimal conformal transformations and global diffeomorphisms.

Instead of the generating transformations above, it is insightful to define the generators of the modular group as

$$
\begin{array}{ll}
T: & \tau \rightarrow \tau+1 \\
S: & \tau \rightarrow-\frac{1}{\tau} . \tag{2.58}
\end{array}
$$

This helps to visualise the region of the complex plane covered by $\tau . T$ is a constant shift in $\tau$ while $S$ acts as an inversion around the unit circle and a reflection at the real axis. So the modular parameter takes values in the region

$$
\begin{equation*}
\mathcal{F}=\left\{\left.\tau \in \mathbb{C}| | \tau\right|^{2}>1 \wedge-1 / 2<\tau_{1}<1 / 2\right\} \tag{2.59}
\end{equation*}
$$

which we refer to as the fundamental domain of the modular group and is shown in Figure 2.3. Summing over all inequivalent tori then amounts to a modular integration of $\tau$ over the fundamental domain which can be achieved via the modular invariant measure

$$
\begin{equation*}
\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{2}} \tag{2.60}
\end{equation*}
$$

The integration of quantities dependent on $\tau$ using this measure will perform the required summation over only distinct tori.

### 2.5.2 The Partition Function

The partition function in string theory corresponds to the one-loop vacuum amplitude in Euclidean time. It is a crucial quantity and will be one of the central elements spanning this thesis. Not only can one gain crucial phenomenological features straight from the partition function, but due to its construction as the one-loop vacuum amplitude it will provide important insights into the stability of string models.

The one-loop amplitude, and hence the partition function, can be constructed as follows. Taking the one-loop worldsheet torus amounts to the two ends of the worldsheet cylinder being identified along the euclidean time direction $\tau$. In terms of states, this corresponds to setting the same in and out states which results in the sum of all states in the Hilbert space giving a trace. Time translations along the worldsheet are generated by the worldsheet Hamiltonian

$$
\begin{equation*}
H=L_{0}+\tilde{L}_{0} . \tag{2.61}
\end{equation*}
$$

When identifying the final and initial states, i.e. glueing the torus, we have the choice of twisting the torus along the spacial direction $\sigma$. This corresponds to a spatial shift which is generated by the worldsheet momentum operator

$$
\begin{equation*}
P=L_{0}-\tilde{L}_{0} \tag{2.62}
\end{equation*}
$$

Since in the above formulation of the worldsheet torus, $\tau_{2}$ corresponds to the time-like direction and $\tau_{1}$ corresponds to the space-like direction, the partition function is then given by the trace

$$
\begin{equation*}
Z(\tau, \bar{\tau})=\operatorname{Tr}_{\mathcal{H}}\left(e^{-2 \pi \tau_{2} H} e^{2 \pi i \tau_{1} P}\right)=\operatorname{Tr}_{\mathcal{H}}\left(q^{L_{0}} \bar{q}^{\tilde{L}_{0}}\right), \tag{2.63}
\end{equation*}
$$

where we defined $q:=e^{2 \pi i \tau}$ and $\bar{q}:=e^{-2 \pi i \tau}$. These parameters defined carry important meaning in CFT and string theory. This is because the partition function of any model can be expanded as a series

$$
\begin{equation*}
Z(\tau, \bar{\tau})=\sum_{m, n} a_{m n} q^{m} \bar{q}^{n} \tag{2.64}
\end{equation*}
$$

which we refer to as the $q$-expansion. Written as such, the coefficients $a_{m n}$ count the degeneracy of states at any given mass level $m, n$. This provides a convenient way to infer many properties of a theory by looking directly at the partition function.

It is important to note that due to the way we constructed the above partition function, the zero-modes of the Virasoro generators are the ones defined on the worldsheet cylinder as opposed to the CFT on the complex plane. We have seen in Section 2.3 that the cylinder can be mapped to the complex plane via a conformal map. Under this mapping, the energymomentum tensor and hence the zero-modes pick up an extra shift proportional to the central charge of the worldsheet CFT via

$$
\begin{equation*}
L_{0}^{\text {Cylinder }}=L_{0}-\frac{c}{24}, \quad \tilde{L}_{0}^{\text {Cylinder }}=\tilde{L}_{0}-\frac{\tilde{c}}{24} . \tag{2.65}
\end{equation*}
$$

Hence the partition function written for the worldsheet CFT also pick up this contribution and becomes

$$
\begin{equation*}
Z(\tau, \bar{\tau})=\operatorname{Tr}_{\mathcal{H}}\left(e^{-2 \pi \tau_{2} H} e^{2 \pi i \tau_{1} P}\right)=\operatorname{Tr}_{\mathcal{H}}\left(q^{L_{0}-\frac{c}{24}} \bar{q}^{\tilde{L}_{0}-\frac{\tilde{q}}{24}}\right), \tag{2.66}
\end{equation*}
$$

The appearance of this term has an interesting analogue arising from the string quantisation as the normal ordering constant $a=(D-2) / 24$ as shown in (2.33). For a CFT of a holomorphic or anti-holomorphic free boson, the central charge is given by $c=1$ and $\tilde{c}=1$ respectively. This means that for $(D-2)$ free bosons as appearing in the gauge-fixed string action (2.42) the central charge is given by $c=(D-2) / 24$ and $\tilde{c}=(D-2) / 24$. Hence we see that these two quantities indeed match and we will refer to them interchangeably in this section when discussing the partition functions of string theory.

We now move on to derive the partition function for free bosons and free fermions in the worldsheet CFT. This will prove crucial in the following section to write down the partition function for string models.

### 2.5.3 Partition Function for Bosons

In this section, we calculate the partition function of the free bosons in the worldsheet Polyakov action (2.42). Without the loss of generality, we focus on the holomorphic sector for a single bosonic degree of freedom as the calculation for the anti-holomorphic sector is identical.

As the partition function (2.66) is given by the trace over the Hilbert space of states, recall that states are generated by the action of creation operators $\alpha_{m}$ on the vacuum state $|0\rangle$ as shown in (2.30). We can construct a basis for the Hilbert space $\mathcal{H}$ by writing

$$
\begin{equation*}
\left|m_{1}, m_{2}, \cdots, m_{N}\right\rangle=F\left(m_{i}\right) \alpha_{-1}^{m_{1}} \alpha_{-2}^{m_{2}} \cdots \alpha_{-N}^{m_{N}}|0, p\rangle \tag{2.67}
\end{equation*}
$$

where we have collected all normalisation factors if $F\left(m_{i}\right)$. This basis is orthonormal meaning that the inner product is

$$
\begin{equation*}
\left\langle m_{1}, m_{2}, \cdots, m_{N} \mid m_{1}^{\prime}, m_{2}^{\prime}, \cdots, m_{N}^{\prime}\right\rangle=\delta_{m_{1}, m_{1}^{\prime}} \delta_{m_{2}, m_{2}^{\prime}} \cdots \delta_{m_{N}, m_{N}^{\prime}} \tag{2.68}
\end{equation*}
$$

Given this basis, the trace over the Hilbert space in the holomorphic partition function becomes

$$
\begin{align*}
Z(\tau) & =\operatorname{Tr}_{\mathcal{H}}\left(q^{L_{0}-\frac{c}{24}}\right) \\
& =\sum_{m_{1}=0}^{\infty} \sum_{m_{2}=0}^{\infty} \cdots\left\langle m_{1}, m_{2}, \cdots\right| q^{L_{0}-\frac{c}{24}}\left|m_{1}, m_{2}, \cdots\right\rangle . \tag{2.69}
\end{align*}
$$

In order to compute this trace, recall the mode expansion of $L_{0}$ and its definition in terms of the number operator $N$

$$
\begin{equation*}
L_{0}=\frac{1}{2} \alpha_{0} \cdot \alpha_{0}+\sum_{n=1}^{\infty} \alpha_{-n} \cdot \alpha_{n}=\frac{\alpha^{\prime}}{4} p^{2}+N \tag{2.70}
\end{equation*}
$$

Its commutator with the creation operators, which follows directly from the commutation relations (2.29), is given by

$$
\begin{equation*}
\left[N, \alpha_{m}\right]=-m \alpha_{m} \tag{2.71}
\end{equation*}
$$

Using the above commutator, it can be shown that the zero-mode $L_{0}$ satisfies the eigenvalue equation

$$
\begin{equation*}
N\left|m_{1}, m_{2}, \cdots, m_{N}\right\rangle=\sum_{k=1}^{N} k m_{k}\left|m_{1}, m_{2}, \cdots, m_{N}\right\rangle . \tag{2.72}
\end{equation*}
$$

The calculation of the trace then involves the replacement of the zero-mode operator with its eigenvalue via

$$
\begin{align*}
Z(\tau) & =\sum_{m_{1}=0}^{\infty} \sum_{m_{2}=0}^{\infty} \cdots\left\langle m_{1}, m_{2}, \cdots\right| q^{L_{0}-\frac{c}{24}}\left|m_{1}, m_{2}, \cdots\right\rangle \\
& =\sum_{m_{1}=0}^{\infty} \sum_{m_{2}=0}^{\infty} \cdots\left\langle m_{1}, m_{2}, \cdots\right| q^{\frac{\alpha^{\prime}}{4} p^{2}+N-\frac{c}{24}}\left|m_{1}, m_{2}, \cdots\right\rangle  \tag{2.73}\\
& =q^{\frac{\alpha^{\prime}}{4} p^{2}-\frac{c}{24}} \sum_{m_{1}=0}^{\infty} \sum_{m_{2}=0}^{\infty} \cdots \prod_{k=1}^{\infty} q^{k m_{k}} \\
& =q^{\frac{\alpha^{\prime}}{4} p^{2}-\frac{c}{24}} \prod_{k=1}^{\infty} \frac{1}{1-q^{k}}=\frac{1}{\eta(\tau)} q^{\frac{\alpha^{\prime}}{4} p^{2}},
\end{align*}
$$

where we expressed the result as the Dedekind eta-function defined in (A.3) and substituted for the fact that the CFT of one free scalar has a central charge $c=1$ as discussed previously. Following an entirely analogous calculation for the anti-holomorphic sector, one arrives at the total partition function

$$
\begin{equation*}
Z(\tau, \bar{\tau})=\frac{1}{\eta(\tau) \bar{\eta}(\bar{\tau})} q^{\frac{\alpha^{\prime}}{4} p^{2}} \bar{q}^{\frac{\alpha^{\prime}}{4} p^{2}} \tag{2.74}
\end{equation*}
$$

which as we see still depends on the momentum operator.
To properly take into account the effect of the momentum operator above on the partition function one has to notice that the vacuum we used only considers the oscillator modes. To calculate the contribution of the momentum we need to consider vacua containing eigenstates
of the momentum operator $|0, p\rangle$ and take a trace over them giving

$$
\begin{equation*}
\operatorname{Tr}\left(q^{\frac{\alpha^{\prime}}{4} p^{2}} \bar{q}^{\frac{\alpha^{\prime}}{4}} p^{2}\right) \simeq \int_{-\infty}^{\infty} \frac{d p}{2 \pi}\langle 0, p| q^{\frac{\alpha^{\prime}}{4} p^{2}} \bar{q}^{\frac{\alpha^{\prime}}{4} p^{2}}|0, p\rangle=\int_{-\infty}^{\infty} \frac{d p}{2 \pi} e^{-\pi \alpha^{\prime} \tau_{2} p^{2}} \simeq \frac{1}{\sqrt{\tau_{2}}} \tag{2.75}
\end{equation*}
$$

This results in the total partition function for one worldsheet scalar

$$
\begin{equation*}
Z(\tau, \bar{\tau})=\frac{1}{\sqrt{\tau_{2}}} \frac{1}{\eta(\tau) \bar{\eta}(\bar{\tau})} \tag{2.76}
\end{equation*}
$$

The Polyakov action (2.42) contains $D=26$ bosonic degrees of freedom. In the lightcone gauge, this gives $d=D-2=24$ free bosons on the worldsheet, and so the partition function of the bosonic string is given by

$$
\begin{equation*}
Z_{B}(\tau, \bar{\tau})=\frac{1}{\tau_{2}^{12}} \frac{1}{\eta(\tau)^{24} \bar{\eta}(\bar{\tau})^{24}} \tag{2.77}
\end{equation*}
$$

Having found the partition function it is crucial to check whether it respects the underlying modular symmetry of the toroidal parameter. Using the transformation properties of the $\eta$-funcntion (A.4) we find that $Z_{B}$ is indeed invariant under $S$ and $T$-transformations and is, therefore, modular invariant.

### 2.5.4 Partition Function for Fermions

We now move on to calculating the partition function for the free chiral worldsheet fermions that arise from the Polyakov action (2.42). The procedure is similar to the bosonic case, but now we have to also consider the fermionic oscillator modes. We start by considering a single fermion in the holomorphic sector, we will then extend the result to all degrees of freedom in superstring action.

Starting from the expression for the toroidal one-loop CFT partition function (2.66) for the holomorphic sector

$$
\begin{equation*}
Z(\tau)=\operatorname{Tr}_{\mathcal{H}}\left(q^{L_{0}}\right) \tag{2.78}
\end{equation*}
$$

we can substitute for the fermionic part of the zero-mode operators in (2.50)

$$
\begin{equation*}
L_{0}=\sum_{r \in \mathbb{Z}+\nu>0} r \psi_{-r} \cdot \psi_{r}-a_{\nu}=N_{\nu}-a_{\nu} . \tag{2.79}
\end{equation*}
$$

Entirely analogously to the bosonic case, we can then build an orthonormal basis for the fermionic Hilbert space as

$$
\begin{equation*}
\left|m_{1}, m_{2}, \cdots, m_{N}\right\rangle_{\nu}=\psi_{-1+\nu}^{m_{1}} \psi_{-2+\nu}^{m_{2}} \cdots \psi_{-N+\nu}^{m_{N}}|\nu\rangle \tag{2.80}
\end{equation*}
$$

where we identified $|\nu\rangle$ and the R and NS vacuum for $\nu=0$ and $1 / 2$ respectively and $m_{k} \in\{0,1\}$. It satisfies the eigenvalue equation

$$
\begin{equation*}
N_{\nu}\left|m_{1}, m_{2}, \cdots, m_{N}\right\rangle_{\nu}=\sum_{k=1}^{N} n_{k}(k-\nu)\left|m_{1}, m_{2}, \cdots, m_{N}\right\rangle_{\nu} \tag{2.81}
\end{equation*}
$$

The trance over the Hilbert space can then be rewritten by replacing the number operator with its eigenvalues as

$$
\begin{align*}
Z(\tau) & =\sum_{m_{1}}^{\infty} \sum_{m_{2}}^{\infty} \cdots_{\nu}\left\langle m_{1}, m_{2}, \cdots\right| q^{N_{\nu}-a_{\nu}}\left|m_{1}, m_{2}, \cdots\right\rangle_{\nu}  \tag{2.82}\\
& =q^{-a_{\nu}} \prod_{k \in \mathbb{N}-\nu}\left(1+q^{k}\right),
\end{align*}
$$

where in the case of an $R$ vacuum a subtle extra factor of two arises due to the degeneracy of the vacuum that we need to keep in mind. Using the definition of the Jacobi $\vartheta$-functions in (A.10) and the constant $a_{\nu}$ in (2.51) we conclude that the partition function for one worldsheet fermion is given by

$$
\begin{align*}
& Z_{\mathrm{NS}}(\tau)=q^{-\frac{1}{48}} \prod_{k \in \mathbb{N}}\left(1+q^{k-\frac{1}{2}}\right)=\left(\frac{\vartheta_{3}(\tau)}{\eta(\tau)}\right)^{1 / 2} \\
& Z_{\mathrm{R}}(\tau)=2 q^{\frac{1}{24}} \prod_{k \in \mathbb{N}}\left(1+q^{k}\right)=\left(\frac{\vartheta_{2}(\tau)}{\eta(\tau)}\right)^{1 / 2} \tag{2.83}
\end{align*}
$$

for NS and R boundary conditions respectively. As discussed before, the partition function of any consistent string theory should be modular invariant. Invoking the transformation properties of the theta functions (A.6), we see that any partition function containing only $\vartheta_{2}$ and $\vartheta_{3}$ cannot be modular invariant.

The lack of modular invariance is due to the fact that we did not treat the fermionic boundary conditions in complete generality. The R and NS boundary conditions arise due to the periodicity and anti-periodicity of the worldsheet fermions around the compact spatial coordinate of the worldsheet torus. Since we are now considering a one-loop worldsheet torus, the second euclidean coordinate is also periodic. Thus we have the freedom of assigning separate periodicity properties to the fermions around this second cycle of the torus giving us the options

$$
\begin{align*}
& \psi(\tau+2 \pi, \sigma)=e^{i \pi(1-a)} \psi(\tau, \sigma) \\
& \psi(\tau, \sigma+2 \pi)=e^{i \pi(1-b)} \psi(\tau, \sigma) \tag{2.84}
\end{align*}
$$

where $b=0,1$ corresponds to the usual NS and R choice respectively. For the calculation of the partition function, these new choices can be implemented via the insertion of a term $(-1)^{F}$, where $F$ is the fermion number operator. This acts like a projector on physical states and so is called the Gliozzi-Scherk-Olive (GSO) projection. The fermionic partition function can now be written as

$$
Z(\tau)\left[\begin{array}{l}
a  \tag{2.85}\\
b
\end{array}\right]=\operatorname{Tr}\left(e^{i \pi b F} q^{L_{0}(a)}\right)
$$

This results in four distinct partition functions depending on the choice of the boundary conditions $a, b$

$$
Z\left[\begin{array}{l}
a  \tag{2.86}\\
b
\end{array}\right](\tau)=\left(\frac{\vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right](\tau)}{\eta(\tau)}\right)^{1 / 2}
$$

where we used the definition (A.5) for the $\vartheta$-functions with characteristics $a$ and $b$. Referring to the modular properties of the theta functions (A.6) we see that it is now possible to
construct a modular invariant partition function.
The discussion above shows that the requirement of modular invariance of the one-loop vacuum amplitude imposes a GSO projection on the physical states of superstring theories. One of the effects of this is to remove the tachyon from the spectrum rendering the vacuum of the theory stable.

### 2.6 Superstring Theories in 10D

For the case of the bosonic string, we have seen that there is a unique consistent theory formulated in $D=26$ dimensions. The addition of fermions to the worldsheet results in a reduction of the critical dimension to $D=10$ and also resolves some of the issues of the bosonic string construction. Namely, the introduction of supersymmetry on the worldsheet removed the tachyonic mode of the bosonic string and resulted in the presence of spacetime fermions in the physical spectrum. However, unlike in the case of the bosonic string, there is no longer a unique choice of ten-dimensional theory.

Restricting our attention as usual to only closed strings, this non-uniqueness arises due to the decoupling of the holomorphic and anti-holomorphic sectors in the superstring action (2.42). This gives us the freedom to introduce worldsheet fermions, and hence worldsheet supersymmetry, in either sector independently. Since from the point of view of the physical spectrum, the holomorphic and anti-holomorphic degrees of freedom are indistinguishable we are left with two distinct theories:

- Type II String Theory

In this case, worldsheet fermions are introduced in both the holomorphic and antiholomorphic sectors. This results in an $\mathcal{N}=2$ spacetime supersymmetric theory. There is an additional choice one has to make when calculating the spectrum and partition function of Type II theories. The GSO projections can be implemented separately in the two decoupled sectors giving two distinct theories:

- Type IIA String Theory

In this case, opposite GSO projections are chosen in the holomorphic and antiholomorphic sectors. This gives a non-chiral $\mathcal{N}=2$ spacetime theory.

- Type IIB String Theory

In this case, the same GSO projection is chosen in both sectors giving a chiral $\mathcal{N}=2$ spacetime theory.

## - Heterotic String Theory

In this case, fermions are only introduced in one of the sectors of the worldsheet theory. We usually choose to introduce the fermions and worldsheet supersymmetry in the holomorphic sector. The anti-holomorphic sector only contains the worldsheet scalars and hence is the same as for the bosonic string. Due to their construction, this theory has a critical dimension of $D=10$ in the holomorphic and $D=26$ in the anti-holomorphic sectors. To consistently define it in ten dimensions one has to fix the additional degrees of freedom in the bosonic sector. This can be achieved by taking the extra dimensions to be compact. During this procedure, two distinct choices arise for non-tachyonic heterotic theories:


Figure 2.4: The duality web of consistent supersymmetric string theories in $10 D$ and their connection to 11D M-theory.

- SO(32) Heterotic Theory

In this case, the choice of compactification of the extra bosonic degrees of freedom results in a 10D theory with $\mathcal{N}=1$ spacetime supersymmetry. The gauge group is related to the compactification and is $S O(32)$.

- $E_{8} \times E_{8}$ Heterotic Theory

In this case, the choice of compactification also results in a 10D theory with $\mathcal{N}=1$ spacetime supersymmetry. However, the gauge group, in this case, is $E_{8} \times E_{8}$.

There are additional tachyonic 10D heterotic theories which are fully consistent but have a tachyonic instability in their spectrum. However, it is possible to still construct lower-dimensional theories based on these that do not suffer from these instabilities. Such constructions will be discussed later in this thesis.

If one allows for open strings, there is an additional theory called Type I String Theory, but we will not consider these in this thesis. These theories look a-priory unrelated other than the fact that they are all constructed from string propagating in spacetime. However, there are various transformations and dualities relating them to each other as depicted in Figure 2.4. The framework that attempts to formulate all of these string theories in terms of one higher-dimensional concept is called $M$-Theory.

In what follows, we will focus on heterotic theories as these produce some of the phenomenologically most interesting four-dimensional models that can be derived from string theory. In the coming section, we introduce a robust consistent formalism to explore the vast landscape of lower-dimensional heterotic models.

## 3 The Fermionic Worldsheet Construction

In the free fermionic worldsheet construction, as opposed to a geometric compactification, models are constructed directly in $D \leq 10$ dimensions. All unfixed degrees of freedom are then taken to be free fermions propagating on the worldsheet. The overall number of fermions we need to introduce is determined by the requirement that the conformal anomaly must cancel in both left and right-moving sectors. In $D<10$, the fermionic formulation gives an unusual viewpoint of lower dimensional string models. It circumvents the discussion of compactifications and related geometry and gives rise to powerful analytic tools to explore the vast landscape of string models.

### 3.1 The Free Fermionic Heterotic String

We will primarily focus on heterotic theories in this thesis and so in the following, we discuss the fermionic construction for these models. However, the methods developed are readily applicable to type II theories as well. Recall, that heterotic theories correspond to a worldsheet supersymmetric theory in the holomorphic (left-moving) sector and bosonic string theory in the anti-holomorphic (right-moving) sector. To define the theory in 10D, the extra 16 bosonic degrees of freedom have to be fixed. We can denote the worldsheet fields of the right-moving sector in the lightcone gauge as

$$
\begin{equation*}
X^{M}=\left\{X^{i}, X^{I}\right\} \tag{3.1}
\end{equation*}
$$

where $i=1, \cdots, 8, I=1, \cdots 16$ and so $M=1, \cdots, 24=1, \cdots, D-2$. In two dimensions, one worldsheet boson can be represented in terms of two worldsheet fermions via

$$
\begin{equation*}
e^{i X^{I}}=\psi^{2 I-1}+i \psi^{2 I} \tag{3.2}
\end{equation*}
$$

which is referred to as bosonisation/fermionisation. This relation is crucial in the understanding of fermionic constructions as will be discussed in more detail later. It is convenient to group the 32 real fermions into 16 complex fermions as

$$
\begin{equation*}
\lambda^{I}=\psi^{2 I-1}+i \psi^{2 I} \tag{3.3}
\end{equation*}
$$

In the fermionic formulation, the extra 16 right-moving coordinates are fermionised into 16 right-moving complex fermions via the above relation.

The Polyakov action (2.42) in conformal and lightcone gauge then becomes

$$
\begin{equation*}
S=-\frac{1}{4 \pi \alpha^{\prime}} \int_{\Sigma} d z d \bar{z}\left(\partial X^{i} \bar{\partial} X_{i}+i \psi^{i} \partial \psi_{i}+i \bar{\lambda}^{I} \bar{\partial} \bar{\lambda}_{I}\right) \tag{3.4}
\end{equation*}
$$

where $I=1, \cdots, 16$ counts the 16 internal complex fermions. The partition function is then given as a product of the three contributions

$$
\begin{equation*}
Z(\tau, \bar{\tau})=Z_{B}(\tau) Z_{\psi}(\tau) Z_{\lambda}(\bar{\tau}) \tag{3.5}
\end{equation*}
$$

We have already seen the partition function for bosonic coordinates in (2.76) and so the contribution of the eight transverse bosons is given by

$$
\begin{equation*}
Z_{B}=\frac{1}{\tau_{2}^{4}} \frac{1}{\eta^{8}(\tau) \bar{\eta}^{8}(\bar{\tau})} \tag{3.6}
\end{equation*}
$$

For the left-moving fermions, we can use the results derived in (2.86) so that

$$
Z_{\psi}=\sum_{a, b=0,1}(-1)^{a+b+a b}\left(\frac{\vartheta\left[\begin{array}{l}
a  \tag{3.7}\\
b
\end{array}\right](\tau)}{\eta(\tau)}\right)^{4} .
$$

As discussed previously, both $Z_{X}$ and $Z_{\psi}$ are modular invariants on their own. Hence, this constrains $Z_{\lambda}$ to be also a modular invariant partition function of 16 right-moving fermions. Imposing this constraint results in the two possibilities

$$
\begin{align*}
Z_{\lambda}^{S O(32)} & =\frac{1}{\bar{\eta}^{16}(\bar{\tau})} \sum_{a, b=0,1} \bar{\vartheta}\left[\begin{array}{l}
a \\
b
\end{array}\right]^{16}(\bar{\tau}),  \tag{3.8}\\
Z_{\lambda}^{E_{8} \times E_{8}} & =\frac{1}{\bar{\eta}^{16}(\bar{\tau})} \sum_{a, b=0,1} \bar{\vartheta}\left[\begin{array}{l}
a \\
b
\end{array}\right]^{8}(\bar{\tau}) \sum_{k, l=0,1} \bar{\vartheta}\left[\begin{array}{l}
k \\
l
\end{array}\right]^{8}(\bar{\tau}),
\end{align*}
$$

which correspond to the $S O(32)$ and $E_{8} \times E_{8}$ theories discussed in the previous section. The derivation of this is purely based on modular invariance and is discussed extensively in [43].

The above discussion shows that the fermionic construction of the heterotic string in ten dimensions amounts to assigning boundary conditions to the worldsheet fermions around the two cycles of the worldsheet torus. Then the requirement of modular invariance imposes restrictions on the allowed grouping of fermions as well as overall phase factors. We follow the conventions in the literature in denoting the 16 complex right-moving fermions as

$$
\begin{equation*}
\bar{\lambda}^{I}=\left\{\bar{\psi}^{1 \cdots 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1 \cdots 8}\right\} \tag{3.9}
\end{equation*}
$$

which has its origins in GUT model building. In order to consistently label the boundary conditions of each fermion, we introduce boundary condition vectors

$$
\begin{equation*}
\boldsymbol{\alpha}=\left\{\alpha\left(\psi^{1}\right), \cdots, \alpha\left(\psi^{8}\right) \mid \alpha\left(\bar{\psi}^{1}\right), \cdots, \alpha\left(\bar{\psi}^{5}\right), \alpha\left(\bar{\eta}^{1}\right), \alpha\left(\bar{\eta}^{2}\right), \alpha\left(\bar{\eta}^{3}\right), \alpha\left(\bar{\phi}^{1}\right), \cdots, \alpha\left(\bar{\phi}^{8}\right)\right\}, \tag{3.10}
\end{equation*}
$$

where each entry defines the boundary condition of a fermion around a cycle of the torus. Since the fermions are complexified we have the choice of periodicities

$$
\begin{equation*}
\psi^{i} \rightarrow-e^{-i \pi \alpha\left(\psi^{i}\right)} \psi^{i}, \quad \bar{\psi}^{i} \rightarrow-e^{+i \pi \alpha\left(\bar{\psi}^{i}\right)} \bar{\psi}^{i}, \tag{3.11}
\end{equation*}
$$

where the signs are introduced due to conventions. Real boundary conditions then mean that the elements of $\alpha$ are restricted to $\alpha(\psi) \in\{0,1\}$. Sectors of models are represented in terms of pairs of boundary condition vectors $\left[\begin{array}{c}\boldsymbol{\alpha} \\ \boldsymbol{\beta}\end{array}\right]$ each defining the boundary conditions
of the fermions around one of the cycles of the worldsheet torus. The partition function is then given by a sum over all possible sectors with signs chosen so that modular invariance is preserved.

### 3.2 Model Building with Free Fermions

This formalism can be made precise using methods developed in [44-46]. The possible boundary condition vectors $\boldsymbol{\alpha}, \boldsymbol{\beta}$ are generated by basis vectors $\boldsymbol{b}_{i} \in \mathcal{B}$ that form a basis for an additive group $\Xi$. All sectors can be generated by a linear combination of basis vectors

$$
\begin{equation*}
\boldsymbol{\alpha}=\sum_{i=1}^{N} n_{i} \boldsymbol{b}_{i} \tag{3.12}
\end{equation*}
$$

generating the group, where $i=1, \cdots, N$ runs over all basis vectors. Clearly, due to group closure, $n_{i} \in\{0,1\}$ for real boundary conditions. However, in general, one can have $n_{i} \in \mathbb{N}$ depending on the specific choice for $\alpha(\psi)$. The partition function of a model is then expressed as

$$
\begin{align*}
Z & =\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{2}} Z_{B} \sum_{\boldsymbol{\alpha}, \boldsymbol{\beta} \in \Xi} C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}} \prod_{f} Z\left[\begin{array}{l}
\alpha(f) \\
\beta(f)
\end{array}\right] \\
& =\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{2}} Z_{B} \frac{1}{2^{N}} \frac{1}{\eta^{4} \bar{\eta}^{16}} \sum_{\boldsymbol{\alpha}, \boldsymbol{\beta} \in \Xi} C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}} \prod_{f} \vartheta\left[\begin{array}{l}
\alpha(f) \\
\beta(f)
\end{array}\right] \prod_{\bar{f}} \bar{\vartheta}\left[\begin{array}{l}
\alpha(\bar{f}) \\
\beta(\bar{f})
\end{array}\right], \tag{3.13}
\end{align*}
$$

where we referred to the left and right-moving fermions as $f$ and $\bar{f}$ respectively. The coefficients $C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}$ called generalised $G S O$ (GGSO) phases assure the modular invariance of the entire partition function. Since we already know $Z_{B}$, given by (3.6), is modular invariant and spin-structure independent we will focus on the fermionic partition function $Z_{F}$.

The requirement of modular invariance of the fermionic partition function imposes strict constraints on both the choice of basis vectors and GGSO phases. These constraints were originally derived in $[44,46]$ and we adopt the notation of the former. There it is shown that basis vectors of a free fermionic model must satisfy the following modular invariance constraints:

$$
\begin{align*}
& \frac{1}{2} N_{1} \boldsymbol{b}_{1}=\mathbb{1}  \tag{3.14}\\
& N_{i} \boldsymbol{b}_{i} \cdot \boldsymbol{b}_{i}=0  \tag{3.15}\\
& N_{i j} \boldsymbol{b}_{i} \cdot \boldsymbol{b}_{j}=0 \quad \bmod 8,  \tag{3.16}\\
& \bmod 4,  \tag{3.17}\\
& \prod_{f} b_{i}(f) b_{j}(f) b_{k}(f) b_{l}(f)=0
\end{align*} \quad \bmod 2,
$$

where we define the dot product of basis vectors as

$$
\begin{equation*}
\boldsymbol{b}_{i} \cdot \boldsymbol{b}_{j}=\left[\left(\sum_{f \text { Comp. }}+\frac{1}{2} \sum_{f \text { Real }}\right)-\left(\sum_{\bar{f} \text { Comp. }}+\frac{1}{2} \sum_{\bar{f} \text { Real }}\right)\right] b_{i}(f) \cdot b_{j}(f) . \tag{3.18}
\end{equation*}
$$

The integers $N_{i}$ and $N_{i j}$ are defined such that $N_{i}$ is the smallest positive integer for which $N_{i} \boldsymbol{b}_{i}=0$ and $N_{i j}$ is the least common multiple of $N_{i}$ and $N_{j}$. For purely real boundary conditions $N_{i}=N_{i j}=2 \forall i, j$. The condition (3.14) simply means that the vector $\mathbb{1}=\{1, \cdots, 1 \mid 1, \cdots, 1\}$ representing periodic R boundary conditions for all fermions must be in the basis. This immediately implies that $2 \mathbb{1}=\{0, \cdots, 0 \mid 0, \cdots, 0\}$ in which all fermions have anti-periodic NS boundary conditions is also in $\Xi$.

To achieve a modular invariant partition function, separate conditions must be imposed on the GGSO coefficients via

$$
\begin{align*}
C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{j}} & =\delta_{\boldsymbol{b}_{i}} e^{2 \pi i n / N_{j}},  \tag{3.19}\\
C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{i}} & =-e^{i \pi \boldsymbol{b}_{i} \cdot \boldsymbol{b}_{i} / 4} C\binom{\boldsymbol{b}_{i}}{\mathbb{1}},  \tag{3.20}\\
C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{j}} & =e^{i \pi \boldsymbol{b}_{i} \cdot \boldsymbol{b}_{j} / 2} C\binom{\boldsymbol{b}_{j}}{\boldsymbol{b}_{i}}^{*},  \tag{3.21}\\
C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{j}+\boldsymbol{b}_{k}} & =\delta_{\boldsymbol{b}_{i}} C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{j}} C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{k}}, \tag{3.22}
\end{align*}
$$

where $\delta_{\boldsymbol{b}_{i}}$ is related to the boundary conditions of the left-moving fermions as

$$
\delta_{\boldsymbol{b}_{i}}= \begin{cases}+1 & \text { if } \alpha\left(\psi^{\mu}\right)=0  \tag{3.23}\\ -1 & \text { if } \alpha\left(\psi^{\mu}\right)=1\end{cases}
$$

These constraints mean that any given free fermionic model defined in terms of $N$ basis vectors has $N(N-1) / 2+1$ independent GGSO phases. These are usually taken to lie in the upper or lower half triangle of the matrix of coefficients of the basis vectors $C_{i j}=C\binom{b_{i}}{b_{j}}$ which we refer to as the GGSO matrix. The phase for a general sector with $\boldsymbol{\alpha}=\sum_{i} n_{i} \boldsymbol{b}_{i}$ and $\boldsymbol{\beta}=\sum_{j} m_{j} \boldsymbol{b}_{j}$ can then be determined using the formula

$$
\begin{equation*}
C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}=\delta_{\boldsymbol{\alpha}}^{\sum_{j} m_{j}-1} \delta_{\boldsymbol{\beta}}^{\sum_{i} n_{i}-1} e^{i \pi([\boldsymbol{\alpha}]-\boldsymbol{\alpha}) \cdot \boldsymbol{\beta} / 2} \prod_{i, j} C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{j}}^{n_{i} m_{j}} \tag{3.24}
\end{equation*}
$$

where we denoted by $[\boldsymbol{\alpha}]$ the reduced representation of $\boldsymbol{\alpha}$ in which its entries are taken to lie in the range $(-1,+1]$.

These constraints (3.19)-(3.21) follow directly from one-loop modular invariance and the transformation properties of $\vartheta$-functions. However, higher-loop modular invariance must also be considered if we want our string models to be well-defined at all perturbative orders. If one considers the vacuum amplitude at genus two, i.e. at second order, an additional constraint arises requiring the factorisation property stated in (3.22). It can also be shown that no additional constraints arise at loop orders higher than two. Further discussion on the multi-loop modular invariance of string theory can be found in [47-50].

The Hilbert space of states and spectra of free fermionic models can be directly inferred from the structure of the partition function (3.13). Based on the discussion in Section 2.5, and
equations (2.85) and (2.86), we can make the identification

$$
\begin{align*}
Z & =\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{2}} \sum_{\boldsymbol{\alpha}, \boldsymbol{\beta} \in \Xi} C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}} \frac{1}{\tau_{2}^{4}} \frac{1}{2^{N}} \frac{1}{\eta^{12} \bar{\eta}^{24}} \prod_{f} \vartheta\left[\begin{array}{l}
\alpha(f) \\
\beta(f)
\end{array}\right] \prod_{\bar{f}} \bar{\vartheta}\left[\begin{array}{l}
\alpha(\bar{f}) \\
\beta(\bar{f})
\end{array}\right] \\
& =\int_{\mathcal{F}} \frac{d^{\tau}}{\tau_{2}^{2}} \sum_{\alpha, \boldsymbol{\beta} \in \Xi} C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}} \operatorname{Tr}_{\mathcal{H}_{\alpha}}\left(e^{i \pi \boldsymbol{\beta} \cdot F_{\alpha}} e^{i \pi \tau H_{\alpha}}\right), \tag{3.25}
\end{align*}
$$

where $H_{\alpha}$ is the Hamiltonian in the Hilbert space $\mathcal{H}_{\alpha}$ of sector $\alpha . F_{\alpha}$ is the vector formed from the fermion number operator $F_{\alpha}(f)$ counting $f$ and $f^{*}$ with opposite signs. Using the factorisation property of the GGSO phase (3.22) we can rewrite the trace over the Hilbert space as

$$
\begin{equation*}
Z=\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{2}} \sum_{\boldsymbol{\alpha} \in \Xi} \delta_{\boldsymbol{\alpha}} \operatorname{Tr}\left(\prod_{\boldsymbol{b}_{i}}\left(1+\delta_{\alpha} C\binom{\boldsymbol{\alpha}}{\boldsymbol{b}_{i}} e^{i \pi \boldsymbol{b}_{i} F_{\alpha}}+\cdots+\left[\delta_{\alpha} C\binom{\boldsymbol{\alpha}}{\boldsymbol{b}_{i}} e^{i \pi \boldsymbol{b}_{i} F_{\alpha}}\right]^{N_{i}-1}\right) e^{i \pi \tau H_{\alpha}}\right) . \tag{3.26}
\end{equation*}
$$

This shows that the entire Hilbert space is constructed by summing over all sectors subject to

$$
\begin{equation*}
\mathcal{H}=\bigoplus_{\boldsymbol{\alpha} \in \Xi} \prod_{i}\left\{e^{i \pi \boldsymbol{b}_{i} \cdot F_{\alpha}}=\delta_{\alpha} C\binom{\boldsymbol{\alpha}}{\boldsymbol{b}_{i}}^{*}\right\} \mathcal{H}_{\alpha} \tag{3.27}
\end{equation*}
$$

where the condition in the brackets imposes the projection. This means states in the sectors must satisfy the GGSO condition

$$
\begin{equation*}
e^{i \pi \boldsymbol{b}_{i} \cdot F_{\alpha}}\left|S_{\alpha}\right\rangle=\delta_{\alpha} C\binom{\boldsymbol{\alpha}}{\boldsymbol{b}_{i}}^{*}\left|S_{\alpha}\right\rangle \tag{3.28}
\end{equation*}
$$

where $\left|S_{\alpha}\right\rangle$ is a state in sector $\boldsymbol{\alpha}$. If a state satisfies this condition then it will contribute to the one-loop partition function and appear in the physical spectrum. On the other hand, states that do not satisfy this condition are said to be projected out and do not contribute.

The masses of states in the spectrum are calculated using zero-mode of the Virasoro generator using (2.79). For the heterotic string, left and right-moving masses are determined separately before imposing the level-matching condition for physical states. In the above formalism, the mass of a state in sector $\boldsymbol{\alpha}$ is given by

$$
\begin{align*}
& M_{L}^{2}=-\frac{1}{2}+\frac{\boldsymbol{\alpha}_{L} \cdot \boldsymbol{\alpha}_{L}}{8}+N_{L}  \tag{3.29}\\
& M_{R}^{2}=-1+\frac{\boldsymbol{\alpha}_{R} \cdot \boldsymbol{\alpha}_{R}}{8}+N_{R}
\end{align*}
$$

where we define separate left and right vectors as $\boldsymbol{\alpha}=\left\{\boldsymbol{\alpha}_{L} \mid \boldsymbol{\alpha}_{R}\right\}$ with a Euclidean inner product. The $N_{L, R}$ are sums over the left and right-moving oscillator frequencies

$$
\begin{align*}
& N_{L}=\sum_{f_{L}} \nu_{f_{L}}+\sum_{f_{L}^{*}} \nu_{f_{L}^{*}},  \tag{3.30}\\
& N_{L}=\sum_{f_{R}} \nu_{f_{R}}+\sum_{f_{R}^{*}} \nu_{f_{R}^{*}},
\end{align*}
$$

where the frequencies are determined in terms of the boundary conditions via

$$
\begin{equation*}
\nu_{f}=\frac{1+\alpha(f)}{2}, \quad \nu_{f^{*}}=\frac{1-\alpha(f)}{2} . \tag{3.31}
\end{equation*}
$$

The level matching condition (2.21) then imposes the constraint $M_{L}^{2}=M_{R}^{2}$ which must be satisfied by all on-shell states.

### 3.3 10D Heterotic String Theories

In this section, we present some examples of 10D heterotic string models constructed using the free fermionic formalism presented above. We will cover some supersymmetric and nonsupersymmetric models and discuss their key features. We will then provide a classification and outline of all possible 10D heterotic models. More details on specific models and more general considerations regarding model building in the fermionic formulation can be found in [43].

## Tachyonic $S O$ (32) Model

The simplest case one can think of in the fermionic formulation is the inclusion of only the vector $\mathbb{1}$ in the basis set which is required by consistency. Hence we have the basis set $\mathcal{B}=\{\mathbb{1}\}$ given by

$$
\begin{equation*}
\mathbb{1}=\left\{\psi^{\mu} \mid \bar{\phi}^{1, \ldots, 16}\right\}, \tag{3.32}
\end{equation*}
$$

where for simplicity we denoted all 16 right-moving complex fermions as $\bar{\phi}^{1, \ldots, 16}$. Writing the left moving fermions as $\psi^{\mu}$ is due to notational conventions, however, we still implicitly understand that the only independent oscillators are the transverse ones in the lightcone gauge. The fermionic partition function can then be expressed using (3.13) and is given by

$$
Z_{F}=\frac{1}{\eta^{4} \bar{\eta}^{16}} \frac{1}{2} \sum_{a, b}(-1)^{a+b+\mu a b} \vartheta\left[\begin{array}{l}
a  \tag{3.33}\\
b
\end{array}\right]^{4} \bar{\vartheta}\left[\begin{array}{l}
a \\
b
\end{array}\right]^{16} .
$$

For both choices of $\mu=0,1$ this produces a nonzero $q$-expansion for the total partition function

$$
\begin{equation*}
Z=\frac{8}{\bar{q}}+\frac{128 q}{\bar{q}}+\frac{32}{q^{1 / 2} \bar{q}^{-1 / 2}}+\frac{1152 q^{1 / 2}}{\bar{q}^{-1 / 2}}+\frac{5248 \bar{q}^{1 / 2}}{q^{-1 / 2}}+4032+188928 q^{1 / 2} \bar{q}^{1 / 2} \tag{3.34}
\end{equation*}
$$

where we displayed all terms up to $\mathcal{O}\left(q^{1 / 2} \bar{q}^{1 / 2}\right)$. This is indeed modular invariant, but we must notice the presence of the term $\sim q^{-1 / 2} \bar{q}^{-1 / 2}$ which is an on-shell tachyon. Hence the model defined by this basis is unstable and has a divergent one-loop vacuum energy.

Out of the two sector $\mathbb{1}$ and $\mathbb{1}+\mathbb{1}=\mathrm{NS}$ only the NS sector give raise to massless states. They can be written as

$$
\begin{array}{r}
\psi^{i} \bar{\Phi}^{I} \bar{\Phi}^{J}|0\rangle_{\mathrm{NS}} \\
\psi^{i} \partial \bar{X}^{j}|0\rangle_{\mathrm{NS}} \tag{3.35}
\end{array}
$$

where $i, j=1, \cdots, 8, I, J=1, \ldots, 16$ and we used $\bar{\Phi}^{I}$ to denote the 16 right-moving complex fermions. We also adopted the notation where we denote the bosonic creation operators as
$\partial X^{i}$. The on-shell tachyon also arises from this sector as the state

$$
\begin{equation*}
\bar{\Phi}^{I}|0\rangle_{\mathrm{NS}} . \tag{3.36}
\end{equation*}
$$

All states stated above survive the GSO projections and hence appear in the physical spectrum. We also note the presence of a model-independent of-shell tachyon that contributes the term $\sim \bar{q}^{-1}$ to the partition function. This state is always part of the spectra of heterotic models and so provides a nice consistency check on the partition function and spectrum [51].

## Supersymmetric $S O(32)$ Model

To generate another ten-dimensional model, we can add an additional vector to the set. What basis vectors we can add are constrained by the modular invariance rules (3.14)-(3.17) meaning that we only have a finite number of distinct choices. One of these is to introduce the vector

$$
\begin{equation*}
S=\left\{\psi^{\mu}\right\} \tag{3.37}
\end{equation*}
$$

which splits the left and right-moving fermions in the partition function now given by

$$
Z_{F}=\frac{1}{\eta^{4} \bar{\eta}^{16}} \frac{1}{2} \sum_{a, b} \frac{1}{2} \sum_{k, l}(-1)^{a+b+\mu a b+\nu k l} \vartheta\left[\begin{array}{l}
a  \tag{3.38}\\
b
\end{array}\right]^{4} \bar{\vartheta}\left[\begin{array}{c}
k \\
l
\end{array}\right]^{16} .
$$

The two independent choices of GGSO coefficients translate into the independent choices for $\mu, \nu=0,1$. This translation will be explicitly discussed in Chapter 4 and forms a pivotal part of this thesis.

From the generalised Jacobi identity (A.13), we can derive a simplified version given by

$$
\frac{1}{2} \sum_{a, b \in\{0,1\}}(-1)^{a+b} \vartheta\left[\begin{array}{l}
a  \tag{3.39}\\
b
\end{array}\right]^{4}=\vartheta\left[\begin{array}{l}
1 \\
1
\end{array}\right]^{4}=0 .
$$

This implies that the above partition function vanishes for all choices of $\mu$ and $\nu$ and hence the model is supersymmetric. From the point of view of the partition function, supersymmetry is always realised through this generalised Jacobi identity and so supersymmetric configurations are easy to isolate.

The addition of the new basis vector introduces a new GSO projection which projects out the NS tachyon. In addition to the purely R and NS sectors of the non-supersymmetric $S O(32)$ model above, we now have the additional sectors $S$ and $\mathbb{1}+S$ contributing states to the physical spectrum. Only the $S$ sector contributes massless states which can be written as

$$
\begin{gather*}
\partial \bar{X}^{i}|0\rangle_{\mathrm{R}} \\
\bar{\Phi}^{I} \bar{\Phi}^{J}|0\rangle_{\mathrm{R}} \tag{3.40}
\end{gather*}
$$

These give the superpartners of the massless states (3.35) arising from the NS sector realising the $\mathcal{N}=1$ spacetime supersymmetry.

## Supersymmetric $E_{8} \times E_{8}$ and Non-Supersymmetric $S O(16) \times S O(16)$ Model

The modular invariance rules of the basis vectors (3.14)-(3.17) allows for the addition of another basis vector

$$
\begin{equation*}
x_{1}=\left\{\bar{\phi}^{1-8}\right\} \tag{3.41}
\end{equation*}
$$

so that we now have $\mathcal{B}=\left\{1, S, x_{1}\right\}$. The addition of this vector splits the boundary conditions of the 16 complex right-moving fermions resulting in the partition function
where we have introduced the phase $\Phi\left[\begin{array}{lll}a & \gamma \\ b & \epsilon & \xi\end{array}\right]$ that ensures modular invariance and implements the various GGSO projections. The specific form of this phase will be discussed extensively in Chapter 4. Two distinct scenarios arise, one in which the choice $\Phi$ preserves supersymmetry and one in which supersymmetry is broken. This is specifically explicitly by the inclusion of the term $\sigma(a+k)+l(a+\rho)+b(k+\rho)$ in the phase $\Phi$ which renders the Jacobi identity (A.13) unsatisfiable. These give the supersymmetric $E_{8} \times E_{8}$ and nonsupersymmetric $S O(16) \times S O(16)$ models respectively.

There are now also additional massless states arising from the $\mathbb{1}+x_{1}$ and $\mathbb{1}+S+x_{1}$ sectors, however, we will not discuss these explicitly here. It is important to note that in both models the NS tachyon is projected. In the case of the non-supersymmetric $S O(16) \times S O(16)$ model, this provides the first example of a non-supersymmetric model that is tachyon-free and hence has finite vacuum energy. These models will be further discussed in Chapter 5.

## Classification 10D Heterotic Theories

The discussion above shows that new ten-dimensional heterotic models are either generated by the inclusion of an additional basis vector or by the choice of a specific GGSO phase. It is then natural to ask what all possible 10D heterotic models are and how one can construct them in this formulation. As we will see shortly, there are precisely eight distinct modular invariant heterotic theories in ten dimensions, two supersymmetric and six nonsupersymmetric. They all differ in many of their phenomenological features and all possess a different gauge group which we usually use to identify them. A list of all of these models can be found in Table 3.1. Of the six that lack spacetime supersymmetry, only one is void of physical tachyons the rest contain such on-shell states making the one-loop cosmological constant divergent.

Most of these theories were originally constructed using the bosonic formulation in [52, 53] (SUSY $E_{8} \times E_{8} \& S O(32)$ ), [54] (Non-SUSY $S O(16) \times S O(16), S O(32), S O(16) \times E_{8}$, $\left.S O(8) \times S O(24), E_{7}^{2} \times S U(2)^{2} \& U(16)\right)$, [55] (Non-SUSY $S O(16) \times S O(16)$ ) and [56] (NonSUSY $\left.S O(32) \& S O(16) \times E_{8}\right)$. These models were then also found and classified using the fermionic formulation in [57] where an additional model with an $E_{8}$ gauge group was also found. This model does not pair the worldsheet fermions rendering the bosonisation non-trivial making in hard-to-find using the bosonic formulation.

A classification of all 10D heterotic models can be neatly done using the free fermionic formulation. The modular invariance conditions (3.14)-(3.17) heavily constrain the possible

| Basis Vectors | Gauge Group | \#Fermions | \#Tachyons | SUSY |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbb{1}, S$ | $S O(32)$ | 496 | 0 | Yes |
| $\mathbb{1}, S, x_{1}$ | $E_{8} \times E_{8}$ | 496 | 0 | Yes |
| $\mathbb{1}, S, x_{1}$ | $S O(16) \times S O(16)$ | 512 | 0 | No |
| $\mathbb{1}$ | $S O(32)$ | 0 | 32 | No |
| $\mathbb{1}, x_{1}$ | $S O(16) \times E_{8}$ | 256 | 16 | No |
| $\mathbb{1}, S+x_{2}$ | $S O(8) \times S O(24)$ | 384 | 8 | No |
| $\mathbb{1}, S+x_{1}, x_{1}+x_{2}$ | $E_{7}^{2} \times S U(2)^{2}$ | 448 | 4 | No |

Table 3.1: All modular invariant 10D heterotic theories that can be generated using the four basis vectors $\left\{1, S, x_{1}, x_{2}\right\}$ with the number of massless fermionic states and on-shell tachyonic states explicitly written.
choices of basis vectors. Indeed, using a combination of the four basis vectors

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu} \mid \bar{\phi}^{1, \ldots, 16}\right\}, \\
S & =\left\{\psi^{\mu}\right\}, \\
x_{1} & =\left\{\bar{\phi}^{1, \ldots, 8}\right\},  \tag{3.43}\\
x_{2} & =\left\{\bar{\phi}^{7, \ldots, 10}\right\},
\end{align*}
$$

we can generate all but one of the possible 10-dimensional models. In Table 3.1 we give a summary of which combination of these basis vectors generates which 10D model. For simplicity, we chose to denote the right-moving complex fermions as $\phi^{1, \ldots, 16}$.

Using the basis vectors (3.43) and equation (2.86) we can express the partition functions of all distinct theories as

$$
\begin{align*}
& Z_{F}^{S O(32)}=\frac{1}{\eta^{4} \bar{\eta}^{16}} \frac{1}{2} \sum_{\substack{a \\
b}}(-1)^{a+b+\Phi\left[\begin{array}{l}
a \\
b
\end{array}\right] \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right]^{4} \bar{\vartheta}\left[\begin{array}{l}
a \\
b
\end{array}\right]^{16},} \\
& Z_{F}^{S O(32)}=\frac{1}{\eta^{4} \bar{\eta}^{16}} \frac{1}{4} \sum_{\substack{a k \\
b l}}(-1)^{a+b+\Phi\left[\begin{array}{ll}
a & k \\
b & l
\end{array}\right] \vartheta\left[\begin{array}{ll}
a \\
b
\end{array}\right]^{4} \bar{\vartheta}\left[\begin{array}{ll}
k \\
l
\end{array}\right]^{16},} \\
& Z_{F}^{E_{8} \times S O(16)}=\frac{1}{\eta^{4} \bar{\eta}^{16}} \frac{1}{4} \sum_{\substack{a k \\
b l}}(-1)^{a+b+\Phi\left[\begin{array}{ll}
a & k \\
b & l
\end{array}\right] \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right]^{4} \bar{\vartheta}\left[\begin{array}{l}
a \\
b
\end{array}\right]^{8} \bar{\vartheta}\left[\begin{array}{l}
k \\
l
\end{array}\right]^{8},, ~(, ~} \\
& Z_{F}^{S O(8) \times S O(24)}=\frac{1}{\eta^{4} \overline{\eta^{16}}} \frac{1}{4} \sum_{\substack{a k \\
b l}}(-1)^{a+b+a l+k b+\Phi\left[\begin{array}{ll}
a & k \\
b & l
\end{array}\right] \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right]^{4} \bar{\vartheta}\left[\begin{array}{l}
a \\
b
\end{array}\right]^{4} \bar{\vartheta}\left[\begin{array}{l}
k \\
l
\end{array}\right]^{12},}  \tag{3.44}\\
& Z_{F}^{S O(16) \times S O(16)}=\frac{1}{\eta^{4} \bar{\eta}^{16}} \frac{1}{8} \sum_{\begin{array}{c}
a k \rho \\
b l \sigma
\end{array}}(-1)^{a+b+\Phi\left[\begin{array}{lll}
a & k & \rho \\
b & l & \sigma
\end{array}\right]}{ }_{\vartheta}\left[\begin{array}{l}
a \\
b
\end{array}\right]^{4} \bar{\vartheta}\left[\begin{array}{l}
k \\
l
\end{array}\right]^{8} \bar{\vartheta}\left[\begin{array}{l}
\rho \\
\sigma
\end{array}\right]^{8},
\end{align*}
$$

The included phases ensure modular invariance and $\Phi$ implements the desired GGSO projections. This formulation of writing the partition functions will be extensively discussed in Chapter 4 . We see that as explicitly discussed before, the supersymmetric $E_{8} \times E_{8}$ model and the non-supersymmetric $S O(16) \times S O(16)$ are related by a change of GGSO phase and are hence generated by the same basis set as seen in Table 3.1. The expressions above also clearly show that in the case of supersymmetric theories, the left-moving $\vartheta\left[\begin{array}{l}a \\ b\end{array}\right]^{4}$ term clearly separates facilitating the cancellation via the Jacobi Identity (A.13).

There are two additional consistent ten-dimensional heterotic models that can arise which are not written in Table 3.1. An additional $U(16)$ model occurs when we consider adding a fifth basis vector to the set (3.43). Moreover, an $E_{8}$ model arises in cases when not all complex fermions are paired. We will not cover this in detail here, but more on it can be found in [57]. The possibility of deriving most models from only four basis vectors shows the main power of the fermionic formulation. More details on the spectra and other properties of these models can be found in [43, 46, 57].

### 3.4 4D Heterotic String via Free Fermions

So far, we discussed the free fermionic formulation of the heterotic string in ten dimensions. To make a connection to the real world and hence develop the framework for a viable string phenomenology, we must formulate our models in four dimensions. In the bosonic picture, this is done by a so-called compactification in which six of the ten dimensions are taken to live on a compact manifold. The choice of this compact manifold then determines many of the features of the lower-dimensional model. Some of the most promising choices when it comes to string phenomenology are toroidal orbifolds. They are exactly solvable since we have a good geometric understanding of them and give interesting and viable models in four dimensions. These orbifold compactifications are also easily described using the free fermionic language and were originally formulated in [44-46].

In Section 3.1 we showed that in the free fermionic formulation of 10D heterotic string theory, the extra bosonic degrees of freedom from the additional 16 dimensions of the bosonic string are treated as free worldsheet fermions with assigned boundary conditions. If we now want to formulate the theory in 4 D , we have to deal with the extra 6 right and left-moving bosonic degrees of freedom. Analogously to the 10D case, these can be fermionised and assigned boundary conditions around the two cycles of the worldsheet torus. In customary to denote these new "internal" fermions as

$$
\begin{equation*}
\left\{y^{1, \cdots, 6}, w^{1, \cdots, 6} \mid \bar{y}^{1, \cdots, 6}, \bar{w}^{1, \cdots, 6}\right\} \tag{3.45}
\end{equation*}
$$

where, as usual, the bar denotes the anti-holomorphic side. Additionally, since we are now formulating the model in four spacetime dimensions, the field with a spacetime index $X^{\mu}$ and $\psi^{\mu}$ will now have $\mu=1,2$ in the lightcone gauge. This means that we must introduce six left-moving fermions this compensate for this change. Altogether this results in the worldsheet content of 4D free fermionic stings being

$$
\begin{equation*}
\left\{\psi^{\mu}, \chi^{1, \cdots, 6}, y^{1, \cdots, 6}, w^{1, \cdots, 6} \mid \bar{y}^{1, \cdots, 6}, \bar{w}^{1, \cdots, 6}, \bar{\eta}^{1,2,3}, \bar{\psi}^{1, \ldots, 5}, \bar{\phi}^{1, \ldots, 8}\right\} \tag{3.46}
\end{equation*}
$$

where the $\psi, \chi, y, w, \bar{y}, \bar{w}$ are real while $\bar{\psi}, \bar{\eta}, \bar{\phi}$ are complex. With these choices, the modelbuilding rules are identical to the ten-dimensional case with sums and products now running over the additional fermions as well.

This means that 4D free fermionic modes are defined by a set of basis vectors which satisfy (3.14)-(3.17) and collection of GGSO coefficients restricted by modular invariance via the rules (3.19)-(3.22). I going to four dimensions an additional subtlety arises with regards to worldsheet supersymmetry. We must ensure that the worldsheet supercurrent is consistently defined via

$$
\begin{equation*}
T_{F}=i \psi^{\mu} \partial X_{\mu}+i \sum_{I=1}^{6} \chi^{I} y^{I} w^{I}, \tag{3.47}
\end{equation*}
$$

which corresponds to a nonlinear realisation. More detailed discussion on this can be found in [58]. The partition function for 4D is then calculated via (3.13) giving consistent modular invariant models in 4D.

This formulation of the four-dimensional heterotic string gives a powerful tool to explore the landscape of possible string models. As we will show in the coming sections, we can use this formalism to derive models with many interesting properties. Moreover, due to the way these models are constructed, the free fermionic formulation provides some of the best know methods to classify the famously numerous four-dimensional string vacua. There are, of course, some downsides to this description too. Choosing to fermionise all bosonic degrees of freedom we lose the information about the underlying geometric structure of the compactification. Even though some of this information can be recovered as we will show in Chapter 4, this does not amount to complete geometric understanding. There have been similar efforts in developing model-building techniques in the bosonic language like [59]. The exact relation between the geometric compactifications in the bosonic language and the free fermionic construction has also been studied as a result. More on this can be found in [60]. In what follows we focus on the exploration of the heterotic landscape using this free fermionic formulation.

## 4 String Partition Functions, Moduli and The Cosmological Constant

In the previous section, we discussed extensively the free fermionic worldsheet construction of heterotic strings. In this section, we develop techniques and tools that will give us deeper insight into these models. We develop a systematic approach to expressing the partition function of fermionic models in such a way that allows for the underlying geometric structure to be readily visible. In turn, this allows us to deform the theory away from the self-dual fermionic point and explore other regions of the geometric moduli space. Using these tools, we will uncover some intriguing properties of the behaviour of superstring theories and their spectra.

### 4.1 From Free Fermions to Orbifolds

In Chapter 3, we defined the partition function of a heterotic string in a fermionic worldsheet construction as

$$
Z_{T o t}=\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{2}} \frac{1}{2^{N}} Z_{B} \sum_{S p . S t r .} C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}} \prod_{f} Z\left[\begin{array}{c}
\boldsymbol{\alpha}(f)  \tag{4.1}\\
\boldsymbol{\beta}(f)
\end{array}\right]
$$

where the sum runs over all sectors of our theory and the product runs over all worldsheet fermions. The sectors $\alpha, \beta$ are defined as elements of an additive group spanned by the basis vectors $b_{i}$ of the fermionic construction. The phases $C\binom{\alpha}{\beta}$ are set such that the partition function is modular invariant, and can be determined according to the rules (3.19)-(3.22). These rules do not fix the partition function exactly, for a model with $N$ basis vectors, we are left with $N(N-1) / 2+1$ independent GGSO phases which we are free to use. This means that each set of $N$ basis vectors can potentially generate $2^{N(N-1) / 2+1}$ distinct models.

Having reminded ourselves of the free fermionic construction and its partition function we discuss some of its shortcomings. Most importantly as we have seen earlier, the fermionisation of bosonic degrees of freedom is only possible at a special point in moduli space. This means that the partition function (4.1) lacks explicit dependence on the geometric moduli. Moreover, the form of the partition function is written in such a way that it obscures the underlying geometric structure making any reference to moduli dependence hard to see. Our aim in this section is to develop a consistent and general methodology for rewriting free fermionic partition functions to a form which accurately represents the geometric structures underpinning them. Such methods will also allow us to examine how the dependence on the geometric moduli can be reinstated. This gives us powerful tools with which the stability of these models can be better examined.

The above discussion can be made more concrete by defining what we mean by rewriting the partition function. Taking the part of (4.1) corresponding to the worldsheet fermions,
we write
where the product over the fermions is now implicit and contained within $Z\left[\begin{array}{l}\boldsymbol{\alpha} \\ \boldsymbol{\beta}\end{array}\right]$. The righthand side requires some further comments. The term $Z\left[\begin{array}{ccc}a & k & \ldots \\ b & l & \ldots\end{array}\right]$ is our new way of representing the theta functions in terms of the summation indices $a, b, k, l, \cdots$. The phase $(-1)^{\Psi}\left[\begin{array}{lll}a & k & \cdots \\ b & l & \cdots\end{array}\right]$ is the analogue of the GGSO phase in this new formulation. Our task at hand is therefore to both find an appropriate form for $Z\left[\begin{array}{ccc}a & k & \cdots \\ b & l & \cdots\end{array}\right]$ and develop a formalism which allows a one-to-one translation between $\Psi\left[\begin{array}{lll}a & k & \cdots \\ b & l & \cdots\end{array}\right]$ and $C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}$.

### 4.1.1 The Modular Invariant Phase

To develop the formalism under which to find the right-hand side of (4.2), it is most instructive to choose an example set of basis vectors which will allow us to fully demonstrate the methods used. To do so consider the free fermionic basis

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, \omega^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{\omega}^{1, \ldots, 6}, \bar{\eta}^{1,2,3}, \bar{\psi}^{1, \ldots, 5}, \bar{\phi}^{1, \ldots, 8}\right\} \\
S & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}\right\} \\
T_{1} & =\left\{y^{12}, w^{12} \mid \bar{y}^{12}, \bar{w}^{12}\right\} \\
T_{2} & =\left\{y^{34}, w^{34} \mid \bar{y}^{34}, \bar{w}^{34}\right\} \\
T_{3} & =\left\{y^{56}, w^{56} \mid \bar{y}^{56}, \bar{w}^{56}\right\}  \tag{4.3}\\
b_{1} & =\left\{\chi^{34}, \chi^{56}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1}\right\} \\
b_{2} & =\left\{\chi^{12}, \chi^{56}, y^{12}, y^{56} \mid \bar{y}^{12}, \bar{y}^{56}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{2}\right\} \\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\} \\
z_{2} & =\left\{\bar{\phi}^{5, \ldots, 8}\right\} .
\end{align*}
$$

We now must choose the form of $Z\left[\begin{array}{ccc}a & k & \cdots \\ b & 1 & \ldots\end{array}\right]$ such that the structure of theta functions performs the roles we require. For this example, we make the choice

$$
\begin{align*}
& \times \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right]_{\psi^{\mu}} \vartheta\left[\begin{array}{c}
a+h_{1} \\
b+g_{1}
\end{array}\right]_{\chi^{12}} \vartheta\left[\begin{array}{c}
a+h_{2} \\
b+g_{2}
\end{array}\right]_{\chi^{34}} \vartheta\left[\begin{array}{c}
a-h_{1}-h_{2} \\
b-g_{1}-g_{2}
\end{array}\right]_{\chi^{56}} \\
& \times \vartheta\left[\begin{array}{c}
H_{1} \\
G_{1}
\end{array}\right]_{w^{12}} \vartheta\left[\begin{array}{c}
H_{1}+h_{1} \\
G_{1}+g_{1}
\end{array}\right]_{y^{12}} \bar{\vartheta}\left[\begin{array}{c}
H_{1} \\
G_{1}
\end{array}\right]_{\bar{w}^{12}} \bar{\vartheta}\left[\begin{array}{c}
H_{1}+h_{1} \\
G_{1}+g_{1}
\end{array}\right]_{\bar{y}^{12}}  \tag{4.4}\\
& \times \vartheta\left[\begin{array}{c}
H_{2} \\
G_{2}
\end{array}\right]_{w^{34}} \vartheta\left[\begin{array}{c}
H_{2}+h_{2} \\
G_{2}+g_{2}
\end{array}\right]_{y^{34}} \bar{\vartheta}\left[\begin{array}{c}
H_{2} \\
G_{2}
\end{array}\right]_{\bar{w}^{34}} \bar{\vartheta}\left[\begin{array}{c}
H_{2}+h_{2} \\
G_{2}+g_{2}
\end{array}\right]_{\bar{y}^{34}} \\
& \times \vartheta\left[\begin{array}{c}
H_{3} \\
G_{3}
\end{array}\right]_{w^{56}} \vartheta\left[\begin{array}{c}
H_{3}-h_{1}-h_{2} \\
G_{3}-g_{1}-g_{2}
\end{array}\right]_{y^{56}} \bar{\vartheta}\left[\begin{array}{c}
H_{3} \\
G_{3}
\end{array}\right]_{\bar{w}^{56}} \bar{\vartheta}\left[\begin{array}{c}
H_{3}-h_{1}-h_{2} \\
G_{3}-g_{1}-g_{2}
\end{array}\right]_{\bar{y}^{56}} \\
& \times \bar{\vartheta}\left[\begin{array}{l}
k \\
l
\end{array}\right]_{\bar{\psi}^{1-5}}^{5} \bar{\vartheta}\left[\begin{array}{c}
k+h_{1} \\
l+g_{1}
\end{array}\right]_{\bar{\eta}^{1}} \bar{\vartheta}\left[\begin{array}{c}
k+h_{2} \\
l+g_{2}
\end{array}\right]_{\bar{\eta}^{2}} \bar{\vartheta}\left[\begin{array}{c}
k-h_{1}-h_{2} \\
l-g_{1}-g_{2}
\end{array}\right]_{\bar{\eta}^{3}} \bar{\vartheta}\left[\begin{array}{c}
k+P_{1} \\
l+Q_{1}
\end{array}\right]_{\bar{\phi}^{1-4}}^{4} \bar{\vartheta}\left[\begin{array}{c}
k+P_{2} \\
l+Q_{2}
\end{array}\right]_{\bar{\phi}^{5-8}}^{4} .
\end{align*}
$$

where we have explicitly denoted which worldsheet fermion each theta function corresponds to. The form of this partition function is essentially mostly due to notational conventions. It is important to note that the index $a$ is always taken to correspond to the boundary
condition of $\psi^{\mu}$, the reason for which will become evident later. There are many consistent ways the partition function can be represented in terms of indices, the above choice is one which makes the underlying orbifold structure most evident.

To see all possible choices of indices, which in turn fix the form of $Z\left[\begin{array}{cc}a & k \\ b & l \\ b\end{array}\right]$, we note that to represent a partition function of a model with $N$ basis vectors requires the use of $N$ summation indices. This can purely be seen by matching the number of terms on each side of (4.2). Thus the translation of the form of the partition function simply entails a choice of basis, and hence the structure of the indices in (4.4) is uniquely determined by the choice of a change of basis matrix, $S$, in this case given by

$$
S=\begin{gather*}
 \tag{4.5}\\
\mathbb{1} \\
S \\
T_{1} \\
T_{2} \\
T_{3} \\
T_{3} \\
b_{1} \\
b_{2} \\
z_{1} \\
z_{2}
\end{gather*}\left(\begin{array}{ccccccccc}
a & k & H_{1} & H_{2} & H_{3} & h_{1} & h_{2} & P_{1} & P_{2} \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

where we have indicated which rows and columns correspond to which basis vector and index respectively. All invertible $N \times N$ matrices whose entries take values in $\mathbb{Z}_{2}$ are valid choices. However, the above choice is the one which most emphasises the geometry of the underlying compactification. Choosing $S=I_{N}$, the $N$-dimensional identity matrix, would render the translation trivial and the form of $Z\left[\begin{array}{ccc}a & k & \cdots \\ b & l & \cdots\end{array}\right]$ and $(-1)^{\Psi}\left[\begin{array}{lll}a & k & \cdots \\ b & l & \ldots\end{array}\right]$ would match that of $Z\left[\begin{array}{ll}\boldsymbol{\alpha} \\ \boldsymbol{\beta}\end{array}\right]$ and $C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}$ respectively modulo some subtleties we discuss in the following section.

Once a choice for a valid $S$ is made and the partition function is written in its index form as in (4.4), we can start making the connection between the GGSO Phases $C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}$ and the modular invariant phase $\Psi$. We assume that $\Psi$ can be expressed as a polynomial in the summation variables. Then, two-loop modular invariance imposed on the GGSO phases via the rule (3.22)

$$
\begin{equation*}
C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{j}+\boldsymbol{b}_{k}}=\delta_{\boldsymbol{b}_{i}} C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{j}} C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{k}}, \tag{4.6}
\end{equation*}
$$

implies that $\Psi\left[\begin{array}{cccc}a & k & H_{i} & h_{i} \\ b & l & G_{i} & P_{i} \\ g_{i} & Q_{i}\end{array}\right]$ is at most second order in its variables. Moreover, the presence of $\delta_{b_{i}}$ restricts the first-order terms. That is $\Psi$ must include a term $a$ and cannot contain other terms like it. More precisely, (4.6) implies

$$
\left\{\begin{array}{l}
\Psi \ni a,  \tag{4.7}\\
\Psi \not \ni k, h_{i}, H_{i}, P_{i},
\end{array}\right.
$$

where we take " $\in$ " to mean a term in the sum. These conditions can be implemented in a compact form by requiring the phase to be of the form

$$
\Psi\left[\begin{array}{cccc}
a & k & H_{i} & h_{i}  \tag{4.8}\\
b & l & A_{i} \\
b & g_{i} & Q_{i}
\end{array}\right]=a+\beta_{i} \Delta_{i}+\Gamma_{i} \Omega_{i j} \Delta_{j},
$$

where we defined

$$
\begin{align*}
\Gamma & =\left(a, k, H_{1}, H_{2}, H_{3}, h_{1}, h_{2}, P_{1}, P_{2}\right), \\
\Delta & =\left(b, l, G_{1}, G_{2}, G_{3}, g_{1}, g_{2}, Q_{1}, Q_{2}\right) \tag{4.9}
\end{align*}
$$

to be the vectors containing top and bottom indices respectively.
We now impose one-loop modular invariance by requiring that the partition function (4.4) remains invariant under $S$ and $T$-transformations, under which the theta functions transform according to (A.6) as

$$
\begin{align*}
& S: \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right] \longrightarrow e^{i \pi a b / 2} \vartheta\left[\begin{array}{c}
b \\
-a
\end{array}\right]  \tag{4.10}\\
& T: \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right] \longrightarrow e^{i \pi a(a-2) / 4} \vartheta\left[\begin{array}{c}
a \\
a+b-1
\end{array}\right] .
\end{align*}
$$

By using a compact notation for the theta and eta function terms as in (4.2), i.e.

$$
Z_{F}=\frac{1}{2^{2}} \sum_{\substack{a, k  \tag{4.11}\\
b, l}} \frac{1}{2^{7}} \sum_{\substack{H_{i}, h_{i}, P_{i} \\
G_{i}, g_{i}, Q_{i}}}(-1)^{\Psi\left[\begin{array}{llll}
a & H_{i} & h_{i} & A_{i} \\
b & l & G_{i} & g_{i} \\
g_{i} & Q_{i}
\end{array}\right] Z\left[\begin{array}{ccccc}
a & H_{i} & h_{i} & P_{i} \\
b & l & G_{i} & g_{i} & Q_{i}
\end{array}\right], ~}
$$

we can express the modular transformations more readily. In particular, under modular transformations

$$
\begin{gathered}
Z\left[\begin{array}{cccc}
a & k & H_{i} & h_{i} \\
b & P_{i} \\
b & G_{i} & g_{i} & Q_{i}
\end{array}\right] \xrightarrow{S} Z\left[\begin{array}{ccccc}
b & l & G_{i} & g_{i} & Q_{i} \\
-a & -k & -H_{i} & -h_{i} & -P_{i}
\end{array}\right], \\
Z\left[\begin{array}{cccccc}
a & H_{i} & h_{i} & P_{i} \\
b & l & G_{i} & g_{i} & Q_{i}
\end{array}\right] \xrightarrow{T}(-1)^{1+a+P_{1}+P_{2}} Z\left[\begin{array}{ccc}
a & k & h_{i} \\
a+b-1 & k+l-1 & H_{i}+G_{i}-1 \\
h_{i}+g_{i} & P_{i}+Q_{i}
\end{array}\right],
\end{gathered}
$$

where the extra factor of -1 in the T -transformation comes from the $\eta$-functions. By noting that the phase $\Psi$ transforms trivially as it is just a constant factor and that under two consecutive $S$ and $T$-transformations, the above expressions close on themselves, i.e.

$$
\begin{align*}
& Z\left[\begin{array}{llll}
a & k & H_{i} & h_{i} \\
b & l & A_{i} \\
b & G_{i} & g_{i} & Q_{i}
\end{array}\right] \xrightarrow{S} \cdots \xrightarrow{S} Z\left[\begin{array}{llll}
a & H_{i} & h_{i} & P_{i} \\
b & l & G_{i} & g_{i} \\
Q_{i}
\end{array}\right], \\
& Z\left[\begin{array}{llll}
a & k & H_{i} & h_{i} \\
b & P_{i} & G_{i} & g_{i} \\
Q_{i}
\end{array}\right] \xrightarrow{T} \cdots \xrightarrow{T} Z\left[\begin{array}{lllll}
a & H_{i} & A_{i} & P_{i} \\
b & l & G_{i} & g_{i} & Q_{i}
\end{array}\right], \tag{4.12}
\end{align*}
$$

we can conclude that to be modular invariant the phase must satisfy

$$
\begin{align*}
& \Psi\left[\begin{array}{lllll}
a & r_{i} & h_{i} & P_{i} \\
b & l & G_{i} & g_{i} & Q_{i}
\end{array}\right] \stackrel{S}{=} \Psi\left[\begin{array}{ccccc}
b & l & G_{i} & g_{i} & Q_{i} \\
-a & -k & -H_{i} & -h_{i} & -P_{i}
\end{array}\right],  \tag{4.13}\\
& \Psi\left[\begin{array}{llll}
a & k & H_{i} & h_{i} \\
b & l & G_{i} & P_{i} \\
y_{i} & Q_{i}
\end{array}\right] \stackrel{T}{=} 1+a+P_{1}+P_{2}+\Psi\left[\begin{array}{cc}
a & H_{i} \\
a+b-1 & k+l-1 \\
H_{i}+G_{i}-1 & h_{i} \\
h_{i}+g_{i} & P_{i}+Q_{i}
\end{array}\right] .
\end{align*}
$$

The first equation, i.e. S-invariance, shows that $\Psi$ must be symmetric under the exchange of lower and upper indices, which together with (4.8) implies that

$$
\Psi\left[\begin{array}{llll}
a & k & H_{i} & h_{i}  \tag{4.14}\\
b & l & P_{i} \\
G_{i} & g_{i} & Q_{i}
\end{array}\right]=a+b+\Gamma_{i} \Omega_{i j} \Delta_{j},
$$

with $\Omega_{i j}=\Omega_{j i}$. Implementing the condition for T-invariance in (4.13) further restricts the form of $\Omega$ imposing the conditions on its elements

$$
\begin{gather*}
\sum_{j=1}^{5} \Omega_{i j}\left(1-\delta_{i j}\right)=0 \quad \text { for } \quad i=1, \cdots, 5 \\
\sum_{j=1}^{5} \Omega_{i j}=\Omega_{i i} \quad \text { for } \quad i=6,7  \tag{4.15}\\
\sum_{j=1}^{5} \Omega_{i, j}=1+\Omega_{i i} \quad \text { for } \quad i=8,9
\end{gather*}
$$

where all equalities are understood modulo 2 and $\delta_{i j}$ is the Kronecker delta. These fix a further 8 components of $\Omega_{i, j}$. Together with the condition form S-invariance $\Omega_{i j}=\Omega_{j i}$, we are left with $\left(9^{2} / 2+9 / 2\right)-8=37$ independent choices for the $\Omega_{i j}$. This precisely matches the number of independent GGSO phases for a 9 basis vector model.

What we achieved here is precisely the derivation of the modular invariance conditions, equivalent to (3.19)-(3.22), for the phase $\Psi$. All remaining independent components of $\Omega$ can be freely chosen as $\Omega_{i j} \in\{0,1\}$ with each choice giving a new consistent model. Hence, these matrix elements perform the same role as the independent GGSO phases $C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}$ and therefore a one-to-one matching between them should exist.

### 4.1.2 The Translation

Now that we have found a consistent modular invariant way of representing a model in terms of a phase $\Psi$, what remains is to find a translation between the GGSO phases and $\Psi$ as set out in (4.2). With the above setup, this means finding a correspondence between the independent GGSO phases $C(\underset{\boldsymbol{\beta}}{\boldsymbol{\alpha}})$ and the matrix elements $\Omega_{i j}$. We have already established that the number of these elements is in agreement on both sides and both quantities perform the same role so such a translation should be possible in principle.

To make the connection, one has to notice that the forms of the theta functions on the left and right-hand sides of (4.2) do not match. In particular the expression

$$
\sum_{\substack{a, k, \cdots  \tag{4.16}\\
b, l, \cdots}}(-1)^{\Psi}\left[\begin{array}{ccc}
a & k & \cdots \\
b & l & \cdots
\end{array}\right] Z\left[\begin{array}{ccc}
a & k & \cdots \\
b & l & \cdots
\end{array}\right]
$$

involves theta functions which are not strictly one of $\theta_{1,2,3,4}$ due to the presence of terms like $\vartheta\left[\begin{array}{c}1 \\ -1\end{array}\right], \vartheta\left[\begin{array}{l}3 \\ 0\end{array}\right], \cdots$. We can, however, use the periodicity properties (A.8) of the theta functions

$$
\begin{align*}
& \vartheta\left[\begin{array}{c}
a+2 \\
b
\end{array}\right]=\vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right] \\
& \vartheta\left[\begin{array}{c}
a \\
b+2
\end{array}\right]=e^{i \pi a} \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right] \tag{4.17}
\end{align*}
$$

to rewrite (4.16) in terms of the standard theta functions. This will allow for consistent term-by-term matching. By denoting the "fundamental" form of the theta functions as

$$
\vartheta_{f}\left[\begin{array}{l}
a  \tag{4.18}\\
b
\end{array}\right] \equiv \vartheta\left[\begin{array}{ll}
a & \bmod 2 \\
b & \bmod 2
\end{array}\right],
$$

we can find equations using (4.17) that help bring all theta functions to this reduced form, e.g.

$$
\begin{align*}
\vartheta\left[\begin{array}{l}
a+h_{1} \\
b+g_{1}
\end{array}\right] & =(-1)^{\left(a+h_{1}\right) b g_{1}} \vartheta_{f}\left[\begin{array}{c}
a+h_{1} \\
b+g_{1}
\end{array}\right] \\
\vartheta\left[\begin{array}{c}
a+h_{1}+h_{2} \\
b+g_{1}+g_{2}
\end{array}\right] & =(-1)^{\left(a+h_{1}+h_{2}\right)\left(b g_{1}+b g_{2}+g_{1} g_{2}\right)} \vartheta_{f}\left[\begin{array}{l}
a+h_{1}+h_{2} \\
b+g_{1}+g_{2}
\end{array}\right]  \tag{4.19}\\
\vartheta\left[\begin{array}{c}
a-h_{1}-h_{2} \\
b-g_{1}-g_{2}
\end{array}\right] & =(-1)^{\left(a-h_{1}-h_{2}\right)\left(g_{1}+g_{2}+b g_{1}+b g_{2}+g_{1} g_{2}\right)} \vartheta_{f}\left[\begin{array}{c}
a-h_{1}-h_{2} \\
b-g_{1}-g_{2}
\end{array}\right] .
\end{align*}
$$

These relations can always be found by writing $\vartheta\left[\begin{array}{c}a \cdots \\ b\end{array}\right]=(-1)^{F(a, b, \cdots)} \vartheta_{f}\left[\begin{array}{ll}a \cdots \\ b\end{array}\right]$, with $F(a, b, \cdots)$ a suitably general polynomial, and restricting the form of $F$ by requiring (4.17) to hold.

Utilising these expressions, we can rewrite the right-hand side of (4.2), i.e. (4.4), fully in terms of the theta functions $\theta_{1,2,3,4}$ as

$$
Z=\sum_{\substack{a, k, \ldots  \tag{4.20}\\
b, l, \cdots}}(-1)^{\chi\left[\begin{array}{ccc}
a & k & \cdots \\
b & l & \cdots
\end{array}\right]+\Psi\left[\begin{array}{ccc}
a & k & \cdots \\
b & b & \cdots
\end{array}\right]} Z_{f}\left[\begin{array}{lll}
a & k & \cdots \\
b & l & \cdots
\end{array}\right],
$$

where we defined the compensating phase factor $\chi$. For our specific model it is given by

$$
\chi\left[\begin{array}{llll}
a & H_{i} & h_{i} & P_{i}  \tag{4.21}\\
b & l & G_{i} & g_{i}
\end{array} Q_{i}\right]=(a+k)\left(g_{1}+g_{2}+g_{1} g_{2}\right)+(b+l)\left(h_{1} g_{2}+h_{2} g_{1}\right),
$$

which enforces the rules (4.19). Here, by $Z_{f}$ we denote that all theta functions have been brought to their mod 2 form as written in (4.18). This compensating phase is crucial for the matching of the partition functions.

We are now ready to make the connection between the two formalisms. To compare the two sides of (4.2) we must re-express the GGSO matrix $C$ in the form

$$
\begin{equation*}
C_{i j}=(-1)^{G_{i j}}, \tag{4.22}
\end{equation*}
$$

this allows for a direct comparison of $\Psi$ and $G$. Furthermore, it will be convenient to separate $\Psi$ into its first and second order terms, that is we define

$$
\Psi\left[\begin{array}{llll}
a & H_{i} & h_{i} & P_{i}  \tag{4.23}\\
b & l & G_{i} & g_{i} \\
Q_{i}
\end{array}\right]=a+b+\Gamma_{i} \Omega_{i j} \Delta_{j}:=a+b+\Phi\left[\begin{array}{llll}
a & H_{i} & h_{i} & P_{i} \\
b & l & G_{i} & g_{i} \\
Q_{i}
\end{array}\right] .
$$

We can now express the factor of $a+b+\chi$ in the basis formed by the basis vectors (4.3) as a matrix $P$ whose elements are

$$
P_{i j}=\left\{\left.a+b+\chi\left[\begin{array}{ccc}
a & k & \cdots  \tag{4.24}\\
b & l & \cdots
\end{array}\right] \right\rvert\, \Gamma_{k}=S_{i k} \text { and } \Delta_{k}=S_{j k}\right\} .
$$

All that remains is to express $\Phi$, i.e. $\Omega$, in the same basis so we can equate the two. We can do this by noticing that

$$
\left\{\left.\Phi\left[\begin{array}{ccc}
a & k & \cdots  \tag{4.25}\\
b & l & \cdots
\end{array}\right] \right\rvert\, \Gamma_{k}=S_{i k} \text { and } \Delta_{k}=S_{j k}\right\}=S_{i k} \Omega_{k l} S_{j l}=S \Omega S^{T},
$$

and so $\tilde{\Omega}=S \Omega S^{T}$ is the phase expressed in the basis formed by the basis vectors of the free fermionic model. Since all quantities are now expressed in the same basis we can write down the equality which implements the translation, namely

$$
\begin{equation*}
G+P=S \Omega S^{T} \tag{4.26}
\end{equation*}
$$

where the equality is understood modulo 2 . Solving the above equation means finding values for all $\Omega_{i j}$ and so fixing $\Omega$. Once the solution is found to the linear system, the final phase can be expressed using (4.23), that is

$$
\Psi\left[\begin{array}{lllll}
a & k & H_{i} & h_{i} & P_{i}  \tag{4.27}\\
b & l & G_{i} & g_{i} & Q_{i}
\end{array}\right]=a+b+\Gamma \Omega \Delta .
$$

This gives a precise one-to-one correspondence between the modular invariant phase and the GGSO matrix.

It is important to note that the above methods only cover the case for real boundary conditions, i.e. models where the periodicities of the fermions are either R or NS. This in turn implies that all GGSO phases are real. It is, however, possible to generalise this construction to allow for more general choices of boundary condition vectors and GGSO matrices. This, however, is beyond the scope of this thesis and requires a more careful treatment of the derived relations.

### 4.2 Moduli Dependence in Free Fermionic Models

We have already eluded to the fact that a major drawback of the fermionic worldsheet construction is the lack of explicit dependence on the geometric moduli of the underlying geometry. However, this is in fact also one of the major benefits of the construction. By making no reference to the compactification geometry, we can explore parts of the landscape which may be hard to access via other bosonic methods. In this section, we aim to show that this drawback is one that can be addressed by reintroducing the moduli dependence by hand in cases where the underlying geometry allows us to do so. This would allow us to use the full power of the fermionic construction without compromise.

There are two main approaches to getting moduli-dependent models within the free fermionic construction. The coordinate-dependent compactification framework, developed in [61-64] and later used for example in $[51,65]$, relies on constructing models via worldsheet fermions in higher than required dimensions. Then, the remaining degrees of freedom are bosonised and compactified via bosonic methods to give explicit dependence on the geometric moduli in those directions. An alternative method is to construct the model via a fermionic construction directly in the required spacetime dimension. Then, Thirring interactions [66] are introduced for some of the worldsheet fermions which deform the model away from the fermionic point. These deformations precisely correspond to the moduli of the underlying geometry $[66,67]$. These two methods are of course equivalent, but each one offers some benefits and drawbacks over the other. In what follows, we will employ the latter formulation
as this allows us to reinstate the moduli dependence of models built entirely in the fermionic construction, however, it is instructive to keep the other picture in sight as it provides a more intuitive description of the process.

This statement can be made more concrete by using the bosonisation/fermionisation relation (3.2) to rewrite the internal fermionic degrees of freedom as bosonic ones. Models which incorporate the twist vectors $b_{k}$ naturally implement a $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifolding the that leave an untwisted moduli space

$$
\begin{equation*}
\left(\frac{S O(2,2)}{S O(2) \times S O(2)}\right)^{3} \tag{4.28}
\end{equation*}
$$

where each of the three factors is parameterised by the moduli scalar fields from the NS sector

$$
h_{i j}=\left|\chi^{i}\right\rangle_{L} \otimes\left|\bar{y}^{j} \bar{w}^{j}\right\rangle_{R}=\left\{\begin{array}{l}
(i, j=1,2)  \tag{4.29}\\
(i, j=3,4) \\
(i, j=5,6)
\end{array},\right.
$$

as discussed in detail in [67]. In free fermionic models, these untwisted moduli are in one-to-one correspondence with marginal operators that generate Abelian Thirring Interactions.

In order to make the connection between the fields $h_{i j}$ and the familiar three Kähler and three complex structure moduli of the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold we can construct six complex moduli from the six real ones of (4.29). For the first complex plane, we can write

$$
\begin{align*}
& H_{1}^{(1)}=\frac{1}{\sqrt{2}}\left(h_{11}+i h_{21}\right)=\frac{1}{\sqrt{2}}\left|\chi^{1}+i \chi^{2}\right\rangle_{L} \otimes\left|\bar{y}^{1} \bar{w}^{1}\right\rangle_{R} \\
& H_{2}^{(1)}=\frac{1}{\sqrt{2}}\left(h_{12}+i h_{22}\right)=\frac{1}{\sqrt{2}}\left|\chi^{1}+i \chi^{2}\right\rangle_{L} \otimes\left|\bar{y}^{2} \bar{w}^{2}\right\rangle_{R} \tag{4.30}
\end{align*}
$$

which can then be combined to define the Kähler and complex structure moduli for the first complex plane

$$
\begin{align*}
& T^{(1)}=\frac{1}{\sqrt{2}}\left(H_{1}^{(1)}-i H_{2}^{(1)}\right)=\frac{1}{\sqrt{2}}\left|\chi^{1}+i \chi^{2}\right\rangle_{L} \otimes\left|\bar{y}^{1} \bar{w}^{1}-i \bar{y}^{2} \bar{w}^{2}\right\rangle_{R} \\
& U^{(1)}=\frac{1}{\sqrt{2}}\left(H_{1}^{(1)}+i H_{2}^{(1)}\right)=\frac{1}{\sqrt{2}}\left|\chi^{1}+i \chi^{2}\right\rangle_{L} \otimes\left|\bar{y}^{1} \bar{w}^{1}+i \bar{y}^{2} \bar{w}^{2}\right\rangle_{R} \tag{4.31}
\end{align*}
$$

and similarly for $T^{(2),(3)}$ and $U^{(2),(3)}$.
The power of the translation methodology developed in the previous section is that one can readily separate the parts of the partition function corresponding to the internal geometry. We can already see this for our example model (4.3), for which we re-wrote the free fermionic
partition function in (4.4) as

$$
\begin{align*}
& \times \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right]_{\psi^{\mu}} \vartheta\left[\begin{array}{c}
a+h_{1} \\
b+g_{1}
\end{array}\right]_{\chi^{12}} \vartheta\left[\begin{array}{c}
a+h_{2} \\
b+g_{2}
\end{array}\right]_{\chi^{34}} \vartheta\left[\begin{array}{c}
a-h_{1}-h_{2} \\
b-g_{1}-g_{2}
\end{array}\right]_{\chi^{56}}  \tag{4.32}\\
& \times Z_{2,2}^{(1)}\left[\begin{array}{l|l}
H_{1} & h_{1} \\
G_{1} & g_{1}
\end{array}\right] \times Z_{2,2}^{(2)}\left[\begin{array}{l|l}
H_{2} & h_{2} \\
G_{2} & g_{2}
\end{array}\right] \times Z_{2,2}^{(3)}\left[\begin{array}{c|c}
H_{3} & h_{1}+h_{2} \\
G_{3} & g_{1}+g_{2}
\end{array}\right] \\
& \times \bar{\vartheta}\left[\begin{array}{l}
k \\
l
\end{array}\right]_{\bar{\psi}^{1-5}}^{5} \bar{\vartheta}\left[\begin{array}{c}
k+h_{1} \\
l+g_{1}
\end{array}\right]_{\bar{\eta}^{1}} \bar{\vartheta}\left[\begin{array}{c}
k+h_{2} \\
l+g_{2}
\end{array}\right]_{\bar{\eta}^{2}} \bar{\vartheta}\left[\begin{array}{c}
k-h_{1}-h_{2} \\
l-g_{1}-g_{2}
\end{array}\right]_{\bar{\eta}^{3}} \bar{\vartheta}\left[\begin{array}{c}
k+P_{1} \\
l+Q_{1}
\end{array}\right]_{\bar{\phi}^{1-4}}^{4} \bar{\vartheta}\left[\begin{array}{c}
k+P_{2} \\
l+Q_{2}
\end{array}\right]_{\bar{\phi}^{5-8}}^{4} .
\end{align*}
$$

where we have now separated the internal parts corresponding to the $\left\{y^{i}, w^{i} \mid \bar{y}^{i}, \bar{w}^{i}\right\}$, which are given by

$$
\begin{align*}
Z_{2,2}^{(1)}\left[\left.\begin{array}{cc}
H_{1} \\
G_{1}
\end{array} \right\rvert\, \begin{array}{l}
h_{1} \\
g_{1}
\end{array}\right] & =\left|\vartheta\left[\begin{array}{c}
H_{1} \\
G_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{1}+h_{1} \\
G_{1}+g_{1}
\end{array}\right]\right|^{2} \\
Z_{2,2}^{(2)}\left[\left.\begin{array}{c}
H_{2} \\
G_{2}
\end{array} \right\rvert\, \begin{array}{l}
h_{2} \\
g_{2}
\end{array}\right] & =\left|\vartheta\left[\begin{array}{c}
H_{2} \\
G_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{2}+h_{2} \\
G_{2}+g_{2}
\end{array}\right]\right|^{2}  \tag{4.33}\\
Z_{2,2}^{(3)}\left[\begin{array}{c}
H_{3} \\
G_{3}
\end{array} \begin{array}{l}
h_{1}+h_{2} \\
g_{1}+g_{2}
\end{array}\right] & =\left|\vartheta\left[\begin{array}{c}
H_{3} \\
G_{3}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{3}-h_{1}-h_{2} \\
G_{3}-g_{1}-g_{2}
\end{array}\right]\right|^{2} .
\end{align*}
$$

To keep the upcoming discussion as general as possible, it is instructive to also introduce different orbifold shifts acting on the internal coordinates of our models. We have so far developed the translation methodology for using the $T_{i}$ which consolidate shift around each individual cycle of the underlying six-dimensional torus by grouping shifts in each $\mathbf{T}^{2}$ factor. A more general setting in fermionic construction can be achieved by the inclusion of basis vectors

$$
\begin{equation*}
e_{i}=\left\{y^{i}, w^{i} \mid \bar{y}^{i}, \bar{w}^{i}\right\} \quad i=1, \cdots, 6 . \tag{4.34}
\end{equation*}
$$

These produce shifts along each individual circle of the internal $\mathbf{T}^{6}$ torus. Even though in the development of the translation methodology above we used the $T_{i}$, everything discussed till now readily generalises to the case of the $e_{i}$. One can always reduce the model to the $T_{i}$ case starting from the $e_{i}$ by identifying boundary conditions for the $\left\{y^{i}, w^{i} \mid \bar{y}^{i}, \bar{w}^{i}\right\}$ within each $\mathbf{T}^{2}$ factor. Hence we will consider the more general case of the $e_{i}$ for the discussion to follow, but will also give examples of how the methodology applies to the $T_{i}$.

Adding the six extra basis vectors to the set (4.3) modifies only the internal part of the partition function (4.32) since the $e_{i}$ only contain the $y$ 's and $w$ 's, however, their addition will, of course, introduce a summation over additional indices which we denote $H_{i}, G_{i} \in\{0,1\} \quad i=4, \cdots, 6$, together with an additional factor of $2^{-3}$. The internal partition function now takes the form

$$
\begin{align*}
& Z_{2,2}^{(1)}\left[\begin{array}{c|c|c}
H_{1} & H_{2} & h_{1} \\
G_{1} & G_{2} & g_{1}
\end{array}\right]=\left|\vartheta\left[\begin{array}{c}
H_{1} \\
G_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{1}+h_{1} \\
G_{1}+g_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{2} \\
G_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{2}+h_{1} \\
G_{2}+g_{1}
\end{array}\right]\right| \\
& Z_{2,2}^{(2)}\left[\begin{array}{cc|c}
H_{3} & H_{4} & h_{3} \\
G_{3} & G_{4} & g_{2}
\end{array}\right]=\left|\vartheta\left[\begin{array}{c}
H_{3} \\
G_{3}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{3}+h_{2} \\
G_{3}+g_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{4} \\
G_{4}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{4}+h_{2} \\
G_{4}+g_{2}
\end{array}\right]\right|  \tag{4.35}\\
& Z_{2,2}^{(3)}\left[\begin{array}{cc|c}
H_{5} & H_{6} & h_{1}+h_{2} \\
G_{5} & G_{6} & g_{1}+g_{2}
\end{array}\right]=\left|\vartheta\left[\begin{array}{c}
H_{5} \\
G_{5}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{5}-h_{1}-h_{2} \\
G_{5}-h_{1}-h_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{6} \\
G_{6}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{6}-h_{1}-h_{2} \\
G_{6}-h_{1}-h_{2}
\end{array}\right]\right| .
\end{align*}
$$

A model defined as above with basis vectors (4.3) and the additional $e_{i}$ gives us all the required complexity to discuss the moduli role of the geometric moduli in detail and this is
what we turn to in the coming section.

### 4.2.1 The One-Dimensional Lattice

To start with, we will reintroduce the dependence on one real modulus for a model constructed in four dimensions. As discussed above, this is equivalent to a model constructed in five dimensions where then the remaining degrees of freedom are bosonised and compactified on a circle. This results in the first torus having two real moduli controlling the radii of each circle which are arranged perpendicular to one another. To leave only one real parameter, we fix all moduli other than the radius of the first circle to their free-fermionic values.

In terms of these assumptions, $Z_{2,2}^{(2)}$ and $Z_{2,2}^{(3)}$ reduce to their fermionic representations given in (4.35). Moreover, due to the assumption that the first torus factorises into two $S^{1}$ factors, we must have
where we fixed the radius of the second circle at its fermionic point as discussed above. This means that the $Z_{1,1}$ block corresponding to the second circle will also reduce to

$$
Z_{1,1}^{(2)}\left[\begin{array}{l|l}
H_{2} & h_{1}  \tag{4.37}\\
G_{2} \\
g_{1}
\end{array}\right]\left(R_{*}\right)=\left|\vartheta\left[\begin{array}{c}
H_{2} \\
G_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{2}+h_{1} \\
G_{2}+g_{1}
\end{array}\right]\right|,
$$

which we have taken from (4.35).
What remains is to analyse the R-dependence of the block $Z_{1,1}^{(1)}$. At this point, it is important to note that the dependence on geometric moduli is entirely contained in the untwisted sector of the model. Since the first orbifold plane is twisted by $h_{1}$, this means that the partition function separates into the form

$$
Z_{1,1}^{(1)}\left[\begin{array}{lll}
H_{1} & h_{1}  \tag{4.38}\\
G_{1} & h_{2} \\
g_{2}
\end{array}\right](R)= \begin{cases}Z_{1,1}^{(1)}\left[\begin{array}{l|l}
H_{1} & 0 \\
G_{1} & 0 \\
0
\end{array}\right](R) & h_{2}=g_{2}=0 \\
Z_{1,1}^{(1)}\left[\begin{array}{ll}
H_{1} & h_{1} \\
G_{1} & g_{1}
\end{array}\right] & h_{2} \neq 0 \text { or } g_{2} \neq 0 .\end{cases}
$$

Hence the sector in which $h_{2}$ and $g_{2}$ are not both $0 \bmod 2$, the fermionic block $Z_{1,1}^{(1)}$ again reduces to its theta function form given in (4.35).

Since we know that to go from the bosonic orbifold picture to the fermionic one, we must fermionise a bosonic coordinate to two fermionic ones, the task at hand is to rewrite the block $Z_{1,1}^{(1)}$ in terms of the partition function of a compactified boson. The partition function for a boson compactified on a circle of radius $R$ is given by

$$
\begin{equation*}
\Gamma_{1,1}(R)=\frac{R}{\sqrt{\tau_{2}}} \sum_{m, n \in \mathbb{Z}} e^{-\frac{\pi R^{2}}{\tau_{2}}|m+n \tau|^{2}} . \tag{4.39}
\end{equation*}
$$

However, since our basis contains $e_{1}$, which is a shift precisely on the circle we are considering, we have to take the shifted lattice sum

$$
\Gamma_{1,1}\left[\begin{array}{l}
H  \tag{4.40}\\
G
\end{array}\right](R)=\frac{R}{\sqrt{\tau_{2}}} \sum_{m, n \in \mathbb{Z}} e^{-\frac{\pi R^{2}}{\tau_{2}}\left|\left(m+\frac{G}{2}\right)+\left(n+\frac{H}{2}\right) \tau\right|^{2}} .
$$

We now have to show that this lattice sum can indeed reduce to the theta function representation of the partition function at a special radius $R_{*}$. To do this, we generalise the above construction and invoke additional characters $\gamma, \delta$ that will assist in the matching of the shifted lattice and the free-fermionic partition function. Using the definition of the theta function (A.5), we can rewrite the term corresponding to the worldsheet fermions as

$$
\begin{align*}
& \vartheta\left[\begin{array}{c}
\gamma-H \\
\delta-G
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
\gamma+H \\
\delta+G
\end{array}\right]=\sum_{m, n \in \mathbb{Z}} q^{\frac{1}{2}\left(m-\frac{1}{2}(\gamma-H)\right)^{2}} \bar{q}^{\frac{1}{2}\left(n-\frac{1}{2}(\gamma+H)\right)^{2}}  \tag{4.41}\\
& \times e^{-i \pi\left[\left(m-\frac{1}{2}(\gamma-H)\right)(\delta-G)-\left(n-\frac{1}{2}(\gamma+H)\right)(\delta+G)\right] .} .
\end{align*}
$$

To bring this to the same Lagrangian form as the lattice sum, we must perform a Poisson resummation of $m$ using (A.14) giving

$$
\vartheta\left[\begin{array}{c}
\gamma-H  \tag{4.42}\\
\delta-G
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
\gamma+H \\
\delta+G
\end{array}\right]=\frac{1}{\sqrt{2 \tau_{2}}} \sum_{m, n \in \mathbb{Z}} e^{-\frac{\pi}{2 \tau_{2}}|(m+G)+(n+H) \tau|^{2}} e^{i \pi(m n+m \gamma-n \delta-H \delta)} .
$$

We note that in order to derive the above equality, other than the resummation of $m \rightarrow m$, we also re-scaled the summation variables $m \rightarrow-m$ and $n \rightarrow-m-n$. To connect this expression to the lattice sum, we must sum over $\gamma, \delta$. By doing so we can derive the relations

$$
\begin{align*}
\frac{1}{2} \sum_{\gamma, \delta} \vartheta\left[\begin{array}{c}
\gamma-H \\
\delta-G
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
\gamma+H \\
\delta+G
\end{array}\right] e^{-i \pi H \delta} & =\frac{1}{2} \sum_{\gamma, \delta} \frac{1}{\sqrt{2 \tau_{2}}} \sum_{m, n \in \mathbb{Z}} e^{-\frac{\pi}{2 \tau_{2}}|(m+G)+(n+H) \tau|^{2}} e^{i \pi(m n+m \gamma-n \delta)}  \tag{4.43}\\
& =\frac{\sqrt{2}}{\sqrt{\tau_{2}}} \sum_{m, n \in \mathbb{Z}} e^{-\frac{2 \pi}{\tau_{2}}\left|\left(m+\frac{G}{2}\right)+\left(n+\frac{H}{2}\right) \tau\right|^{2}}  \tag{4.44}\\
& =\Gamma_{1,1}\left[\begin{array}{l}
H \\
G
\end{array}\right](\sqrt{2}) . \tag{4.45}
\end{align*}
$$

Some clarifying comments are due here. The equality (4.43) is precisely the one we got in (4.42). The derivation of (4.44) is a non-trivial step. One must separate the sum over $m, n$ into their even and odd components and notice that

$$
\sum_{\delta, \gamma} e^{i \pi(m n+m \gamma-n \delta)}= \begin{cases}4 & \text { if } m, n \in 2 \mathbb{Z}  \tag{4.46}\\ 0 & \text { else } .\end{cases}
$$

Thus the sum over $\gamma, \delta$ is equivalent to rewriting $m, n \rightarrow 2 m, 2 n$ and multiplying by a factor of 4 , and so we arrive at (4.44). We have now made the connection between the theta functions and toroidal lattice sums, however, one might notice that the form of the theta functions we have been using, i.e. the one defined in (4.41), does not match with the one in our fermionic partition function in (5.5) and (4.35). We can solve this problem by utilising the periodicity properties of the theta functions stated in (A.8) to write

$$
\vartheta\left[\begin{array}{c}
\gamma-H  \tag{4.47}\\
\delta-G
\end{array}\right]=e^{-i \pi(\gamma+H) G} \vartheta\left[\begin{array}{c}
\gamma+H \\
\delta+G
\end{array}\right],
$$

and so substituting this into (4.43)-(4.45) gives the required form.
We can summarise the above results as follows. To reintroduce the dependence on the geometric modulus $R$ for the free fermionic model defined by the basis (4.3), with the $e_{i}$
included, and partition function (4.4), one must write the $Z_{1,1}^{(1)}$ fermionic block as

$$
Z_{1,1}^{(1)}\left[\left.\begin{array}{c}
H  \tag{4.48}\\
G
\end{array} \right\rvert\, \begin{array}{l}
h \\
g
\end{array}\right](R)=Z_{1,1}^{(1)}\left[\left.\begin{array}{c}
H
\end{array}\right|_{0} ^{0}\right](R)+\left|\vartheta\left[\begin{array}{c}
H \\
G
\end{array}\right] \vartheta\left[\begin{array}{c}
H+h \\
G+g
\end{array}\right]\right|_{h, g \neq 0} .
$$

The radius dependent untwisted block is then given by

$$
Z_{1,1}^{(1)}\left[\left.\begin{array}{ll}
k & H  \tag{4.49}\\
l & G
\end{array} \right\rvert\, \begin{array}{l}
0 \\
0
\end{array}\right](R)=\sum_{m, n \in \mathbb{Z}} q^{\frac{1}{2}\left|\mathcal{P}_{L}(R)\right|^{2} \bar{q}^{\frac{1}{2}\left|\mathcal{P}_{R}(R)\right|^{2}} e^{i \pi((m+n+H) G)}, ~, ~ \text {, }}
$$

where

$$
\begin{align*}
& \mathcal{P}_{L}(R)=\frac{1}{\sqrt{2}}\left[\frac{1}{2 R}(m+n)+R(m-n+H)\right]  \tag{4.50}\\
& \mathcal{P}_{R}(R)=\frac{1}{\sqrt{2}}\left[\frac{1}{2 R}(m+n)-R(m-n+H)\right] .
\end{align*}
$$

This expression is derived by Poisson resumming (4.43) via (A.14), which allows us to write it in a Hamiltonian $q$-expanded form.

It is important to note that the above expression reduces to its fermionic theta function representation at a radius $R_{*}=1 / \sqrt{2}$, however, when written in terms of the $\Gamma_{1,1}$ toroidal lattice sum this point is at $R_{*}=\sqrt{2}$. This doubling of the radius as we sum over $\gamma, \delta$ is evident from (4.43)-(4.45). Hence it is crucial that we keep good track of which radius we refer to when talking about the moduli at the free fermionic point.

### 4.2.2 The Two-Dimensional Lattice

Having discussed in detail how to reintroduce the dependence on the radius modulus of a circle in free fermionic construction, we now move on to generalise this concept to the case of a 2-dimensional torus. This allows us to discuss the moduli structure of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ in full detail considering all geometric moduli. As before, we consider our fermionic basis (4.3) with the $e_{i}$ and focus on the first torus corresponding to the worldsheet coordinates $\left\{y^{12}, w^{12} \mid \bar{y}^{12}, \bar{w}^{12}\right\}$.

Recall that for the torus one can parametrise the metric $G_{i j}$ and anti-symmetric tensor $B_{i j}$ in terms of the Kähler and complex structure moduli as

$$
G_{i j}=\frac{T_{2}}{U_{2}}\left(\begin{array}{cc}
1 & U_{1}  \tag{4.51}\\
U_{1} & U_{1}^{2}+U_{2}^{2}
\end{array}\right) \quad B_{i j}=T_{1}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

As in the one-dimensional case, the task at hand is to relate the part of the fermionic partition function corresponding to the compact degrees of freedom, $Z_{2,2}^{(1)}$, to the partition function of two shifted bosons compactified on a torus given by

$$
\Gamma_{2,2}\left[\begin{array}{cc}
H_{1} & H_{2}  \tag{4.52}\\
G_{1} & G_{2}
\end{array}\right]=\frac{\sqrt{\operatorname{det} G_{i j}}}{\tau_{2}} \sum_{m_{i}, n_{i} \in \mathbb{Z}} e^{-\frac{\pi}{\tau_{2}}\left[\left(m_{i}+G_{i} / 2\right)+\left(n_{i}+H_{i} / 2\right) \tau\right][G+B]_{i j}\left[\left(m_{j}+G_{j} / 2\right)+\left(n_{j}+H_{j} / 2\right) \bar{\tau}\right]} .
$$

Following identical arguments as for the one-dimensional case, we only need to consider the untwisted sector in which $h_{2}=g_{2}=0$ as the partition function of the twisted sectors is independent of the geometric moduli and is equivalent to the one at the fermionic point.

We proceed as before by expressing the relevant theta function terms in terms of their definitions (A.5) as infinite sums

$$
\begin{align*}
\Theta\left[\begin{array}{c}
\gamma \\
\delta
\end{array} \left\lvert\, \begin{array}{ll}
H_{1} & H_{2} \\
G_{1} & G_{2}
\end{array}\right.\right]:= & \vartheta\left[\begin{array}{c}
\gamma-H_{1} \\
\delta-G_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
\gamma-H_{2} \\
\delta-G_{2}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
\gamma+H_{1} \\
\delta+G_{1}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
\gamma+H_{2} \\
\delta+G_{2}
\end{array}\right] \\
= & \sum_{m_{i}, n_{i} \in \mathbb{Z}} q^{\sum_{i} \frac{1}{2}\left(m_{i}-\frac{1}{2}\left(\gamma-H_{i}\right)\right)^{2}} \bar{q}^{\sum i \frac{1}{2}\left(n_{i}-\frac{1}{2}\left(\gamma+H_{i}\right)\right)^{2}}  \tag{4.53}\\
& \quad \times e^{-i \pi\left[\sum_{i}\left(m_{i}-\frac{1}{2}\left(\gamma-H_{i}\right)\right)\left(\delta-G_{i}\right)-\sum_{i}\left(n_{i}-\frac{1}{2}\left(\gamma+H_{i}\right)\right)\left(\delta+G_{i}\right)\right] .} .
\end{align*}
$$

We can now perform a Poisson resummation (A.14) of $m_{1}$ and $m_{2}$ to express them in the Lagrangian form. This allows us to derive the set of equalities

$$
\begin{align*}
& \frac{1}{4} \sum_{\gamma, \delta} \Theta\left[\begin{array}{c}
\gamma\left|\begin{array}{c}
\gamma \\
\delta
\end{array}\right| \begin{array}{l}
H_{1} \\
G_{1}
\end{array} H_{2} \\
G_{2}
\end{array}\right] e^{-i \pi \delta\left(H_{1}+H_{2}\right)}  \tag{4.54}\\
& =\frac{1}{4} \sum_{\gamma, \delta} \frac{1}{2 \tau_{2}} \sum_{m_{i}, n_{i} \in \mathbb{Z}} e^{-\frac{\pi}{\tau_{2}}\left[\left(m_{i}+G_{i}\right)+\left(n_{i}+H_{i}\right) \tau\right]\left[\left(G_{i j}+B_{i j}\right)\left(T_{*}, U_{*}\right)\right]\left[\left(m_{j}+G_{j}\right)+\left(n_{j}+H_{j}\right) \bar{\tau}\right]} \times e^{i \pi\left(m_{i} n_{i}+\sum_{i} m_{i} \gamma-\sum_{i} n_{i} \delta\right)}  \tag{4.55}\\
& =\frac{2}{\tau_{2}} \sum_{m_{i}, n_{i} \in \mathbb{Z}} e^{-\frac{4 \pi}{\tau_{2}}\left[\left(m_{i}+\frac{G_{i}}{2}\right)+\left(n_{i}+\frac{H_{i}}{2}\right) \tau\right]\left[\left(G_{i j}+B_{i j}\right)\left(T_{*}, U_{*}\right)\right]\left[\left(m_{j}+\frac{G_{j}}{2}\right)+\left(n_{j}+\frac{H_{j}}{2}\right) \bar{\tau}\right]}  \tag{4.56}\\
& =\Gamma_{2,2}\left[\begin{array}{c}
H_{1} H_{2} \\
G_{1} \\
G_{2}
\end{array}\right]\left(4 T_{*}, U_{*}\right), \tag{4.57}
\end{align*}
$$

relating the shifted toroidal lattice sums at the fermionic point to the theta functions. Thus we have found that $\left(T_{*}, U_{*}\right)=(i / 2, i)$ is the point in moduli space where the bosonisationfermionisation becomes possible. The equalities (4.56)-(4.57) are obtained by performing the summation over $\gamma, \delta$ using tricks similar to the case of the one-dimensional lattice in (4.45).

As before, these expressions do not precisely represent the theta functions we used in the definition of the partition function (4.4) and (4.35). To do so, we must re-express (4.53) using the periodicity properties of the theta function (A.8), which give

$$
e^{i \pi\left[\left(\gamma+H_{1}\right) G_{1}+\left(\gamma+H_{2}\right) G_{2}\right]} \Theta\left[\begin{array}{c|c}
\gamma & H_{1}  \tag{4.58}\\
\delta & H_{2} \\
G_{1} & G_{2}
\end{array}\right]=\vartheta\left[\begin{array}{c}
\gamma+H_{1} \\
\delta+G_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
\gamma+H_{2} \\
\delta+G_{2}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
\gamma+H_{1} \\
\delta+G_{1}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
\gamma+H_{2} \\
\delta+G_{2}
\end{array}\right],
$$

where the right-hand side now gives precisely the required form. We now have all the tools to express the untwisted fermionic block in a moduli-dependent and modular invariant way. Poisson resumming (4.56) and implementing (4.58) we arrive at the final expression

$$
Z_{2,2}\left[\left.\begin{array}{ll|l}
\gamma & H_{1} & H_{2}  \tag{4.59}\\
\delta & G_{1} & G_{2}
\end{array} \right\rvert\, \begin{array}{l}
0
\end{array}\right](T, U)=\sum_{m, n \in \mathbb{Z}} q^{\frac{1}{2}\left|\mathcal{P}_{L}(T, U)\right|^{2}} \bar{q}^{\frac{1}{2}\left|\mathcal{P}_{R}(T, U)\right|^{2}} e^{i \pi\left(\left(m_{i}+n_{i}+H_{i}\right) G_{i}\right.},
$$

with

$$
\begin{align*}
\mathcal{P}_{L}(T, U)=\frac{1}{\sqrt{2 T_{2} U_{2}}}\left[\frac{U}{2}\left(m_{1}+n_{1}\right)\right. & -\frac{1}{2}\left(m_{2}+n_{2}\right) \\
& \left.+T\left(m_{1}-n_{1}+H_{1}\right)+T U\left(m_{2}-n_{2}+H_{2}\right)\right]  \tag{4.60}\\
\mathcal{P}_{R}(T, U)=\frac{1}{\sqrt{2 T_{2} U_{2}}}\left[\frac{U}{2}\left(m_{1}+n_{1}\right)\right. & -\frac{1}{2}\left(m_{2}+n_{2}\right) \\
& \left.+\bar{T}\left(m_{1}-n_{1}+H_{1}\right)-T U\left(m_{2}-n_{2}+H_{2}\right)\right] .
\end{align*}
$$

It is important to note the ambiguity of the value of the moduli when talking about the fermionic point. From expression (4.55)-(4.57) we see that there is a change $T \rightarrow 4 T$ when we perform the sum over $\gamma, \delta$. Therefore it is important to keep track of which value we refer to. In what follows, we make the notational choice to refer to the value of the moduli at the fermionic point at

$$
\begin{align*}
& T_{*}=i / 2 \\
& U_{*}=i, \tag{4.61}
\end{align*}
$$

but one can always refer to (4.57) to recover the true value.
The expression (4.59) gives a general and consistent way in which one may reintroduce the dependence on the geometric moduli of any free fermionic model. We have described the case on only the first torus, but these methods can be readily applied to the two other internal tori. Thus in principle, the dependence on all moduli can be reintroduced in this way. A more detailed discussion on the classification of various shifts one can implement, although using a slightly different framework, can be found in [68]. What we presented above is simply just a working example of a specific implementation.

### 4.3 Cosmological Constant and One-Loop Potential

As we have seen in Section 2.5, the one-loop worldsheet vacuum energy is calculated via summing over all inequivalent worldsheet tori. This can be achieved by performing a modular invariant integration of the partition function over the fundamental domain of the modular group as expressed in (2.60). In this section, we discuss how explicitly to evaluate these integrals and relate the results to the spacetime cosmological constant and one-loop potential.

First, it is important to note that for all partition functions discussed so far in this section, we only considered the part corresponding to the free worldsheet fermions. We must, however, also include in the partition function the contribution of the bosons which in $D$-dimensions is given by

$$
\begin{equation*}
Z_{B}=\left(\sqrt{\tau_{2}} \eta \bar{\eta}\right)^{-(D-2)} . \tag{4.62}
\end{equation*}
$$

This will multiply the terms coming from the worldsheet fermions (4.4) giving us a total partition function $Z\left(\tau, \bar{\tau}, T^{(i)}, U^{(i)}\right)$. In general, one must integrate overall inequivalent worldsheet tori via a modular invariant integral

$$
\begin{equation*}
V_{\text {One-Loop }}\left(T^{(i)}, U^{(i)}\right)=-\frac{1}{2}\left(\frac{M_{s}}{2 \pi}\right)^{D} \int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{2}} Z\left(\tau, \bar{\tau}, T^{(i)}, U^{(i)}\right) \tag{4.63}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{F}=\left\{\tau \in \mathbb{C}| | \tau\left|>1,\left|\tau_{1}\right|<1 / 2\right\}\right. \tag{4.64}
\end{equation*}
$$

is the fundamental domain of the modular group $S L(2, \mathbb{Z})$. This gives the spacetime cosmological constant and thus the one-loop potential as a function of the geometric moduli. The dimensionful constant factor in front of the integral can be derived using field theoretic arguments [69]. It is common to abbreviate it with the notation $\mathcal{M}=M_{s} / 2 \pi$.

Our task at hand is to evaluate this integral as a function of the moduli. There are, however, no currently known techniques which allow for an analytic evaluation of such integrals over the entire moduli space. Much effort has gone into the development of such techniques and there are some recent developments, e.g. [70-73], that rely on the unfolding of the modular domain. However, these techniques are not yet ripe enough to be able to apply in generality and are currently only able to evaluate such integrals in the asymptotic regions of moduli space. Therefore, in what follows we will approach the problem from a more practical and numerical point of view.

To find the behaviour of the one-loop potential around the fermionic point, one must evaluate the partition function on a grid of moduli values. For each fixed value $(T, U)=\left(T_{0}, U_{0}\right)$, the partition function can be written in a $q$-expanded form by employing the appropriate definitions, (A.3) and (4.53), of the $\vartheta$ and $\eta$-functions as well as the moduli dependent fermionic block (4.59). Utilising these, we have

$$
\begin{equation*}
V_{\text {One-Loop }}\left(T_{0}, U_{0}\right)=\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{3}} \sum_{n . m} a_{m n} q^{m} \bar{q}^{n}=\sum_{n . m} a_{m n} \int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{3}} q^{m} \bar{q}^{n} \tag{4.65}
\end{equation*}
$$

at the specific chosen point $(T, U)=\left(T_{0}, U_{0}\right)$. The extra factor of $\tau_{2}^{-1}$ compared to (4.63) is coming from the contribution of the bosons in (4.62). Hence the value of the potential relies on the evaluation of integrals of the form

$$
\begin{equation*}
I_{m n}=\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{3}} q^{m} \bar{q}^{n}=\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{3}} e^{-2 \pi \tau_{2}(m+n)} e^{2 \pi i \tau_{1}(n-m)} \tag{4.66}
\end{equation*}
$$

As the fundamental domain $\mathcal{F}$ is symmetric with respect to $\tau_{1}$, only the even part of the $\tau_{1}$ exponential will contribute giving

$$
\begin{equation*}
I_{n m}=\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{3}} e^{-2 \pi \tau_{2}(m+n)} \cos \left(2 \pi \tau_{1}(m-n)\right) . \tag{4.67}
\end{equation*}
$$

The integral over $\tau_{1}$ can be done analytically while the $\tau_{2}$ integral has to be done numerically.
The analytic integral is calculated by splitting $\mathcal{F}$ into the two regions

$$
\mathcal{F} \rightarrow\left\{\begin{array}{l}
\mathcal{F}_{1}=\left\{\tau \in \mathbb{C}\left|\tau_{2} \geq 1 \wedge\right| \tau_{1} \mid<1 / 2\right\}  \tag{4.68}\\
\mathcal{F}_{2}=\left\{\tau \in \mathbb{C}| | \tau\left|>1 \wedge \tau_{2}<1 \wedge\right| \tau_{1} \mid<1 / 2\right\}
\end{array}\right.
$$



Figure 4.1: The two regions $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ of the fundamental domain $\mathcal{F}$. The modular integrals (4.67) behave differently in these two domains.
such that $\mathcal{F}=\mathcal{F}_{1} \cup \mathcal{F}_{2}$. These two subregions of the fundamental domain are depicted in Figure 4.1. We then have the integrals $I_{m n}$ splitting as

$$
\begin{align*}
I_{m n}^{\mathcal{F}_{1}} & =\int_{1}^{\infty} \frac{d \tau_{2}}{\tau_{2}^{3}} e^{-2 \pi \tau_{2}(m+n)} \int_{-1 / 2}^{1 / 2} d \tau_{1} \cos \left(2 \pi \tau_{1}(m-n)\right) \\
I_{m n}^{\mathcal{F}_{2}} & =\int_{\sqrt{3} / 2}^{1} \frac{d \tau_{2}}{\tau_{2}^{3}} e^{-2 \pi \tau_{2}(m+n)} \int_{\sqrt{1-\tau_{2}^{2}}}^{1 / 2} d \tau_{1} \cos \left(2 \pi \tau_{1}(m-n)\right)  \tag{4.69}\\
& +\int_{\sqrt{3} / 2}^{1} \frac{d \tau_{2}}{\tau_{2}^{3}} e^{-2 \pi \tau_{2}(m+n)} \int_{-1 / 2}^{-\sqrt{1-\tau_{2}^{2}}} d \tau_{1} \cos \left(2 \pi \tau_{1}(m-n)\right)
\end{align*}
$$

and so performing the $\tau_{1}$ integration results in

$$
\begin{align*}
& I_{m n}^{\mathcal{F}_{1}}=\frac{\sin (\pi(m-n))}{\pi(m-n)} \int_{1}^{\infty} \frac{d \tau_{2}}{\tau_{2}^{3}} e^{-2 \pi \tau_{2}(m+n)}  \tag{4.70}\\
& I_{m n}^{\mathcal{F}_{2}}=\frac{1}{\pi(m-n)} \int_{\sqrt{3} / 2}^{1} \frac{d \tau_{2}}{\tau_{2}^{3}}\left(\sin (\pi(m-n))-\sin \left(2 \pi \sqrt{1-\tau_{2}^{2}}(m-n)\right)\right) e^{-2 \pi \tau_{2}(m+n)} .
\end{align*}
$$

This shows that the integrals behave very differently in cases when $m=n$, which correspond to on-shell degrees of freedom. Hence, we must consider this case separately and evaluate the limits accordingly, giving

$$
\begin{align*}
& I_{m n}^{\mathcal{F}_{1}}= \begin{cases}\int_{1}^{\infty} \frac{d \tau_{2}}{\tau_{3}^{3}} e^{-2 \pi \tau_{2}(m+n)} & \text { if } m=n \\
\frac{\sin (\pi(m-n))}{\pi(m-n)} \int_{1}^{\infty} \frac{d \tau_{2}}{\tau_{2}^{3}} e^{-2 \pi \tau_{2}(m+n)} & \text { if } m \neq n\end{cases} \\
& I_{m n}^{\mathcal{F}_{2}}= \begin{cases}\int_{\sqrt{3} / 2}^{1} \frac{d \tau_{2}^{2}}{\tau_{2}^{2}}\left(1-2 \sqrt{1-\tau_{2}^{2}}\right) e^{-2 \pi \tau_{2}(m+n)} & \text { if } m=n \\
\int_{\sqrt{3} / 2}^{1} \frac{d \tau_{2}}{\tau_{2}^{3}}\left(\sin (\pi(m-n))-\sin \left(2 \pi \sqrt{1-\tau_{2}^{2}}(m-n)\right)\right) \frac{e^{-2 \pi \tau_{2}(m+n)}}{\pi(m-n)} & \text { if } m \neq n .\end{cases} \tag{4.71}
\end{align*}
$$

|  | $\mathrm{m}=\mathrm{n}$ | $m \neq n$ <br> $m-n \in \mathbb{Z}$ | else |
| :---: | :---: | :---: | :---: |
| $m+n<0$ | $\mathcal{F}_{1}: \infty$ | $\mathcal{F}_{1}: 0$ | $\mathcal{F}_{1}: \infty$ |
|  | $\mathcal{F}_{2}:$ finite | $\mathcal{F}_{2}:$ finite | $\mathcal{F}_{2}:$ finite |
|  | allowed | allowed | disallowed |
| $m+n \geq 0$ | $\mathcal{F}_{1}:$ finite | $\mathcal{F}_{1}: 0$ | $\mathcal{F}_{1}:$ finite |
|  | $\mathcal{F}_{2}:$ finite | $\mathcal{F}_{2}:$ finite | $\mathcal{F}_{2}:$ finite |
|  | allowed | allowed | disallowed |

Table 4.1: The values of the integrals in the $q$-expanded partition function sum (4.65) in the subregions $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$. We have also indicated whether the specific term is allowed or disallowed by modular invariance.

The remaining $\tau_{2}$ integral has to be done using numerical methods, but this does not cause any major difficulties as standard numerical techniques suffice.

At this point, we can draw some conclusions about the overall convergence of the above integrals. All contributions from the region $\mathcal{F}_{2}$ are finite and in general non-zero, however the same is not true about $\mathcal{F}_{1}$. As expected, on-shell tachyonic states with $m=n<0$ give a divergent contribution. The same is true for terms in which $m+n<0$ and $m-n \notin \mathbb{Z}$. Moreover, of-shell states with $m \neq n$ and $m-n \in \mathbb{Z}$ integrate to zero in this $\mathcal{F}_{2}$ region. We can summarise these findings as follows:

$$
\begin{align*}
& I_{m n}^{\mathcal{F}_{1}}=\left\{\begin{array}{lll}
0 & \text { if } & m \neq n \text { and } m-n \in \mathbb{Z} \\
\infty & \text { if } & m+n<0 \text { and } m-n \notin \mathbb{Z} \backslash\{0\} \\
\text { finite nonzero } & \text { else }
\end{array}\right.  \tag{4.72}\\
& I_{m n}^{\mathcal{F}_{2}}=\{\text { finite nonzero }
\end{align*} \quad \forall m, n . ~ \$
$$

Thus for partition functions which are absent of divergent terms, the above integrals can be consistently evaluated using numerical methods.

Other than on-shell tachyonic states, (4.72) shows that divergences may arise from of-shell tachyonic terms in the $q$-expansion of the form $q^{m} \bar{q}^{n}$ with $m-n \notin \mathbb{Z}$. However, considering the $q$-expanded partition function, one may notice that under T-transformations

$$
\begin{equation*}
T: \quad \sum_{m, n} a_{m n} q^{m} \bar{q}^{n} \longrightarrow \sum_{m, n} a_{m n} e^{2 \pi i(m-n)} q^{m} \bar{q}^{n} . \tag{4.73}
\end{equation*}
$$

This shows that in order to have a modular invariant partition function, the $q$-expansion must only contain terms that satisfy $m-n \in \mathbb{Z}$. This is a fully general result that applies to all closed-string theories. Therefore, this result together with (4.72) implies that the only possible divergent terms in the integral sum of the one-loop potential (4.65) are the on-shell tachyons. We summarise the discussion above in Table 4.1, where we display all possible terms in the partition function $q$-expansion and whether they arise or not.

We have shown that other than on-shell tachyonic terms, each individual term in the oneloop potential sum (4.65) is finite. This, however, does not mean that the sum itself is convergent. To analyse its behaviour one can easily see that asymptotically, the on-shell integrals behave as

$$
\begin{equation*}
\lim _{n \text { large }} I_{n n} \sim e^{-4 \pi n} \tag{4.74}
\end{equation*}
$$

This can be compared to the well-known result [74], that in general for string theories the number of states at each mass level asymptotically follows the relation

$$
\begin{equation*}
\lim _{n \text { large }} a_{n n} \sim n^{-b} e^{c \sqrt{n}}, \tag{4.75}
\end{equation*}
$$

where $b$ and $c$ are model-dependent constants. For example, in some well know models they take the following values [74]

$$
\begin{align*}
& \text { Bosonic String: } b=\frac{27}{4}, \quad c=4 \pi,  \tag{4.76}\\
& S O(32) \text { or } E_{8} \times E_{8} \text { Heterotic: } \quad b=\frac{11}{12}, \quad c=2 \pi(2+\sqrt{2}) .
\end{align*}
$$

General methods for deriving these parameters can be found in [75, 76]. Comparing the asymptotic results (4.74) and (4.75) we see that the product $a_{n n} I_{n n}$ tends to zero for large $n$ and so the infinite sum in the partition function (4.65) will converge given the absence of physical tachyons. This powerful result shows that the one-loop vacuum energy in string theory is indeed finite.

A feature of all non-supersymmetric string theories that we have not mentioned so far is that all of them feature a non-vanishing dilaton tadpole. This happens in all models with non-vanishing one-loop vacuum energy. This, however, does not necessarily mean an inconsistency of the underlying theory. Indeed, it was shown in $[77,78]$ that this is just a sign that our theory is no longer defined in a flat background and the dilaton tadpole can be removed by a suitable redefinition of the background geometry. Hence to entirely solve a non-supersymmetric theory one has to take into account this non-trivial back-reaction of a non-zero cosmological constant on the metric as discussed in more detail in [79, 80]. This is, however, very difficult in most cases and does not form a part of this thesis. In what follows, we keep in mind that all calculated values of the cosmological constant are not actually the observable ones since this effect is not taken into account.

Much of this thesis will centre around the discussion of physical tachyonic degrees of freedom in non-supersymmetric models. Table 4.1 shows that on-shell tachyonic states are allowed in string models and do not cause any underlying structural issues. However, they do cause a divergence in the vacuum energy at the points in moduli space where they do emerge. This does not mean that models with tachyons should be discarded. They can still be viable models for string phenomenology and can even be useful when considering some cosmological scenarios [81]. In the context of this thesis what we should care about is that tachyons do not emerge in regions of moduli space around the minimum of the potential. Solutions at this minimum should still be considered viable solutions since they are not directly affected by tachyons that may emerge elsewhere far in moduli space.

### 4.4 Partition Function and Potential: An Example

We now move on to demonstrating the powerful tool developed in this section through an example. We start from a free fermionic model constructed in four dimensions and eventually arrive at the one-loop potential as a function of some of the geometric moduli.

Our starting point is the free fermionic model in 4-dimensions defined by the basis vectors

$$
\begin{align*}
\mathbf{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, \omega^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{\omega}^{1, \ldots, 6}, \bar{\eta}^{1,2,3}, \bar{\psi}^{1, \ldots, 5}, \bar{\phi}^{1, \ldots, 8}\right\} \\
S & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}\right\} \\
T_{1} & =\left\{y^{12}, w^{12} \mid \bar{y}^{12}, \bar{w}^{12}\right\} \\
T_{2} & =\left\{y^{34}, w^{34}| |^{34}, \bar{w}^{34}\right\} \\
T_{3} & =\left\{y^{56}, w^{56} \mid \bar{y}^{56}, \bar{w}^{56}\right\}  \tag{4.77}\\
b_{1} & =\left\{\chi^{34}, \chi^{56}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1}\right\} \\
b_{2} & =\left\{\chi^{12}, \chi^{56}, y^{12}, y^{56} \mid \bar{y}^{12}, \bar{y}^{56}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{2}\right\} \\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\} \\
z_{2} & =\left\{\bar{\phi}^{5, \ldots, 8}\right\},
\end{align*}
$$

which is the set we considered in Section 4.1. It also coincides with the one used in [82] and possesses an $S O(10)$ observable gauge group. To define a model, we must also specify a set of GGSO phases that fix the partition function and ensure modular invariance. For this example, we will consider the model with

Having defined a model in the free fermionic construction, we now proceed to implement the methodology developed in Section 4.1 to write down the partition function in an efficient a practical way.

We have to start by choosing a change of basis matrix $S$ such that we get a form of the partition function that best showcases the geometric structure of our model. We make the
choice

$$
S=\begin{gather*}
 \tag{4.79}\\
\mathbb{1} \\
S \\
T_{1} \\
T_{2} \\
T_{3} \\
b_{1} \\
b_{2} \\
z_{1} \\
z_{2}
\end{gather*}\left(\begin{array}{ccccccccc}
a & k & H_{1} & H_{2} & H_{3} & h_{1} & h_{2} & P_{1} & P_{2} \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

and a quick check gives $\operatorname{det} S \neq 0$, which confirms that this is indeed a valid one. This fixes the form of the partition function which is now given by

$$
\left.\left.\begin{array}{rl}
Z= & \frac{1}{\eta^{10} \bar{\eta}^{22}} \frac{1}{2^{2}} \sum_{\substack{a, k \\
b, l}} \frac{1}{2^{3}} \sum_{\begin{array}{c}
H_{1}, H_{2}, H_{3} \\
G_{1}, G_{2}, G_{3}
\end{array}} \frac{1}{2^{4}} \sum_{\begin{array}{c}
h_{1}, h_{2}, P_{1}, P_{2} \\
g_{1}, g_{2}, Q_{1}, Q_{2}
\end{array}}(-1)^{\Psi}\left[\begin{array}{llll}
a & H_{1} & H_{1} & H_{2} \\
b & l & H_{3} & h_{1} \\
G_{1} & h_{2} & h_{2} & P_{3}
\end{array} P_{2}\right. \\
g_{1} & g_{2} \\
Q_{1} & Q_{2} \tag{4.80}
\end{array}\right]\right)
$$

where we have again indicated which $\vartheta$-functions correspond to which worldsheet fermion. As discussed at length is Section 4.1.1 we have written the modular invariant phase as $\Psi=a+b+\Phi$.

Imposing $S$ and $T$-invariance as in (4.13) implies that the phase must satisfy (4.13). This shows that, as before, $\Psi$ must be symmetric under the exchange of upper and lower indices and so $\Psi=a+b+\Omega_{i j}$ with $\Omega_{i j}=\Omega_{j i}$. We also get extra conditions on the $\Omega_{i j}$ from T-invariance given by (4.15) so we are left with 37 independent $\Omega_{i j}$ which, as expected, coincides with the number of independent GGSO phases for a 9 basis vector model.

As discussed in Section 4.1.2, to implement the translation of the GGSO phase (4.78) to the modular invariant phase $\Psi$ we must calculate the compensating phase that arises due to the periodicity properties of the theta functions. Implementing the relations (4.19) gives

$$
\begin{equation*}
\chi=(a+k)\left(g_{1}+g_{2}+g_{1} g_{2}\right)+(b+l)\left(h_{1} g_{2}+h_{2} g_{1}\right), \tag{4.81}
\end{equation*}
$$

based on which we can calculate the matrix $P$ via (4.24).

Now, that we have isolated the independent phases and calculated the periodicity offset matrix $P$, we can consistently implement the translation equation (4.26) which reads

$$
\begin{equation*}
G+P=S \Omega S^{T}, \tag{4.82}
\end{equation*}
$$

where $G$ is calculated form the GGSO matrix by (4.22). In our case, since we are interested in calculating the phase from the GGSO matrix, we can invert this equation to give

$$
\begin{equation*}
\Omega=S^{-1}(G+P) S^{T,-1} \tag{4.83}
\end{equation*}
$$

Inputting the values for $G$ from (4.22) and $P$ from (4.81) gives the modular invariant phase

$$
\begin{align*}
\Psi\left[\begin{array}{cccc}
a & k & H_{i} & h_{i} \\
b & P_{i} \\
b & G_{i} & g_{i} & Q_{i}
\end{array}\right]= & a+b+b\left(a+P_{1}+P_{2}\right)+l\left(H_{2}+H_{3}\right) \\
& +G_{1}\left(h_{1}+P_{1}+P_{2}\right)+G_{2}\left(h_{2}+H_{3}+k\right) \\
& +G_{3}\left(h_{2}+H_{2}+k+P_{1}\right)  \tag{4.84}\\
& +g_{1}\left(h_{1}+h_{2}+H_{1}+P_{1}\right)+g_{2}\left(h_{1}+H_{2}+H_{3}\right) \\
& +Q_{1}\left(a+h_{1}+H_{1}+H_{3}\right)+Q_{2}\left(a+H_{1}+P_{2}\right),
\end{align*}
$$

where we have used (4.27). This phase ensures the modular invariance of the partition function and sets all signs in the sum such that it is equivalent to the one defined in the free fermionic construction.

Using this phase we can now evaluate the partition function (4.80) for this specific model. As we discussed previously, the most insightful way to do so is in terms of a $q$-expansion which in this case gives

$$
\begin{align*}
Z= & \frac{2}{q}-16 \frac{q^{1 / 4}}{\bar{q}^{-3 / 4}}+256 \frac{q^{1 / 2}}{\bar{q}^{1 / 2}}+224 \frac{\bar{q}^{1 / 2}}{q^{1 / 2}}  \tag{4.85}\\
& +520-4128 q^{1 / 4} \bar{q}^{1 / 4}+14336 q^{1 / 2} \bar{q}^{1 / 2}
\end{align*}
$$

where we displayed all terms up to order $q^{1 / 2}$ and $\bar{q}^{1 / 2}$. The first line encompasses all offshell terms and the second line gives all on-shell terms. Using the analytic and numeric integration methods of Section 4.3, we can integrate this $q$-expansion to gain a value

$$
\begin{equation*}
\lambda=-99.34 \mathcal{M}^{4}=-0.064 M_{s}^{4} \tag{4.86}
\end{equation*}
$$

for the spacetime cosmological constant at the fermionic point. Of course, this value generally depends on the geometric moduli which are frozen at the free fermion point. Thus it is not guaranteed that this is a stable value. To analyse the stability of this model in the geometric moduli space, we have to deform the model away from the fermionic point

We now move on to reinstating the moduli dependence of our model according to the techniques developed in Section 4.2. In this example, we choose to restore the dependence on the volume of the first torus of the underlying $\mathbf{T}^{2} \times \mathbf{T}^{2} \times \mathbf{T}^{2}$, which is given by $T_{2}^{(1)}$. This choice is made as in models that correspond to a Scherk-Schwarz breaking of supersymmetry, one can choose a configuration in which the scale of the breaking is controlled by the volume of
the first torus [82, 83]. We assume all other moduli are kept at their self-dual values meaning

$$
\begin{array}{r}
T^{(1)}=i T_{2} \\
T^{(2),(3)}=T_{*}=\frac{i}{2}  \tag{4.87}\\
U^{(1),(2),(3)}=U_{*}=i,
\end{array}
$$

and so our partition function now depends on one real modulus $Z=Z\left(\tau, \bar{\tau}, T_{2}\right)$.
As shown in Section 4.2 we have to rewrite the internal lattice corresponding to the first torus in terms of the toroidal lattice sums (4.52). This means that the part of the partition function corresponding to $\left\{y^{12}, w^{12} \mid \bar{y}^{12}, \bar{w}^{12}\right\}$ should be rewritten as

$$
\left|\vartheta\left[\begin{array}{c}
H_{1}  \tag{4.88}\\
G_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{1}+h_{1} \\
G_{1}+g_{1}
\end{array}\right]\right|^{2} \longrightarrow Z_{2,2}\left[\left.\begin{array}{c}
H_{1} \\
G_{1}
\end{array} \right\rvert\, \begin{array}{l}
h_{1} \\
g_{1}
\end{array}\right](T, U)
$$

such that the fermionic block $Z_{2,2}$ reduces back to its theta function form at the fermionic point $(T, U)=\left(T_{*}, U_{*}\right)$.

Recall from Section 4.2 that only the untwisted sector depends on the moduli and so sectors in which either $h_{1}$ or $g_{1}$ are nonzero, $Z_{2,2}$ will be represented entirely in terms of its theta function form throughout the entire moduli space. Hence we only need to consider the case when $h_{2}=g_{2}=0$. This is precisely what (4.59) achieves, but now we must make sure to correctly identify the two independent shifts implemented there. This is because in our case both circles of the first torus are shifted by the same $H_{1}$. Therefore, identifying $H_{1}=H_{2}$ in (4.59) and implementing our assumptions on the moduli (4.87) we get

$$
Z_{2,2}\left[\left.\begin{array}{lll}
\gamma & H_{1} & H_{2}  \tag{4.89}\\
\delta & G_{1} & G_{2}
\end{array} \right\rvert\, \begin{array}{l}
0 \\
0
\end{array}\right]\left(T_{2}\right)=\sum_{m, n \in \mathbb{Z}} q^{\frac{1}{2}\left|\mathcal{P}_{L}\left(T_{2}\right)\right|^{2}} \bar{q}^{\frac{1}{2}\left|\mathcal{P}_{R}\left(T_{2}\right)\right|^{2}} e^{i \pi\left(\left(m_{i}+n_{i}+H_{i}\right) G_{i}\right.},
$$

with

$$
\begin{align*}
\mathcal{P}_{L}\left(T_{2}\right)=\frac{1}{\sqrt{2 i T_{2}}}\left[\frac{i}{2}\left(m_{1}+n_{1}\right)\right. & -\frac{1}{2}\left(m_{2}+n_{2}\right) \\
& \left.+i T_{2}\left(m_{1}-n_{1}+H_{1}\right)-T_{2}\left(m_{2}-n_{2}+H_{2}\right)\right]  \tag{4.90}\\
\mathcal{P}_{R}\left(T_{2}\right)=\frac{1}{\sqrt{2 i T_{2}}}\left[\frac{i}{2}\left(m_{1}+n_{1}\right)\right. & -\frac{1}{2}\left(m_{2}+n_{2}\right) \\
& \left.-i T_{2}\left(m_{1}-n_{1}+H_{1}\right)+T_{2}\left(m_{2}-n_{2}+H_{2}\right)\right] .
\end{align*}
$$

This allows us to express the complete moduli-dependent partition function. We can then define a lattice in $T_{2}$ over which we evaluate the potential via a modular invariant integral using the method presented in Section 4.3. This results in the one-loop potential shown in Figure 4.2. We see that the potential exhibits a local minimum at $T_{2}=i / 2$ which is precisely the free fermionic point. Moreover, at large volume $T_{2} \rightarrow \infty$ the vacuum energy tends to zero and so supersymmetry is restored. This is exactly what one would expect in the case of a stringy Scherk-Schwarz scenario and so this model corresponds to such a case. The potential interestingly also exhibits a T-duality symmetry in this direction of moduli space.


Figure 4.2: The one-loop potential for the model defined by basis (4.77) and GGSO matrix (4.78) evaluated as a function of the volume modulus $T_{2}$ of the first torus in string units $M_{s}^{4}$. The dots show the lattice on which the evaluations were made while the line is a polynomial interpolation.

### 4.5 Finiteness and Misaligned Supersymmetry

Having discussed the partition function and one-loop potential for heterotic theories in detail, we now turn to elaborate on an intriguing feature of all non-supersymmetric string models called misaligned supersymmetry. This quality of string models was initially discovered in $[69,84]$ and has been subject to rigorous research ever since. In what follows we introduce this phenomenon and also give examples from models we discussed so far.

Recall that the one-loop partition function for heterotic string models can always be expanded in the form

$$
\begin{equation*}
Z=\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{3}} \sum_{n . m} a_{m n} q^{m} \bar{q}^{n}, \tag{4.91}
\end{equation*}
$$

where the coefficients $a_{m n}$ give the difference in fermionic and bosonic degrees of freedom at any given mass level $m, n$. More specifically $a_{m n}=N_{b}^{m n}-N_{f}^{m n}$, where $N_{b}$ and $N_{f}$ are the number of bosonic and fermionic states at each mass level respectively. In theories with spacetime supersymmetry, it is ensured that the bosonic and fermionic degrees of freedom are exactly matched at each mass level. That is, we necessarily have that $a_{m n}=0$ for all $m$ and $n$, which in turn causes the vanishing of the partition function and cosmological constant as one expects. For our non-supersymmetric models, this level-by-level cancellation is not ensured and so such theories in general produce a non-zero value for $\Lambda$. It is, therefore, not obviously clear that they should produce finite partition functions, or what form the state degeneracies should take. It has, however, been shown [69, 84, 85], that the partition functions of non-supersymmetric closed string theories possess a special feature called misaligned supersymmetry.

As one expects, the degeneracy of states grows rapidly going up the infinite tower of massive states. This growth, in theory, could counteract the suppression received from the decreasing contributions from the integrals of (4.91) and cause divergences. As we have seen in (4.74) and (4.75) this proliferation of states is, however, always overcome due to the exponential


Figure 4.3: The boson-fermion oscillation of misaligned supersymmetry for the $S O(16) \times$ $S O(16)$ heterotic string in 10D. The state degeneracies are plotted on a logarithmic scale while preserving the overall sign of each term.
suppression of the modular integral terms. This can be seen as a direct consequence of modular invariance since the mapping of the integrals to the fundamental domain of the modular group removes the divergences. However. it has been discovered in [69, 84] and rigorously proven in [85] that for some closed string theories, modular invariance also causes the states in the massive tower to oscillate between an excess of bosons and an excess of fermions. This behaviour is referred to as boson-fermion oscillation. An example of this for the 10D $S O(16) \times S O(16)$ heterotic string is shown in Figure 4.3. Instead of cancelling level-by-level as in the supersymmetric case, the cancellation is misaligned causing the oscillation meaning a large positive contribution is followed by an even larger negative contribution and so on.

The above discussion shows that the finiteness of string theory is a direct consequence of modular invariance, which also causes the oscillatory behaviour of the massive spectrum. The two concepts are inseparable and one cannot have a finite closed string model that doesn't exhibit both modular invariance and misaligned supersymmetry. In fact, it has been recently shown in [5] and extensively discussed in [86] that even closed string models with tachyonic instabilities exhibit this misalignment. This provides further evidence that the finiteness of string models should not be thought of as a direct consequence of misaligned supersymmetry and that this phenomenon is simply an imprint of modular invariance on the physical spectrum.

Having discussed the moduli dependence of fermionic models in the previous section, it is an interesting question to ask how this influences the misalignment of the on-shell spectrum. It is clear from the outline above that at all points in moduli space where supersymmetry is broken, the oscillatory behaviour should be present and this is indeed the case. However, in many models, as one approaches asymptotic regions of moduli space, supersymmetry is restored. This happens, for example, in the case of Scherk-Schwarz supersymmetry breaking as shown in Figure 4.2. In these cases, the way supersymmetry is asymptotically restored gives us deeper insight into how misaligned supersymmetry manifests itself on the physical spectrum. As an example, we take a generic free fermionic model corresponding to a Scherk-Schwarz breaking and reinstate the dependence on the one real modulus governing the scale of the SUSY breaking. The resulting boson-fermion oscillation pattern is depicted
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Figure 4.4: The boson-fermion oscillation of misaligned supersymmetry for a generic ScherkSchwarz model plotted at various points in moduli space. The real modulus $R$ is the radius of the circle controlling the scale of the SUSY breaking.
in Figure 4.4 at various points of moduli space. This shows that as we approach large, or small volumes in cases with unbroken T-duality, the misalignment becomes more and more aligned. This means that the state degeneracies arrange in a way that asymptotically results in direct cancellations between bosonic and fermionic degrees of freedom thereby effectively restoring supersymmetry.

So far we have only discussed the case of closed string models in which modular invariance is required by consistency and showed that this is the origin of misaligned SUSY. What is even more remarkable is that it has been recently shown in $[21,23]$ that some open string models also exhibit this behaviour. In open string theories, the one-loop amplitude does not correspond to the torus and so modular invariance is not required. However as shown in these papers, the misalignment is caused by a residual symmetry that forms a subgroup of the modular group. This shows that there is still much to learn about this intriguing feature of string theory.

## 5 Tachyon-Free Models from Tachyonic 10D Heterotic Vacua

Over the past few decades of string phenomenology, much attention has been devoted to studying four-dimensional models. Initially, the main focus fell on the landscape of supersymmetric vacua which arise from the compactification of one of the consistent supersymmetric tachyon-free 10D string theories. Due to the lack of experimental signals for the presence of supersymmetry at higher and higher energies, the focus has recently shifted to the exploration of non-supersymmetric vacua. In the case of models with broken supersymmetry, much care has to be taken to ensure that tachyonic instabilities are not present in the physical spectrum. The main approach to construct such models in 4D has been to start with a supersymmetric 10D model and then break supersymmetry in the process of compactification ensuring that tachyons don't arise by suitable choices of projections. Another option is to start with the known tachyon-free non-supersymmetric 10D models and compactify to 4D. In this section, we highlight another possibility first discussed in [87] and further elaborated in $[1-3]$ in which one starts with a tachyonic 10D vacua. We show that it is possible to construct viable models based on these in four-dimension. This in turn implies that the tachyonic 10D vacua should be treated on an equal footing with their tachyon-free and supersymmetric counterparts when discussing four-dimensional string phenomenology. This section is based on the paper [2] by the author.

This section is organised as follows: In Section 5.1 we recap the main structure of the models that descend from the ten-dimensional tachyonic vacua. The free fermionic classification method utilises a common set of boundary condition basis vectors, which is presented in Section 5.1, and the enumeration of the models is obtained by varying the one-loop Generalised GSO projection coefficients. We discuss in sections 5.1 and 5.4 two generic maps that play important roles in our analysis, the $\tilde{S}$-map (Section 5.1), and the $\tilde{x}$-map. In Section 5.2 we discuss the gauge symmetry arising in our models and the sectors contributing to it. In sections 5.3 and 5.4 we set up the tools for the systematic analysis of the tachyonic and massless sectors of our models. In Section 5.5 we discuss the systematic analysis of the partition function and the vacuum energy. In Section 5.6 we present the results of our classification. Section 5.8 concludes the section with a discussion of the results and outlook for future directions.

### 5.1 Heterotic Vacua and the $\tilde{S}$-Map

Recall from Section 3.3 that the $E_{8} \times E_{8}$ and $S O(16) \times S O(16)$ heterotic-models in ten dimensions are defined in terms of a common set of basis vectors

$$
\begin{align*}
& v_{1}=\mathbb{1}=\left\{\psi^{\mu}, \chi^{1, \ldots, 6} \mid \bar{\eta}^{1,2,3}, \bar{\psi}^{1, \ldots, 5}, \bar{\phi}^{1, \ldots, 8}\right\}, \\
& v_{2}=z_{1}=\left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}\right\},  \tag{5.1}\\
& v_{3}=z_{2}=\left\{\bar{\phi}^{1, \ldots, 8}\right\} .
\end{align*}
$$

The spacetime supersymmetry generator arises from the combination

$$
\begin{equation*}
S=\mathbb{1}+z_{1}+z_{2}=\left\{\psi^{\mu}, \chi^{1, \ldots, 6}\right\} \tag{5.2}
\end{equation*}
$$

The choice of GGSO phase $C\left[\begin{array}{l}z_{1} \\ z_{2}\end{array}\right]= \pm 1$ differentiates between the $S O(16) \times S O(16)$ or $E_{8} \times E_{8}$ heterotic strings in ten dimensions. The vector (5.2) dictates that in ten dimensions the breaking of spacetime supersymmetry is correlated with the breaking pattern $E_{8} \times E_{8} \rightarrow S O(16) \times S O(16)$. However, this does not hold in lower dimensions, and the two breakings are not correlated. On the other hand, these vacua with broken and unbroken supersymmetry can be interpolated [65, 88].

On the level of the partition function, we can represent these ten-dimensional fermionic models entirely in terms of theta functions using methods discussed in Section 4.1 as

$$
Z=\frac{1}{\eta^{4} \bar{\eta}^{16}} \frac{1}{2} \sum_{\substack{a  \tag{5.3}\\
b}} \frac{1}{2^{2}} \sum_{\substack{\gamma, \epsilon \\
\delta, \xi}}(-1)^{a+b+\Phi\left[\begin{array}{cc}
a & \gamma \\
b & \delta \\
\hline
\end{array}\right] \vartheta\left[\begin{array}{ll}
a \\
b
\end{array}\right]^{4} \vartheta\left[\begin{array}{c}
\gamma \\
\delta
\end{array}\right]^{8} \vartheta\left[\begin{array}{l}
\epsilon \\
\xi
\end{array}\right]^{8} .}
$$

The choice of modular invariant phase $\Phi$ then selects between the $S O(16) \times S O(16)$ and $E_{8} \times E_{8}$ models. In the case of the non-supersymmetric $S O(16) \times S O(16)$ model, this phase explicitly breaks supersymmetry resulting in a nonzero $q$-expansion

$$
\begin{equation*}
Z_{S O(16) \times S O(16)}=\frac{8}{\bar{q}}+\frac{4096 \sqrt{\bar{q}}}{\sqrt{q}}-2112+147456 \sqrt{q} \sqrt{\bar{q}}+\cdots, \tag{5.4}
\end{equation*}
$$

where we have displayed all terms up to order $\sqrt{\bar{q}} \sqrt{q}$. Of course, in the case of the $E_{8} \times E_{8}$ string, supersymmetry is realised via the generalised Jacobi Identity (A.13) resulting in a vanishing one-loop partition function.

The tachyonic states in the $E_{8} \times E_{8}$ and $S O(16) \times S O(16)$ heterotic strings in ten dimensions are projected out. The would-be tachyons in these models are obtained from the NeveuSchwarz (NS) sector, by acting on the right-moving vacuum with a single fermionic oscillator

$$
\begin{equation*}
|0\rangle_{L} \otimes \bar{\phi}^{a}|0\rangle_{R}, \tag{5.5}
\end{equation*}
$$

where in ten dimensions $a=1, \cdots, 16$. The GSO projection induced by the $S$-vector projects out the untwisted tachyons, producing tachyon-free models in both cases. As discussed in refs. [1, 87], obtaining the ten-dimensional tachyonic vacua in the free fermionic formulation amounts to the removal of the $S$-vector from the construction. The ten-dimensional configurations are obtained by substituting the $z_{1}$ basis vector with $z_{1}=\left\{\bar{\phi}^{1, \cdots, 4}\right\}$ and adding
similar $z_{i}$ basis vectors, with four periodic fermions, and at most two overlapping. These vacua are connected by interpolations or orbifolds along the lines of ref. [89], and, in general, contain tachyons in their spectrum.

In the free fermionic formulation, the four-dimensional models that descend from the tendimensional tachyonic vacua amount to removing the vector $S$ from the set of basis vectors that are used to generate the models. In four spacetime dimensions the set $\left\{\mathbb{1}, z_{1}, z_{2}\right\}$ produces a non-supersymmetric model with $S U(2)^{6} \times S O(12) \times E_{8} \times E_{8}$ or $S U(2)^{6} \times S O(12) \times$ $S O(16) \times S O(16)$. An alternative to removing the $S$-vector from the construction is to augment it with periodic right-moving fermions. A convenient choice is given by

$$
\begin{equation*}
\tilde{S}=\left\{\psi^{1,2}, \chi^{1,2}, \chi^{3,4}, \chi^{5,6} \mid \bar{\phi}^{3, \cdots, 6}\right\} . \tag{5.6}
\end{equation*}
$$

In this case, there are no massless gravitinos and the untwisted tachyonic states

$$
\begin{equation*}
|0\rangle_{L} \otimes \bar{\phi}^{3, \cdots,}{ }^{6}|0\rangle_{R} \tag{5.7}
\end{equation*}
$$

are invariant under the $\tilde{S}$-vector projection. These untwisted tachyons are those that descend from the ten-dimensional vacuum, hence confirming that the model can be regarded as a compactification of a ten-dimensional tachyonic vacuum.

We, therefore, observe a general map, which is induced by the exchange

$$
\begin{equation*}
S \longleftrightarrow \tilde{S}, \tag{5.8}
\end{equation*}
$$

in the construction of the heterotic string models that descend from the ten-dimensional tachyonic vacua. We refer to this map as the $S-\tilde{S}$-map. It was discussed and used in the construction of the $\overline{\mathrm{NAHE}}-$ based model in [1]. We remark that the $S-\tilde{S}$-map is reminiscent of the map used to induce the spinor-vector duality in [90-94], in the sense that both utilise a block of four periodic right-moving worldsheet fermions. We may term these sorts of maps as modular maps, in the sense that they involve a block of four periodic complex worldsheet fermions.

We, therefore, have another instance where such a modular map is reflected in the symmetry structure of the string vacua. Be it the spacetime supersymmetry in the models in which the $S$-basis vector is the supersymmetry spectral flow operator, or in the spinor-vector dual models in which a similar spectral flow operator operates in the observable $E_{8}$ sector and induces the spinor-vector duality map [90-92, 95]. Here, a similar operation is at play in the four-dimensional models inducing the transformation from the supersymmetric (and nonsupersymmetric) models that contain the $S$-basis vector, to the non-supersymmetric models that contain the $\tilde{S}$-basis vector. As discussed in [96], this may be a reflection of a larger symmetry structure that underlies these models and string compactifications in general.

It is important to comment on the difference between the $S$ and $\tilde{S}$ maps, and the $S \rightarrow \tilde{S}$ map. The addition of the basis vector $S$ to a set is often referred to as a supersymmetry or $S$ mapping. This is because adding $S$ to any state of the theory generates its superpartner and hence this basis vector can be thought of as a map on the states of any given model. If one introduces $\tilde{S}$ instead of $S$ this mapping of states will no longer generate the superpartners. Instead, these would-be superpartner states now acquire mass and hence supersymmetry is no longer present. In contrast, the $S \rightarrow \tilde{S}$ map is understood as a mapping on the basis
vectors on the models and in turn a map of the partition function as discussed above. This distinction is important to keep in mind when discussing such maps.

### 5.2 Non-Supersymmetric $S O(10)$ Models in 4D

Let us now define the classification structure for the $S O(10)$ models we consider, which employ the $S-\tilde{S}$-map. The first ingredient we need is a set of basis vectors that generate the space of $S O(10) \tilde{S}$-models. We can choose the set

$$
\begin{align*}
& \mathbb{1}=\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\}, \\
& \tilde{S}=\left\{\psi^{\mu}, \chi^{1, \ldots, 6} \mid \bar{\phi}^{3,4,5,6}\right\}, \\
& e_{i}=\left\{y^{i}, w^{i} \mid \bar{y}^{i}, \bar{w}^{i}\right\}, \quad i=1, \ldots, 6 \\
& b_{1}=\left\{\psi^{\mu}, \chi^{12}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\eta}^{1}, \bar{\psi}^{1, \ldots, 5}\right\},  \tag{5.9}\\
& b_{2}=\left\{\psi^{\mu}, \chi^{34}, y^{12}, y^{56} \mid \bar{y}^{12}, \bar{y}^{56}, \bar{\eta}^{2}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
& b_{3}=\left\{\psi^{\mu}, \chi^{56}, y^{12}, y^{34} \mid \bar{y}^{12}, \bar{y}^{34}, \bar{\eta}^{3}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
& z_{1}=\left\{\bar{\phi}^{1, \ldots, 4}\right\},
\end{align*}
$$

which is a similar basis set to $\overline{\mathrm{NAHE}}=\left\{1, \tilde{S}, b_{1}, b_{2}, b_{3}\right\}$ employed in [1], except with the inclusion of $z_{1}$ to break the hidden gauge group and of $e_{i}$ to obtain all symmetric shifts of the internal $\Gamma_{6,6}$ lattice. We note that the vector $b_{3}$ which spans the third twisted plane and facilitates the analysis of the observable spinorial representations is typically formed as a linear combination in previous supersymmetric classifications [18, 90-92, 97-104]. Furthermore, we note the existence of a vector combination $z_{2}$

$$
\begin{equation*}
z_{2}=\mathbb{1}+\sum_{i=1}^{6} e_{i}+\sum_{k=1}^{3} b_{k}+z_{1}=\left\{\bar{\phi}^{5,6,7,8}\right\} \tag{5.10}
\end{equation*}
$$

in our models, which is typically its own basis vector in previous classifications.
Models may then be defined through the specification of GGSO phases $C\left[\begin{array}{l}v_{i} \\ v_{j}\end{array}\right]$, which for our $S O(10)$ models are 66 free phases with all others specified by modular invariance. Hence, the full space of models is of size $2^{66} \sim 10^{19.9}$ models. This is a notably enlarged space compared with the supersymmetric $S O(10)$ case where the requirement that the spectrum is supersymmetric fixes some GGSO phases.

The untwisted sector gauge vector bosons for this choice of basis vectors give rise to a gauge group

$$
\begin{equation*}
S O(10) \times U(1)_{1} \times U(1)_{2} \times U(1)_{3} \times S O(4)^{4} \tag{5.11}
\end{equation*}
$$

where our desired GUT $S O(10)$ is generated by the spacetime vector bosons $\psi^{\mu} \bar{\psi}^{a} \bar{\psi}^{b}|0\rangle$, the $U(1)_{i=1,2,3}$ are those generated by the worldsheet currents : $\bar{\eta}^{i} \bar{\eta}^{i *}$ : and the $S O(4)^{4}$ is the hidden sector generated by spacetime vector bosons from the pairs of $\bar{\phi}^{a}$ with common boundary conditions for each basis vector: $\left\{\bar{\phi}^{1,2}, \bar{\phi}^{3,4}, \bar{\phi}^{5,6}, \bar{\phi}^{7,8}\right\}$.

The gauge group of a model may be enhanced by additional gauge bosons which may arise from the $z_{1}, z_{2}$ and $z_{1}+z_{2}$ sectors with appropriate oscillators, i.e.

$$
\left\{\begin{array}{c}
\psi^{\mu}\left|z_{1}\right\rangle_{L} \otimes\left\{\bar{\lambda}^{i}\right\}\left|z_{1}\right\rangle_{R}  \tag{5.12}\\
\psi^{\mu}\left|z_{2}\right\rangle_{L} \otimes\left\{\bar{\lambda}^{i}\right\}\left|z_{2}\right\rangle_{R} \\
\psi^{\mu}\left|z_{1}+z_{2}\right\rangle_{L} \otimes\left|z_{1}+z_{2}\right\rangle_{R}
\end{array}\right\}
$$

where $\bar{\lambda}^{i}$ are all possible right moving Neveu-Schwarz oscillators.
Whether these gauge bosons appear is model-dependent since it depends on their survival under the GGSO projections. These enhancement sectors are also present in the familiar supersymmetric classification set-ups used in [18, 90-92, 97-104]. However, in those cases, there is also an observable enhancement from the vector $x=\left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}\right\}$, which arises as a linear combination in these models.If present, this vector induces the enhancement $S O(10) \times U(1) \rightarrow E_{6}$, where the $U(1)=U(1)_{1}+U(1)_{2}+U(1)_{3}$ combination is typically anomalous [105],unless such an enhancement is present.This result was first discussed in the context of the NAHE models, where including $x$ in the basis was shown to similarly produce $E_{6}$ GUT models [106, 107]. We therefore can see that one effect of our $\tilde{S}$ models with the basis (5.9) is to preclude the possibility of an $E_{6}$ enhancement in these models.

From (5.12) we can deduce that enhancements of the observable $S O(10)$ gauge group may arise from the sectors $\psi^{\mu}\left\{\bar{\psi}^{a}\right\}\left|z_{1}\right\rangle, \psi^{\mu}\left\{\bar{\psi}^{a}\right\}\left|z_{2}\right\rangle, a=1, \ldots, 5$. Interestingly, the sectors: $\left|z_{1}\right\rangle,\left|z_{2}\right\rangle$ (with no oscillators) produce level-matched tachyons with conformal weight ( $-1 / 2,-1 / 2$ ) and so the appearance of these enhancements is correlated with the projection of levelmatched tachyons. The full analysis of the level-matched tachyonic sectors is presented in the following section.

### 5.3 Tachyonic Sectors Analysis

Due to the absence of the supersymmetry generating vector $S$ in our construction, analysing whether on-shell tachyons arise in the spectrum of our models becomes crucial. On-shell tachyons arise when

$$
\begin{equation*}
M_{L}^{2}=M_{R}^{2}<0 \tag{5.13}
\end{equation*}
$$

which corresponds to left and right products of $\alpha_{L} \cdot \alpha_{L}=0,1,2,3$ and $\alpha_{R} \cdot \alpha_{R}=0,1, \cdots, 7$. The presence of such tachyonic sectors in the physical spectrum indicates the instability of the string vacuum. There are 126 of these sectors in our models which are summarised compactly in Table 5.1. We will find that models in which all 126 on-shell tachyons are projected by the GGSO projections appear with a probability of $\sim 0.0054$ and so in our classification we will filter all but around 1 in 185 models.

In $[82,108]$ a basis was chosen such that, rather than having the six internal shift vectors $e_{i}$, the combinations $T_{1}=e_{1}+e_{2}, T_{2}=e_{3}+e_{4}$ and $T_{3}=e_{5}+e_{6}$ were employed. Such a grouping does not allow for sectors to arise for all shifts in the internal space and, for example, means that spinorial $\mathbf{1 6} / \overline{\mathbf{1 6}}$ sectors have a degeneracy of 4 making 3 particle generations impossible once the $S O(10)$ group is broken. However, choosing $T_{i=1,2,3}$ did have the advantage of restricting the number of tachyonic sectors and allowing for a more simplified set-up to perform an analysis of the structure of the 1-loop potential in these models.

| Mass Level | Vectorials | Spinorials |
| :---: | :---: | :---: |
| $(-1 / 2,-1 / 2)$ | $\left\{\lambda^{m}\right\}\|0\rangle$ | $z_{1}, z_{2}$ |
| $(-3 / 8,-3 / 8)$ | $\left\{\lambda^{m}\right\} e_{i}$ | $e_{i}+z_{1}, e_{i}+z_{2}$ |
| $(-1 / 4,-1 / 4)$ | $\left\{\lambda^{m}\right\} e_{i}+e_{j}$ | $e_{i}+e_{j}+z_{1}, e_{i}+e_{j}+z_{2}$ |
| $(-1 / 8,-1 / 8)$ | $\left\{\lambda^{m}\right\} e_{i}+e_{j}+e_{k}$ | $e_{i}+e_{j}+e_{k}+z_{1}, e_{i}+e_{j}+e_{k}+z_{2}$ |

TABLE 5.1: Level-matched tachyonic sectors and their mass level, where $i \neq j \neq k=1, \ldots, 6$ and $\bar{\lambda}^{m}$ is any right-moving complex fermion with NS boundary condition for the relevant tachyonic sector.

| Sector | $C\left[\begin{array}{c}z_{1} \\ e_{1}\end{array}\right]$ | $C\left[\begin{array}{c}z_{1} \\ e_{2}\end{array}\right]$ | $C\left[\begin{array}{c}z_{1} \\ e_{3}\end{array}\right]$ | $C\left[\begin{array}{c}z_{1} \\ e_{1}\end{array}\right]$ | $C\left[\begin{array}{c}z_{1} \\ e_{5}\end{array}\right]$ | $C\left[\begin{array}{c}z_{1} \\ e_{6}\end{array}\right]$ | $C\left[\begin{array}{c}z_{1} \\ b_{1}\end{array}\right]$ | $C\left[\begin{array}{c}z_{1} \\ z_{2}\end{array}\right]$ | $C\left[\begin{array}{c}b_{3} \\ z_{2}\end{array}\right]$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $z_{1}$ | + | + | + | + | + | + | + | + | + | + |

Table 5.2: Conditions on GGSO coefficients for survival of the on-shell tachyons $\left|z_{1}\right\rangle$.

Since finding models in which all on-shell tachyons are projected is crucial with regard to all questions of stability of our string vacua we will delineate the methodology used in our analysis. In order to perform this analysis a computer algorithm had to be developed which could scan samples of $\mathcal{O}\left(10^{9}\right)$ models or more for on-shell tachyons. A detailed analysis of how to check whether our on-shell tachyons are projected is outlined in what follows.

## Tachyons of Conformal Weight ( $-\frac{1}{2},-\frac{1}{2}$ )

The first on-shell tachyons we will inspect are those with conformal weight ( $-\frac{1}{2},-\frac{1}{2}$ ). Firstly we have the aforementioned untwisted tachyons (5.7) which are always projected since $\binom{z_{1}}{N S}=\binom{z_{2}}{N S}=-\binom{b_{i}}{N S}=1$. There are then two spinorial tachyonic sectors at this mass level: $z_{1}$ and $z_{2}$. The conditions for their survival can be displayed as in Tables 5.2 and 5.3.

These tell us that only when all 10 of the column phases are +1 do the sectors remain in the spectrum. Interestingly, this has a bearing on the existence of the gauge group enhancements mentioned in the previous section. In particular, the only observable enhancements $\psi^{\mu}\left|z_{1}\right\rangle_{L}{ }^{\otimes}$ $\bar{\psi}^{a}\left|z_{1}\right\rangle$ and $\psi^{\mu}\left|z_{2}\right\rangle_{L} \otimes \bar{\psi}^{a}\left|z_{2}\right\rangle$ have the same survival conditions as the $z_{1}, z_{2}$ tachyonic sectors. Therefore we find that for our construction, there are no tachyon-free models in which the $S O(10)$ is enhanced. This is evident in the classification results shown in Table 5.14 of Section 5.6.

## Tachyons of Conformal Weight $\left(-\frac{3}{8},-\frac{3}{8}\right)$

Now moving up the mass levels to $\left(-\frac{3}{8},-\frac{3}{8}\right)$, we have vectorial tachyons from the 6 sectors: $\left\{\bar{\lambda}^{i}\right\}\left|e_{i}\right\rangle, i=1, \ldots, 6$ and spinorial tachyons from 12 sectors: $\left|e_{i}+z_{1}\right\rangle$ and $\left|e_{i}+z_{2}\right\rangle$. To demonstrate how to check the survival of these sectors we take the case of $\left\{\bar{\lambda}^{i}\right\}\left|e_{1}\right\rangle,\left|e_{1}+z_{1}\right\rangle$ and $\left|e_{1}+z_{2}\right\rangle$, which we show in the Tables 5.4, 5.5 and 5.6. The other cases with $e_{2, \ldots, 6}$ are much the same except for a simple permutation of the projection phases.

| Sector | $C\left[\begin{array}{c}z_{1}^{z_{2}}\end{array}\right]$ | $C\left[\begin{array}{c}z_{2} \\ e_{2}\end{array}\right]$ | $C\left[\begin{array}{c}z_{2} \\ e_{3}\end{array}\right]$ | $C\left[\begin{array}{c}z_{2} \\ e_{4}\end{array}\right]$ | $C\left[\begin{array}{c}z_{5}^{z_{2}}\end{array}\right]$ | $C\left[\begin{array}{c}z_{2} \\ e_{6}\end{array}\right]$ | $C\left[\begin{array}{l}z_{2} \\ b_{1}\end{array}\right]$ | $C\left[\begin{array}{c}z_{2} \\ b_{2}\end{array}\right]$ | $C\left[\begin{array}{l}z_{2} \\ b_{3}\end{array}\right]$ | $C\left[\begin{array}{l}z_{1}\end{array}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $z_{2}$ | + | + | + | + | + | + | + | + | + | + |

TABLE 5.3: Conditions on GGSO coefficients for survival of the on-shell tachyons $\left|z_{2}\right\rangle$.

| $\left\|e_{1}\right\rangle$ Oscillator | $C\left[\begin{array}{l}e_{1}{ }_{\underline{S}} \\ \hline\end{array}\right.$ | $C\left[\begin{array}{l}e_{1} \\ e_{2}\end{array}\right.$ | $C\left[\begin{array}{l}e_{1} \\ e_{3}\end{array}\right]$ | $C\left[\begin{array}{c}e_{1} \\ e_{4}\end{array}\right]$ | $C\left[\begin{array}{l}e_{1} \\ e_{5}\end{array}\right]$ | $C\left[\begin{array}{c}e_{1} \\ e_{6}\end{array}\right]$ | $C\left[\begin{array}{l}e_{1}{ }^{e_{1}}{ }_{b_{1}}\end{array}\right.$ | $C\left[\begin{array}{l}e_{1} \\ \stackrel{x}{x}\end{array}\right]$ | $C\left[\begin{array}{c}e_{1} \\ z_{1}\end{array}\right]$ | $C\left[\begin{array}{l}e_{1} \\ z_{2}\end{array}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\{\bar{y}^{2}\right\}$ | + | - | + | + | + | + | - | + | + | + |
| $\left\{\bar{w}^{2}\right\}$ | + | - | + | + | + | + | + | + | + | + |
| $\left\{\bar{y}^{3}\right\}$ | + | + | - | + | + | + | - | + | + | + |
| $\left\{\bar{w}^{3}\right\}$ | + | + | - | + | + | + | + | + | + | + |
| $\left\{\bar{y}^{4}\right\}$ | + | + | + | - | + | + | - | + | + | + |
| $\left\{\bar{w}^{4}\right\}$ | + | + | + | - | + | + | + | + | + | + |
| $\left\{\bar{y}^{5}\right\}$ | + | + | + | + | - | + | - | + | + | + |
| $\left\{\bar{w}^{5}\right\}$ | + | + | + | + | - | + | + | + | + | + |
| $\left\{\bar{y}^{6}\right\}$ | + | + | + | + | + | - | - | + | + | + |
| $\left\{\bar{w}^{6}\right\}$ | + | + | + | + | + | - | + | + | + | + |
| $\begin{gathered} \left\{\bar{\psi}^{1 / 2 / 3 / 4 / 5(*)}\right\} \\ \quad /\left\{\bar{\eta}^{1(*)}\right\} \end{gathered}$ | + | + | + | + | + | + | - | - | + | + |
| $\left\{\bar{\eta}^{2,3(*)}\right\}$ | + | + | + | + | + | + | + | - | $+$ | + |
| $\left\{\bar{\phi}^{1,2(*)}\right\}$ | + | + | + | + | + | + | + | + | - | + |
| $\left\{\bar{\phi}^{3,4(*)}\right\}$ | - | + | + | + | + | + | + | + | - | + |
| $\left\{\bar{\phi}^{5,6(*)}\right\}$ | - | + | + | + | + | + | + | + | + | - |
| $\left\{\bar{\phi}^{7,8(*)}\right\}$ | + | + | + | + | + | + | + | + | + | - |

Table 5.4: Conditions on GGSO coefficients for survival of the on-shell vectorial tachyons $\left\{\bar{\lambda}^{i}\right\}\left|e_{1}\right\rangle$. We have made use of the combination $\tilde{x}=b_{1}+b_{2}+b_{3}=\left\{\psi^{\mu}, \chi^{1, \ldots, 6} \mid \bar{\psi}^{1,2,3,4,5}, \bar{\eta}^{1,2,3}\right\}$, which will be discussed more in the next section.

| Sector | $C\left[\begin{array}{c}e_{1}+z_{1} \\ e_{2}\end{array}\right]$ | $C\left[\begin{array}{l}e_{1}+z_{1} \\ e_{3}\end{array}\right.$ | $C\left[{ }_{e_{4}}^{e_{1}+z_{1}}\right.$ | $C\left[\begin{array}{c}e_{1}+z_{1} \\ e_{5}\end{array}\right]$ | $C\left[\begin{array}{c}{ }_{\text {e }}^{1+z_{1}} \\ e_{6}\end{array}\right.$ | $C\left[\begin{array}{c}e_{1}+z_{1} \\ b_{1}\end{array}\right]$ | $C\left[\begin{array}{c}e_{1+}+z_{1} \\ \underset{\sim}{1}\end{array}\right]$ | $C\left[{ }^{e_{1}+z_{2}}{ }_{z}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|e_{1}+z_{1}\right\rangle$ | $+$ | + | + | + | + | + | + | + |

TABLE 5.5: Conditions on GGSO coefficients for survival of the on-shell tachyons $\left|e_{1}+z_{1}\right\rangle$

| Sector | $C\left[\begin{array}{c}e_{1}+z_{2} \\ e_{2}\end{array}\right]$ | C[ $\left.\begin{array}{c}e_{1}+z_{2} \\ e_{3}\end{array}\right]$ | $C\left[\begin{array}{c}e_{1+}^{+}+z_{2} \\ e_{4}\end{array}\right]$ | $C\left[\begin{array}{c}e_{1+z^{\prime}}{ }_{e 5} \\ e_{2}\end{array}\right]$ |  | $C\left[\begin{array}{c}e_{1}+z_{2} \\ b_{1}\end{array}\right]$ |  | $C\left[{ }^{e_{1}+z_{2}}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|e_{1}+z_{2}\right\rangle$ | + | + | + | + | + | + | + | $+$ |

Table 5.6: Conditions on GGSO coefficients for survival of the on-shell tachyons $\left|e_{1}+z_{2}\right\rangle$.

## Tachyons of Conformal Weight ( $-\frac{1}{4},-\frac{1}{4}$ )

Carrying on up the mass levels we have $\left(-\frac{1}{4},-\frac{1}{4}\right)$ in which vectorial tachyons arise from 15 sectors: $\left\{\bar{\lambda}^{i}\right\}\left|e_{i}+e_{j}\right\rangle, i \neq j=1, \ldots, 6$ and spinorial tachyons arise from 30 sectors: $\left|e_{i}+e_{j}+z_{1}\right\rangle$ and $\left|e_{i}+e_{j}+z_{2}\right\rangle$. Again, we will present the conditions on the survival of $\left\{\bar{\lambda}^{i}\right\}\left|e_{1}+e_{2}\right\rangle,\left|e_{1}+e_{2}+z_{1}\right\rangle$ and $\left|e_{1}+e_{2}+z_{2}\right\rangle$ in Tables 5.7, 5.8 and 5.9 below and note that the other sectors with other $e_{i}$ combinations are easily obtainable from these.

Tachyons of Conformal Weight ( $-\frac{1}{8},-\frac{1}{8}$ )
The final mass level we obtain on-shell tachyons from is $\left(-\frac{1}{8},-\frac{1}{8}\right)$, where vectorial tachyons arise from 20 sectors: $\left\{\bar{\lambda}^{i}\right\}\left|e_{i}+e_{j}+e_{k}\right\rangle, i \neq j \neq k=1, \ldots, 6$ and spinorial tachyons arise

| $\left\|e_{1}+e_{2}\right\rangle$ <br> Oscillators | $C\left[\begin{array}{c}e_{1}+e_{2} \\ \stackrel{S}{2}\end{array}\right]$ | $C\left[\begin{array}{c}e_{1}+e_{2} \\ e_{3}\end{array}\right]$ | C[ $\left.{ }^{e_{1}+e_{4}+e_{2}}\right]$ | $C\left[\begin{array}{c}e_{1}+e_{2} \\ e_{5}\end{array}\right]$ |  | C ${ }^{e_{1}+e_{2}}{ }_{1}$ | C[ ${ }^{e_{1}+e_{2}} \underset{\substack{x}}{ }$ | $C\left[\begin{array}{c}e_{1}+e_{2} \\ z_{1}\end{array}\right]$ | $C\left[\begin{array}{l}e_{1}+e_{2} \\ z_{2}\end{array}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\{\bar{y}^{3}\right\}$ | + | - | + | + | + | - | + | + | + |
| $\left\{\bar{w}^{3}\right\}$ | + | - | + | + | + | + | + | + | + |
| $\left\{\bar{y}^{4}\right\}$ | + | + | - | + | + | - | + | + | + |
| $\left\{\bar{w}^{4}\right\}$ | + | + | - | + | + | + | + | + | + |
| $\left\{\bar{y}^{5}\right\}$ | + | + | + | - | + | - | + | + | + |
| $\left\{\bar{w}^{5}\right\}$ | + | + | + | - | + | + | + | + | + |
| $\left\{\bar{y}^{6}\right\}$ | + | + | + | + | - | - | + | + | + |
| $\left\{\bar{w}^{6}\right\}$ | + | + | + | + | - | + | + | + | + |
| $\begin{gathered} \left\{\bar{\psi}^{1 / \ldots / 5(*)}\right\} \\ /\left\{\bar{\eta}^{1(*)}\right\} \end{gathered}$ | + | + | + | + | + | - | - | + | + |
| $\left\{\bar{\eta}^{2,3(*)}\right\}$ | + | + | + | + | + | + | - | + | + |
| $\left\{\bar{\phi}^{1,2(*)}\right\}$ | + | + | + | + | + | + | + | - | + |
| $\left\{\phi^{3,4(*)}\right\}$ | - | + | + | + | + | + | + | - | + |
| $\left\{\bar{\phi}^{5,6(*)}\right\}$ | - | + | + | + | + | + | + | + | - |
| $\left\{\phi^{7,8(*)}\right\}$ | + | + | + | + | + | + | + | + | - |

Table 5.7: Conditions on GGSO coefficients for survival of the on-shell vectorial tachyons $\left\{\bar{\lambda}^{i}\right\}\left|e_{1}+e_{2}\right\rangle$. We have made use of the combination $\tilde{x}=b_{1}+b_{2}+b_{3}=$ $\left\{\psi^{\mu}, \chi^{1, \ldots, 6} \mid \bar{\psi}^{1,2,3,4,5}, \bar{\eta}^{1,2,3}\right\}$, which will be discussed more in the next section.


Table 5.8: Conditions on GGSO coefficients for survival of the on-shell tachyons $\left|e_{1}+e_{2}+z_{1}\right\rangle$.

| ector | C [ |  |  | $C\left[{ }^{e}\right.$ | $C\left[\begin{array}{c}e_{1}+e_{2}+z_{2} \\ b_{1}\end{array}\right]$ | $C\left[\begin{array}{c}e_{1}+e_{2}+z_{2} \\ \underset{x}{2}\end{array}\right] C$ | $C\left[\begin{array}{l}\text { el }{ }_{1}+e_{2}+z_{1} \\ z_{1}\end{array}\right.$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}+e_{2}+$ | + | + | + | + | + |  |  |

Table 5.9: Conditions on GGSO coefficients for survival of the on-shell tachyons $\left|e_{1}+e_{2}+z_{2}\right\rangle$.
from 40 sectors: $\left|e_{i}+e_{j}+e_{k}+z_{1}\right\rangle$ and $\left|e_{i}+e_{j}+e_{k}+z_{2}\right\rangle$. We present the conditions on the survival of $\left\{\lambda^{i}\right\}\left|e_{1}+e_{2}+e_{3}\right\rangle$, $\left|e_{1}+e_{2}+e_{3}+z_{1}\right\rangle$ and $\left|e_{1}+e_{2}+e_{3}+z_{2}\right\rangle$ in the Tables $5.10,5.11$ and 5.12 below and note again that the conditions for other sectors with other $e_{i}$ combinations are easily obtainable from these.

Using this structure of the conditions on the GGSO phases for the survival of tachyonic sectors at each mass level our computer algorithm runs through and checks whether any configuration of the phases that leaves the tachyon in the spectrum is satisfied. If none are satisfied then all 126 are projected and the model is retained for further analysis.

### 5.4 Massless Sectors

Having dealt with the $M_{L}^{2}=M_{R}^{2}<0$ level-matched sectors we turn our attention to the more familiar discussion of the structure of the massless sectors $M_{L}^{2}=M_{R}^{2}=0$ in this section. Although some aspects of the massless spectrum look similar to the supersymmetric case, the structure of our $\tilde{S}$-models are very different. In particular, we can contrast our models with those in which supersymmetry is spontaneously broken (by a GGSO phase) where in

| $\begin{gathered} \left\|e_{1}+e_{2}+e_{3}\right\rangle \\ \text { Oscillator } \end{gathered}$ |  | $C\left[\begin{array}{c}e_{1}+e_{2}+e_{3} \\ e_{4}\end{array}\right]$ | $C\left[\begin{array}{c}e_{1}+e_{2}+e_{3} \\ e_{5}\end{array}\right]$ | $\left\lvert\, C\left[\begin{array}{c}e_{1}+e_{2}+e_{3} \\ e_{6}\end{array}\right]\right.$ | $C\left[\begin{array}{c}e_{1}+e_{2}+e_{3} \\ x_{\bar{x}}\end{array}\right]$ | $\left\lvert\, C\left[\begin{array}{c}e_{1}+e_{2}+e_{3} \\ z_{1}\end{array}\right]\right.$ | $C\left[\begin{array}{c}e_{1}+e_{2}+e_{3} \\ z_{2}\end{array}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\{\bar{y}^{4} / \bar{w}^{4}\right\}$ | + | - | + | + | + | + | + |
| $\left\{\bar{y}^{5} / \bar{w}^{5}\right\}$ | + | + | - | + | + | + | + |
| $\left\{\bar{y}^{6} / \bar{w}^{6}\right\}$ | + | + | + | - | + | + | + |
| $\begin{array}{\|c\|} \left.\hline \bar{\psi}^{1 / \ldots / 5}\right\} \\ /\left\{\bar{\eta}^{1 / 2 / 3(*)}\right\} \end{array}$ | + | + | + | + | - | + | + |
| \{ $\left\{\bar{\phi}^{1,2(*)}\right\}$ | + | + | + | + | + | - | + |
| $\left\{\phi^{3,4(*)}\right\}$ | - | + | + | + | + | - | + |
| $\left\{\bar{\phi}^{5,6(*)}\right\}$ | - | + | + | + | + | + | - |
| $\left\{\phi^{7,8(*)}\right\}$ | + | + | + | + | + | + | - |

Table 5.10: Conditions on GGSO coefficients for survival of the on-shell vectorial tachyons $\left\{\bar{\lambda}^{i}\right\}\left|e_{1}+e_{2}+e_{3}\right\rangle$.

| Sector | $C$ | $\begin{gathered} e_{1}+e_{2}+e_{3}+z_{1} \\ e_{4} \end{gathered}$ | $C$ | $e_{1}+e_{2}+e_{3}+z_{1}$ $e_{5}$ | $C$ | $\begin{gathered} e_{1}+e_{2}+e_{3}+z_{1} \\ e_{6} \\ \hline \end{gathered}$ | $C$ | $e_{1}+e_{2}+e_{\tilde{x}}+z_{1}$ | C | $e_{1}+e_{2}+e_{3}+z_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|e_{1}+e_{2}+e_{3}+z_{1}\right\rangle$ |  | + |  | + |  | + |  | + |  | + |

Table 5.11: Conditions on GGSO coefficients for survival of the on-shell tachyons $\left|e_{1}+e_{2}+e_{3}+z_{1}\right\rangle$.


Table 5.12: Conditions on GGSO coefficients for survival of the on-shell tachyons $\left|e_{1}+e_{2}+e_{3}+z_{2}\right\rangle$.
general some parts of the spectrum remain supersymmetric. This was, for example, demonstrated in [109] in terms of invariant orbits of the partition function for orbifold models with spontaneously broken supersymmetry. Similarly, our models are very different than those of the broken supersymmetry models discussed in [110] where observable spinorial sectors of the models still exhibit a supersymmetric-like structure, i.e. in these sectors the bosonic and fermionic states only differ by their charges under some $U(1)$ symmetries that are broken at a high scale.

As we explore this new structure in the massless spectrum we will see that the role of the $\tilde{S}$-map is of central importance. Further to this, we will also uncover the importance of a vector combination $\tilde{x}$ which induces another interesting map. Without the presence of the supersymmetry generator $S$ we must also handle a number of extra massless sectors which would not arise in supersymmetric setups due to the GGSO projections induced by $S$.

## Observable Sectors

The chiral spinorial $\mathbf{1 6} / \overline{\mathbf{1 6}}$ representations arise from the 48 sectors (16 from each orbifold plane)

$$
\begin{align*}
& B_{p q r s}^{(1)}= b_{1}+p e_{3}+q e_{4}+r e_{5}+s e_{6} \\
&=\left\{\psi^{\mu}, \chi^{1,2},(1-p) y^{3} \bar{y}^{3}, p w^{3} \bar{w}^{3},(1-q) y^{4} \bar{y}^{4}, q w^{4} \bar{w}^{4},\right. \\
&\left.(1-r) y^{5} \bar{y}^{5}, r w^{5} \bar{w}^{5},(1-s) y^{6} \bar{y}^{6}, s w^{6} \bar{w}^{6}, \bar{\eta}^{1}, \bar{\psi}^{1, \ldots, 5}\right\}  \tag{5.14}\\
& \quad(1)+q e^{(2)}= \\
& B_{p q r s}+p e_{1}+q e_{2}+r e_{5}+s e_{6} \\
& B_{p q r s}^{(3)}= b_{3}+p e_{1}+q e_{2}+r e_{3}+s e_{4}
\end{align*}
$$

where $p, q, r, s=0,1$ account for all combinations of shift vectors of the internal fermions $\left\{y^{i}, w^{i} \mid \bar{y}^{i}, \bar{w}^{i}\right\}$. As in previous classifications, we can now write down generic algebraic equations to determine the number 16 and $\overline{\mathbf{1 6}}, N_{16}$ and $N_{\overline{16}}$, as a function of the GGSO coefficients. To do this we first utilize the following projectors to determine which of the 48 spinorial sectors survive

$$
\begin{align*}
& P_{p q r s}^{1}=\frac{1}{2^{4}} \prod_{i=1,2}\left(1-C\left[\begin{array}{c}
\left.B_{p q r s}^{1}\right]_{i} \\
e_{i}
\end{array}\right]^{*}\right) \prod_{a=1,2}\left(1-C\left[\begin{array}{c}
B_{p q r s}^{1} \\
z_{a}
\end{array}\right]^{*}\right) \\
& P_{p q r s}^{2}=\frac{1}{2^{4}} \prod_{i=3,4}\left(1-C\left[\begin{array}{c}
B_{p q r s}^{2} e_{i} \\
e_{i}
\end{array}\right]^{*}\right) \prod_{a=1,2}\left(1-C\left[\begin{array}{c}
\left.B_{p q r s}^{2}\right]_{a} \\
z_{a}
\end{array}\right]^{*}\right)  \tag{5.15}\\
& P_{p q r s}^{3}=\frac{1}{2^{4}} \prod_{i=5,6}\left(1-C\left[\begin{array}{c}
B_{p q r s}^{3} \\
e_{i}
\end{array}\right]^{*}\right) \prod_{a=1,2}\left(1-C\left[\begin{array}{c}
B_{p q r s}^{3} \\
z_{a}
\end{array}\right]^{*}\right)
\end{align*}
$$

where, we recall that the vector $z_{2}=\left\{\bar{\phi}^{5,6,7,8}\right\}$ is the combination defined in eq. (5.10). Then we define the chirality phases

$$
\begin{align*}
X_{p q r s}^{1} & =-C\left[\begin{array}{c}
B_{p q r s}^{1} \\
b_{2}+(1-r) e_{5}+(1-s) e_{6}
\end{array}\right]^{*} \\
X_{p q r s}^{2} & =-C\left[\begin{array}{c}
B_{p q r s}^{2} \\
b_{1}+(1-r) e_{5}+(1-s) e_{6}
\end{array}\right]^{*}  \tag{5.16}\\
X_{p q r s}^{3} & =-C\left[\begin{array}{c}
B_{p q r s}^{3} \\
b_{1}+(1-r) e_{3}+(1-s) e_{4}
\end{array}\right]^{*}
\end{align*}
$$

to determine whether a sector will give rise to a $\mathbf{1 6}$ or a $\overline{\mathbf{1 6}}$. With these definitions we can write compact expressions for $N_{16}$ and $N_{\overline{16}}$

$$
\begin{align*}
& N_{16}=\frac{1}{2} \sum_{\substack{A=1,2,3 \\
p, q, r, s=0,1}} P_{p q r s}^{A}\left(1+X_{p q r s}^{A}\right) \\
& N_{\overline{16}}=\frac{1}{2} \sum_{\substack{A=1,2,3 \\
p, q, r, s=0,1}} P_{p q r s}^{A}\left(1-X_{p q r s}^{A}\right) . \tag{5.17}
\end{align*}
$$

Up to here, these equations are familiar from previous supersymmetric classifications. However, there is a fundamental difference from the supersymmetric case where $B^{1,2,3}$, along with all model sectors, appear in supermultiplets with superpartners obtained through the addition of $S$, which exchanges spacetime bosons with spacetime fermions but leaves the
gauge group representations unchanged. In our set-up, the fermionic $B^{1,2,3}$ sectors have no such bosonic sector counterparts. Indeed, the addition of our basis vector $\tilde{S}$ would give rise to massive states with non-trivial representations under the hidden sector gauge group. As mentioned above, we can also compare with the broken supersymmetry models of [110] where the bosonic counterparts of $B^{1,2,3}$ only differ from their fermionic superpartners by their charges under some $U(1)$ symmetries that are broken at a high scale.

A further new important feature of our construction is the inclusion of the vector

$$
\begin{equation*}
\tilde{x}=b_{1}+b_{2}+b_{3} \tag{5.18}
\end{equation*}
$$

which we name in analogy to the $x$-vector from the supersymmetric classifications [18, 90-$92,97-104]$. We note that $\tilde{x}$ is the same as the vector $S+x$ which arises in supersymmetric models. In these models, the states from the $x$-sector enhance the observable gauge symmetry from $S O(10)$ to $E_{6}$, so $S+x$ arises when such an enhancement is present. The vector $\tilde{x}$ is important in our models since it plays the role of mapping between the observable spinorial and vectorial representations of $S O(10)$, as well as a map between bosonic and fermionic states. More specifically, the $\tilde{x}$-vector maps sectors that produce spacetime fermions in the spinorial representation of $S O(10)$, from which the Standard Model matter states are obtained, to sectors that produce spacetime bosons in its vectorial representation, from which the Standard Model Higgs state is obtained. Thus, the $\tilde{x}$-map induces simultaneously the fermion-boson map of the $S$-vector, as well as the spinor-vector map of the $x$-vector.

Without $S$ to provide the simple symmetry at each mass level between bosons and fermions the question of the relationship between bosons and fermions is unclear. It appears that the structure is controlled in some sense by the $\tilde{S}$-map and the $\tilde{x}$-map taking us between mass levels as both these maps often change the mass level of the sector they act on. We also note that the $\tilde{x}$-sector also affects the observable spectrum since its presence in the Hilbert space results in an extra $4 \mathbf{1 6}$ 's and $\overline{\mathbf{1 6}}$ 's of $S O(10)$. The $\tilde{x}$-sector corresponds to the sector producing the fermionic superpartners of the states from the $x$-sector, i.e. $S+x$, which enhance the $S O(10)$ symmetry to $E_{6}$. The $\tilde{x}$-sector, therefore, gives rise to the fermionic superpartners of the spacetime vector bosons from the $x$-sector, which are in fact absent from the spectrum.

## Vectorial Sectors

As mentioned above, the vector $\tilde{x}$ in (5.18) maps between the spinorial sectors $B_{p q r s}^{1,2,3}$ and vectorial sectors:

$$
\begin{align*}
V_{p q r s}^{(1)} & =B_{\text {pqrs }}^{(1)}+\tilde{x} \\
= & b_{2}+b_{3}+p e_{3}+q e_{4}+r e_{5}+s e_{6} \\
& =\left\{\chi^{3,4,5,6},(1-p) y^{3} \bar{y}^{3}, p w^{3} \bar{w}^{3},(1-q) y^{4} \bar{y}^{4}, q w^{4} \bar{w}^{4},\right. \\
& \left.(1-r) y^{5} \bar{y}^{5}, r w^{5} \bar{w}^{5},(1-s) y^{6} \bar{y}^{6}, s w^{6} \bar{w}^{6}, \tilde{\eta}^{2,3}\right\}  \tag{5.19}\\
V_{p q r s}^{(2)} & =B_{p q r s}^{(2)}+\tilde{x} \\
V_{\text {pqrs }}^{(3)} & =B_{p q r s}^{(3)}+\tilde{x}
\end{align*}
$$

The observable vectorial 10 representations of $S O(10)$ arise when the right moving oscillator is a $\bar{\psi}^{a(*)}, a=1, \ldots, 5$. To determine the number of such observable vectorial sectors we use
the projectors

$$
\begin{align*}
& R_{\text {pqrs }}^{(1)}=\frac{1}{2^{4}} \prod_{i=1,2}\left(1+C\left[\begin{array}{c}
e_{i} \\
V_{p q r s}^{(1)}
\end{array}\right]\right) \prod_{a=1,2}\left[1+C\left[\begin{array}{c}
z_{a} \\
V_{p q r s}^{(1)}
\end{array}\right]\right) \\
& R_{p q r s}^{(2)}=\frac{1}{2^{4}} \prod_{i=3,4}\left(1+C\left[\begin{array}{c}
e_{i} \\
V_{p q r s}^{(2)}
\end{array}\right]\right) \prod_{a=1,2}\left(1+C\left[\begin{array}{c}
z_{a} \\
V_{p q r s}^{(2)}
\end{array}\right]\right)  \tag{5.20}\\
& R_{\text {pqrs }}^{(3)}=\frac{1}{2^{4}} \prod_{i=5,6}\left(1+C\left[\begin{array}{c}
e_{i} \\
V_{p q r s}^{(3)}
\end{array}\right]\right) \prod_{a=1,2}\left(1+C\left[\begin{array}{c}
z_{a} \\
V_{p q r s}^{(3)}
\end{array}\right]\right) .
\end{align*}
$$

Using these we can write the number of vectorial 10's arising from these sectors as

$$
\begin{equation*}
N_{10}=\sum_{\substack{A=1,2,3 \\ p, q, r, s=0,1}} R_{p q r s}^{A} \tag{5.21}
\end{equation*}
$$

Further to these observable vectorials arising from $V^{1,2,3}$ there are the additional states arising for the other choices of oscillator $\bar{y}_{N S}^{i}$, $\bar{w}_{N S}^{i}, \bar{\phi}^{1,2}, \bar{\phi}^{3,4}, \bar{\phi}^{5,6}, \bar{\phi}^{7,8}$, which only transform under the hidden group.

In contrast to the supersymmetric case, our models come with additional vectorial sectors, which can give rise to states transforming under the observable gauge group as well as the hidden. Firstly we observe 4 additional sectors that can give rise to vectorial states transforming under both the observable and the hidden or solely the hidden. These sectors are

$$
\begin{equation*}
\tilde{V}=\left\{\left\{\bar{\lambda}^{i}\right\}|\tilde{S}\rangle,\left\{\bar{\lambda}^{i}\right\}\left|\tilde{S}+z_{1}\right\rangle,\left\{\bar{\lambda}^{i}\right\}\left|\tilde{S}+z_{2}\right\rangle,\left\{\bar{\lambda}^{i}\right\}\left|\tilde{S}+z_{1}+z_{2}\right\rangle\right\} \tag{5.22}
\end{equation*}
$$

which are spacetime fermions. There are two cases to distinguish when one of these sectors is present:

- $\left\{\bar{y}^{i} / \bar{w}^{i}\right\}|\tilde{V}\rangle$ which are charged under the hidden sector only.
- $\left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}_{N S}\right\}|\tilde{V}\rangle$ with $\bar{\phi}_{N S}$ being the four Neveu-Schwarz oscillators such that $\bar{\phi}_{N S} \cap \tilde{V}=\emptyset$. These transform in mixed representations of the observable and hidden sectors which means we should analyse them further. We realise that the condition for one of these to remain in the spectrum is:

$$
C\left[\begin{array}{c}
\tilde{V}  \tag{5.23}\\
e_{i}
\end{array}\right]=-1, \quad \forall i \in\{1,2,3,4,5,6\}
$$

for one of the $\tilde{V}$. In ref. [1] it was suggested that such states appearing in these models may be instrumental in implementing electroweak symmetry breaking by hidden sector condensates.

Similar to the $\tilde{x}$-sector, it is interesting to compare the $\tilde{S}$-sector with the $S$-sector in supersymmetric models. The $S$-sector in the supersymmetric models produces the spacetime fermionic superpartners of the states from the NS-sector, i.e. it gives rise to the gauginos. The $\tilde{S}$-sector gives rise to spacetime fermions that could transform as, e.g. electroweak doublets and triplets, but also transforms as doublets of the hidden gauge group, due to the $S-\tilde{S}$-map noted in Section 5.1.In this respect the $\tilde{S}$-models exhibit a sort of split supersymmetry, in the sense that the states from the sectors $B_{1,2,3}$ are massive, but the sector that produces the would-be gauginos, i.e. $\tilde{S}$, still produces massless states transforming
under the observable gauge symmetry. It will be of interest to explore how this phenomenon affects the phenomenological characteristics of the models.

Finally, there are further vectorials that may be observable or hidden arising from the 15 sectors

$$
\begin{equation*}
\gamma^{k=1, \ldots, 15}=\left\{\bar{\lambda}^{i}\right\}\left|e_{i}+e_{j}+e_{k}+e_{l}\right\rangle \tag{5.24}
\end{equation*}
$$

for $i \neq j \neq k \neq l=1, \ldots, 6$. We note that these sectors can give rise to vectorial 10's when the oscillators $\bar{\psi}^{a}, a=1, \ldots, 5$, are present. In this case, the projector is

$$
P_{\gamma^{k}}=\frac{1}{2^{5}} \prod_{i=m, n}\left(1+C\left[\begin{array}{c}
\gamma^{k}  \tag{5.25}\\
e_{i}
\end{array}\right]\right) \prod_{a=1,2}\left(1+C\left[\begin{array}{c}
\gamma^{k} \\
z_{a}
\end{array}\right]\right)\left(1-C\left[\begin{array}{c}
\gamma^{k} \\
\underset{x}{x}
\end{array}\right]\right)
$$

where $m \neq n \neq i \neq j \neq k \neq l$. We can count the number of such sectors through the expression

$$
\begin{equation*}
N_{\gamma}^{\{\bar{\psi}, \bar{\eta}\}}=\sum_{k=1}^{15} P_{\gamma^{k}} . \tag{5.26}
\end{equation*}
$$

These additional vectorials can evidently play a role in the phenomenology of our models, so their couplings and charge contributions must be considered carefully for specific models. We can note that $\gamma^{k}$ will not couple at leading order to the observable spinorial representations due to their additional charges, and so at leading order the only vectorial 10 representations to generate realistic Standard Model fermion mass spectrum, remain those from $V^{1,2,3}$.

## Hidden Sectors

We find that there are a relatively large number of hidden massless sectors in our model, which is another effect of the $\tilde{S}$-map we have chosen since its right-moving complex fermions generate representations of the hidden group.

Firstly, we can identify 96 spinorial sectors that give rise to spacetime bosons arising through the addition of $z_{1}$ or $z_{2}$ onto the vectorial sectors $V^{1,2,3}$

$$
\begin{align*}
H_{\text {pqrs }}^{(1)} & =V_{\text {pqrs }}^{(1)}+z_{1} \\
H_{\text {pqrs }}^{(2)} & =V_{\text {pqrs }}^{(2)}+z_{1} \\
H_{\text {pqrs }}^{(3)} & =V_{\text {pqrs }}^{(3)}+z_{1}  \tag{5.27}\\
H_{\text {pqrs }}^{(4)} & =V_{\text {pqrs }}^{(1)}+z_{2} \\
H_{\text {pqrs }}^{(5)} & =V_{\text {pqrs }}^{(2)}+z_{2} \\
H_{\text {pqrs }}^{(6)} & =V_{\text {pqrs }}^{(3)}+z_{2}
\end{align*}
$$

which evidently transform under the hidden $S O(4)^{4}$ only. A further four groups of 48 sectors are generated through the addition of the combinations $\left\{\tilde{S}, \tilde{S}+z_{1}, \tilde{S}+z_{2}, \tilde{S}+z_{1}+z_{2}\right\}$ which
give rise to spacetime fermionic hidden sectors

$$
\begin{align*}
H_{\text {prrs }}^{(7)} & =\tilde{S}+V_{\text {pqrs }}^{(1)} \\
H_{\text {prrs }}^{(8)} & =\tilde{S}+V_{\text {pqrs }}^{(2)} \\
H_{\text {pqrs }}^{(9)} & =\tilde{S}+V_{\text {pqrs }}^{(3)} \\
H_{\text {pqrs }}^{(10)} & =\tilde{S}+V_{\text {pqrs }}^{(1)}+z_{1} \\
H_{\text {pqrs }}^{(11)} & =\tilde{S}+V_{\text {pqrs }}^{(2)}+z_{1} \\
H_{\text {pqrs }}^{(12)} & =\tilde{S}+V_{\text {pqrs }}^{(3)}+z_{1} \\
H_{\text {pqrs }}^{(13)} & =\tilde{S}+V_{\text {pqrs }}^{(1)}+z_{2}  \tag{5.28}\\
H_{\text {pqrs }}^{(14)} & =\tilde{S}+V_{\text {pqrs }}^{(2)}+z_{2} \\
H_{\text {pqrs }}^{(15)} & =\tilde{S}+V_{\text {pqrs }}^{(3)}+z_{2} \\
H_{\text {pqrs }}^{(16)} & =\tilde{S}+V_{\text {pqrs }}^{(1)}+z_{1}+z_{2} \\
H_{\text {pqrs }}^{(17)} & =\tilde{S}+V_{\text {pqrs }}^{(2)}+z_{1}+z_{2} \\
H_{\text {pqrs }}^{(18)} & =\tilde{S}+V_{\text {pqrs }}^{(3)}+z_{1}+z_{2}
\end{align*}
$$

Essentially we see that by adding on the combinations $\tilde{h}_{n}=\left\{z_{1}, z_{2}, \tilde{S}, \tilde{S}+z_{1}, \tilde{S}+z_{2}, \tilde{S}+z_{1}+z_{2}\right\}$ we generate the 6 ways of having 2 doublet representations of the four hidden $S O(4)$ groups.

There are additional hidden sectors, on top of those counted by $N_{H}$, that don't live on the orbifold planes. These 30 sectors are

$$
\delta^{1, \ldots, 30}=\left\{\begin{array}{l}
e_{i}+e_{j}+e_{k}+e_{l}+z_{1}  \tag{5.29}\\
e_{i}+e_{j}+e_{k}+e_{l}+z_{2}
\end{array}\right.
$$

for $i \neq j \neq k \neq l=1, \ldots, 6$. Similar to (5.22), (5.24) these are examples of sectors which are not found in supersymmetric models since the $S$-vector would project them out.

Knowing the number of hidden sectors will mainly be useful when looking at the size of the massless coefficient in the $q$-expansion of the partition function, which is equivalent to a counting of the number of massless states. We will return to this in Section 5.5.

### 5.5 Partition Function and Cosmological Constant

The partition function of string models encapsulates most information one knows about its structure, symmetries and spectrum. Thus to fully understand our model it is essential to get a handle on the calculation and form of its partition function. The analysis of the partition function is particularly instrumental in non-supersymmetric constructions since it gives a complementary tool to count the total number of massless states, and its integration over the fundamental domain corresponds to the cosmological constant.

For free fermionic models, the partition function can be calculated using techniques developed in Section 2.5 and Chapter 4. In terms of the basis vectors, the partition function is given
by

$$
Z=\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{2}} Z_{B} \sum_{S p . S t r .} C\binom{\alpha}{\beta} \prod_{f} Z\left[\begin{array}{c}
\alpha(f)  \tag{5.30}\\
\beta(f)
\end{array}\right]
$$

where $d^{2} \tau / \tau_{2}^{2}$ is the modular invariant measure. The expression (4.63) specifically represents the one-loop vacuum energy of our theory at the fermionic point and so we may refer to it as the cosmological constant $\Lambda$. As we have seen the part of this expression corresponding to the worldsheet fermions can be re-expressed in a compact and insightful way using methods developed in Section 4.1. Implementing these for this model results in the fermionic partition

$$
\begin{align*}
& Z_{F}=\frac{1}{\eta^{10} \bar{\eta}^{22}} \frac{1}{2^{2}} \sum_{\substack{a, k \\
b, l}} \frac{1}{2^{6}} \sum_{\substack{H_{i} \\
G_{i}}} \frac{1}{2^{4}} \sum_{\begin{array}{c}
h_{i}, P_{i} \\
g_{i}, Q_{i}
\end{array}}(-1)^{\Psi}\left[\begin{array}{llll}
a & H_{i} & H_{i} & h_{i} \\
b & l & G_{i} & P_{i} \\
l_{i} & Q_{i}
\end{array}\right] \\
& \times \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right]_{\psi^{\mu}} \vartheta\left[\begin{array}{c}
a+h_{1} \\
b+g_{1}
\end{array}\right]_{\chi^{12}} \vartheta\left[\begin{array}{c}
a+h_{2} \\
b+g_{2}
\end{array}\right]_{\chi^{34}} \vartheta\left[\begin{array}{c}
a-h_{1}-h_{2} \\
b-g_{1}-g_{2}
\end{array}\right]_{\chi^{56}} \tag{5.31}
\end{align*}
$$

$$
\begin{aligned}
& \times \bar{\vartheta}\left[\begin{array}{l}
k \\
l
\end{array}\right]_{\bar{\psi}^{1-5}}^{5} \bar{\vartheta}\left[\begin{array}{c}
k+h_{1} \\
l+g_{1}
\end{array}\right]_{\bar{\eta}^{1}} \bar{\vartheta}\left[\begin{array}{c}
k+h_{2} \\
l+g_{2}
\end{array}\right]_{\bar{\eta}^{2}} \bar{\vartheta}\left[\begin{array}{c}
k-h_{1}-h_{2} \\
l-g_{1}-g_{2}
\end{array}\right]_{\bar{\eta}^{3}} \\
& \times \bar{\vartheta}\left[\begin{array}{c}
k+P_{1} \\
l+Q_{1}
\end{array}\right]_{\bar{\phi}^{12}}^{2} \bar{\vartheta}\left[\begin{array}{c}
a+P_{1} \\
b+Q_{1}
\end{array}\right]_{\bar{\phi}^{34}}^{2} \bar{\vartheta}\left[\begin{array}{c}
a+P_{2} \\
b+Q_{2}
\end{array}\right]_{\bar{\phi}^{56}}^{2} \bar{\vartheta}\left[\begin{array}{c}
k+P_{2} \\
l+Q_{2}
\end{array}\right]_{\bar{\phi}^{78}}^{2} .
\end{aligned}
$$

with the internal lattice given by the usual $\boldsymbol{e}_{i}$ shifted lattice at the fermionic point

$$
\begin{align*}
& Z_{2,2}^{(1)}\left[\begin{array}{c|c|c}
H_{1} & H_{2} & h_{1} \\
G_{1} & G_{2} & h_{1} \\
g_{1}
\end{array}\right]=\left|\vartheta\left[\begin{array}{c}
H_{1} \\
G_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{1}+h_{1} \\
G_{1}+g_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{2} \\
G_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{2}+h_{1} \\
G_{2}+g_{1}
\end{array}\right]\right| \\
& Z_{2,2}^{(2)}\left[\begin{array}{ll|l}
H_{3} & H_{4} & h_{2} \\
G_{3} & G_{4} & g_{2}
\end{array}\right]=\left|\vartheta\left[\begin{array}{c}
H_{3} \\
G_{3}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{3}+h_{2} \\
G_{3}+g_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{4} \\
G_{4}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{4}+h_{2} \\
G_{4}+g_{2}
\end{array}\right]\right|  \tag{5.32}\\
& Z_{2,2}^{(3)}\left[\begin{array}{ll|l}
H_{5} & H_{6} & h_{1}+h_{2} \\
G_{5} & G_{6} & g_{1}+g_{2}
\end{array}\right]=\left|\vartheta\left[\begin{array}{c}
H_{5} \\
G_{5}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{5}-h_{1}-h_{2} \\
G_{5}-h_{1}-h_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{6} \\
G_{6}
\end{array}\right] \vartheta\left[\begin{array}{c}
H_{6}-h_{1}-h_{2} \\
G_{6}-h_{1}-h_{2}
\end{array}\right]\right| .
\end{align*}
$$

It is instructive to look at the effect of the $\tilde{S}$-map on the partition function. Comparing with (4.32) we see that the addition of the $\bar{\phi}^{3-6}$ to $S$ translate to the replacement of $k \rightarrow a$ and $l \rightarrow b$ in the theta function characteristics corresponding to $\bar{\phi}^{3-6}$. This is significant since this renders the Jacobi identity (A.13) irrelevant and so the partition function is nonzero for all GGSO configurations as expected.

The most practical way to perform the modular integration of the total partition function (5.30) is as presented in Section 4.3 using the expansion of the $\eta$ and $\vartheta$ functions in terms of the modular parameters $q$ and $\bar{q}$. This leads to a series expansion of the one-loop partition function which converges quickly as demonstrated in Figure 5.1 for a set of non-tachyonic GGSO configurations. This provides a nice empirical check for the convergence properties discussed in Section 4.3.


Figure 5.1: The convergence of $\Lambda$ order-by-order in the $q$-expansion, where $\Delta \Lambda$ is the difference between $\Lambda$ at a specific order and $\Lambda$ at 4 th order. The dots represent the average over a sample of 2000 tachyon-free models and the bars give the maximum deviation from this average.

As discussed previously, modular invariance constraint $m-n \in \mathbb{Z}$ means that the $q$-expansion of the partition function (4.65) neatly arranges into the form

$$
a_{m n}=\left(\begin{array}{cccccccccc}
0 & 0 & a_{-\frac{1}{2}-\frac{1}{2}} & 0 & 0 & 0 & a_{-\frac{1}{2} \frac{1}{2}} & 0 & 0 & 0  \tag{5.33}\\
0 & 0 & 0 & a_{-\frac{1}{4}-\frac{1}{4}} & 0 & 0 & 0 & a_{-\frac{1}{4} \frac{3}{4}} & 0 & 0 \\
a_{0-1} & 0 & 0 & 0 & a_{00} & 0 & 0 & 0 & a_{01} & 0 \\
0 & a_{\frac{1}{4}-\frac{3}{4}} & 0 & 0 & 0 & a_{\frac{1}{4} \frac{1}{4}} & 0 & 0 & 0 & \ddots \\
0 & 0 & a_{\frac{1}{2}-\frac{1}{2}} & 0 & 0 & 0 & a_{\frac{1}{2} \frac{1}{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & a_{\frac{3}{4}-\frac{1}{4}} & 0 & 0 & 0 & a_{\frac{3}{4} \frac{3}{4}} & 0 & 0 \\
a_{1-1} & 0 & 0 & 0 & a_{10} & 0 & 0 & 0 & a_{11} & 0 \\
0 & \ddots & 0 & 0 & 0 & \ddots & 0 & 0 & 0 & \ddots
\end{array}\right)
$$

i.e. into series of states with $n-m=p \in \mathbb{Z}$. This gives a convenient way to examine the different contributions to the cosmological constant (5.30) and compare the effect of on and off-shell states. We have mentioned previously in Section 4.3 that off-shell contributions to the potential and cosmological constant are in general suppressed compared to the on-shell ones. We can use these models to confirm this is indeed the case as shown in Figure 5.2 where we have chosen a model with a suppressed value for the vacuum energy.

We see that the suppressed value of $\Lambda$ is due to the cancellation between the large positive contributions from the on-shell states and the negative contributions from the off-shell states. Indeed, in general, we find that for our set of models, the only positive contributions to $\Lambda$ come from on-shell states and so these states can give us a handle on the expected value of


Figure 5.2: A comparison of different contributions to $\Lambda$ for a model with $\Lambda=0.03$ arranged as in (5.33). We see that the large positive contributions of the on-shell states are compensated by the negative contributions of the off-shell states.
the cosmological constant.
As we have seen in Figure 5.1, for our tachyon-free models, $\Lambda$ always converges and does so rapidly starting from 2 nd order in $q$ and $\bar{q}$. Based on the discussion in Section 4.5 this is a direct consequence of modular invariance which removes the divergent regions of the integration domain. Since all our four-dimensional models are of course modular invariant we expect them to also exhibit misaligned supersymmetry regardless of the unconventional breaking of supersymmetry. This is indeed the case and all models exhibit the oscillatory behaviour of the physical spectrum as shown in Figure 5.3.

The discussion above shows that while for non-supersymmetric theories there is no mechanism which ensures the vanishing of $a_{m n}$ at any allowed level, there is, however, nothing preventing it from happening. It is indeed possible to find models within our classification set-up detailed in Section 5.2 which have $a_{00}=0$, i.e. $N_{b}^{0}=N_{f}^{0}$, at the massless level.

In the analysis of the one-loop potential in [82], no models were found that exhibit $N_{b}^{0}=N_{f}^{0}$ at the free fermionic point in the sample explored. Instead, they use techniques developed in Chapter 4 to move away from the free fermionic point by reintroducing the moduli dependence and find models with $N_{b}^{0}=N_{f}^{0}$ at other points in moduli space. In our analysis, we stay at the free fermionic point and it turns out that we do find models with $N_{b}^{0}=N_{f}^{0}$ and an example model is presented in Section 5.7.

It is convenient to summarise the various contributions to $a_{00}$ in the form of Table 5.13. We use the notation for sectors laid out in Section 5.4. For simplicity, and since we restrict our classification to models with no enhancements, the contributions of vector bosons from sectors $z_{1}, z_{2}, z_{1}+z_{2}$ are ignored.


Figure 5.3: The boson-fermion oscillation of misaligned supersymmetry for the on-shell states of one of our models to $8^{\text {th }}$ order in the $q$-expansion. The overall sign of $\pm \log \left(\left|a_{m n}\right|\right)$ is chosen according to the sign of $a_{m n}$.

### 5.6 Results of Classification

Having discussed how to determine key features of the massless spectrum and how to calculate the partition function and cosmological constant for our $\tilde{S}$-models we can now present some statistics derived from a sample in the space of models. As mentioned in Section 5.2, the space of all models is $2^{66} \sim 10^{19.9}$ and so a complete classification is far beyond the computing power at our disposal. Instead, we explore a sample of $2 \times 10^{9}$ models of which only around 1 in 185 are tachyon-free that we take forward for further analysis. We will start with some results of key aspects of the massless spectrum.

### 5.6.1 Results for the Massless Spectrum

From our sample of $2 \times 10^{9}$ models we choose $10^{7}$ tachyon-free models and display the results for their $S O(10)$ observable representations. In Figure 5.4 the net chirality, $N_{16}-N_{\overline{16}}$, distribution is displayed and in Figure 5.5 the distribution of their number of vectorial 10 representations is displayed. From Figure 5.5 we see that the large majority of models contain at least one vectorial 10. The familiar normal distribution also found in all other classifications for the supersymmetric cases is uncovered. This is not surprising since the structure of the fermionic $\mathbf{1 6} / \overline{\mathbf{1 6}}$ is unchanged for our models.

In order to see more clearly the statistics from our $2 \times 10^{9}$ sample we display the frequency of $S O(10)$ models as several phenomenological constraints are considered in Table 5.14. These

| Sector | $N_{b}-N_{f}$ | Sector | $N_{b}-N_{f}$ |
| :---: | :---: | :---: | :---: |
| $\|N S\rangle$ | 304 | $\left\{\bar{y}_{N S}^{i} / \bar{w}_{N S}^{i}\right\}\|\bar{V}\rangle$ | -8 |
| $\left\|B^{1,2,3}\right\rangle$ | -32 | $\delta^{1, \ldots, 30}$ | 16 |
| $\|\tilde{x}\rangle$ | -256 | $\left\{\bar{\psi}^{a(*)} / \bar{\eta}^{b(*)}\right\}\left\|\gamma^{1, \ldots, 15}\right\rangle$ | 64 |
| $\left\{\bar{\psi}^{a(*)}\right\}\left\|V^{1,2,3}\right\rangle$ | 32 | $\left\{\bar{y}_{N S}^{i} / \bar{w}_{N S}^{i}\right\}\left\|\gamma^{1, \ldots, 15}\right\rangle$ | 4 |
|  | 8 | $\left\{\bar{\phi}^{\{1,2\} /\{3,4\} /\{5,6\} /\{7,8\}(*)}\right\}\left\|\gamma^{1, \ldots, 15}\right\rangle$ | 8 |
| $\left\{\bar{y}^{i} / \bar{w}^{i}\right\}\left\|V^{1,2,3}\right\rangle$ | 4 | $\left\{y_{N S}^{i} / w_{N S}^{i}\right\}\left\{\hat{y}_{N S}^{j} / \bar{w}_{N S}^{j}\right\}\left\|z_{1 / 2}\right\rangle$ | 8 |
| $\left\|H^{1, \ldots, 6}\right\rangle$ | 16 | $\left\{y_{N S}^{i} / w_{N S}^{i}\right\}\left\{\bar{\eta}^{b(*)}\right\}\left\|z_{12}\right\rangle$ | 32 |
| $\left\|H^{7, \ldots, 18}\right\rangle$ | -8 | $\left\{y_{N S}^{i} / w_{N S}^{i}\right\}\left\{\bar{\phi}^{\{5,6,7,8\} /\{1,2,3,4\}(*)}\right\}\left\|z_{1 / 2}\right\rangle$ | 16 |
| $\left\{\bar{\psi}^{1, \ldots, 5(*)}, \bar{\eta}^{1,2,3(*)}, \bar{\phi}_{N S}^{(*)}\right\}\|\tilde{V}\rangle$ | -192 | $\left\{y_{N S}^{i} / w_{N S}^{i}\right\}\left\|z_{1}+z_{2}\right\rangle$ | 8 |

Table 5.13: Contributions of massless sectors to $a_{00}$ when present in Hilbert space of a model. As noted $a_{00}=N_{b}^{0}-N_{f}^{0}$, so bosonic contributions are positive and fermionic are negative. The superscripts used here are $i \neq j=1, \ldots, 6, a=1, \ldots, 5$ and $b=1,2,3$. The NS subscript means that the oscillator has Neveu-Schwarz boundary conditions in the sector.

|  | Constraints | Total models <br> in sample | Probability |
| :--- | :--- | ---: | :---: |
|  | No Constraints | $2 \times 10^{9}$ | 1 |
| $(1)$ | + Tachyon-Free | 10741667 | $5.37 \times 10^{-3}$ |
| $(2)$ | + No Observable Enhancements | 10741667 | $5.37 \times 10^{-3}$ |
| $(3)$ | + No Hidden Enhancements | 9921843 | $4.96 \times 10^{-3}$ |
| $(4)$ | $+N_{16}-N_{\overline{16}} \geq 6$ | 69209 | $3.46 \times 10^{-5}$ |
| $(5)$ | $+N_{10} \geq 1$ | 69013 | $3.45 \times 10^{-5}$ |
| $(6)$ | $+a_{00}=N_{b}^{0}-N_{f}^{0}=0$ | 3304 | $1.65 \times 10^{-6}$ |

Table 5.14: Phenomenological statistics from sample of $2 \times 10^{9} S O(10) \tilde{S}$-models.
results confirm the observation made in previous sections that there are no tachyon-free models in our construction which have observable enhancements. In phenomenological terms, we do not need to worry about enhancements of the hidden sector gauge group, but they are included in the table for completeness. The next constraints we add are much like the so-called 'fertility constraints' implemented in [18, 103, 104]. The constraint on the net chirality $N_{16}-N_{\overline{16}} \geq 6$ is a necessary, but not sufficient, condition for the existence of 3 or more chiral generations at the level of the standard model.

The condition $N_{10} \geq 1$ ensures at least one state exists that can produce a Standard Model Higgs doublet and can be used to break the electroweak symmetry. Finally, we implement a condition on the $q$-expansion coefficient $a_{00}=0$ which corresponds to finding models with $N_{b}=N_{f}$ at the massless level as discussed in Section 5.5.

The 3304 models satisfying all these constraints are notable, particularly in regard to this final condition of $N_{b}^{0}=N_{f}^{0}$. Inspecting the patterns in the spectra of these 3304 models revealed that $\sim 58 \%$ contain the vector $\tilde{x}$ in their spectrum. In these cases, the large negative contribution of -256 that $\tilde{x}$ contributes to $a_{00}$ is helpful in ensuring $N_{b}^{0}=N_{0}^{f}$. Of those models not containing $\tilde{x} \sim 70 \%$ obtained the large negative contribution of -192 from one of the additional vectorials $\tilde{V}=\tilde{S}, \tilde{S}+z_{1}, \tilde{S}+z_{2}, \tilde{S}+z_{1}+z_{2}$ with mixed charges under the observable and hidden groups, i.e. the sectors $\left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}_{N S}\right\}|\tilde{V}\rangle$. Again this large negative contribution helps in matching the number of massless fermions to massless bosons.


Figure 5.4: Number of models versus net chiral generations from a random sample of $10^{7}$ tachyon free $S O(10)$ models.

### 5.6.2 Results for the Cosmological Constant

As the value of the constant term $a_{00}=N_{b}^{0}-N_{f}^{0}$ and the cosmological constant $\Lambda$ vary from model to model, it is interesting to see what range of values these non-supersymmetric models can produce.

The distribution of the cosmological constant $\Lambda$ is shown in Figure 5.6, for a sample of $10^{4}$ non-tachyonic and $10^{4}$ fertile models. By non-tachyonic, we mean that only condition (1) of Table 5.14 is satisfied, while fertile models satisfy all conditions (1)-(5). It is important to note that values presented in Figure 5.6 are at the special free fermionic point in moduli space. This means that moving away from this point will change these values and if there are unfixed moduli, there is nothing preventing this from happening. This is indeed the case for our class of models. A full stability analysis would include the deformation of the model away from the fermionic point in all directions of the geometric moduli space using the methods of Section 4.2, however, this is beyond the scope of this thesis.

Another interesting quantity in the partition functions is boson-fermion degeneracy at the massless level. As discussed in Section 5.5, the on-shell states provide the majority of positive contributions to the partition function, the largest of which is the massless term. Thus the value of $a_{00}$ gives a good handle on the value of the cosmological constant. It is also, of course, interesting for the discussion of phenomenological features and stability as explained in Section 5.5. The distribution of values of $a_{00}=N_{b}^{0}-N_{f}^{0}$ for a sample of $10^{4}$ non-tachyonic and $10^{4}$ fertile models is shown in Figure 5.7.

From Figures 5.6 and 5.7 we see that the fertility conditions have a measurable effect on the distribution of $\Lambda$ and $a_{00}$, that is, they slightly shift the values of both to the negative.


Figure 5.5: Number of models versus number of vectorial $\mathbf{1 0}$ sectors from a random sample of $10^{7}$ tachyon free $S O(10)$ models.

This is an interesting effect and is likely due to condition (4) in Table 5.14. Even though the fertility condition (4) is directed at ensuring the difference $N_{16}-N_{\overline{16}}$ is greater than 6 , doing so also results in fertile models having a larger average total $N_{16}+N_{\overline{16}}$ compared to non-fertile models. As specified in Table 5.13, these sectors contribute a value of -32 to $a_{00}$ and thus appear to cause the shift toward smaller values for $a_{00}$ and as a consequence also for $\Lambda$.

### 5.7 An Example Model with Bose-Fermi Degeneracy

From the 3304 fertile models with $N_{b}^{0}=N_{f}^{0}$ we present an analysis of the key features of the massless spectrum for one example model, as well as presenting its partition function and


Figure 5.6: The distribution of the cosmological constant for a sample of $10^{4}$ non-tachyonic and $10^{4}$ fertile models models.
cosmological constant. The model we choose has the GGSO matrix

This model has $N_{16}=7, N_{\overline{16}}=1$ and $N_{10}=8$ and thus satisfies the constraints imposed in Table 5.14. Furthermore, in this model the $\tilde{x}$-sector produces massless states, which in the supersymmetric models would correspond to the presence of the $S+x$ sector when $x$ enhances the $S O(10)$ symmetry to $E_{6}$. In that case, the $S+x$ include the superpartners of the gauge vector bosons of the sector $x$, i.e. the gauginos. So in this case, we have the gauginos but not the vector bosons.


Figure 5.7: The distribution of the constant term $a_{00}=N_{b}^{0}-N_{f}^{0}$ for a sample of $10^{4}$ nontachyonic and $10^{4}$ fertile models.

Our model also contains 6 bosonic hidden states from the sectors $H^{1, \ldots, 6}$ and 48 fermionic hidden states from the $H^{7, \ldots, 18}$. There are additional vectorials from the sectors $e_{3}+$ $e_{4}+e_{5}+e_{6}, e_{1}+e_{2}+e_{3}+e_{6}$ and $e_{1}+e_{2}+e_{3}+e_{4}$ with observable oscillators $\left\{\bar{\psi}^{a}, \bar{\eta}^{b}\right\}$, $a=1, \ldots, 5, b=1,2,3$ which cannot couple with observable states from $B^{1,2,3}$ since it cannot conserve the charges of the $U(1)_{1,2,3}$ in particular. However, these three sectors may provide couplings at higher order.

The partition function is calculated in terms of its $q$-expansion and so it can be specified by a matrix of coefficients $a_{m n}$ as in (5.33). For our example model, these values are presented in Table 5.15. We see that indeed this model has $a_{00}=N_{b}^{0}-N_{f}^{0}=0$ as advertised and the series of states arrange according to (5.33). The absence of on-shell tachyons is explicit and the contribution from off-shell tachyonic states is non-zero as expected. We also find that the consistency condition $a_{0-1}=2$ for the proto-graviton as described in [51, 84] is also satisfied.

The cosmological constant can also be calculated according to Section 4.3 and 5.5 with the modular integral quickly converging after $2^{\text {nd }}$ order in $q$. In this case, it takes the value

$$
\begin{equation*}
\Lambda=\sum_{m, n} a_{m n} I_{m n}=-149.77 \tag{5.35}
\end{equation*}
$$

at the free fermionic point. As we see it is negative which is the case for most models with $N_{b}^{0}=N_{f}^{0}$. This is due to the fact that the largest positive contributions to the partition function come from the light on-shell states and in particular from the massless states. If

| $\mathrm{q} \backslash \mathrm{qb}$ | -1 | $-7 / 8$ | $-3 / 4$ | $-5 / 8$ | $-1 / 2$ | $-3 / 8$ | $-1 / 4$ | $-1 / 8$ | 0 | $1 / 8$ | $1 / 4$ | $3 / 8$ | $1 / 2$ | $5 / 8$ | $3 / 4$ | $7 / 8$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $-1 / 2$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 320 | 0 | 0 | 0 |
| $-3 / 8$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 896 | 0 | 0 |
| $-1 / 4$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 5696 | 0 |
| $-1 / 8$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 29312 |
| 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $1 / 8$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -288 | 0 | 0 | 0 | 0 | 0 | 0 |
| $1 / 4$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -4512 | 0 | 0 | 0 | 0 | 0 |
| $3 / 8$ | 0 | 0 | 0 | 16 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -9808 | 0 | 0 | 0 | 0 |
| $1 / 2$ | 0 | 0 | 0 | 0 | 224 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1344 | 0 | 0 | 0 |
| $5 / 8$ | 0 | 0 | 0 | 0 | 0 | 416 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 36640 | 0 | 0 |
| $3 / 4$ | 0 | 0 | 0 | 0 | 0 | 0 | 576 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 78080 | 0 |
| $7 / 8$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -320 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 212928 |
| 1 | 32 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1440 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

TABLE 5.15: The $q$-expansion of the partition function for our example model. Each entry in the table represents the coefficient $a_{m n}$ in the partition function sum (4.65), with the first column and row being the mass levels for the left and right moving sectors respectively.
$N_{b}^{0}-N_{f}^{0}=0$, this is zero and the negative contributions from the light off-shell tachyons produce a negative value for $\Lambda$. This is indeed the case for all 3304 such models in our scan.

Looking at Figure 5.6 one may wonder what the meaning of the models around $\Lambda=0$ mean. Indeed it is important to note that none of the models here has a vanishing cosmological constant. The smallest values range in $\mathcal{O}\left(10^{-3}\right)$ in string scale which is still a very large value when thought of in cosmological scenarios. The total vanishing of the cosmological constant in non-supersymmetric orbifolds in four dimensions is very hard if not impossible to achieve as discussed extensively in [111].

### 5.8 Discussion and Conclusion

In this section, we developed systematic computerised tools to classify large spaces of free fermion heterotic string vacua that correspond to compactifications of ten-dimensional tachyonic vacua. From the point of view of the four-dimensional constructions this is achieved by the general $S-\tilde{S}$-map. Our previous $\overline{\mathrm{NAHE}}$-based model [1] was similarly constructed from the model published in [112], which raises the question of what are the consequences of applying the map to generic models, i.e. what are the relations between the spectra of the two mapped models, and what are the general patterns. This relation is similar to the general relation exhibited by the spinor-vector duality map, and the two may in fact be manifestations of a much larger symmetry structure [96].

Adopting the classification methodology developed for supersymmetric free fermionic models entails the proliferation of tachyon-producing sectors in the $S-\tilde{S}$-mapped models. The systematic classification, therefore, requires a detailed analysis of these sectors that was discussed in Section 5.3. In the analysis of the massless sectors separate attention to bosonic and fermionic sectors is required and was discussed in Section 5.4. In Section 5.5 we discussed the general analysis of the partition function and its $q$-expansion in left and right moving energy modes. The analysis of the partition function is particularly instrumental in the case of non-supersymmetric string vacua as it gives a direct handle on the physical
states at different mass levels. Of particular interest in the $q$-expansion is the $a_{00}=N_{b}^{0}-N_{f}^{0}$ term, which counts the difference between massless bosons and fermions in the spectrum of the string vacuum. In supersymmetric models, the number of fermionic and bosonic degrees of freedom are matched at all mass levels, and hence the partition function and the vacuum energy are identically zero. In non-supersymmetric models there is a generic mismatch at different mass levels, which is partially compensated by the so-called misaligned supersymmetry [84]. It has been argued that in tachyon-free non-supersymmetric models with $a_{00}=0$ the vacuum energy may be suppressed by the volume of the compactified dimensions [113].

In Section 5.6 we presented the results of the classification of the order of $2 \times 10^{9}$ random GGSO phases that generate the space of vacua spanned by the basis vectors in eq. (5.9) and the 66 independent one-loop GGSO phases. The analysis reveals that tachyon-free models occur with $\sim 5 \times 10^{-3}$ probability. Furthermore, we analysed this data by further imposing some fertility conditions $N_{16}-N_{\overline{16}} \geq 6$ and $N_{10} \geq 1$ and found fertile models with $a_{00}=0$ with frequency $\sim 2 \times 10^{-6}$ in our sample. In Figures 5.7 and 5.6 a notable shift in values of the cosmological constant and the $a_{00}$ term were detected for fertile models compared with a random sample of non-tachyonic vacua.

These results reveal that extracting interesting phenomenological models necessitates the development of more sophisticated computerised methods than the random generation method. This is particularly true in light of the fact that generating a viable symmetry-breaking pattern may necessitate breaking the $S O(10)$ symmetry to the Standard Model subgroup. The $S-\tilde{S}$-map entails that scalar degrees of freedom in the spinorial sixteen representation of $S O(10)$ are shifted to the massive spectrum. The consequence is that the spectrum does not contain the neutral component in the 16 of $S O(10)$ required to break the remnant unbroken gauge symmetry down to the Standard Model gauge group. The only available states are exotic states that carry fractional $U(1)_{Z^{\prime}}$ charge and appear in the heterotic string Standardlike Models [114-116]. This assertion requires of course further investigation that will be scrutinised in future work. The lesson may be that quasi-realistic models in this class may only be possible for a very restricted and narrow set of models, rather than the more generic set, which is the prevalent experience with supersymmetric constructions.

In subsequent work [3], these questions were investigated in tachyon-free Pati-Salam models, including the inclusion of fertility conditions. The increased space of vacua, in particular in the case of Standard-like models, requires adaptation of novel computational techniques [18].

Following from [1] the analysis and results presented in this section open up new vistas in string phenomenology. It reveals the potential relevance of string vacua that have been previously considered to be irrelevant. The number of questions to explore is large and may potentially provide insight into some of the prevailing problems in string phenomenology. Interpolation between the supersymmetric vacua and our tachyon-free constructions, as well as with the two-dimensional MSDS constructions [117-119], may shed some light on the problem of supersymmetry breaking and vacuum energy in string theory. This can be carried out in a subset of the basis vectors e.g. $\left\{1, \tilde{S}, b_{1}\right\}$ or $\{1, \tilde{S}, \tilde{x}\}$. Another question of interest is the question of stability of the tachyon-free models. This question is necessarily tied to the non-vanishing one-loop vacuum energy in these models. Finally, further understanding of the symmetries that underlie the partition function at all mass levels, as exhibited at the massless level by the $\tilde{S}$ and $\tilde{x}$ maps, are important to extract.

## 6 Corners of The Landscape: Heterotic Type 0 and Type $\overline{0}$ Vacua

In this section, we explore some of the extremities of the landscape of heterotic string theories. We show that it is possible to construct models in four-dimension which are free of fermions or of twisted bosons in their massless spectra. Motivated by the usual 10D Type 0 string theory, we call these the 4D Type 0 and Type $\overline{0}$ heterotic string vacua. The material presented in this section is based on the papers $[4,5]$ by the author.

To begin with, in Section 6.1 we present the construction of four-dimensional Type 0 heterotic string vacua. We will consider two separate cases based on both the $S$ and $\tilde{S}$ vectors of the previous section and provide a classification of possible vacua. We also highlight the novel observation of the existence of misaligned supersymmetry in these classes of models. We then move on to discuss the possibility of four-dimensional Type $\overline{0}$ heterotic vacua in Section 6.2 and perform a similar classification of possible scenarios.

### 6.1 Type 0 Heterotic Vacua

In this section, we extend the analysis of the classification of free fermionic vacua to the class of Type 0 models. Our interest here is in the existence of models that do not contain any fermions at all. Such models are of particular interest to explore the boundaries of the space of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold compactifications. It is plausible that progress on some of the phenomenological issues in string theory, in particular in relation to cosmological evolution and vacuum selection, will be obtained by an improved understanding of these vacua. Moreover, it is likely that further insight can be achieved by exploring some of the features of these vacua in connection with the phenomenological string vacua. In this section, we pursue this line of investigation. We present several type 0 models in this class. We further adapt the systematic classification method that was developed using the free fermionic formulation [68, $90,97-101,103,104]$ to this class of models. This requires careful analysis of tachyonic states that proliferate in these configurations. While we do not find any model which is completely free of tachyonic states, we present a model with a minimal set of tachyonic states. Using the methods of Chapter 4, we may explore the possibility that these tachyonic states become massive when the moduli are moved away from the free fermionic point. Another issue that we analyse in detail is the calculation of the vacuum energy and the finiteness properties of the string one-loop amplitude. Naturally, these are divergent due to the existence of tachyonic states, however, we still observe a form of misaligned supersymmetry.

The first model that we present uses the NAHE-set that was introduced in $[1,87]$ and Chapter 5. In this set the basis vector $S$ that generates spacetime supersymmetry in NAHE-based models $[120,121]$ is augmented with four periodic right-moving fermions, which amounts to making the gravitinos massive. This introduces a general $S \rightarrow \tilde{S}$ map in the space of models
that was discussed in detail in Chapter 5. The set of basis vectors is given by

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\}, \\
\tilde{S} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6} \mid \bar{\phi}^{3,4,5,6}\right\} \\
b_{1} & =\left\{\chi^{34}, \chi^{56}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\eta}^{1}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
b_{2} & =\left\{\chi^{12}, \chi^{56}, y^{12}, w^{56} \mid \bar{y}^{12}, \bar{w}^{56}, \bar{\eta}^{2}, \bar{\psi}^{1, \ldots, 5}\right\},  \tag{6.1}\\
b_{3} & =\left\{\chi^{12}, \chi^{34}, w^{12}, w^{34} \mid \bar{w}^{12}, \bar{w}^{34}, \bar{\eta}^{3}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\}, \\
x & =\left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}\right\} .
\end{align*}
$$

A model may then be specified through the assignment of modular invariant GGSO phase between the basis vectors. An example of a Type 0 configuration arises for the specific choice

$$
C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{j}}=\begin{gather*}
\mathbf{1}  \tag{6.2}\\
\\
\tilde{\mathbf{S}} \\
b_{1} \\
b_{1} \\
b_{2} \\
b_{3}
\end{gather*}\left(\begin{array}{rrrrrr}
1 & 1 & b_{1} & b_{2} & b_{3} & z_{1} \\
1 & -1 & -1 & -1 & -1 & x \\
-1 & -1 & -1 & -1 & 1 & 1 \\
-1 & 1 & -1 & -1 & -1 & 1
\end{array}\right) 1
$$

which we consider later on.
All models in this basis will have gauge bosons arising from the Neveu-Schwarz (NS) sector that produce the vector bosons of a $S O(10) \times U(1)^{3} \times S O(4)^{3} \times S U(2)^{8}$ gauge symmetry. Additional vector bosons may arise from the sectors in the $z_{1}, z_{3}=\mathbf{1}+\tilde{S}+b_{1}+b_{2}+b_{3}=$ $\left\{\bar{\phi}^{1,2,7,8}\right\}$ and $z_{4}=\mathbf{1}+\tilde{S}+b_{1}+b_{2}+b_{3}+z_{1}=\left\{\bar{\phi}^{3,4,7,8}\right\}$, which can affect the observable and the hidden gauge group factors or just the hidden, depending on the right-moving oscillator. A solely observable gauge enhancement may also arise from the sector $x$. In the above model, the hidden $S U(2)^{8}$ gauge symmetry is enhanced to $S O(16)$ by vector bosons arising in $z_{1}$, $z_{3}$ and $z_{4}$. The four-dimensional gauge group is, therefore, given by

$$
\begin{equation*}
S O(10) \times U(1)^{3} \times S O(4)^{3} \times S O(16) \tag{6.3}
\end{equation*}
$$

The NS-sector and the three enhancement sectors above produce in total sixteen tachyonic states that transform in the 16 representation of the hidden $S O(16)$ gauge symmetry. The vectorial fermionic sectors in the model are

$$
\begin{align*}
& \tilde{S} \\
& \tilde{S}+z_{1}  \tag{6.4}\\
& \tilde{S}+z_{4} \sim S+z_{2}
\end{align*}
$$

while the massless fermionic spinorial sectors are

$$
\begin{align*}
& \tilde{S}+b_{1,2,3}+x \\
& \tilde{S}+b_{1,2,3}+x+z_{1} ; \\
& \tilde{S}+b_{1,2,3}+x+z_{4}  \tag{6.5}\\
& \tilde{S}+z_{3} \sim S+z_{1}+z_{2}
\end{align*}
$$

where we defined $z_{2}=\left\{\bar{\phi}^{5, \cdots, 8}\right\}$ and $S=\left\{\psi^{1,2}, \chi^{1, \cdots, 6}\right\}$, neither of which are basis vector combinations in the additive group. We note that the $S$-vector coincides with the supersymmetry generator in supersymmetric free fermionic models, as well as those that are compactifications of the ten-dimensional $S O(16) \times S O(16)$ heterotic string. These definitions comply with the terminology used in the classification of the supersymmetric free fermionic heterotic string models. We emphasise that the absence of the $S$-vector from the additive group is the crucial feature of the $\tilde{S}$-models. As discussed in refs. [1, 2, 87] the absence of the $S$-vector is the characteristic property of vacua that descend from the tachyonic tendimensional vacua.

The massless states from all the fermionic sectors are projected out from the physical spectrum by the choice of GGSO phases in (6.2). In addition to the NS-sector, sectors giving rise to spacetime massless bosonic states are

$$
\begin{align*}
& x ; \\
& z_{1,3,4} ; \\
& b_{1,2,3} ; \\
& b_{1,2,3}+x  \tag{6.6}\\
& b_{1,2,3}+x+z_{1} ; \\
& b_{1,2,3}+x+z_{3} ; \\
& b_{1,2,3}+x+z_{1}+z_{3} .
\end{align*}
$$

They give rise to scalar spacetime bosons that transform in representations of the fourdimensional gauge symmetry. They are of no particular interest here and we do not list their detail explicitly.

In Sections 6.1.2 and 6.1.3 we perform a more general search for similar Type 0 heterotic string models using the free fermionic classification methodology. In particular, we search for Type 0 models without tachyons. Our search is conducted using the $\tilde{S}$ based models as well as models that use $S$. First, however, it is interesting to study a bit more closely the basis (6.1), and what additional constraints Type 0 vacua may satisfy.

### 6.1.1 Analytic Conditions on Type 0 Vacua

Since we are interested in the construction and analysis of Type 0 vacua, we focus on the massless fermionic sectors and will seek to project them out, leaving only bosonic states at the massless level. The Hilbert space in the free fermionic construction is given by the
collection of GGSO-projected states $\left|S_{\xi}\right\rangle$

$$
\begin{equation*}
\mathcal{H}=\bigoplus_{\xi \in \Xi} \prod_{i=1}^{k}\left\{e^{i \pi v_{i} \cdot F_{\xi}}\left|S_{\xi}\right\rangle=\delta_{\xi} C\binom{\xi}{v_{i}}^{*}\left|S_{\xi}\right\rangle\right\} \tag{6.7}
\end{equation*}
$$

For the Type 0 case, this will only have contributions from sectors $\xi$ in the additive space $\Xi$ with bosonic spin statistic index $\delta_{\xi}=+1$ at the massless level.

For the basis (6.1), These definitions comply with the terminology used in the classification of the supersymmetric free fermionic heterotic string models. In particular, we note that the $S$-vector coincides with the supersymmetry generator in supersymmetric free fermionic models, as well as those that are compactifications of the ten-dimensional $S O(16) \times S O(16)$ heterotic string which we analyse in Section 6.1.3. However, since we want to find choices of GGSO phases for which the fermionic sectors may be projected out to leave Type 0 vacua, it is worth exploring explicitly the analytic conditions on their projection. Another important part of the analysis will be to consider the presence of tachyonic sectors in our models which we turn to in Section 6.1.1. Due to our basis being relatively simple, writing down analytic conditions for generating Type 0 models seems tractable a priori and we will see that, indeed, it is entirely solvable.

In order to project the fermionic massless sectors given in equations (6.4) and (6.5) we can write down analytic conditions from the GGSO projection equation for the existence of Type 0 models. For the fermionic vectorial sectors (6.4)

$$
\begin{align*}
& \{\bar{y}, \bar{w}\}|\tilde{S}\rangle \text { projected } \Longleftrightarrow\left(1-C\binom{\tilde{S}}{x}\right)\left(1-C\binom{\tilde{S}}{z_{3}}\right)=0  \tag{6.8}\\
& \left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}\right\}|\tilde{S}\rangle \text { projected } \Longleftrightarrow\left(1+C\binom{\tilde{S}}{x}\right)\left(1-C\binom{\tilde{S}}{z_{3}}\right)=0  \tag{6.9}\\
& \left\{\bar{\phi}^{1,2,7,8}\right\}|\tilde{S}\rangle \text { projected } \Longleftrightarrow\left(1-C\binom{\tilde{S}}{x}\right)\left(1+C\binom{\tilde{S}}{z_{3}}\right)=0  \tag{6.10}\\
& \{\bar{y}, \bar{w}\}\left|\tilde{S}+z_{1}\right\rangle \text { projected } \Longleftrightarrow\left(1-C\binom{\tilde{S}+z_{1}}{x}\right)\left(1-C\binom{\tilde{S}+z_{1}}{z_{4}}\right)=0  \tag{6.11}\\
& \left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}\right\}\left|\tilde{S}+z_{1}\right\rangle \text { projected } \Longleftrightarrow\left(1+C\left(\underset{x}{\tilde{S}+z_{1}}\right)\right)\left(1-C\left(\underset{z_{4}}{\tilde{S}+z_{1}}\right)\right)=0  \tag{6.12}\\
& \left\{\bar{\phi}^{3,4,7,8}\right\}\left|\tilde{S}+z_{1}\right\rangle \text { projected } \Longleftrightarrow\left(1-C\binom{\tilde{S}+z_{1}}{x}\right)\left(1+C\left(\underset{\tilde{S}_{4}+z_{1}}{\substack{z_{4}}}\right)\right)=0  \tag{6.13}\\
& \{\bar{y}, \bar{w}\}\left|\tilde{S}+z_{4}\right\rangle \text { projected } \Longleftrightarrow\left(1-C\binom{\tilde{S}+z_{4}}{x}\right)\left(1-C\binom{\tilde{S}+z_{4}}{z_{1}}\right)=0  \tag{6.14}\\
& \left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}\right\}\left|\tilde{S}+z_{4}\right\rangle \text { projected } \Longleftrightarrow\left(1+C\binom{\tilde{S}+z_{4}}{x}\right)\left(1-C\binom{\tilde{S}+z_{4}}{z_{1}}\right)=0  \tag{6.15}\\
& \left\{\bar{\phi}^{1,2,3,4}\right\}\left|\tilde{S}+z_{4}\right\rangle \text { projected } \Longleftrightarrow\left(1-C\left(\underset{x}{\tilde{S}+z_{4}}\right)\right)\left(1+C\left(\underset{z_{1}}{\tilde{+}+z_{4}}\right)\right)=0 \tag{6.16}
\end{align*}
$$

Using the ABK rules on equations (6.8), (6.9) and (6.10) we deduce that

$$
\begin{equation*}
C\binom{\tilde{S}}{x}=1 \text { and } C\binom{\tilde{S}}{b_{1}} C\binom{\tilde{S}}{b_{2}} C\binom{\tilde{S}}{b_{3}}=-1 \tag{6.17}
\end{equation*}
$$

using these results and the ABK rules on equations (6.11), (6.12) and (6.13) gives the further results

$$
\begin{equation*}
C\binom{z_{1}}{x}=1 \text { and } C\binom{z_{1}}{b_{1}} C\binom{z_{1}}{b_{2}} C\binom{z_{1}}{b_{3}}=1 . \tag{6.18}
\end{equation*}
$$

Finally, the first bracket of equations (6.14), (6.15) and (6.16) implies the result

$$
\begin{equation*}
C\binom{x}{1} C\binom{x}{b_{1}} C\binom{x}{b_{2}} C\binom{x}{b_{3}}=1 . \tag{6.19}
\end{equation*}
$$

Meanwhile, for the fermionic spinorial sectors (6.5) we have

$$
\begin{align*}
& \tilde{S}+b_{i}+x \text { projected } \Longleftrightarrow \quad\left(1-C\binom{\tilde{S}+b_{i}+x}{b_{j}+b_{k}+x}\right)\left(1-C\left(\underset{S}{\tilde{S}+b_{i}+x} z_{3}\right)\right)=0  \tag{6.20}\\
& \tilde{S}+b_{i}+z_{1}+x \text { projected } \Longleftrightarrow \quad\left(1-C\binom{\tilde{S}+b_{i}+z_{1}+x}{b_{j}+b_{k}+x}\right)\left(1-C\binom{\tilde{S}+b_{i}+z_{1}+x}{z_{4}}\right)=0  \tag{6.21}\\
& \tilde{S}+b_{i}+z_{4}+x \text { projected } \Longleftrightarrow \quad\left(1-C\binom{\tilde{S}+b_{i}+z_{4}+x}{b_{j}+b_{k}+x}\right)\left(1-C\binom{\tilde{S}+b_{i}+z_{4}+x}{z_{1}}\right)=0  \tag{6.22}\\
& \tilde{S}+z_{3} \text { projected } \Longleftrightarrow \quad\left(1-C\binom{\tilde{S}+z_{3}}{b_{1}+b_{2}+b_{3}+x}\right)\left(1-C\binom{\tilde{S}+z_{3}}{x}\right)=0 \tag{6.23}
\end{align*}
$$

where $i \neq j \neq k=1,2,3$. Using results (6.17),(6.18) and (6.19) in equation (6.22) implies that

$$
\begin{equation*}
C\binom{z_{1}}{b_{1}}=C\binom{z_{1}}{b_{2}}=C\binom{z_{1}}{b_{3}}=1 \tag{6.24}
\end{equation*}
$$

and using results (6.17) and (6.19) in equation (6.20) allows us to deduce the results

$$
\begin{gather*}
C\binom{\tilde{S}}{b_{1}} C\binom{b_{1}}{b_{2}} C\binom{b_{1}}{b_{3}}=-1 \\
C\binom{\tilde{S}}{b_{2}} C\binom{b_{2}}{b_{1}} C\binom{b_{2}}{b_{3}}=-1  \tag{6.25}\\
C\binom{\tilde{S}}{b_{3}} C\binom{b_{3}}{b_{1}} C\binom{b_{3}}{b_{2}}=-1 .
\end{gather*}
$$

Since (6.17) means there are only two independent equations here, we can use this result to fix two of the phases: $C\binom{b_{1}}{b_{2}}, C\binom{b_{1}}{b_{3}}$ and $C\binom{b_{2}}{b_{3}}$.

Gathering the results (6.17), (6.18), (6.19), (6.24) and (6.25) we find the following necessary and sufficient conditions on the projection of massless fermions within models derived from the basis (6.1)

$$
\begin{align*}
C\binom{\tilde{S}}{x} & =C\binom{z_{1}}{x}=C\binom{z_{1}}{b_{1}}=C\binom{z_{1}}{b_{2}}=C\binom{z_{1}}{b_{3}}=1 \\
C\binom{\tilde{S}}{b_{1}} & =-C\binom{\tilde{S}}{b_{2}} C\binom{\tilde{S}}{b_{3}} \\
C\binom{x}{1} & =C\binom{x}{b_{1}} C\binom{x}{b_{2}} C\binom{x}{b_{3}}  \tag{6.26}\\
C\binom{b_{2}}{b_{3}} & =-C\binom{\tilde{S}}{b_{2}} C\binom{b_{1}}{b_{2}} \\
C\binom{b_{3}}{b_{1}} & =-C\binom{\tilde{S}}{b_{2}} C\binom{\tilde{S}}{b_{3}} C\binom{b_{1}}{b_{2}} .
\end{align*}
$$

These conditions mean that 9 of the 21 GGSO phases are fixed in order to obtain Type 0 vacua. Hence, the number of possible Type 0 models is reduced to $2^{12}=4096$.

Armed with the conditions (6.26) we can look now at the bosonic sectors (6.6) and in fact prove that all these sectors must appear in all 4096 possible Type 0 models. To prove this we can go through the projection conditions as we did above for the fermionic sectors. In particular, taking the sectors $b_{i}$, for $i=1,2,3$ we get

$$
\begin{equation*}
b_{i} \text { survives } \Longleftrightarrow C\binom{b_{i}}{\tilde{S}+b_{j}+b_{k}}=1 \quad \text { and } \quad C\binom{b_{i}}{z_{1}}=1 \tag{6.27}
\end{equation*}
$$

these conditions coincide exactly with conditions (6.25) and (6.24), respectively, from the projection of fermions analysis above. A similar result can easily be found for the other spinorial bosonic sectors: $b_{1,2,3}+x+z_{1}, b_{1,2,3}+x+z_{3}$ and $b_{1,2,3}+x+z_{4}$. For the bosonic
vectorial sectors $b_{i}+x, i=1,2,3$, we have the conditions

$$
\begin{align*}
\left\{\bar{y}, \bar{w}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{i}, \bar{\phi}^{5,6}\right\}\left|b_{i}+x\right\rangle \text { survives } & \Longrightarrow \frac{1}{4}\left(1+C\binom{b_{i}+x}{z_{3}}\right)\left(1+C\binom{b_{i}+x}{z_{1}}\right)=1  \tag{6.28}\\
\left\{\bar{\phi}^{1,2}\right\}\left|b_{i}+x\right\rangle \text { survives } & \Longrightarrow \frac{1}{4}\left(1-C\binom{b_{i}+x}{z_{3}}\right)\left(1-C\binom{b_{i}+x}{z_{1}}\right)=1  \tag{6.29}\\
\left\{\bar{\phi}^{3,4}\right\}\left|b_{i}+x\right\rangle \text { survives } & \Longrightarrow \frac{1}{4}\left(1+C\binom{b_{i}+x}{z_{3}}\right)\left(1-C\binom{b_{i}+x}{z_{1}}\right)=1  \tag{6.30}\\
\left\{\bar{\phi}^{7,8}\right\}\left|b_{i}+x\right\rangle \text { survives } & \Longrightarrow \frac{1}{4}\left(1-C\binom{b_{i}+x}{z_{3}}\right)\left(1+C\binom{b_{i}+x}{z_{1}}\right)=1 \tag{6.31}
\end{align*}
$$

The Type 0 conditions (6.26) guarantee that $C\binom{b_{i}+x}{z_{3}}=1$ and $C\binom{b_{i}+x}{z_{1}}=1$ and thus the first case survives.

Finally, let us show that the bosonic sector $x$ survives. In order to make this sector massless there must be a left-moving oscillator, which could make it a gauge boson if this oscillator is $\psi^{\mu}$. However, since for Type 0 models $C(\underset{\underset{S}{x}}{x})=1$ only the states of the Type $\left\{y^{i} / w^{i}\right\}_{1 / 2}|x\rangle$ can survive, which they must do due to $C\binom{x}{z_{1}}=C\binom{x}{z_{3}}=1$.

For the $z_{1}$ massless sector the conditions for Type 0 models necessitate that states of the Type $\{y / w\}\{\bar{y} / \bar{w}\}\left|z_{1}\right\rangle$ and extra gauge bosons of the Type $\left\{\psi^{\mu}\right\}\left\{\bar{\phi}^{5,6,7,8}\right\}\left|z_{1}\right\rangle$ survive. Similarly for the $z_{3}$ massless sector Type 0 models must have states of the Type $\{y / w\}\{\bar{y} / \bar{w}\}\left|z_{3}\right\rangle$ and extra gauge bosons of the Type $\left\{\psi^{\mu}\right\}\left\{\bar{\phi}^{3,4,5,6}\right\}\left|z_{3}\right\rangle$. Finally, for the $z_{4}$ massless sector Type 0 models must have states of the Type $\{y / w\}\{\bar{y} / \bar{w}\}\left|z_{4}\right\rangle$ and extra gauge bosons of the Type $\left\{\psi^{\mu}\right\}\left\{\bar{\phi}^{1,2,5,6}\right\}\left|z_{4}\right\rangle$. Therefore, all Type 0 models derived from this basis (6.1) have a hidden sector enhancement of $S U(2)^{4} \rightarrow S O(16)$.

This analysis tells us that all 4096 possible Type 0 models contain all bosonic sectors 6.6 with the specific set of oscillators given above. In other words, their massless spectra are identical. Doing the counting of all the bosonic states can be shown to give 4264, which is thus the constant term in the $q$-expansion of the partition function in all 4096 cases. Having seen how restrictive the Type 0 conditions (6.26) are at the massless level it makes sense to analyse what happens with the tachyonic sectors for our Type 0 models.

## Tachyon Analysis for Type 0 Vacua

The tachyonic sectors for models derived from the basis (6.1) come from the sectors $\left|z_{1}\right\rangle,\left|z_{3}\right\rangle$ and $\left|z_{4}\right\rangle$ as well as the untwisted tachyon of the NS sector. We can immediately see that all vacua in this basis will contain an untwisted tachyon $\left\{\bar{\phi}^{5,6}\right\}|N S\rangle$. This can be seen as being related to the absence of $z_{2}=\left\{\bar{\phi}^{5,6,7,8}\right\}$ in the basis which would allow for the projection of this tachyon since we would be equipped with the GGSO projection with the phase $C\binom{N S}{z_{2}}=1$.

In regard to the tachyons from the sectors $\left|z_{1}\right\rangle,\left|z_{3}\right\rangle$ and $\left|z_{4}\right\rangle$, we see that the Type 0 conditions (6.26) necessitate their presence. For example, all phases that could project the $z_{1}$ tachyon: $C\binom{z_{1}}{b_{1}}, C\binom{z_{1}}{b_{2}}, C\binom{z_{1}}{b_{3}}, C\binom{z_{1}}{x}$ are all equal to +1 and thus leave it in the Hilbert space. Therefore, we conclude that all Type 0 in this construction contain the tachyons from the sectors $\left|z_{1}\right\rangle,\left|z_{3}\right\rangle$ and $\left|z_{4}\right\rangle$, along with the model-independent untwisted tachyon $\bar{\phi}^{5,6}|N S\rangle$.

## Equivalence of Type 0 Models

Having shown that the massless spectrum and tachyonic sectors are identical for all the 4096 choices of GGSO phases consistent with the Type 0 conditions (6.26), we might wonder whether these models are in fact identical at all massive levels. Calculating the partition function for all 4096 Type 0 models gives the same

$$
\begin{equation*}
Z=2 \bar{q}^{-1}+16 q^{-1 / 2} \bar{q}^{-1 / 2}+4264+45056 q^{1 / 4} \bar{q}^{1 / 4}+\cdots \tag{6.32}
\end{equation*}
$$

with degeneracy 4096. Note that this does not necessarily imply that all these models are the same. They may still differ in their charges under some of the symmetries of the theory. However, this is still a good example of the non-uniqueness of the free fermionic construction since the partition function (5.5) is invariant under the 12 phases: $C\binom{1}{\tilde{S}}$, $C\binom{1}{b_{1}}, C\binom{1}{b_{2}}, C\binom{1}{b_{3}}, C\binom{1}{z_{1}}, C\binom{\tilde{S}}{b_{2}}, C\binom{\tilde{S}}{b_{3}}, C\binom{\tilde{S}}{z_{1}}, C\binom{b_{1}}{b_{2}}, C\binom{x}{b_{1}}, C\binom{x}{b_{2}}, C\binom{x}{b_{3}}$. This result will ultimately be related to the many symmetries underlying models defined by the basis (6.1).

### 6.1.2 Classification of Type $0 \tilde{S}$-Models

Having found that Type 0 , tachyonic models exist for the simple basis (6.1), we can consider a more general basis

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\}, \\
\tilde{S} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6} \mid \bar{\phi}^{3,4,5,6}\right\}, \\
T_{1} & =\left\{y^{1,2}, w^{1,2} \mid \bar{y}^{1,2}, \bar{w}^{1,2}\right\}, \\
T_{2} & =\left\{y^{3,4}, w^{3,4} \mid \bar{y}^{3,4}, \bar{w}^{3,4}\right\}, \\
T_{3} & =\left\{y^{5,6}, w^{5,6} \mid \bar{y}^{5,6}, \bar{w}^{5,6}\right\},  \tag{6.33}\\
b_{1} & =\left\{\chi^{34}, \chi^{56}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\eta}^{1}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
b_{2} & =\left\{\chi^{12}, \chi^{56}, y^{12}, w^{56} \mid \bar{y}^{12}, \bar{w}^{56}, \bar{\eta}^{2}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
b_{3} & =\left\{\chi^{12}, \chi^{34}, w^{12}, w^{34} \mid \bar{w}^{12}, \bar{w}^{34}, \bar{\eta}^{3}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\},
\end{align*}
$$

where the $T_{i}, i=1,2,3$ allow for internal symmetric shifts in the compactified coordinates around the 3 tori. The only other difference to the basis (6.1) is that $x$ is now a linear combination given by

$$
\begin{equation*}
x=b_{1}+b_{2}+b_{3}+T_{1}+T_{2}+T_{3}, \tag{6.34}
\end{equation*}
$$

and we have the same combinations $z_{3}=1+\tilde{S}+b_{1}+b_{2}+b_{3}$ and $z_{4}=z_{3}+z_{1}$. We can further note that the space of independent GGSO phase configuration is now $2^{36} \sim 6 \times 10^{10}$ for this basis.

The addition of the $T_{i}$ 's has some key consequences in relation to finding tachyon-free Type 0 vacua. It multiplies the number of massless fermionic sectors and also increases the number of ways to project the (fermionic) sectors. Furthermore, we now have 15 tachyonic sectors: $z_{1}, z_{3}, z_{4}, T_{i}, z_{1}+T_{i}, z_{3}+T_{i}$ and $z_{4}+T_{i}, i=1,2,3$ rather than just the 3 for basis (6.1). We
can notice that the model-independent NS tachyon $\left\{\bar{\phi}^{5,6}\right\}|N S\rangle$ remains in this construction so the minimal number of tachyons is to only have the NS tachyon.

## Fermionic Sector Analysis

Using a similar methodology to Section 6.1.1, we wish to analyse the conditions on the projection of all fermionic sectors from these models. Due to the increased size of the space of models from the added complexity of having of $T_{i=1,2,3}$ in the basis, we developed a computer algorithm to scan efficiently over the space of vacua and check for the absence of fermionic massless states.

We note that massless fermionic vectorials in these models arise from the sectors

$$
\begin{align*}
& \tilde{S} ; \\
& \tilde{S}+z_{1} ;  \tag{6.35}\\
& \tilde{S}+z_{4}
\end{align*}
$$

and the massless fermionic spinorial sectors from

$$
\begin{align*}
& \tilde{S}+b_{i}+b_{j}+T_{k}+p T_{i}+q T_{j} \\
& \tilde{S}+b_{i}+b_{j}+z_{1}+T_{k}+p T_{i}+q T_{j}  \tag{6.36}\\
& \tilde{S}+b_{1,2,3}+x+z_{4} \\
& \tilde{S}+z_{3}
\end{align*}
$$

Our computer algorithm can then be further applied to analyse the tachyonic sectors arising in Type 0 models. The results of this computerised scan are presented in the following section.

## Results of Classification

By implementing the projection conditions on the massless fermionic sectors (6.35) and (6.36) in a computer scan we can collect data for the number of fermionic states remaining in the Hilbert Space of a model and see how many are fermion-free and thus Type 0 . The distribution of the number of fermionic states for a scan of $10^{7}$ is displayed in Figure 6.1. In this sample, we find a total of 24508 which are free of fermionic states.

In order to gather a slightly larger sample of Type 0 models in this basis we take a larger sample of $10^{8}$ models which still does not take much computing time. From this sample, we find 245685 Type 0 models which gives a probability $\sim 2.46 \times 10^{-3}$ for Type 0 vacua in the total space. We now wish to classify these Type 0 configurations according to which tachyonic sectors remain in their spectra (along with the model-independent untwisted tachyon), as shown in Table 6.1. These results clearly show that all Type 0 models have both the model-independent untwisted tachyon and some combination of at least 2 twisted tachyonic sectors. One might wonder how general this result is since our sample size of $10^{8}$ only covers about 1:687 models in the total space of GGSO phase configurations. Recalling the 4096 degeneracy factor from the analysis of models in the basis (6.1), we can reasonably suppose that Type 0 models are highly constrained and degenerate also in the current construction where the $T_{i=1,2,3}$ are incorporated in the basis.


Figure 6.1: Frequency plot for the number of fermionic states in a model from a sample of $10^{7}$ randomly generated GGSO configurations.

To see this we took $10^{4}$ Type 0 models out from the 245685 total sample and calculated their partition functions and found a total of 109 distinct ones. In Figure 6.2 a comparison between the degeneracy of these $10^{4}$ Type 0 models and those of a random sample of $10^{4}$ models is shown and the number of different Type 0 models is seen to converge fast to just over 100, This shows, just as in the earlier case, that the subspace of Type 0 vacua is highly symmetric. This result strongly justifies the generality of our results from the $10^{8}$ sample for the tachyonic analysis and makes it highly likely that our 245685 Type 0 models from the $10^{8}$ sample capture all such unique models. In Section 6.1.4, we will further discuss the structure of these Type 0 models from the point of view of the partition function and one-loop vacuum energy.

### 6.1.3 Classification of Type $0 S$-Models

Having explored a space of $\tilde{S}$-models in the previous section we now wish to do the same analysis for models deriving from the ten-dimensional $S O(16) \times S O(16)$ non-supersymmetric

| $z_{k}$ Tachyon | $z_{k}+T_{i}$ Tachyon | $\left\{\bar{\lambda}^{a}\right\}\left\|T_{i}\right\rangle$ Tachyon | Frequency |
| :---: | :---: | :---: | :---: |
| 0 | 2 | 2 | 42773 |
| 1 | 2 | 1 | 33513 |
| 1 | 2 | 2 | 19402 |
| 1 | 0 | 2 | 17405 |
| 1 | 0 | 1 | 17140 |
| 1 | 1 | 2 | 12056 |
| 0 | 3 | 1 | 11996 |
| 3 | 0 | 1 | 7141 |
| 0 | 1 | 3 | 6044 |
| 3 | 0 | 2 | 5708 |
| 1 | 2 | 3 | 5575 |
| 1 | 2 | 0 | 5175 |
| 1 | 1 | 1 | 5170 |
| 1 | 4 | 2 | 5071 |
| 0 | 4 | 2 | 5017 |
| 0 | 0 | 2 | 4262 |
| 0 | 2 | 3 | 4253 |
| 1 | 4 | 1 | 4226 |
| 3 | 0 | 0 | 3827 |
| 0 | 3 | 2 | 3405 |
| 0 | 1 | 1 | 3389 |
| 1 | 4 | 0 | 3322 |
| 1 | 1 | 3 | 2625 |
| 1 | 3 | 3 | 2179 |
| 0 | 3 | 3 | 1774 |
| 0 | 4 | 3 | 1724 |
| 3 | 3 | 2 | 1713 |
| 1 | 3 | 2 | 1631 |
| 3 | 0 | 3 | 1529 |
| 3 | 3 | 3 | 1168 |
| 1 | 5 | 2 | 913 |
| 1 | 5 | 3 | 888 |
| 0 | 4 | 1 | 854 |
| 1 | 0 | 3 | 840 |
| 1 | 4 | 3 | 795 |
| 1 | 6 | 3 | 583 |
| 0 | 0 | 3 | 308 |
| 3 | 6 | 3 | 291 |

Table 6.1: $\quad$ Number of tachyonic sectors for 245685 Type $0 \tilde{S}$-models, where $k=1,3,4$, $i=1,2,3$ and $\bar{\lambda}^{a}$ is any right-moving oscillator with NS boundary condition.


Figure 6.2: The degeneracy of models for a random sample of models versus Type 0 models for a sample of $10^{4}$ models each. We see that the space of Type 0 models is indeed highly degenerate.
heterotic string, which we will refer to as S-models since their basis contains the SUSYgenerating vector $S$. The precise basis we use is given by

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\}, \\
S & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}\right\} \\
T_{1} & =\left\{y^{1,2}, w^{1,2} \mid \bar{y}^{1,2}, \bar{w}^{1,2}\right\}, \\
T_{2} & =\left\{y^{3,4}, w^{3,4} \mid \bar{y}^{3,4}, \bar{w}^{3,4}\right\}, \\
T_{3} & =\left\{y^{5,6}, w^{5,6} \mid \bar{y}^{5,6}, \bar{w}^{5,6}\right\},  \tag{6.37}\\
b_{1} & =\left\{\chi^{34}, \chi^{56}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\eta}^{1}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
b_{2} & =\left\{\chi^{12}, \chi^{56}, y^{12}, y^{56} \mid \bar{y}^{12}, \bar{y}^{56}, \bar{\eta}^{2}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\}, \\
z_{2} & =\left\{\bar{\phi}^{5, \ldots, 8}\right\},
\end{align*}
$$

which is in fact identical to that used in ref. [82] and the same as that used in the supersymmetric classifications of [68, 90, 97-101, 103, 104] up to the swap $T_{1,2,3} \rightarrow e_{1, \ldots, 6}$. As noted in these works, we will make regular use of the important linear combination $x[106,107]$,
which appears as the combination

$$
\begin{equation*}
x=1+S+\sum_{i=1}^{3} T_{i}+z_{1}+z_{2} \tag{6.38}
\end{equation*}
$$

in this basis and we further have the combination $b_{3}=b_{1}+b_{2}+x$ to give the generator of the third orbifold plane.

The untwisted gauge bosons in this construction generate a gauge group of $U(1)^{6} \times S O(10) \times$ $U(1)^{3} \times S O(8)^{2}$ and the full space of models is again given by the combinations of modular invariant GGSO phase configurations $2^{36} \sim 6 \times 10^{10}$. An important difference from the $\tilde{S}$-construction is that we do not have a model-independent tachyon as the NS tachyon is automatically projected. This leaves the door open for possible tachyon-free Type 0 models.

Now we turn to the massless fermionic vectorial sectors which for our $S$-models arise from

$$
\begin{align*}
& S \\
& S+z_{1} \\
& S+z_{2}  \tag{6.39}\\
& S+b_{i}+x+p T_{j}+q T_{k}
\end{align*}
$$

and the massless fermionic spinorial sectors from

$$
\begin{align*}
& S+x \\
& S+z_{1}+z_{2} \\
& S+b_{i}+p T_{j}+q T_{k}  \tag{6.40}\\
& S+b_{i}+z_{1}+x+p T_{j}+q T_{k} \\
& S+b_{i}+z_{2}+x+p T_{j}+q T_{k}
\end{align*}
$$

where $i \neq j \neq k \in\{1,2,3\}$ and $p, q \in\{0,1\}$. We note that there are more fermionic sectors in this construction than in the $\tilde{S}$ case. In particular, the familiar $\mathbf{1 6} / \overline{\mathbf{1 6}}$ of $S O(10)$ from the sectors $S+b_{i}+p T_{j}+q T_{k}$ and vectorial 10 of $S O(10)$ from the sectors $(S+) b_{i}+x+p T_{j}+q T_{k}$ arise in this construction. However, for the $\tilde{S}$-models they were deliberately chosen to be absent and there are in fact no spinorial fermionic sectors with non-trivial representation under the $S O(10)$ observable gauge group factor.

As in the case of the $\tilde{S}$-models we use computer algorithm to scan for Type 0 configurations where these fermionic sectors are projected out. The results are presented in the following section.

## Results of Classification

As in the case of the $\tilde{S}$-models we generate a distribution for the number of fermionic states across a sample of $10^{7}$ randomly generated GGSO phase configurations. This is shown in Figure 6.3. Comparing this to Figure 6.1 for the $\tilde{S}$ case we see a more dense distribution with more possible values for the fermionic states.


Figure 6.3: Frequency plot for the number of fermionic states for $S$-models from a random sample of $10^{7}$ GGSO configurations.

As in the $\tilde{S}$ case, we generate a larger sample of Type 0 models by taking a scan of $10^{8}$ GGSO configurations. From this scan, we find 54590 Type 0 models with probability $\sim 5.46 \times 10^{-4}$ which makes them approximately 5 times rarer than in the $\tilde{S}$ case. The likely reason for this and the main difference in general between the $S$ case and $\tilde{S}$ case is the already mentioned fact that in the $S$-models we have more fermionic massless sectors to project.

Despite being rarer we already noted that we do not have any model-independent tachyons for these $S$-models which leave the possibility of tachyon-free Type 0 vacua open. The data for the numbers of tachyons is shown in Table 6.2 and we see again that no tachyon-free models exist and that the minimal number of tachyonic sectors is 2 , which always includes at least 1 vectorial tachyon of the Type $\left\{\bar{\lambda}^{a}\right\}\left|T_{i}\right\rangle$. As in the case of the $\widetilde{S}$-models, we observe a degeneracy in the space of Type 0 models and from the sample of 54590 Type $0 S$-models, we found just 89 independent partition functions and the same convergence pattern as shown in Figure 6.2, therefore we can confidently claim that the lack of tachyon-free Type 0 models is a generic result in this class of vacua. It is however worth remembering that our models are defined at a free fermionic point in moduli space and so it may be that such tachyonic instabilities may disappear when a model is translated into a bosonic language and defined away from the fermionic point. The process for doing this in the same basis as we are employing here for the $S$-models is detailed in ref. [82].

### 6.1.4 Misaligned Supersymmetry in Type 0 Models

The partition function of string models encapsulates most information one knows about its structure and spectrum. Thus to fully understand these Type 0 models it is essential to get a handle on their partition function. The analysis of the partition function is particularly

| $z_{k}$ Tachyon | $z_{k}+T_{i}$ Tachyon | $\left\{\bar{\lambda}^{a}\right\}\left\|T_{i}\right\rangle$ Tachyon | Frequency |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 11605 |
| 1 | 0 | 2 | 10471 |
| 1 | 1 | 1 | 4431 |
| 1 | 0 | 3 | 4388 |
| 2 | 0 | 2 | 4066 |
| 2 | 0 | 1 | 3749 |
| 1 | 0 | 1 | 3363 |
| 1 | 1 | 3 | 2384 |
| 1 | 2 | 2 | 1870 |
| 2 | 0 | 3 | 1509 |
| 1 | 2 | 3 | 1318 |
| 1 | 2 | 1 | 1080 |
| 2 | 2 | 1 | 871 |
| 2 | 2 | 2 | 538 |
| 0 | 1 | 3 | 488 |
| 0 | 1 | 2 | 454 |
| 0 | 2 | 1 | 299 |
| 1 | 3 | 1 | 291 |
| 1 | 3 | 2 | 290 |
| 0 | 0 | 2 | 236 |
| 1 | 3 | 3 | 189 |
| 0 | 4 | 3 | 151 |
| 0 | 2 | 3 | 151 |
| 0 | 2 | 2 | 135 |
| 0 | 0 | 3 | 135 |
| 2 | 4 | 1 | 128 |

Table 6.2: Number of tachyonic sectors for 54860 Type $0 S$-models, where $k=1,2$ and $i=1,2,3$.
instrumental in non-supersymmetric constructions since it gives a complementary tool to count the total number of massless states, and its integration over the fundamental domain corresponds to the cosmological constant.

As explicitly shown in Chapter 4, on-shell tachyonic states, i.e. states with $m=n<0$, have an infinite contribution. On the other hand off-shell tachyonic states may contribute a finite value to the partition function. It is also important to note that modular invariance only allows states with $m-n \in \mathbb{Z}$.

In the case of Type 0 models presented above, due to the presence of on-shell tachyonic states, the partition function diverges. However, this divergence is contained purely in the tachyonic mode, i.e. the degeneracy of states $a_{m n}$ for $m, n>0$ still behaves in a similar fashion to any other non-tachyonic heterotic theory. This is also emphasised by the presence of misaligned supersymmetry in the massive spectra of our models. Such misalignment of the physical spectrum in heterotic theories is well documented in the literature $[2,51,69$, 84]. It however remains to see whether this mechanism is replicated for Type 0 heterotic


Figure 6.4: The boson-fermion oscillation of misaligned supersymmetry for the on-shell states of two $\tilde{S}$ models to $8^{\text {th }}$ order in the $q$-expansion. The overall sign of $\pm \log \left(\left|a_{m n}\right|\right)$ is chosen according to the sign of $a_{m n}$.
theories described in previous sections. We find that indeed both sets of Type 0 models generated by (6.1) and (6.33) exhibit such misalignment of their on-shell massive tower of states. The misalignment pattern appears to have no correlation to whether a specific model has massless fermions or not.

It was proved in [85] that non-SUSY heterotic strings without physical tachyons should always produce such misalignment of their massive spectra. In our case, due to the presence of on-shell tachyons the emergence of misaligned supersymmetry may seem somewhat unexpected. The analysis presented in the proof of misaligned supersymmetry in [85] relies on modular invariance together with the stated lack of physical tachyons. Since our theory is of course still modular invariant, we can speculate that the emergence of the misalignment should be a consequence of this, however, rigorous analysis is still lacking under these conditions. For the time being, we only present this as an observations for the theories under consideration in this section, but further investigation may lead to a deeper understanding of the relationship between on-shell tachyons and misaligned SUSY.

As an example, for the $\tilde{S}$-models of Section 6.1.2 we observe the two general patterns shown in Figure 6.4, or in general a combination of these two. This is true whether or not the choice of GGSO coefficients projects all massless fermions. The only observable difference we find for Type 0 models from the partition function point of view is the larger value of $a_{00}$. This is of course fully expected due to the lack of fermions at the massless level. The misalignment pattern is mostly similar for the $S$-models of Section 6.1.3. It is important to
note that, unlike for tachyon-free non-supersymmetric theories, this oscillatory behaviour does not result in a finite value for the cosmological constant due to the presence of the physical tachyons described in Sections 6.1.2 and 6.1.3.

This discussion shows that there is still much to learn about the relationship between finiteness, modular invariance and misaligned supersymmetry. This example gives an important example which can give us more insight. The Type 0 models above are fully modular invariant and also exhibit misaligned supersymmetry as shown explicitly. However, due to the presence of physical tachyons, they are not finite. Thus modular invariance does not necessarily imply finiteness. On the other hand, there are consistent string models, like the bosonic string, which do not exhibit misaligned supersymmetry but are still modular invariant. Hence modular invariance does not necessarily cause misaligned supersymmetry. Of course in the case of heterotic models, the relation between modular invariance and misaligned supersymmetry seems to be more concrete there is a lot to understand from these concepts.

### 6.2 Type $\overline{0}$ Heterotic Vacua

In this section, we extend the analysis to tachyon-free heterotic string models that do not contain any twisted bosonic degrees of freedom. In analogy with Type 0 models, we refer to such configurations as Type $\overline{0}$ models. It is apparent that such models contain untwisted bosonic degrees of freedom that correspond to the gravitational, gauge and untwisted scalar fields. However, in the Type $\overline{0}$ configurations that we present all the bosonic degrees of freedom from the twisted sectors of the $Z_{2} \times Z_{2}$ orbifold are projected out. As a consequence, in such vacua, there is an excess of fermionic over bosonic degrees of freedom and the models possess a positive cosmological constant. Furthermore, in contrast to the Type 0 models of Section 6.1 that necessarily contain some tachyonic degrees of freedom, we find that most cases of Type $\overline{0}$ models are free of tachyonic states. We present Type $\overline{0}$ models that belong to the class of $\tilde{S}$-models of ref. $[1-3,87]$, as well as the class of $S$-models, where the first class are those models that descend from a tachyonic ten-dimensional vacuum, whereas the second are those that can be regarded as compactifications of the non-supersymmetric $S O(16) \times S O(16)$ ten-dimensional tachyon-free vacuum. We also note the existence of a supersymmetric vacuum that does not contain massless twisted bosons that has indeed appeared in previous classifications [90-92, 97, 100, 102]. In these cases the partition function is vanishing, whereas the Type $\overline{0}$ of interest are those that are not supersymmetric and with an excess of fermionic over bosonic states. In such configurations the vacuum energy is positive. Though they are unstable they may serve as laboratories to explore the possible string dynamics in the early universe.

The first Type $\overline{0}$ model we found is built off the $\overline{\text { NAHE }}$-set that was employed in [1, 87]. In this set, the basis vector $S$ that generates spacetime supersymmetry in NAHE-based models $[120,121]$ is augmented with four periodic right-moving fermions, which amounts to making the gravitinos massive. This introduces a general $S \rightarrow \tilde{S}$ map in the space of models that
were discussed in detail in Chapter 5 and ref. [1-3]. The set of basis vectors is given by

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\}, \\
\tilde{S} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6} \mid \bar{\phi}^{3,4,5,6}\right\}, \\
b_{1} & =\left\{\psi^{\mu}, \chi^{12}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\eta}^{1}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
b_{2} & =\left\{\psi^{\mu}, \chi^{34}, y^{12}, w^{56} \mid \bar{y}^{12}, \bar{w}^{56}, \bar{\eta}^{2}, \bar{\psi}^{1, \ldots, 5}\right\},  \tag{6.41}\\
b_{3} & =\left\{\psi^{\mu}, \chi^{56}, w^{12}, w^{34} \mid \bar{w}^{12}, \bar{w}^{34}, \bar{\eta}^{3}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\}, \\
G & =\left\{y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}\right\},
\end{align*}
$$

and we further define the important linear combination

$$
\begin{equation*}
z_{2}=1+b_{1}+b_{2}+b_{3}+z_{1}=\left\{\bar{\phi}^{5,6,7,8}\right\} . \tag{6.42}
\end{equation*}
$$

A model may then be specified through the assignment of modular invariant GGSO phases between the basis vectors. An example of a Type $\overline{0}$ configuration arises for the choice
and so we can discuss some features of this model.
The model is free of on-shell tachyons and the gauge group is given by the model-independent contribution from the NS (untwisted) sector giving the vector bosons of $S O(10) \times U(1)^{3} \times$ $S O(4)^{3} \times S U(2)^{8}$, as well as the additional gauge bosons arising from the presence of $\psi^{\mu}\left|z_{1}+z_{2}\right\rangle$ in the massless spectrum, as well as additional scalars from the $\left\{\lambda^{a}\right\}\left\{\bar{\lambda}^{b}\right\}\left|z_{k}\right\rangle$, $k=1,2$ and $\lambda^{a}$ is some left-moving oscillator not equal to $\psi^{\mu}$ and $\bar{\lambda}^{b}$ is any right-moving oscillator with NS boundary conditions in $z_{k}$. These additional scalars arise in the untwisted sector necessarily to give the scalar moduli degrees of freedom. With the gauge enhancement, the full gauge group of the model becomes

$$
\begin{equation*}
S O(10) \times U(1)^{3} \times S O(4)^{3} \times S O(8)^{2} . \tag{6.44}
\end{equation*}
$$

Apart from these untwisted sector gauge bosons and scalars though, the massless spectrum contains exclusively fermionic states, as advertised for a Type $\overline{0}$ configuration. These
fermionic sectors are

$$
\begin{align*}
& \tilde{S}, \quad \tilde{S}+z_{1}, \quad \tilde{S}+z_{1}+z_{2}, \quad \tilde{S}+z_{2}, \\
& b_{1}+b_{2}+b_{3}+G, \\
& \tilde{S}+b_{i}+b_{j}+G \\
& \tilde{S}+b_{i}+b_{j}+z_{1}+G,  \tag{6.45}\\
& \mathbb{1}+\tilde{S}+b_{i}+G, \\
& \mathbb{1}+\tilde{S}+b_{i}+z_{1}+G,
\end{align*}
$$

where $i \neq j \neq k \in\{1,2,3\}$. This is notably all the possible fermionic massless sectors except $b_{1,2,3}$ which generate the $\mathbf{1 6} / \overline{\mathbf{1 6}}$ of $S O(10)$.

Within the class of models with the minimal basis (6.41), possible twisted bosons may arise from the vectorial sectors

$$
\begin{align*}
V^{1} & =b_{2}+b_{3}+G, \\
V^{2} & =b_{1}+b_{3}+G,  \tag{6.46}\\
V^{3} & =b_{1}+b_{2}+G,
\end{align*}
$$

which come with a right-moving oscillator, and the fermionic spinorial sectors

$$
\begin{align*}
& B^{1}=b_{2}+b_{3}+z_{1}+G, \\
& B^{2}=b_{1}+b_{3}+z_{1}+G, \\
& B^{3}=b_{1}+b_{2}+z_{1}+G, \\
& B^{4}=\mathbb{1}+b_{1}+z_{1}+G,  \tag{6.47}\\
& B^{5}=\mathbb{1}+b_{2}+z_{1}+G, \\
& B^{6}=\mathbb{1}+b_{3}+z_{1}+G .
\end{align*}
$$

Type $\overline{0}$ models will be those in which the Hilbert space of GGSO-projected states $\left|S_{\xi}\right\rangle$

$$
\begin{equation*}
\mathcal{H}=\bigoplus_{\xi \in \Xi} \prod_{i=1}^{k}\left\{e^{i \pi v_{i} \cdot F_{\xi}}\left|S_{\xi}\right\rangle=\delta_{\xi} C\binom{\xi}{v_{i}}^{*}\left|S_{\xi}\right\rangle\right\} \tag{6.48}
\end{equation*}
$$

only has contributions from sectors $\xi$ in the additive space $\Xi$ with fermionic spin statistic index $\delta_{\xi}=-1$ at the massless level, except for the aforementioned untwisted sectors. Thus, using GGSO projections, we can derive the conditions on the GGSO phases in order to realise Type $\overline{0}$ configurations.

One easy way to derive these conditions is to first inspect the projection of the sector $B^{4}$ which can only be projected by $z_{1}$ such that

$$
\begin{equation*}
C\binom{1+b_{1}+z_{1}+G}{z_{1}}=-1 \quad \Longleftrightarrow \quad C\binom{z_{1}}{b_{1}} C\binom{z_{1}}{G}=-1 . \tag{6.49}
\end{equation*}
$$

Similarly, projecting $B^{5}$ and $B^{6}$ requires

$$
\begin{equation*}
C\binom{z_{1}}{b_{2}} C\binom{z_{1}}{G}=-1=C\binom{z_{1}}{b_{3}} C\binom{z_{1}}{G} . \tag{6.50}
\end{equation*}
$$

The projection of $B^{1}$ then requires that

$$
\begin{equation*}
\left(1+C\binom{B^{1}}{b_{1}+G}\right)\left(1+C\binom{B^{1}}{z_{2}}\right)=0 \tag{6.51}
\end{equation*}
$$

and so expanding $z_{2}$ in terms of basis vectors and using the ABK rules for these two phases results in

$$
\begin{align*}
C\binom{B^{1}}{b_{1}+G} & =-C\binom{b_{2}}{b_{1}} C\binom{b_{2}}{G} C\binom{b_{3}}{b_{1}} C\binom{b_{3}}{G} \underbrace{C\binom{z_{1}}{b_{1}} C\binom{z_{1}}{G}}_{=-1 \text { from (6.49) }} C\binom{G}{b_{1}} C\binom{G}{G} \\
& =-C\binom{b_{2}}{b_{1}} C\binom{b_{3}}{b_{1}} C\binom{1}{G} C\binom{b_{1}}{G} C\binom{b_{2}}{G} C\binom{b_{3}}{G}  \tag{6.52}\\
C\binom{B^{1}}{z_{2}} & =C\binom{z_{2}}{b_{2}} C\binom{z_{2}}{b_{3}} C\binom{z_{2}}{z_{1}} C\binom{z_{2}}{G} \\
& =-C\binom{b_{2}}{b_{1}} C\binom{b_{3}}{b_{1}} C\binom{1}{G} C\binom{b_{1}}{G} C\binom{b_{2}}{G} C\binom{b_{3}}{G},
\end{align*}
$$

i.e. they are equal. Considering also projecting $B^{2}$ and $B^{3}$ we can therefore deduce

$$
\begin{equation*}
C\binom{b_{1}}{b_{2}}=C\binom{b_{1}}{b_{3}}=C\binom{b_{2}}{b_{3}} \tag{6.53}
\end{equation*}
$$

and

$$
\begin{equation*}
C\binom{1}{G} C\binom{b_{1}}{G} C\binom{b_{2}}{G} C\binom{b_{3}}{G}=1 . \tag{6.54}
\end{equation*}
$$

Finally, we can note that the GGSO phases that can project on the $V^{1}$ sector are

$$
\begin{equation*}
O_{V^{1}}=\left\{C\binom{V_{1}^{1}}{z_{1}}, C\binom{V^{1}}{z_{2}}, C\binom{V_{1}^{1}}{b_{1}+G}\right\}, \tag{6.55}
\end{equation*}
$$

and since $B^{1}=V^{1}+z_{1}$ these can be simplified using (6.52) and (6.49) to give

$$
\begin{equation*}
O_{V^{1}}=\left\{C\binom{z_{1}}{G}, C\binom{z_{1}}{G},-1\right\} \tag{6.56}
\end{equation*}
$$

We can write the projection condition for all possible oscillators as

$$
\begin{equation*}
\#\left\{x \in O_{V^{1}} \mid x=-1\right\} \neq 1, \tag{6.57}
\end{equation*}
$$

therefore we observe that $C\binom{z_{1}}{G}=-1$ for the projection of $V^{1}$. Using this in equations (6.49) and (6.50) and rewriting conditions (6.53) and (6.54) we get the full conditions for the Type $\overline{0}$ string vacua

$$
\begin{align*}
C\binom{z_{1}}{b_{1}} & =C\binom{z_{1}}{b_{2}}=C\binom{z_{1}}{b_{3}}=1, \quad C\binom{z_{1}}{G}=-1, \\
C\binom{b_{1}}{b_{2}} & =C\binom{b_{1}}{b_{3}}, \quad C\binom{b_{2}}{b_{3}}=C\binom{b_{1}}{b_{3}},  \tag{6.58}\\
C\binom{1}{G} & =C\binom{b_{1}}{G} C\binom{b_{2}}{G} C\binom{b_{3}}{G} .
\end{align*}
$$

Therefore we see that 7 GGSO phases are fixed and we have 14 free phases. Similar constraints were derived for Type 0 models in ref. [4] and Section 6.1 where it was shown that in a similar minimal basis to (6.41) there were 12 free phases giving $2^{12}=4096$ versions of a single unique Type 0 partition function.
To check whether we have $2^{14}$ versions of a unique partition function or not in our Type $\overline{0}$ case we must analyse the partition function, which in free fermionic models is given by the integral

$$
Z=\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{2}} Z_{B} \sum_{\alpha, \beta} C\binom{\alpha}{\beta} \prod_{f} Z\left[\begin{array}{l}
\alpha(f)  \tag{6.59}\\
\beta(f)
\end{array}\right]=\int_{\mathcal{F}} \frac{d^{2} \tau}{\tau_{2}^{3}} \sum_{n \cdot m} a_{m n} q^{m} \bar{q}^{n}
$$

where $d^{2} \tau / \tau_{2}^{2}$ is the modular invariant measure and $Z_{B}$ denotes the contribution from the worldsheet bosons. The product is over the free worldsheet fermions. On the right-hand side
of (6.59) we have expanded the partition function in terms of the parameters $q \equiv e^{2 \pi i \tau}$ and $\bar{q} \equiv e^{-2 \pi i \bar{\tau}}$, which allows us to read off the boson-fermion degeneracies at each mass level. That is, $a_{m n}=N_{b}-N_{f}$ at mass level $(m, n)$ and so we expect that Type $\overline{0}$ models have large negative $a_{00}$ due to the absence of twisted bosonic states. Throughout this section we will refer to the unintegrated sum as the partition function. The whole integrated expression (6.59) represents the one-loop worldsheet vacuum energy $\Lambda_{\text {WS }}$ of our theory and thus is a dimensionless quantity. It is related to the 4 D spacetime cosmological constant $\Lambda$ via

$$
\begin{equation*}
\Lambda=-\frac{1}{2} \mathcal{M}^{4} \Lambda_{\mathrm{WS}} \tag{6.60}
\end{equation*}
$$

where $\mathcal{M}$ is given in terms of the string mass as $\mathcal{M}=M_{S} / 2 \pi$. In the following, when we refer to the cosmological constant, we implicitly mean the spacetime value, but for simplicity, we drop the factor of $\mathcal{M}^{4} / 2$. This can be reinstated if needed based on dimensional analysis.

Performing the calculation of the partition function for the $2^{14}=16384$ Type $\overline{0}$ configurations we find that they all share the partition function

$$
\begin{equation*}
Z=2 q^{0} \bar{q}^{-1}-728 q^{0} \bar{q}^{0}+288 q^{1 / 2} \bar{q}^{-1 / 2}+1088 q^{-1 / 2} \bar{q}^{1 / 2}+38400 q^{1 / 2} \bar{q}^{1 / 2}+\cdots \tag{6.61}
\end{equation*}
$$

Note that the uniqueness of the partition function does not necessarily imply that the models are identical, it merely means that the state degeneracies match at each mass level. We see that there are no on-shell tachyons and the absence of twisted bosons ensures a large negative contribution at the massless level $N_{b}^{0}-N_{f}^{0}=-728$. We can calculate the cosmological constant now for this unique case. Due to the abundance of fermionic states compared to bosonic ones, we expect a positive cosmological constant, and performing the modular integral using the techniques of Section 4.3 we, indeed, find

$$
\begin{equation*}
\Lambda=238.38 \times \mathcal{M}^{4} \tag{6.62}
\end{equation*}
$$

which is as expected dominated by the fermionic degrees of freedom and hence larger than usual.

In Section 6.1 it was shown that Type 0 models exhibit misaligned supersymmetry [84], and further details of this behaviour were given. Similarly, all Type $\overline{0}$ models presented in this section exhibit a form of misaligned supersymmetry, meaning that the boson-fermion degeneracies oscillate while ascending through the tower of massive states.

### 6.2.1 Classification of Type $\overline{\mathbf{0}} \tilde{S}$-Models

In order to do a more general search for Type $\overline{0}$ models we can generalise from the basis (6.41) to

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\}, \\
\tilde{S} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6} \mid \bar{\phi}^{3,4,5,6}\right\} \\
T_{1} & =\left\{y^{1,2}, w^{1,2} \mid \bar{y}^{1,2}, \bar{w}^{1,2}\right\}, \\
T_{2} & =\left\{y^{3,4}, w^{3,4} \mid \bar{y}^{3,4}, \bar{w}^{3,4}\right\}, \\
T_{3} & =\left\{y^{5,6}, w^{5,6} \mid \bar{y}^{5,6}, \bar{w}^{5,6}\right\}  \tag{6.63}\\
b_{1} & =\left\{\psi^{\mu}, \chi^{12}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\eta}^{1}, \bar{\psi}^{1, \ldots, 5}\right\} \\
b_{2} & =\left\{\psi^{\mu}, \chi^{34}, y^{12}, w^{56} \mid \bar{y}^{12}, \bar{w}^{56}, \bar{\eta}^{2}, \bar{\psi}^{1, \ldots, 5}\right\} \\
b_{3} & =\left\{\psi^{\mu}, \chi^{56}, w^{12}, w^{34} \mid \bar{w}^{12}, \bar{w}^{34}, \bar{\eta}^{3}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\}
\end{align*}
$$

where introducing $T_{i}, i=1,2,3$ allows for internal symmetric shifts around the 3 internal $T^{2}$ tori. Since we have 9 basis vectors there are $2^{9(9-1) / 2}=2^{36} \sim 6.87 \times 10^{10}$ independent GGSO phase configurations.

The bosonic sectors that need projecting in this basis are similar to (6.46), up to allowing for the shifts induced by $T_{i}$. Explicitly, there are 15 vectorial bosonic sectors

$$
\begin{align*}
V_{p q}^{1} & =b_{2}+b_{3}+T_{1}+p T_{2}+q T_{3}, \\
V_{p q}^{2} & =b_{1}+b_{3}+T_{2}+p T_{1}+q T_{3}, \\
V_{p q}^{3} & =b_{1}+b_{2}+T_{3}+p T_{1}+q T_{2},  \tag{6.64}\\
V^{4} & =T_{1}+T_{2}, \\
V^{5} & =T_{1}+T_{3}, \\
V^{6} & =T_{2}+T_{3},
\end{align*}
$$

which come with a right-moving oscillator and $p, q=0,1$. Additionally, there are 30 fermionic spinorial sectors

$$
\begin{align*}
B_{p q}^{1} & =b_{2}+b_{3}+z_{1}+T_{1}+p T_{2}+q T_{3}, \\
B_{p q}^{2} & =b_{1}+b_{3}+z_{1}+T_{2}+p T_{1}+q T_{3}, \\
B_{p q}^{3} & =b_{1}+b_{2}+z_{1}+T_{3}+p T_{1}+q T_{2}, \\
B_{p q}^{4} & =\mathbb{1}+b_{1}+z_{1}+T_{1}+p T_{2}+q T_{3}, \\
B_{p q}^{5} & =\mathbb{1}+b_{2}+z_{1}+T_{2}+p T_{1}+q T_{3}, \\
B_{p q}^{6} & =\mathbb{1}+b_{3}+z_{1}+T_{3}+p T_{1}+q T_{2},  \tag{6.65}\\
B^{7} & =T_{1}+T_{2}+z_{1}, \\
B^{8} & =T_{1}+T_{3}+z_{1}, \\
B^{9} & =T_{2}+T_{3}+z_{1}, \\
B^{10} & =T_{1}+T_{2}+z_{2}, \\
B^{11} & =T_{1}+T_{3}+z_{2}, \\
B^{12} & =T_{2}+T_{3}+z_{2} .
\end{align*}
$$

Implementing the GGSO projection conditions on all the sectors and scanning over $10^{8}$ random GGSO phase configurations resulted in uncovering 5676 Type $\overline{0}$ configurations that correspond to just two distinct tachyon-free and two distinct tachyonic partition functions. The first tachyon-free model has the partition function

$$
\begin{equation*}
Z=2 q^{0} \bar{q}^{-1}-440 q^{0} \bar{q}^{0}+32 q^{1 / 4} \bar{q}^{-3 / 4}-6080 q^{1 / 4} \bar{q}^{1 / 4}+\cdots \tag{6.66}
\end{equation*}
$$

and cosmological constant

$$
\begin{equation*}
\Lambda=213.27 \times \mathcal{M}^{4} \tag{6.67}
\end{equation*}
$$

Whereas the second tachyon-free model has the partition function

$$
\begin{equation*}
Z=2 q^{0} \bar{q}^{-1}-504 q^{0} \bar{q}^{0}+48 q^{1 / 4} \bar{q}^{-3 / 4}-12192 q^{1 / 4} \bar{q}^{1 / 4}+\cdots, \tag{6.68}
\end{equation*}
$$

and cosmological constant

$$
\begin{equation*}
\Lambda=278.60 \times \mathcal{M}^{4} \tag{6.69}
\end{equation*}
$$

Both models contain the same gauge boson enhancement and additional scalars from the sectors $z_{1}, z_{2}$ and $z_{1}+z_{2}$ as in the case with a minimal basis (6.41). Other than these untwisted bosons the two models contain only twisted fermionic states in their massless spectra, as required for Type $\overline{0}$ configurations.

Regarding the two tachyonic models, we have one model with the partition function

$$
\begin{equation*}
Z=2 q^{0} \bar{q}^{-1}+32 q^{-1 / 4} \bar{q}^{-1 / 4}-1016 q^{0} \bar{q}^{0}+4096 q^{1 / 4} \bar{q}^{1 / 4}+\cdots, \tag{6.70}
\end{equation*}
$$

which has 32 tachyonic states and one with the partition function

$$
\begin{equation*}
Z=2 q^{0} \bar{q}^{-1}+48 q^{-1 / 4} \bar{q}^{-1 / 4}-1272 q^{0} \bar{q}^{0}+5120 q^{1 / 4} \bar{q}^{1 / 4}+\cdots \tag{6.71}
\end{equation*}
$$

which has 48 tachyonic states. Such models with a tachyonic instability should not be written off as of no interest. In particular, moving away from the free fermionic point
in the moduli space or considering the theory in a different background may stabilise the model. Furthermore, there may be ways to connect such unstable vacua to stable ones via interpolation.

### 6.2.2 Classification Type $\overline{\mathbf{0}} S$-Models

We can now do a similar exploration of Type $\overline{0}$ models within a class of models which include the SUSY generating basis vector $S$. We employ a very familiar choice of $S O(10)$ basis

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\}, \\
S & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}\right\}, \\
T_{1} & =\left\{y^{1,2}, w^{1,2} \mid \bar{y}^{1,2}, \bar{w}^{1,2}\right\}, \\
T_{2} & =\left\{y^{3,4}, w^{3,4} \mid \bar{y}^{3,4}, \bar{w}^{3,4}\right\} \\
T_{3} & =\left\{y^{5,6}, w^{5,6} \mid \bar{y}^{5,6}, \bar{w}^{5,6}\right\}  \tag{6.72}\\
b_{1} & =\left\{\chi^{3,4,5,6}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\eta}^{1}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
b_{2} & =\left\{\chi^{1,2,5,6}, y^{12}, y^{56} \mid \bar{y}^{12}, \bar{y}^{56}, \bar{\eta}^{2}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\} \\
z_{2} & =\left\{\bar{\phi}^{5, \ldots, 8}\right\},
\end{align*}
$$

which is exactly the same as that used to classify non-SUSY string models in ref. [82]. We will note the important linear combination in this basis

$$
\begin{equation*}
x=1+S+\sum_{i=1,2,3} T_{i}+\sum_{k=1,2} z_{k} \tag{6.73}
\end{equation*}
$$

and then have the combination $b_{3}=b_{1}+b_{2}+x$. As in the $\tilde{S}$-models we have 9 basis vectors and so the number of independent GGSO phase configurations is $2^{9(9-1) / 2}=2^{36} \sim 6.87 \times 10^{10}$.

A key difference between this basis and the basis (6.63) is that there exists a supersymmetric subspace of the full space for certain choices of GGSO phase. In particular, the $S$ sector generates supersymmetry whenever

$$
\begin{equation*}
C\binom{S}{T_{i}}=C\binom{S}{z_{k}}=-1, \quad i=1,2,3 \text { and } k=1,2 \tag{6.74}
\end{equation*}
$$

which, furthermore, automatically ensures the projection of tachyonic sectors through the $S$ GGSO projection.

Now we turn to the massless bosonic vectorial sectors that in our $S$-models arise from

$$
\begin{align*}
& b_{i}+x+p T_{j}+q T_{k}, \\
& T_{1}+T_{2},  \tag{6.75}\\
& T_{1}+T_{3} \\
& T_{2}+T_{3}
\end{align*}
$$

and the massless bosonic spinorial sectors from

$$
\begin{align*}
& b_{i}+p T_{j}+q T_{k}, \\
& b_{i}+x+z_{1}+p T_{j}+q T_{k}, \\
& b_{i}+x+z_{2}+p T_{j}+q T_{k}, \\
& T_{1}+T_{2}+z_{1}, \\
& T_{1}+T_{3}+z_{1},  \tag{6.76}\\
& T_{2}+T_{3}+z_{1}, \\
& T_{1}+T_{2}+z_{2}, \\
& T_{1}+T_{3}+z_{2}, \\
& T_{2}+T_{3}+z_{2},
\end{align*}
$$

where $i \neq j \neq k \in\{1,2,3\}$ and $p, q \in\{0,1\}$. We can now search for Type $\overline{0}$ GGSO configurations by implementing the conditions for the GGSO projection of all these massless twisted bosonic sectors.

In a random scan of $10^{8}$ independent GGSO phase configurations, we found one supersymmetric model which contains a very simple massless spectrum containing the untwisted gauge bosons from the NS sector and its gauginos from the $S$ sector, along with gauge enhancements and additional scalars of some form from $z_{1}, z_{2}, z_{1}+z_{2}$ and $x$ and their superpartners from $S+z_{1}, S+z_{2}, S+z_{1}+z_{2}$ and $S+x$, respectively. The other Type $\overline{0}$ models arising in our $10^{8}$ scan are non-supersymmetric.

All the Type $\overline{0}$ models are summarised in Table 6.3 with their partition functions, key characteristics and frequency within the sample delineated. Where we recall that the frequency refers to the number of different GGSO phase configurations corresponding to the same partition function. The projected total number is simply how many we expect in the full space of $2^{36}$ independent GGSO phase configurations. In principle, the exact constraints on the GGSO phases for each model could be derived and the free phases found to derive the exact number of each model in the total space.

### 6.3 Discussion and Conclusion

In this section, we explored the existence of both Type 0 and Type $\overline{0}$ models in heterotic orbifold compactifications. We called Type 0 string vacua those that do not contain any massless fermionic states. They have been of interest in other string theory limits, e.g. the issue of tree-level stability has been studied in the framework of Type II orientifolds, whereas other authors have advocated that there is a holographic duality of the Type 0 B string theory and four-dimensional non-supersymmetric Yang-Mills theory [122, 123]. In this work based on [4], we demonstrated the existence of Type $0 \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ heterotic string orbifolds. We showed that there exists a large degree of redundancy in the space of GGSO projection coefficients when the Type 0 restrictions are implemented. We explored the existence of such configurations in several constructions. The one presented in Section 6.1 corresponds to essentially a unique configuration out of a priori $2^{21}$ discrete GGSO choices. We showed this uniqueness analytically in Section 6.1.1 as well as by the corresponding analysis of the

| Partition Function | $\Lambda\left[\mathcal{M}^{4}\right]$ | Tachyons? | SUSY? | \# Models <br> in Sample | Total \# <br> Expected |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $Z=0$ | 0 | No | Yes | 562 | $3.86 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}-632+48 q^{1 / 4} \bar{q}^{-3 / 4}$ <br> $-8096 q^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | 293.8 | No | No | 389 | $2.67 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}-120+32 q^{1 / 4} \bar{q}^{-3 / 4}$ <br> $-6080 q^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | 125.6 | No | No | 284 | $1.95 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}-568+32 q^{1 / 4} \bar{q}^{-3 / 4}$ <br> $-1984 q^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | 223.97 | No | No | 1163 | $7.99 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}-504+32 q^{1 / 4} \bar{q}^{-3 / 4}$ <br> $+4128 q^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | 158.64 | No | No | 715 | $3.91 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}+32 q^{-1 / 4} \bar{q}^{-1 / 4}-664$ <br> $+6144 q^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | $\infty$ | Yes | No | 287 | $1.97 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}+32 q^{-1 / 4} \bar{q}^{-1 / 4}-1272$ <br> $+5888^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | $\infty$ | Yes | No | 290 | $1.99 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}+32 q^{-1 / 4} \bar{q}^{-1 / 4}-632$ <br> $-512 q^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | $\infty$ | Yes | No | 301 | $2.07 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}+32 q^{-1 / 4} \bar{q}^{-1 / 4}-1528$ <br> $+4608 q^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | $\infty$ | Yes | No | 429 | $2.95 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}+32 q^{-1 / 4} \bar{q}^{-1 / 4}-1528$ <br> $+11008 q^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | $\infty$ | Yes | No | 395 | $2.71 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}+48 q^{-1 / 4} \bar{q}^{-1 / 4}-1016$ <br> $-1792 q^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | $\infty$ | Yes | No | 155 | $1.07 \times 10^{5}$ |
| $Z=2 \bar{q}^{-1}+144 q^{-1 / 4} \bar{q}^{-1 / 4}-504$ <br> $+9472^{1 / 4} \bar{q}^{1 / 4}+\cdots$ | $\infty$ | Yes | No | 153 | $1.05 \times 10^{5}$ |

Table 6.3: Summary of Type $\overline{0}$ models arising from the basis (6.72). The cosmological constant $\Lambda$ is expressed in units of $\mathcal{M}^{4}$ as in (6.60).
partition function in Section 6.1.1. In Sections 6.1 .2 and 6.1 .3 we performed a wider classification in $\tilde{S}$-models and $S$-models, where the first class correspond to compactifications of a tachyonic ten-dimensional heterotic string vacuum, whereas the second correspond to compactifications of the ten-dimensional non-tachyonic $S O(16) \times S O(16)$. We showed that the Type 0 models in both cases contain physical tachyons at the free fermionic point in the moduli space. These vacua are therefore necessarily unstable. we demonstrated the existence of misaligned supersymmetry in the Type 0 models that guarantee the finiteness of the one-loop amplitude, aside from the divergence due to the tachyonic states. Given their rather restrictive structure, the Type 0 models may be useful in exploring the string dynamics in cosmological scenarios in the spirit of the analysis performed in ref. [82].

We also explored the existence of $Z_{2} \times Z_{2}$ heterotic string orbifolds that do not contain any massless spacetime scalar bosons from the twisted sectors. In analogy with the Type 0 models that were, we dubbed such configurations Type $\overline{0}$ models. We presented two classes of such
models, where the first are of the $\tilde{S}$-models Type, whereas the second belong to the class of $S$-models. We note that the second class also contains supersymmetric models that have a vanishing cosmological constant, whereas all other Type $\overline{0}$ models found in both classes are non-supersymmetric and necessarily have an excess of fermionic over bosonic states and therefore have a positive cosmological constant. While our findings at this stage should be regarded as mere curiosities, it is plausible that they may contribute to the understanding of the string dynamics in the early universe. We have also found that in all the Type $\overline{0}$ models, there are no spinorial or anti-spinorial representations of the $S O(10)$ gauge group. This is necessarily the case in the supersymmetric $\overline{0}$ configurations, which therefore necessarily have a vanishing Euler characteristic. The non-supersymmetric $\overline{0}$ configurations may therefore be interpreted as supersymmetric $\overline{0}$ models, in which supersymmetry is maximally violated. A feature that may be explored by studying the interpolations between the two cases.

# 7 Non-Supersymmetric Asymmetric Heterotic Orbifolds 

The classification methodology so far discussed has solely been developed for models with symmetric boundary conditions. The heterotic string in general, and the free fermionic models in particular, allow for more general assignments of boundary conditions, which are asymmetric between the left and the right-moving worldsheet fermions. These can be complicated assignments that realise the non-Abelian gauge symmetries at higher level Kac-Moody algebra $[124,125]$, or more mundane assignments that leave the gauge symmetries at level $k=1$. Although symmetric in the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ twists, these asymmetric assignments produce asymmetric shift orbifold models, which amount to non-geometric compactifications, a review of which is given in ref. [126]. Completing a first step towards the extension of the classification methodology to such asymmetric orbifolds is the objective of this chapter. We choose to study models with Flipped $S U(5)$ (FSU5) gauge symmetry for both the $\mathcal{N}=0$ and $\mathcal{N}=1$ cases.

There are several profound phenomenological implications of choosing such asymmetric boundary condition assignments rather than symmetric ones. Of crucial importance to us is how they help to realise moduli fixing [67], top-quark Yukawa couplings from the untwisted sector [127] and doublet-triplet splitting [128]. Furthermore, we note that the early free fermionic constructions [129, 130] do utilise asymmetric boundary conditions, which gave rise to a stringy explanation of the hierarchical top-bottom quark mass splitting [131, 132].

The fixing of some of the three complex and Kähler structures that comprise the moduli space of the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold is of particular significance in the context of investigating the one-loop potential generating the (leading order) vacuum energy of a string model. This is of key interest in this work since we classify non-supersymmetric configurations. Various works on non-supersymmetric string vacua have attempted to use Scherk-Schwarz supersymmetry breaking [61, 63, 133-135] and a so-called 'super no-scale' condition [51, 113, 136] to argue for a suppression of the one-loop cosmological constant. Florakis and Rizos demonstrated the existence of free fermion models with positive vacuum energy at the minimum of the potential for one of the radii [ $82,83,108]$. However, in order to argue for the stability of the vacua one needs to incorporate all moduli into the analysis, which is far too cumbersome in the symmetric orbifold case to be performed. This is where asymmetric orbifolds come into their own, as they give some control over the fixing of certain moduli.

This chapter is organised as follows, in Section 2 we overview the key aspects of free fermionic model building. In Section 3 we explain the translation of free fermionic constraints into the language of Boolean algebra. Then we turn to explain the construction of Flipped $S U(5)$ asymmetric orbifold models for classification in Section 4. In Section 5 we classify the asymmetric pairings of the internal fermions according to key characteristics such as the number of untwisted moduli they preserve. Following this, Section 6 details generic features of the FSU5 models we classify including the structure of their partition functions, whilst

Section 7 and Section 8 deal with classifying specific example Classes of models and their classification results. Finally, in Section 9 we give conclusions.

### 7.1 Asymmetric Orbifolds via Free Fermions

In this section, we begin the task of extending the classification methodology to the space of asymmetric orbifolds. We can take the NAHE-set [120] as the starting point for classifying large spaces of asymmetric orbifolds, which is defined by the set of basis vectors

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\} \\
S & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}\right\} \\
b_{1} & =\left\{\psi^{\mu}, \chi^{12}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1}\right\},  \tag{7.1}\\
b_{2} & =\left\{\psi^{\mu}, \chi^{34}, y^{12}, w^{56} \mid \bar{y}^{12}, \bar{w}^{56}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{2}\right\}, \\
b_{3} & =\left\{\psi^{\mu}, \chi^{56}, w^{12}, w^{34} \mid \bar{w}^{12}, \bar{w}^{34}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{3}\right\}
\end{align*}
$$

which gives rise to an $S O(10)$ symmetric GUT and due to the $S$ vector can realise $\mathcal{N}=1$ supersymmetry for appropriate choices of GGSO phases. We will then choose to add the additional basis vectors:

$$
\begin{align*}
x & =\left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}\right\} \\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\} \tag{7.2}
\end{align*}
$$

such that $z_{1}$ reduces the dimension of the Hidden gauge group and the $x$ vector induces the enhancement $S O(10) \times U(1) \rightarrow E_{6}$ for certain choices of GGSO phases which can be seen as taking us from the space of vacua with $(2,0)$ worldsheet supersymmetry to those with $(2,2)$. The untwisted gauge group is

$$
\begin{equation*}
S O(10) \times S O(4)^{3} \times U(1)^{3} \times S O(8) \times S O(8) \tag{7.3}
\end{equation*}
$$

at this level, with the three $S O(4)$ factors arising from the three groups of internal fermions from the $b_{k}, k=1,2,3$, such that the NS sector gauge bosons can be written

$$
\begin{align*}
& \psi^{\mu}\left\{\bar{y}^{3,4,5,6}\right\}\left\{\bar{y}^{3,4,5,6}\right\}|0\rangle_{N S}, \\
& \psi^{\mu}\left\{\bar{y}^{1,2}, \bar{w}^{5,6}\right\}\left\{\bar{y}^{1,2}, \bar{w}^{5,6}\right\}|0\rangle_{N S}  \tag{7.4}\\
& \psi^{\mu}\left\{\bar{w}^{1,2,3,4}\right\}\left\{\bar{w}^{1,2,3,4}\right\}|0\rangle_{N S} .
\end{align*}
$$

The NAHE-set naturally implements a $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifolding through the twist vectors $b_{k}$ that leave an untwisted moduli space of

$$
\begin{equation*}
\left(\frac{S O(2,2)}{S O(2) \times S O(2)}\right)^{3} \tag{7.5}
\end{equation*}
$$

where each of the three factors is parameterised by the moduli scalar fields from the NS sector

$$
h_{i j}=\left|\chi^{i}\right\rangle_{L} \otimes\left|\bar{y}^{j} \bar{w}^{j}\right\rangle_{R}=\left\{\begin{array}{l}
(i, j=1,2)  \tag{7.6}\\
(i, j=3,4) \\
(i, j=5,6)
\end{array} .\right.
$$

In free fermionic models, as discussed extensively in Section 4.2, these untwisted moduli are in one-to-one correspondence with marginal operators that generate Abelian Thirring Interactions. For the NAHE-set the only such marginal operators left invariant are

$$
J_{L}^{i}(z) \bar{J}_{R}^{j}(\bar{z})=: y^{i} w^{i}:: \bar{y}^{j} \bar{w}^{j}:=\left\{\begin{array}{l}
(i, j=1,2)  \tag{7.7}\\
(i, j=3,4) \\
(i, j=5,6) .
\end{array}\right.
$$

From this it is straightforward to observe that the projection or retention of moduli is governed by the boundary conditions of the set of 12 internal real fermions $\left\{y^{I}, w^{I} \mid \bar{y}^{I}, \bar{w}^{I}\right\}$. In particular, we note that if the basis remains left-right symmetric in these internal fermions then all the untwisted moduli of the NAHE-set are retained. This is a central reason for attempting to classify asymmetric orbifolds models where the internal real fermions $\left\{y^{I}, w^{I} \mid \bar{y}^{I}, \bar{w}^{I}\right\}$ are not left-right symmetric.

In order to make the connection between the fields $h_{i j}$ and the familiar three Kähler and three complex structure moduli of the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold we can construct six complex moduli from the six real ones of eq. (7.6). For the first complex plane, we can write

$$
\begin{align*}
& H_{1}^{(1)}=\frac{1}{\sqrt{2}}\left(h_{11}+i h_{21}\right)=\frac{1}{\sqrt{2}}\left|\chi^{1}+i \chi^{2}\right\rangle_{L} \otimes\left|\bar{y}^{1} \bar{w}^{1}\right\rangle_{R} \\
& H_{2}^{(1)}=\frac{1}{\sqrt{2}}\left(h_{12}+i h_{22}\right)=\frac{1}{\sqrt{2}}\left|\chi^{1}+i \chi^{2}\right\rangle_{L} \otimes\left|\bar{y}^{2} \bar{w}^{2}\right\rangle_{R} \tag{7.8}
\end{align*}
$$

which can then be combined to define the Kähler and complex structure moduli for the first complex plane

$$
\begin{align*}
& T^{(1)}=\frac{1}{\sqrt{2}}\left(H_{1}^{(1)}-i H_{2}^{(1)}\right)=\frac{1}{\sqrt{2}}\left|\chi^{1}+i \chi^{2}\right\rangle_{L} \otimes\left|\bar{y}^{1} \bar{w}^{1}-i \bar{y}^{2} \bar{w}^{2}\right\rangle_{R} \\
& U^{(1)}=\frac{1}{\sqrt{2}}\left(H_{1}^{(1)}+i H_{2}^{(1)}\right)=\frac{1}{\sqrt{2}}\left|\chi^{1}+i \chi^{2}\right\rangle_{L} \otimes\left|\bar{y}^{1} \bar{w}^{1}+i \bar{y}^{2} \bar{w}^{2}\right\rangle_{R} \tag{7.9}
\end{align*}
$$

and similarly for $T^{(2),(3)}$ and $U^{(2),(3)}$.
We choose to classify Flipped $\operatorname{SU}(5)$ models such that a single basis vector both breaks the $S O(10)$ GUT and assigns asymmetric pairings to the internal fermions. This vector can then be taken to be of the general form

$$
\begin{equation*}
\boldsymbol{\gamma}=\boldsymbol{A}+\left\{\bar{\psi}^{1, \ldots, 5}=\bar{\eta}^{1,2,3}=\bar{\phi}^{1,2,6,7}=\frac{1}{2}\right\}+\boldsymbol{B} . \tag{7.10}
\end{equation*}
$$

where $\boldsymbol{A}$ ensures that the internal fermions are not symmetrically paired and $\boldsymbol{B}$ assigns appropriate boundary conditions to the hidden complex fermions

$$
\begin{equation*}
\boldsymbol{B}=\left\{B\left(\bar{\phi}^{3}\right), B\left(\bar{\phi}^{4}\right), B\left(\bar{\phi}^{5}\right), B\left(\bar{\phi}^{8}\right)\right\}, \tag{7.11}
\end{equation*}
$$

where we choose real boundary conditions $B\left(\bar{\phi}^{3,4,5,8}\right)=0,1$ so as to be consistent with the modular invariance rules

$$
\begin{align*}
& N_{\gamma} \boldsymbol{\gamma} \cdot \boldsymbol{\gamma}=0 \bmod 8 \\
& N_{z_{1} \gamma} z_{1} \cdot \gamma=0 \bmod 4, \tag{7.12}
\end{align*}
$$

where $N_{\gamma}$ is the smallest positive integer for which $N_{\gamma} \gamma=0$ and $N_{z_{1} \gamma}$ is the least common multiple of $N_{z_{1}}$ and $N_{\gamma}$.

The supercurrent constraint (3.47) imposes a different constraint on these boundary conditions depending on whether $\gamma$ is fermionic or bosonic. In the bosonic case we can write $\boldsymbol{A}$ as

$$
\begin{equation*}
\boldsymbol{A}=\left\{A\left(y^{1}\right), \ldots, A\left(y^{6}\right), A\left(w^{1}\right), \ldots, A\left(w^{6}\right) \mid A\left(\bar{y}^{1}\right), \ldots, A\left(\bar{y}^{6}\right), A\left(\bar{w}^{1}\right), \ldots, A\left(\bar{w}^{6}\right)\right\} \tag{7.13}
\end{equation*}
$$

and (3.47) thus imposes that the boundary condition of the holomorphic internal fermions are

$$
\begin{equation*}
\left(y^{I}, w^{I}\right)=(1,1) \text { or }(0,0), \quad I=1, \ldots, 6 \tag{7.14}
\end{equation*}
$$

to ensure a consistent supercurrent. On the other hand, if $\gamma$ is fermionic then we choose $\boldsymbol{A}$ to be of the form

$$
\begin{equation*}
\boldsymbol{A}=\left\{\psi^{\mu}, \chi^{12}, A\left(y^{1}\right), \ldots, A\left(y^{6}\right), A\left(w^{1}\right), \ldots, A\left(w^{6}\right) \mid A\left(\bar{y}^{1}\right), \ldots, A\left(\bar{y}^{6}\right), A\left(\bar{w}^{1}\right), \ldots, A\left(\bar{w}^{6}\right)\right\} \tag{7.15}
\end{equation*}
$$

and the supercurrent consistency imposes that

$$
\left(y^{I}, w^{I}\right)= \begin{cases}(0,0) \text { or }(1,1), & I=1,2  \tag{7.16}\\ (1,0) \text { or }(0,1), & I=3, \ldots, 6\end{cases}
$$

and similar for the cases where $A\left(\chi^{34}\right)=1$ or $A\left(\chi^{56}\right)=1$ and $A\left(\chi^{12}\right)=0$.
The next step towards classifying Flipped $\operatorname{SU}(5)$ asymmetric orbifolds is the addition of the symmetric shift vectors

$$
\begin{equation*}
e_{i}=\left\{y^{i}, w^{i} \mid \bar{y}^{i}, \bar{w}^{i}\right\}, \quad i=1, \ldots, 6 \tag{7.17}
\end{equation*}
$$

so long as they are consistent with the choice of $\boldsymbol{\gamma}$, in the sense that they satisfy the modular invariance rule

$$
\begin{equation*}
N_{\gamma e_{i}} \gamma \cdot e_{i}=0 \bmod 4 \tag{7.18}
\end{equation*}
$$

In the previous classifications of symmetric orbifolds all six $e_{i}$ 's are present in the basis to impose the 12 symmetric pairings between $\left\{y^{I}, w^{I}\right\}$ and $\left\{\bar{y}^{I}, \bar{w}^{I}\right\}$ to form 12 Ising model operators. One corollary of this symmetric pairing is that the rank of the untwisted gauge group from the holomorphic sector takes its minimal value of 16 . However, asymmetric pairings will generate up to six additional $U(1)$ 's from the pairing of two anti-holomorphic internal fermions $\left\{\bar{y}^{I}, \bar{w}^{I}\right\}$.

Putting this all together, we can write the basis we take as a starting point for exploring the space of asymmetric orbifolds as

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\}, \\
S & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}\right\} \\
e_{i} & =\left\{y^{i}, w^{i} \mid \bar{y}^{i}, \bar{w}^{i}\right\}, \quad i \subset\{1,2,3,4,5,6\} \\
b_{1} & =\left\{\psi^{\mu}, \chi^{12}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1}\right\} \\
b_{2} & =\left\{\psi^{\mu}, \chi^{34}, y^{12}, w^{56} \mid \bar{y}^{12}, \bar{w}^{56}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{2}\right\}  \tag{7.19}\\
b_{3} & =\left\{\psi^{\mu}, \chi^{56}, w^{12}, w^{34} \mid \bar{w}^{12}, \bar{w}^{34}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{3}\right\} \\
z_{1} & =\left\{\bar{\phi}^{1,2,3,4}\right\} \\
x & =\left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}\right\} \\
\boldsymbol{\gamma} & =\boldsymbol{A}+\left\{\bar{\psi}^{1, \ldots, 5}=\bar{\eta}^{1,2,3}=\bar{\phi}^{1,2,5,6}=\frac{1}{2}\right\}+\boldsymbol{B}
\end{align*}
$$

We furthermore note the existence of the following important linear combination of hidden fermions

$$
\begin{equation*}
z_{2}=\mathbb{1}+\sum_{k=1}^{3} b_{k}+z_{1}=\left\{\bar{\phi}^{5,6,7,8}\right\} . \tag{7.20}
\end{equation*}
$$

and the combination generating the internal fermions

$$
\begin{equation*}
G=S+\sum_{k=1}^{3} b_{k}+x=\left\{y^{I}, w^{I} \mid \bar{y}^{I}, \bar{w}^{I}\right\}, \quad I=1,2,3,4,5,6 . \tag{7.21}
\end{equation*}
$$

Our approach towards this classification will be two-fold. The first step is to classify the asymmetric pairings within $\boldsymbol{\gamma}$ given through the $\boldsymbol{A}$ vector in both the bosonic case (7.13) and fermionic case (7.15) with respect to their impact on important characteristics of the resultant models such as the number of retained moduli. The details are presented in the next section. This step is new to the classification program due to asymmetric orbifolding. The second step is to pick a particular pairing and perform a classification of the resultant space of vacua according to their phenomenological features, such as the number of particle generations at the Flipped $S U(5)$ level.

The exact relation between asymmetric fermionic constructions, achieved by asymmetric pairings of worldsheet fermions encapsulated in the basis vector $\gamma$, and asymmetric Narain orbifolds, achieved by asymmetric orbifolding, is beyond the scope of this thesis. However, it is important to note that in-depth discussions of asymmetric orbifolds in the bosonic picture do exist [137-139]. An interesting aspect of those works is the notion that it is only asymmetric twists that can project geometric moduli. Hence in what follows, we will refer to the asymmetric pairing of fermions which project moduli as twists and those that do-not as shifts. A more in-depth look at the relationship between the asymmetric orbifold in the bosonic and fermionic pictures remains to be done.

### 7.2 Classification of Asymmetric Pairings

Due to the centrality of the pairings of the internal fermions $\left\{y^{I}, w^{I} \mid \bar{y}^{I}, \bar{w}^{I}\right\}$ in determining important features of the class of asymmetric orbifold models, a useful first step towards classifying the asymmetric orbifolds is to classify their possible pairings defined through the vector $\boldsymbol{A}$. The key criteria we can classify these pairings according to will be the untwisted moduli they retain and their number of possible chiral generations.

A convenient tool for classifying these pairings is to use machine learning tools such as an SAT/SMT solver as discussed in [19]. These tools provide a fast and convenient way to solve the constraints on the allowed basis vectors. Imposing the relevant supercurrent constraint and ensuring the pairing is asymmetric and consistent with the NAHE set allows us to generate all possible pairings as output from the SAT/SMT solver. More detailed discussions on machine learning tools in the string landscape are beyond the scope of this thesis, but we refer the reader to $[6,19]$ for reference.

## Asymmetric Pairings and Three Generations

One key phenomenological feature impacted by the choice of pairings in $\boldsymbol{A}$ is the number of observable spinorial sectors that are required to give rise to the particle generations. In order to explore this further it will be helpful to define two quantities which result from a choice of pairings $\boldsymbol{A}$. Firstly we have

$$
\boldsymbol{E}=\left(E_{1}, E_{2}, E_{3}, E_{4}, E_{5}, E_{6}\right) \text { s.t. }\left\{\begin{array}{l}
E_{i}=1 \text { if } A\left(y^{i}\right)=A\left(w^{i}\right)=A\left(\bar{y}^{i}\right)=A\left(\bar{w}^{i}\right)=0  \tag{7.22}\\
E_{i}=0 \text { else }
\end{array}\right.
$$

for $i=1, \ldots, 6$. This simply quantifies which of the $e_{i}$ symmetric shift vectors remain in the basis. We can note that any asymmetric pairing automatically makes two $e_{i}$ incompatible with modular invariance constraints and therefore

$$
\begin{equation*}
\max \left(\sum_{i} E_{i}\right)=4 \tag{7.23}
\end{equation*}
$$

The second quantity we can define is

$$
\boldsymbol{\Delta}=\left(\Delta_{1}, \Delta_{2}, \Delta_{3}\right) \text { s.t. }\left\{\begin{array}{l}
\Delta_{1}=0 \text { if } A\left(y^{3456}\right)=A\left(\bar{y}^{3456}\right)  \tag{7.24}\\
\Delta_{1}=1 \text { else }
\end{array}\right.
$$

and similarly for $\Delta_{2}$ and $\Delta_{3}$. This notation has been employed, for example, in [67] and [121]. With this notation defined we can now consider the fermion generations.

At the level of the NAHE-set $\left\{\mathbb{1}, S, b_{1}, b_{2}, b_{3}\right\}$, the sectors $b_{1}, b_{2}$ and $b_{3}$, if present in the massless spectrum, give rise to sixteen copies of the $\mathbf{1 6}$ or $\overline{\mathbf{1 6}}$ of $S O(10)$ due to the degeneracy of the sets of internal fermions $\left\{y^{3,4,5,6} \mid \bar{y}^{3,4,5,6}, \bar{\eta}^{1}\right\},\left\{y^{1,2}, w^{5,6} \mid \bar{y}^{1,2}, \bar{w}^{5,6}, \bar{\eta}^{2}\right\}$ and $\left\{w^{1,2,3,4} \mid \bar{w}^{1,2,3,4}, \bar{\eta}^{3}\right\}$, respectively. The addition of $x$ reduces the degeneracy to eight copies of $\mathbf{1 6}$ or $\overline{\mathbf{1 6}}$ by separating out the $\bar{\eta}^{k}$ for each plane.

In the classification program for symmetric orbifolds, the basis contains all six symmetric shift $e_{i}$ vectors. These symmetric shifts completely remove the degeneracy on the three orbifold planes and the sectors giving rise to observable spinorial states from the $\mathbf{1 6} / \overline{\mathbf{1 6}}$ of $S O(10)$ are

$$
\begin{align*}
\boldsymbol{F}_{\text {pqrs }}^{1} & =b_{1}+p e_{3}+q e_{4}+r e_{5}+s e_{6} \\
\boldsymbol{F}_{\text {pqrs }} & =b_{2}+p e_{1}+q e_{2}+r e_{5}+s e_{6}  \tag{7.26}\\
\boldsymbol{F}_{\text {pqrs }}^{3} & =b_{3}+p e_{1}+q e_{2}+r e_{3}+s e_{4}
\end{align*}
$$

such that any sector $\boldsymbol{F}_{p q r s}^{k}, k=1,2,3$, in the massless spectrum produces exactly one $\mathbf{1 6}$ or $\overline{16}$. This picture requires adjustment for the case of the Flipped $S U(5)$ asymmetric orbifolds generated by the basis of eq. (7.19). In particular, the number and degeneracy of each group of sectors $\boldsymbol{F}_{p q r s}^{k}$ will vary according to the pairing choice $\boldsymbol{A}$. More specifically, we will see that the degeneracies of each plane can be written as a function of $\boldsymbol{E}$ and $\boldsymbol{\Delta}$.

The impact of the inclusion of an $e_{i}$ vector in the basis (7.19) on the degeneracy of each orbifold plane can be seen to reduce the degeneracy of the orbifold plane $k=1,2,3$ by a factor two if $e_{i} \cap b_{k} \neq \emptyset$. Similarly, an asymmetric pairing in one of the three planes, i.e. $\Delta_{k}=1$, will also reduce the degeneracy by a factor 2 . We can now write the degeneracies as a vector

$$
\begin{equation*}
\boldsymbol{D}=\left(D_{1}, D_{2}, D_{3}\right) \tag{7.27}
\end{equation*}
$$

for each orbifold plane such that

$$
\begin{align*}
D_{1} & =\frac{8}{2^{\Delta_{1}+E_{3}+E_{4}+E_{5}+E_{6}}}  \tag{7.28}\\
D_{2} & =\frac{8}{2^{\Delta_{2}+E_{1}+E_{2}+E_{5}+E_{6}}}  \tag{7.29}\\
D_{3} & =\frac{8}{2^{\Delta_{3}+E_{1}+E_{2}+E_{3}+E_{4}}}, \tag{7.30}
\end{align*}
$$

and we note that

$$
\begin{equation*}
\min \left(D_{k}\right)=\frac{1}{2} \tag{7.31}
\end{equation*}
$$

which when true tells us that the sectors $\boldsymbol{F}_{p q r s}^{k}$ will give rise to one component of the FSU5 representations of the $\mathbf{1 6}$ or $\overline{\mathbf{1 6}}$ and not the whole $S O(10)$ representation. In particular, since the decomposition under $S U(5) \times U(1)$ is

$$
\left.\begin{array}{rl}
\mathbf{1 6} & =\left(\mathbf{1 0},+\frac{1}{2}\right)+\left(\overline{\mathbf{5}},-\frac{3}{2}\right)+(\mathbf{1}, \\
\frac{5}{2} \tag{7.32}
\end{array}\right)
$$

sectors $\boldsymbol{F}_{p q r s}^{k}$ with $D_{k}=\frac{1}{2}$ will generate either the states with representation $\left(\mathbf{1 0},+\frac{1}{2}\right)$ or those transforming under $\left(\overline{5},-\frac{3}{2}\right)+\left(1, \frac{5}{2}\right)$, in the case of the sector being from 16.
Once we calculate the degeneracies $\left(D_{1}, D_{2}, D_{3}\right)$ from $\boldsymbol{A}$ we can immediately check a necessary, but certainly not sufficient, condition for the presence of odd and, in particular, three
generations, which is simply

$$
\begin{equation*}
\exists k \in\{1,2,3\}: \quad D_{k} \leq 1 \tag{7.33}
\end{equation*}
$$

A sufficient condition for the presence of three generations is presented in Section 7.3 but the condition (7.33) can be checked immediately from the pairing choice $\boldsymbol{A}$ so will be tested for in the classification of pairings performed in this section.

## Asymmetric Pairings and Retained Moduli

As mentioned in Section 7.1, the moduli scalar fields (7.6) are in one-to-one correspondence with the marginal operators (7.7). From the form of these operators, we can immediately derive conditions on their retention/projection depending on the boundary condition assignments from $\boldsymbol{A}$. The result is

$$
J_{L}^{i}(z) \bar{J}_{R}^{j}(\bar{z})\left\{\begin{array}{l}
\text { retained if } \quad\left[A\left(y^{i}\right)+A\left(w^{i}\right)+A\left(\bar{y}^{j}\right)+A\left(\bar{w}^{j}\right)\right] \bmod 2=0  \tag{7.34}\\
\text { projected if }\left[A\left(y^{i}\right)+A\left(w^{i}\right)+A\left(\bar{y}^{j}\right)+A\left(\bar{w}^{j}\right)\right] \bmod 2=1
\end{array}\right.
$$

It will be useful when constructing the pairing classification Tables 7.1 and 7.2 to write the number of retained moduli in each orbifold plane as a triple

$$
\begin{equation*}
\boldsymbol{M}=\left(M_{1}, M_{2}, M_{3}\right) . \tag{7.35}
\end{equation*}
$$

## Results for Classification of Pairings

The result of the classification of asymmetric pairings with a bosonic $\boldsymbol{A}$ are summarised in Table 7.1 and with fermionic $\boldsymbol{A}$ for Table 7.2. The data most important to consider is the number of untwisted moduli retained in each plane (7.35) and whether odd number generations are possible through checking (7.33). The Z3 SMT classifies all the asymmetric pairings in each case, bosonic and fermionic, in approximately 20 seconds.

Having classified the possible FSU5 pairings we can now move to the second step of the asymmetric orbifold classification where we fix the pairing and, therefore, the basis vectors and then classify the space of asymmetric orbifold models in reference to phenomenological characteristics.

### 7.3 Class-Independent Analysis

A class of Flipped $S U(5)$ models is defined through the basis (7.19) with a specific choice of $\boldsymbol{A}$. This choice of $\boldsymbol{A}$ tells us a concomitant consistent $\boldsymbol{B}$ and the number of $e_{i}$ vectors quantified by $\boldsymbol{E}$. Two such classes will be investigated in Section 7.4 and Section 7.5. Before inspecting a specific class, it is worth seeing what we can say about all classes of models derived from the generic basis (7.19) since several features will be the same for all models.

### 7.3.1 Supersymmetry Constraints and Class Parameter Space

We seek to classify both $\mathcal{N}=0$ and $\mathcal{N}=1$ models and so it is important to define a necessary and sufficient condition for the presence of $\mathcal{N}=1$ supersymmetry. To do this we

| Untwisted Moduli in each Torus | Odd Number Generations Possible | Frequency |
| :---: | :---: | :---: |
| $(2,2,0)$ | No | 992 |
| $(2,0,2)$ | No | 992 |
| $(0,2,2)$ | No | 992 |
| $(4,2,2)$ | No | 824 |
| $(2,4,2)$ | No | 824 |
| $(2,2,4)$ | No | 824 |
| $(0,0,0)$ | No | 256 |
| $(4,0,0)$ | No | 244 |
| $(0,4,0)$ | No | 244 |
| $(0,0,4)$ | No | 244 |
| $(4,4,0)$ | No | 200 |
| $(4,2,2)$ | Yes | 200 |
| $(4,0,4)$ | No | 200 |
| $(2,4,2)$ | Yes | 200 |
| $(2,2,4)$ | Yes | 200 |
| $(0,4,4)$ | No | 200 |
| $(4,4,4)$ | No | 146 |
| $(4,4,4)$ | Yes | 94 |
| $(4,4,0)$ | Yes | 56 |
| $(4,0,4)$ | Yes | 56 |
| $(0,4,4)$ | Yes | 56 |
| $(2,2,0)$ | Yes | 32 |
| $(2,0,2)$ | Yes | 32 |
| $(0,2,2)$ | Yes | 32 |
| $(4,0,0)$ | Yes | 12 |
| $(0,4,0)$ | Yes | 12 |
| $(0,0,4)$ | Yes | 12 |

Table 7.1: Possible moduli and whether odd number generations are possible for all bosonic type asymmetric pairings of internal fermions.
first note that the gravitini and gaugini arise from

$$
\begin{array}{r}
\partial \bar{X}^{\mu}|S\rangle \\
\left\{\bar{\lambda}^{a}\right\}\left\{\bar{\lambda}^{b}\right\}|S\rangle \tag{7.37}
\end{array}
$$

respectively. Therefore the following GGSO phases are fixed as follows

$$
\begin{equation*}
C\binom{S}{e_{i}}=C\binom{S}{z_{1}}=C\binom{S}{x}=C\binom{S}{\gamma}=-1 \tag{7.38}
\end{equation*}
$$

in order to preserve one gravitino. Furthermore we note that the phases $C\binom{1}{S}$ and $C\binom{S}{b_{k}}$, $k=1,2,3$, determine the chirality of the degenerate Ramond vacuum $|S\rangle$ and the gravitino is retained so long as

$$
\begin{equation*}
C\binom{1}{S}=C\binom{S}{b_{1}} C\binom{S}{b_{2}} C\binom{S}{b_{3}} \tag{7.39}
\end{equation*}
$$

which can, without loss of generality, be fixed to

$$
\begin{equation*}
C\binom{1}{S}=C\binom{S}{b_{1}}=C\binom{S}{b_{2}}=C\binom{S}{b_{3}}=-1 \tag{7.40}
\end{equation*}
$$

for a scan of $\mathcal{N}=1$ vacua.

| Untwisted Moduli in each Torus | Odd Number Generations Possible | Frequency |
| :---: | :---: | :---: |
| $(2,4,2)$ | No | 1024 |
| $(2,2,4)$ | No | 1024 |
| $(2,2,0)$ | No | 1024 |
| $(2,0,2)$ | No | 1024 |
| $(0,2,2)$ | No | 1024 |
| $(4,2,2)$ | No | 976 |
| $(0,4,4)$ | No | 256 |
| $(0,4,0)$ | No | 256 |
| $(0,0,4)$ | No | 256 |
| $(0,0,0)$ | No | 256 |
| $(4,4,0)$ | No | 244 |
| $(4,0,4)$ | No | 244 |
| $(4,0,0)$ | No | 244 |
| $(4,4,4)$ | No | 228 |
| $(4,2,2)$ | Yes | 48 |
| $(4,4,4)$ | Yes | 12 |
| $(4,4,0)$ | Yes | 12 |
| $(4,0,4)$ | Yes | 12 |
| $(4,0,0)$ | Yes | 12 |

TABLE 7.2: Possible moduli and whether odd number generations are possible for all fermionic type asymmetric pairings of internal fermions.

The number of independent GGSO phases for a class of models will be determined from the number of basis vectors, $N$, which can be written as

$$
\begin{equation*}
N=8+\sum_{i} E_{i} . \tag{7.41}
\end{equation*}
$$

Taking into account the constraints (7.38) and (7.39) for $\mathcal{N}=1$ models there are

$$
\begin{equation*}
\frac{N(N-1)}{2}-7-\sum_{i} E_{i} \tag{7.42}
\end{equation*}
$$

independent GGSO phases ${ }^{1}$. The space of $\mathcal{N}=0$ vacua can be defined as the space of models violating either condition (7.38) or (7.39). In ref. [110] breaking supersymmetry with different phases is discussed and it is noted how different breakings affect the spectra. If desired, we can restrict the breaking to just shifts beyond the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold sectors by preserving condition (7.39), such that $b_{1}, b_{2}$ and $b_{3}$ still preserve supersymmetry, then breaking would originate from the vectors beyond the NAHE-set through violating condition (7.38).

### 7.3.2 Phenomenological Features

## Observable Spinorial Representations

As discussed in Section 7.2 the twisted sectors such as those giving rise to the spinorial $\mathbf{1 6} / \overline{\mathbf{1 6}}$ representations of $S O(10)$ are impacted by the choice of $\boldsymbol{A}$. To write these $\boldsymbol{F}_{p q r s}^{k}$ for

[^0]a particular $\boldsymbol{A}$ we must first note the presence of the following possible linear combinations of the vector (7.21), arising for certain $\boldsymbol{E}$
\[

\left\{$$
\begin{array}{l}
e_{3456}=G+e_{1}+e_{2}=\left\{y^{3456}, w^{3456} \mid \bar{y}^{3456}, \bar{w}^{3456}\right\} \text { for } \boldsymbol{E}=(1,1,0,0,0,0)  \tag{7.43}\\
e_{1256}=G+e_{3}+e_{4}=\left\{y^{1256}, w^{1256} \mid \bar{y}^{1256}, \bar{w}^{1256}\right\} \text { for } \boldsymbol{E}=(0,0,1,1,0,0) \\
e_{1234}=G+e_{5}+e_{6}=\left\{y^{1234}, w^{1234} \mid \bar{y}^{1234}, \bar{w}^{1234}\right\} \text { for } \boldsymbol{E}=(0,0,0,0,1,1) .
\end{array}
$$\right.
\]

Then we can write the sectors giving rise to the fermion generations as

$$
\begin{align*}
\boldsymbol{F}_{p q r s t}^{1}= & b_{1}+p E_{3} e_{3}+q E_{4} e_{4}+r E_{5} e_{5}+s E_{6} e_{6} \\
& +t E_{1} E_{2}\left(1-E_{3}\right)\left(1-E_{4}\right)\left(1-E_{5}\right)\left(1-E_{6}\right) e_{3456} \\
\boldsymbol{F}_{\text {pqrst }}^{2}= & b_{2}+p E_{1} e_{1}+q E_{2} e_{2}+r E_{5} e_{5}+s E_{6} e_{6} \\
& +t E_{3} E_{4}\left(1-E_{1}\right)\left(1-E_{2}\right)\left(1-E_{5}\right)\left(1-E_{6}\right) e_{1256}  \tag{7.44}\\
\boldsymbol{F}_{p q r s t}^{3}= & b_{3}+p E_{1} e_{1}+q E_{2} e_{2}+r E_{3} e_{3}+s E_{4} e_{4} \\
& +t E_{5} E_{6}\left(1-E_{1}\right)\left(1-E_{2}\right)\left(1-E_{3}\right)\left(1-E_{4}\right) e_{1234} .
\end{align*}
$$

where $p, q, r, s, t \in\{0,1\}$.
In order to write down the number of $\mathbf{1 6}$ and $\overline{\mathbf{1 6}}, N_{16}$ and $N_{\overline{16}}$, as a function of the GGSO coefficients we can construct the generalised projectors for these sectors $\mathbb{P}_{\boldsymbol{F}_{p q r s t}^{k}}, k=1,2,3$, such that

$$
\begin{align*}
& \Upsilon\left(\boldsymbol{F}_{\text {pqrst }}^{1}\right)=\left\{x+2 \boldsymbol{\gamma}, z_{1}, z_{2}, E_{1} e_{1}, E_{2} e_{2}\right\} \\
& \Upsilon\left(\boldsymbol{F}_{\text {pqrst }}^{2}\right)=\left\{x+2 \boldsymbol{\gamma}, z_{1}, z_{2}, E_{3} e_{3}, E_{4} e_{4}\right\}  \tag{7.45}\\
& \Upsilon\left(\boldsymbol{F}_{\text {pqrst }}^{3}\right)=\left\{x+2 \boldsymbol{\gamma}, z_{1}, z_{2}, E_{5} e_{5}, E_{6} e_{6}\right\}
\end{align*}
$$

where we recall that the vector $z_{2}=\left\{\bar{\phi}^{5,6,7,8}\right\}$ is the combination defined in eq. (7.20). In order to determine whether a sector will give rise to a $\mathbf{1 6}$ or a $\overline{\mathbf{1 6}}$ we can first define the chirality phases

$$
\begin{align*}
& \boldsymbol{X}_{\text {pqr s0 }}^{1}=-\operatorname{ch}\left(\psi^{\mu}\right) C\binom{\boldsymbol{F}_{\text {pqrs0 }}^{1}}{b_{2}+r E_{5} 55+s E_{6} e_{6}}^{*}  \tag{7.46}\\
& \boldsymbol{X}_{\text {pqr } 50}^{2}=-\operatorname{ch}\left(\psi^{\mu}\right) C\binom{\boldsymbol{F}_{\text {pqrs0 }}^{2}}{b_{1}+r E_{5} e_{5}+s E_{6} e_{6}}^{*}  \tag{7.47}\\
& \boldsymbol{X}_{\text {pqrs0 }}^{3}=-\operatorname{ch}\left(\psi^{\mu}\right) C\binom{\boldsymbol{F}_{\text {pqrs0 }}^{3}}{b_{1}+p E_{3} e_{3}+q E_{4} e_{4}}^{*} \tag{7.48}
\end{align*}
$$

where $\operatorname{ch}\left(\psi^{\mu}\right)$ is the spacetime fermion chirality and we note that the sectors $\boldsymbol{F}_{00001}^{k}$ do not have a chirality and, instead, give rise to $D_{k} / 2$ copies of both the $\mathbf{1 6}$ and the $\overline{\mathbf{1 6}}$.

With these definitions, we can write compact expressions for $N_{16}$ and $N_{\overline{16}}$

$$
\begin{align*}
& N_{16}=\frac{1}{2} \sum_{\substack{k=1,2,3 \\
p, q, r, s=0,1}} D_{k} \mathbb{P}_{\boldsymbol{F}_{p q r s 0}^{k}}\left(1+\boldsymbol{X}_{p q r s 0}^{k}\right)+\frac{D_{k}}{2} \mathbb{P}_{F_{00001}^{k}}  \tag{7.49}\\
& N_{\overline{16}}=\frac{1}{2} \sum_{\substack{k=1,2,3 \\
p, q, r, s=0,1}} D_{k} \mathbb{P}_{\boldsymbol{F}_{p q r s 0}^{k}}\left(1-\boldsymbol{X}_{p q r s 0}^{k}\right)+\frac{D_{k}}{2} \mathbb{P}_{F_{00001}^{k}}
\end{align*}
$$

Since the $S O(10)$ breaking projection $\gamma$ decomposes the $\mathbf{1 6} / \overline{\mathbf{1 6}}$ representations into those of $S U(5) \times U(1)$ according to eq. (7.32), we can write a compact expression for each of the FSU5 quantum numbers. These of course depend on the degeneracies (7.28) and can be written

$$
\begin{align*}
& n_{10}=\sum_{\substack{k=1,2,3 \\
p, q, r, s=0,1}} \frac{1}{2^{2-\Delta_{k}}} D_{k} \mathbb{P}_{\boldsymbol{F}_{p q r s 0}^{k}}\left(1+\boldsymbol{X}_{p q r s 0}^{k}\right)\left(1+\left(1-\Delta_{k}\right) C\left(\boldsymbol{F}_{p q r s 0}^{k}\right)\right)+\frac{D_{k}}{2} \mathbb{P}_{F_{00001}^{k}} \\
& n_{\overline{5}}=\sum_{\substack{k=1,2,3 \\
p, q, r, s=0,1}} \frac{1}{2^{2-\Delta_{k}}} D_{k} \mathbb{P}_{\boldsymbol{F}_{p q r s 0}^{k}}\left(1+\boldsymbol{X}_{p q r s 0}^{k}\right)\left(1-\left(1-\Delta_{k}\right) C\left(\underset{\substack{\boldsymbol{F}_{p q r s 0} \\
\gamma}}{k}\right)\right)+\frac{D_{k}}{2} \mathbb{P}_{F_{00001}^{k}} \\
& n_{\overline{10}}=\sum_{\substack{k=1,2,3 \\
p, q, r, s=0,1}} \frac{1}{2^{2-\Delta_{k}}} \mathbb{P}_{\boldsymbol{F}_{p q r s 0}^{k}}\left(1-\boldsymbol{X}_{p q r s 0}^{k}\right)\left(1+\left(1-\Delta_{k}\right) C\left(\underset{\boldsymbol{F}_{p q r s 0}^{k}}{\gamma}\right)\right)+\frac{D_{k}}{2} \mathbb{P}_{F_{00001}^{k}}  \tag{7.50}\\
& n_{5}=\sum_{\substack{k=1,2,3 \\
p, q, r, s=0,1}} \frac{1}{2^{2-\Delta_{k}}} D_{k} \mathbb{P}_{\boldsymbol{F}_{p q r s 0}^{k}}\left(1-\boldsymbol{X}_{p q r s 0}^{k}\right)\left(1-\left(1-\Delta_{k}\right) C\left(\underset{\substack{\boldsymbol{F}_{p q r s 0} \\
\gamma}}{k}\right)\right)+\frac{D_{k}}{2} \mathbb{P}_{F_{00001}^{k}} .
\end{align*}
$$

The number of generations for a model is then

$$
\begin{equation*}
n_{g}=n_{10}-n_{\overline{10}}=n_{\overline{5}}-n_{5} . \tag{7.51}
\end{equation*}
$$

From this, we can construct a necessary condition for three-generation models to exist once $\boldsymbol{A}$ is specified

$$
\begin{align*}
& \exists C\binom{\boldsymbol{b}_{i}}{\boldsymbol{b}_{j}}: \sum_{\substack{k=1,2,3 \\
p, q, r, s=0,1}} \frac{1}{2^{1-\Delta_{k}}} D_{k} \mathbb{P}_{\boldsymbol{F}_{p q r s 0}^{k}} \boldsymbol{X}_{p q r s 0}^{k}\left(1+\left(1-\Delta_{k}\right) C\binom{\boldsymbol{F}_{p q r s 0}^{k}}{\gamma}\right)=3  \tag{7.52}\\
& \quad \text { and } \sum_{\substack{k=1,2,3 \\
p, q, r, s=0,1}} 2^{\Delta_{k}} D_{k} \mathbb{P}_{\boldsymbol{F}_{p q r s 0}^{k}} \boldsymbol{X}_{p q r s 0}^{k}\left(1-\Delta_{k}\right) C\left(\underset{\boldsymbol{F}_{p q r s 0}^{k}}{\gamma}\right)=0 .
\end{align*}
$$

Checking that there exists a solution to this equation for a class of models and enumerating such solutions can be done easily by inputting this constraint into an SMT solver such as Z3.

## Tachyonic Sectors

Since we include non-supersymmetric models in our classification it is vital we check for the absence of on-shell tachyons in order to ensure the stability of our models for a 4D Minkowski background. In order to do this we encode the GGSO projections for all on-shell tachyonic sectors. Many tachyonic sectors can arise due to $e_{i}$ vectors, certain $\gamma$ combinations and other class-dependent combinations and therefore are dependent on the choice of $\boldsymbol{A}$ and require class-by-class analysis. However, we will always have the untwisted tachyon

$$
\begin{equation*}
\{\bar{\lambda}\}|0\rangle_{N S} \tag{7.53}
\end{equation*}
$$

that is projected for all models through the $S$ projection. In addition, the following on-shell tachyonic sectors arise for all classes of models

$$
\begin{equation*}
T=\left\{\left|z_{1}\right\rangle \quad\left|z_{2}\right\rangle \quad|x+2 \boldsymbol{\gamma}\rangle\left|z_{1}+x+2 \boldsymbol{\gamma}\right\rangle \quad\left|z_{2}+x+2 \boldsymbol{\gamma}\right\rangle \quad\left|z_{1}+z_{2}+x+2 \boldsymbol{\gamma}\right\rangle\right\} \tag{7.54}
\end{equation*}
$$

All of these sectors, $\boldsymbol{t} \in T$, must be projected from the spectrum through appropriate definitions of their generalised projectors $\mathbb{P}_{\boldsymbol{t}}=0$. Once we specify the vector $\boldsymbol{A}$ we can then determine the further class-dependent tachyonic sectors and ensure their projection.

## Enhancements

Additional space-time vector bosons may arise in all models derived from the basis (7.19). The following enhancements arise independently of the class

$$
\left\{\begin{array}{clccc}
\psi^{\mu}\{\bar{\lambda}\}_{\frac{1}{2}}: & \left|z_{1}\right\rangle & \left|z_{2}\right\rangle & |x+2 \gamma\rangle & \left|z_{1}+x+2 \boldsymbol{\gamma}\right\rangle \tag{7.55}
\end{array}\left|z_{2}+x+2 \boldsymbol{\gamma}\right\rangle\right\}
$$

with the following subset being enhancements to the observable gauge factors

$$
H=\left\{\begin{array}{cccc}
\psi^{\mu}\left\{\bar{\psi}^{a}\right\}: & \left|z_{1}\right\rangle & \left|z_{2}\right\rangle & |x+2 \boldsymbol{\gamma}\rangle  \tag{7.56}\\
\psi^{\mu}\left\{\bar{\psi}^{a}\right\}: & \left|z_{1}+x+2 \gamma\right\rangle & \left|z_{2}+x+2 \gamma\right\rangle & \left|x+2 \gamma+z_{1}+z_{2}\right\rangle \\
\psi^{\mu}: & |x\rangle & &
\end{array}\right\}
$$

with $a=1,2,3,4,5$. Therefore, from these sectors, we can restrict our analysis to models with observable gauge group $S U(5) \times U(1) \times U(1)_{i=1,2,3}$ by imposing

$$
\begin{equation*}
\forall \boldsymbol{h} \in H: \mathbb{P}_{\boldsymbol{h}}=0 . \tag{7.57}
\end{equation*}
$$

In this case, for these generalised projectors we have

$$
\begin{align*}
\Upsilon\left(z_{1}\right) & =\left\{S, E_{1} e_{1}, E_{2} e_{2}, E_{3} e_{3}, E_{4} e_{4}, E_{5} e_{5}, E_{6} e_{6}, x, b_{1}, b_{2}, z_{2}\right\} \\
\Upsilon\left(z_{2}\right) & =\left\{S, E_{1} e_{1}, E_{2} e_{2}, E_{3} e_{3}, E_{4} e_{4}, E_{5} e_{5}, E_{6} e_{6}, x, b_{1}, b_{2}, z_{1}\right\} \\
\Upsilon(x+2 \gamma) & =\left\{S, E_{1} e_{1}, E_{2} e_{2}, E_{3} e_{3}, E_{4} e_{4}, E_{5} e_{5}, E_{6} e_{6}, x, x+2 \gamma+z_{1}+z_{2}\right\} \\
\Upsilon\left(x+2 \gamma+z_{1}\right) & =\left\{S, E_{1} e_{1}, E_{2} e_{2}, E_{3} e_{3}, E_{4} e_{4}, E_{5} e_{5}, E_{6} e_{6}, x, x+2 \gamma+z_{2}\right\}  \tag{7.58}\\
\Upsilon\left(x+2 \gamma+z_{2}\right) & \left.=\left\{S, E_{1} e_{1}, E_{2} e_{2}, E_{3} e_{3}, E_{4} e_{4}, E_{5} e_{5}, E_{6} e_{6}, x, x\right\}+z_{1}\right\} \\
\Upsilon\left(x+2 \gamma+z_{1}+z_{2}\right) & =\left\{S, E_{1} e_{1}, E_{2} e_{2}, E_{3} e_{3}, E_{4} e_{4}, E_{5} e_{5}, E_{6} e_{6}, x, x+2 \gamma\right\} \\
\Upsilon(x) & =\left\{S, E_{1} e_{1}, E_{2} e_{2}, E_{3} e_{3}, E_{4} e_{4}, E_{5} e_{5}, E_{6} e_{6}, z_{1}, z_{2}\right\}
\end{align*}
$$

Additional enhancements may arise depending on the specific form of $\gamma$ which can be analysed class-by-class.

## Exotics

Another important consideration for ensuring reasonable phenomenology is the absence of chiral exotics. The exotics sectors in general depend on the class, in particular on the exact form of $\gamma$ since combinations of $\gamma$ will be those that can generate exotics. However, we can
note here the following exotic sectors with $\left(\boldsymbol{\alpha}_{L} \cdot \boldsymbol{\alpha}_{L}, \boldsymbol{\alpha}_{R} \cdot \boldsymbol{\alpha}_{R}\right)=(4,4)$

$$
\begin{equation*}
\left\{\left\{\bar{\psi}^{a}\right\}_{\frac{1}{2}}:\left|S+z_{1}\right\rangle\left|S+z_{2}\right\rangle|S+x+2 \gamma\rangle \quad\left|S+z_{1}+x+2 \gamma\right\rangle \quad\left|S+z_{2}+x+2 \gamma\right\rangle\right\} \tag{7.59}
\end{equation*}
$$

where $a \in[1, \ldots, 5]$. We note that these are the would-be gaugini of the enhancements (7.55). These sectors will not contribute to a chiral anomaly as they are automatically vector-like. It will then be necessary to analyse the other exotics at the level of a particular class of vacua.

### 7.3.3 Partition Function and Cosmological Constant

The analysis of the partition function for asymmetric orbifolds constructed in the free fermionic formulation as described in Section 7.1 is largely similar to the symmetric case presented in Chapter 4. However, there are some key differences and subtleties which are important to explicitly discuss. These arise for two main reasons, namely the asymmetric pairings introduced by the basis vector $\gamma$ and the appearance of half boundary conditions in the basis set (7.19).

From the point of view of the partition function, the asymmetric pairings introduce imaginary GGSO phases, meaning that the fermionic partition function

$$
Z=\sum_{\boldsymbol{\alpha}, \boldsymbol{\beta}} C\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}} \prod_{f} Z\left[\begin{array}{l}
\alpha(f)  \tag{7.60}\\
\beta(f)
\end{array}\right]
$$

will have imaginary terms which have to cancel. This cancellation is, however, ensured by modular invariance. In the case of symmetric orbifolds, since $Z\left[\begin{array}{l}a \\ b\end{array}\right]=\sqrt{\vartheta\left[\begin{array}{l}a \\ b\end{array}\right]}$, the fermionic part of the partition function can be expressed using the four standard Jacobi theta functions (A.5) with characteristics $a, b \in\{0,1\}$. In the presence of half boundary conditions, there will be sixteen such theta functions with $a$ and $b$ now taking values in the set $a, b \in\{-1 / 2,0,1 / 2,1\}$.

To express the partition function of the models under consideration in the classification setup, it is beneficial to use the notation developed in 4.1. This makes many properties immediately readable from the form of the partition function and allows us to economically express all models used in this chapter in one compact form. Since the classification of asymmetric shifts and twists depends on the exact form of the vector $\gamma$ it is instructive to first write down the partition function of the subset $\left\{\mathbb{1}, e_{i}, S, b_{1}, b_{2}, b_{3}, z_{1}, x\right\}$ without $\gamma$. In this case, all $e_{i}$ are compatible and so we have 13 basis vectors giving

$$
\begin{align*}
& Z=\frac{1}{\eta^{10} \bar{\eta}^{22}} \frac{1}{2^{3}} \sum_{\substack{a, k, r \\
b, l, s}} \frac{1}{2^{6}} \sum_{\substack{H_{i} \\
G_{i}}} \frac{1}{2^{4}} \sum_{\substack{h_{1}, h_{2}, P_{1}, P_{2} \\
g_{1}, g_{2}, Q_{1}, Q_{2}}}(-1)^{\Phi\left[\begin{array}{lllll}
a & k & r & H_{i} & h_{i} \\
b & l & P_{i} \\
G_{i}
\end{array}\right.} \\
& \times \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right] \vartheta\left[\begin{array}{c}
a+h_{1} \\
b+g_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
a+h_{2} \\
b+g_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
a-h_{1}-h_{2} \\
b-g_{1}-g_{2}
\end{array}\right]  \tag{7.61}\\
& \times \Gamma_{(6,6)}\left[\begin{array}{cccc}
r & H_{i} & h_{1} & h_{2} \\
s & G_{i} & g_{1} & g_{2}
\end{array}\right] \\
& \times \bar{\vartheta}\left[\begin{array}{l}
k
\end{array}\right]^{5} \bar{\vartheta}\left[\begin{array}{c}
k+h_{1} \\
l+g_{1}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
k+h_{2} \\
l+g_{2}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
k-h_{1}-h_{2} \\
l-g_{1}-g_{2}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
k+P_{1} \\
l+Q_{1}
\end{array}\right]^{4} \bar{\vartheta}\left[\begin{array}{c}
k+P_{2} \\
l+Q_{2}
\end{array}\right]^{4},
\end{align*}
$$

where all indices are summed over the set $\{0,1\}$. The phase $\Phi$, which is a polynomial in the summation indices, is chosen such that the entire partition function is modular invariant. The choice of this phase translates to a choice of GGSO matrix in the classification setup. Indices $k, l$ represent the sixteen complex right-moving fermions giving the fermionic representation of the $E_{8} \times E_{8}$ lattice of the underlying 10D heterotic theory. The non-freely acting $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold is represented by the parameters $h_{i}$ and $g_{i}$, where the $h_{i}$ give the various twists, while the $g_{i}$ implement the orbifold projections. The $H_{i}$ and $G_{i}$ correspond to the basis vectors $\mathbf{e}_{\mathbf{i}}$ and hence are responsible for orbifold shifts along the six internal dimensions of the $T^{6}$. Finally, $P_{i}$ and $Q_{i}$ break one of the $E_{8}$ factors in the hidden sector by a $\mathbb{Z}_{2}$ twist.

The internal lattice $\Gamma_{(6,6)}$ which corresponds to the $T^{6}$ is given by

$$
\begin{align*}
\Gamma_{(6,6)}\left[\begin{array}{cccc}
r & H_{i} & h_{1} & h_{2} \\
s & G_{i} & g_{1} & g_{2}
\end{array}\right]= & \left\lvert\, \vartheta\left[\begin{array}{c}
r+h_{1}+H_{1} \\
s+g_{1}+G_{1}
\end{array}\right]_{y \bar{y}^{1}} \vartheta\left[\begin{array}{c}
r+h_{1}+H_{2} \\
s+g_{1}+G_{2}
\end{array}\right]_{y \bar{y}^{2}} \vartheta\left[\begin{array}{c}
r+h_{2}+H_{3} \\
s+g_{2}+G_{3}
\end{array}\right]_{y \bar{y}^{3}}\right. \\
& \times \vartheta\left[\begin{array}{c}
r+h_{2}+H_{4} \\
s+g_{2}+G_{4}
\end{array}\right]_{y \bar{y}^{4}} \vartheta\left[\begin{array}{c}
r+h_{2}+H_{5} \\
s+g_{2}+G_{5}
\end{array}\right]_{y \bar{y}^{5}} \vartheta\left[\begin{array}{c}
r+h_{2}+H_{6} \\
s+g_{2}+G_{6}
\end{array}\right]_{y \bar{y}^{6}} \\
& \times \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{1} \\
s-g_{1}-g_{2}+G_{1}
\end{array}\right]_{w \bar{w}^{1}} \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{2} \\
s-g_{1}-g_{2}+G_{2}
\end{array}\right]_{w \bar{w}^{2}} \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{3} \\
s-g_{1}-g_{2}+G_{3}
\end{array}\right]_{w \bar{w}^{3}}  \tag{7.62}\\
& \times \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{4} \\
s-g_{1}-g_{2}+G_{4}
\end{array}\right]_{w \bar{w}^{4}} \vartheta\left[\begin{array}{c}
r+h_{1}+H_{5} \\
s+g_{1}+G_{5}
\end{array}\right]_{w \bar{w}^{5}} \vartheta\left[\begin{array}{c}
r+h_{1}+H_{6} \\
s+g_{1}+G_{6}
\end{array}\right]_{w \bar{w}^{6}}
\end{align*}
$$

where $\left|\vartheta\left[\begin{array}{l}a \\ b\end{array}\right]\right|=\sqrt{\vartheta\left[\begin{array}{l}a \\ b\end{array}\right] \bar{\vartheta}\left[\begin{array}{l}a \\ b\end{array}\right] \text {. The subscript on the } \vartheta \text { 's denote which worldsheet fermions the }}$ terms correspond to. We see that with this basis the internal lattice is left-right symmetric, meaning that all left moving $y$ 's and $w$ 's are paired with a right moving $\bar{y}$ or $\bar{w}$. This is why the internal lattice can be written as a magnitude.

The introduction of asymmetric pairings via the vector $\gamma$ introduces further complexity to the above partition function. Recall the notation introduced in Section 7.1, where the most general consistent form of $\gamma$ is written as in (7.10)

$$
\begin{equation*}
\boldsymbol{\gamma}=\boldsymbol{A}+\left\{\bar{\psi}^{1, \ldots, 5}=\bar{\eta}^{1,2,3}=\bar{\phi}^{1,2,6,7}=\frac{1}{2}\right\}+\boldsymbol{B}, \tag{7.63}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{B} & =\left\{B\left(\bar{\phi}^{3}\right), B\left(\bar{\phi}^{4}\right), B\left(\bar{\phi}^{5}\right), B\left(\bar{\phi}^{8}\right)\right\}, \\
\boldsymbol{A} & = \begin{cases}\left\{A\left(y^{1}\right), \cdots, A\left(w^{6}\right) \mid A\left(\bar{y}^{1}\right), \cdots, A\left(\bar{w}^{6}\right)\right\} & \text { if } \boldsymbol{\gamma} \text { bosonic; } \\
\left\{\psi^{\mu}, \chi^{12}, A\left(y^{1}\right), \cdots, A\left(w^{6}\right) \mid A\left(\bar{y}^{1}\right), \cdots, A\left(\bar{w}^{6}\right)\right\} & \text { if } \boldsymbol{\gamma} \text { fermionic. }\end{cases} \tag{7.64}
\end{align*}
$$

Also recall the vector $\boldsymbol{E}=\left(E_{1}, E_{2}, E_{3}, E_{4}, E_{5}, E_{6}\right)$ of (7.22), which qualifies which of the $e_{i}$ are compatible with a specific choice of $\gamma$ and hence appear in the basis set. That is, if $E_{i}=0$ then $e_{i} \notin \mathcal{B}$ and vice-versa.

In terms of the above quantities we can now examine the effect of $\gamma$ on the partition function (7.61) within the frame of the general classification setup. For simplicity, we consider the case where $\gamma$ is bosonic and hence has no action on $\psi^{\mu}$ and $\chi^{1-6}$. The anti-holomorphic hidden worldsheet fermions are affected by the choice of $\boldsymbol{B}$, while the specific choice of $\boldsymbol{A}$ will only change how the internal lattice is structured. Thus the partition function takes the
form

$$
\begin{align*}
& \times \vartheta\left[\begin{array}{c}
a \\
b
\end{array}\right] \vartheta\left[\begin{array}{c}
a+h_{1} \\
b+g_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
a+h_{2} \\
b+g_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
a-h_{1}-h_{2} \\
b-g_{1}-g_{2}
\end{array}\right] \\
& \times \Gamma_{(6,6)}^{\gamma}\left[\begin{array}{lllll}
r & H_{i} & h_{1} & h_{2} & H^{\prime} \\
s & G_{i} & g_{1} & g_{2} & G^{\prime}
\end{array}\right]  \tag{7.65}\\
& \times \bar{\vartheta}\left[\begin{array}{c}
k+H^{\prime} \\
l+G^{\prime}
\end{array}\right]^{5} \bar{\vartheta}\left[\begin{array}{c}
k+h_{1}+H^{\prime} \\
l+g_{1}+G^{\prime}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
k+h_{2}+H^{\prime} \\
l+g_{2}+G^{\prime}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
k-h_{1}-h_{2}+H^{\prime} \\
l-g_{1}-g_{2}+G^{\prime}
\end{array}\right] \\
& \times \bar{\vartheta}\left[\begin{array}{l}
k+P_{1}+H^{\prime} \\
l+Q_{1}+G^{\prime}
\end{array}\right]^{2} \bar{\vartheta}\left[\begin{array}{c}
k+P_{2}+H^{\prime} \\
l+Q_{2}+G^{\prime}
\end{array}\right]^{2} \bar{\vartheta}\left[\begin{array}{c}
k+P_{1}+2 B\left(\bar{\phi}^{3}\right) H^{\prime} \\
l+Q_{1}+2 B\left(\bar{\phi}^{3}\right) G^{\prime}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
k+P_{1}+2 B\left(\bar{\phi}^{4}\right) H^{\prime} \\
l+Q_{1}+2 B\left(\bar{\phi}^{4}\right) G^{\prime}
\end{array}\right] \\
& \times \bar{\vartheta}\left[\begin{array}{c}
k+P_{2}+2 B\left(\overline{( }^{5}\right) H^{\prime} \\
l+Q_{2}+2 B\left(\bar{\phi}^{5}\right) G^{\prime}
\end{array}\right] \bar{\vartheta}\left[\begin{array}{c}
k+P_{2}+2 B\left(\bar{\phi}^{8}\right) H^{\prime} \\
l+Q_{2}+2 B\left(\bar{\phi}^{8}\right) G^{\prime}
\end{array}\right],
\end{align*}
$$

where the sum in the new indices $H^{\prime}$ and $G^{\prime}$ run over $\{-1 / 2,0,1 / 2,1\}$ as opposed to the other indices which still take values in $\{0,1\}$. This is because the half boundary conditions in $\gamma$ introduce a new $\mathbb{Z}_{4}$ orbifold to the picture. The factor of two in front of some indices is a result of having both half and integer boundary conditions within the same basis vector, and hence this factor ensures that integer boundary conditions are correctly accounted for.

The form of the internal lattice $\Gamma_{(6,6)}^{\gamma}$ depends on the choice of asymmetric shifts and twists in the internal degrees of freedom, i.e. $\boldsymbol{A}$. Consequently, this determines which of the symmetric $\mathbb{Z}_{2}$ shifts $e_{i}$ are compatible with this choice, which fixes $\boldsymbol{E}$. The asymmetric shifts and twists introduced by $\gamma$ break the left-right symmetry of the lattice (7.62). To examine this further, we have to look at what happens to a set of internal fermions corresponding to one of the orbifold planes. If we take, for example, the fermions $\left\{y^{3,4,5,6} \mid \bar{y}^{3,4,5,6}\right\}$, the corresponding part of the lattice is

$$
\begin{align*}
\Gamma= & \vartheta\left[\begin{array}{c}
r+h_{2}+H_{3} \\
s+g_{2}+G_{3}
\end{array}\right]_{y^{3}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{2}+H_{4} \\
s+g_{2}+G_{4}
\end{array}\right]_{y^{4}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{2}+H_{5} \\
s+g_{2}+G_{5}
\end{array}\right]_{y^{5}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{2}+H_{6} \\
s+g_{2}+G_{6}
\end{array}\right]_{y^{6}}^{1 / 2}  \tag{7.66}\\
& \times \vartheta\left[\begin{array}{c}
r+h_{2}+H_{3} \\
s+g_{2}+G_{3}
\end{array}\right]_{\bar{y}^{3}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{2}+H_{4} \\
s+g_{2}+G_{4}
\end{array}\right]_{\bar{y}^{4}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{2}+H_{5} \\
s+g_{2}+G_{5}
\end{array}\right]_{\bar{y}^{5}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{2}+H_{6} \\
s+g_{2}+G_{6}
\end{array}\right]_{\bar{y}^{6}}^{1 / 2} .
\end{align*}
$$

Since the asymmetric shifts and twists cannot mix the orbifold planes, we either have 0,1 or 2 such shifts and twists affecting these fermions. As an example, we consider what happens when $\boldsymbol{A}$ contains one such pairing, say $y^{5} y^{6}$. Firstly, this imposes that $\boldsymbol{E}=(1,1,1,1,0,0)$, i.e. $e_{5,6}$ are no longer in the basis, so that $H_{5,6}$ and $G_{5,6}$ are not present. Secondly, it breaks the left-right symmetry of the $\left(y^{5} \bar{y}^{5}\right)$ and $\left(y^{6} \bar{y}^{6}\right)$ pairings which become $\left(y^{5} \bar{y}^{5}\right)\left(y^{6} \bar{y}^{6}\right) \rightarrow$ $\left(y^{5} y^{6}\right)\left(\bar{y}^{5} \bar{y}^{6}\right)$. Given the above factors, the internal lattice of the first orbifold plane becomes

$$
\begin{align*}
\Gamma^{\gamma}= & \vartheta\left[\begin{array}{c}
r+h_{2}+H_{3} \\
s+g_{2}+G_{3}
\end{array}\right]_{y^{3}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{2}+H_{4} \\
s+g_{2}+G_{4}
\end{array}\right]_{y^{4}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{2}+2 H^{\prime} \\
s+g_{2}+2 G^{\prime}
\end{array}\right]_{y^{5,6}}  \tag{7.67}\\
& \times \vartheta\left[\begin{array}{c}
r+h_{2}+H_{3} \\
s+g_{2}+G_{3}
\end{array}\right]_{\bar{y}^{3}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{2}+H_{4} \\
s+g_{2}+G_{4}
\end{array}\right]_{\bar{y}^{4}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{2} \\
s+g_{2}
\end{array}\right]_{\bar{y}^{5}, 6} .
\end{align*}
$$

If there are two such asymmetric holomorphic pairings in the first plane then, regardless of the specific pairing, the lattice simply becomes

$$
\Gamma^{\gamma}=\vartheta\left[\begin{array}{l}
r+h_{2}+2 H^{\prime}  \tag{7.68}\\
s+g_{2}+2 G^{\prime}
\end{array}\right]_{y^{3456}}^{2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{2} \\
s+g_{2}
\end{array}\right]_{\bar{y}^{3456}}^{2} .
$$

The construction of the partition function for the remaining two planes is equivalent and can be straightforwardly done once a specific basis is taken.

Once a model is chosen and the partition function is fixed according to the above considerations, the cosmological constant can be calculated according to methods used in Section 4.3. This entails performing a $q$-expansion of the theta functions, which will result in the partition function taking the form

$$
\begin{equation*}
Z=\sum_{n, m} a_{m n} q^{m} \bar{q}^{n} \tag{7.69}
\end{equation*}
$$

where the $\eta$-functions have also been $q$-expanded. Written in this form, the $a_{m n}$ correspond to $a_{m n}=n_{b}-n_{f}$ at the mass level with conformal weights of $(m, n)$ for the holomorphic and anti-holomorphic sector respectively. The one-loop cosmological constant $\Lambda$ is then given by the integral of this partition function over the fundamental domain of the modular group as discussed extensively in Section 4.3. Since the models under consideration are void of physical tachyons, the series expansion contains only finite terms and converges exponentially fast. It is important to note the difference between the worldsheet vacuum energy $\Lambda_{\mathrm{WS}}$ which is unitless and the spacetime cosmological constant $\Lambda_{\text {ST }}$. The spacetime cosmological constant is obtained by introducing the string-scale via

$$
\begin{equation*}
\Lambda_{\mathrm{ST}}=-\frac{1}{2} \mathcal{M}^{4} \Lambda_{\mathrm{WS}} \tag{7.70}
\end{equation*}
$$

It is also interesting to note that all of the above models considered in the classification exhibit a form of misaligned supersymmetry discovered in [69, 84]. This is not unexpected as this phenomenon is a direct consequence of modular invariance [69, 84, 85], or a smaller subgroup of the modular group in some cases [21, 23], and so heterotic asymmetric orbifolds should also respect this mechanism.

### 7.4 Asymmetric Orbifold of Class A

The first Class of models we will choose is a pairing choice where all untwisted moduli are retained, i.e. $\boldsymbol{M}=(4,4,4)$. The pairing we choose is inspired by that used in the model of $[129,130,140]$ and is given by $\boldsymbol{A}=\left\{y^{3} y^{6}, y^{1} w^{6}, w^{1} w^{3}\right\}$. The basis for this class of models is
then

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\}, \\
S & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}\right\}, \\
e_{2} & =\left\{y^{2}, w^{2} \mid \bar{y}^{2}, \bar{w}^{2}\right\}, \\
e_{4} & =\left\{y^{4}, w^{4} \mid \bar{y}^{4}, \bar{w}^{4}\right\}, \\
e_{5} & =\left\{y^{5}, w^{5} \mid \bar{y}^{5}, \bar{w}^{5}\right\}, \\
b_{1} & =\left\{\psi^{\mu}, \chi^{12}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\eta}^{1}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
b_{2} & =\left\{\psi^{\mu}, \chi^{34}, y^{12}, w^{56} \mid \bar{y}^{12}, \bar{w}^{56}, \bar{\eta}^{2}, \bar{\psi}^{1, \ldots, 5}\right\},  \tag{7.71}\\
b_{3} & =\left\{\psi^{\mu}, \chi^{56}, w^{1234} \mid \bar{w}^{1234}, \bar{\eta}^{3}, \bar{\psi}^{1, \ldots, 5}\right\}, \\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\}, \\
x & =\left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}\right\}, \\
\gamma & =\left\{y^{3} y^{6}, y^{1} w^{6}, w^{1} w^{3} \left\lvert\, \bar{\psi}^{1,2,3,4,5}=\bar{\eta}^{1,2,3}=\frac{1}{2}\right., \bar{\phi}^{1,2,6,7}=\frac{1}{2}\right\}
\end{align*}
$$

Based on the general definitions in Section 7.3, we can immediately note the following quantities for this class

$$
\begin{align*}
\boldsymbol{E} & =(0,1,0,1,1,0) \\
\boldsymbol{\Delta} & =(1,1,1)  \tag{7.72}\\
\boldsymbol{D} & =(1,1,1)
\end{align*}
$$

which will help us easily determine the key characteristics of the models.
The vector bosons from the untwisted sector of these models generate the gauge symmetry group

$$
\begin{align*}
\text { Observable: } & S U(5) \times U(1) \times U(1)_{k=1,2,3} \times U(1)_{l=4,5,6}  \tag{7.73}\\
\text { Hidden: } & S U(2) \times U(1)_{H_{1}} \times S O(4)^{2} \times S U(2) \times U(1)_{H_{2}} . \tag{7.74}
\end{align*}
$$

where we note that $U(1)_{k=1,2,3}$ are generated by the anti-holomorphic currents $\bar{\eta}^{k} \bar{\eta}^{k *}$ and the $U(1)_{l=4,5,6}$ are horizontal symmetries arising from the asymmetric pairings: $\bar{y}^{3} \bar{y}^{6}, \bar{y}^{1} \bar{w}^{6}$ and $\bar{w}^{1} \bar{w}^{3}$. Another important note is that for this Class of models we can apply eq. (7.7) and see that all the untwisted moduli are, indeed, retained.

From the discussion in Section 7.3.1 we note that the space of $\mathcal{N}=1$ vacua is $2^{45} \sim$ $3.52 \times 10^{13}$. It is important to note at this point that there are two imaginary phases $C\binom{1}{\gamma}= \pm i$ and $C\binom{z_{1}}{\gamma}= \pm i$, consistent with modular invariance, and all other phases are real. Furthermore, we note that the latter of these, $C\binom{z_{1}}{\gamma}$, and the following four phases do not play a role in the phenomenological constraints

$$
\begin{equation*}
C\binom{1}{b_{1}}, C\binom{1}{b_{2}}, C\binom{1}{b_{3}}, C\binom{1}{z_{1}} . \tag{7.75}
\end{equation*}
$$

This leaves a space of $2^{40} \sim 1.1 \times 10^{12} \mathcal{N}=1$ GGSO phase configurations.


Figure 7.1: Frequency plot for number of generations from a sample of $10^{7}$ Class $A$ vacua.

### 7.4.1 Class A Phenomenological Features

## Observable Spinorial Representations

From eq. (7.44) we can write the sectors producing fermions generations

$$
\begin{align*}
\boldsymbol{F}_{q r}^{1} & =b_{1}+q e_{4}+r e_{5} \\
\boldsymbol{F}_{q r}^{2} & =b_{2}+q e_{2}+r e_{5}  \tag{7.76}\\
\boldsymbol{F}_{q s}^{3} & =b_{3}+q e_{2}+s e_{4}
\end{align*}
$$

and $\boldsymbol{D}=(1,1,1)$ means that any of these sectors will produce one copy of all states in the $\mathbf{1 6}$ or $\overline{\mathbf{1 6}}$ when present in the massless spectrum. Therefore the number of generations (7.51) simplifies to

$$
\begin{equation*}
n_{g}=N_{16}-N_{\overline{16}} . \tag{7.77}
\end{equation*}
$$

Encoding the condition for 3 generations (7.52) for this class of models into Z 3 returns sat to confirm 3 generation models are present for this class. In order to see the spread of generation number, $n_{g}$, we can generate a bar graph of generations for a random scan of Class A models. This graph is shown in Figure 7.1 for a sample of $10^{7}$ vacua with $N_{16} \geq N_{\overline{16}}$ so that models with $n_{g} \geq 0$ are plotted. From this sample, we find 3 generation models with a probability of approximately $6 \times 10^{-3}$.

## Tachyonic Sector Analysis

When classifying the $\mathcal{N}=0$ models we must ensure the projection of all on-shell tachyonic sectors. In addition to the model-independent tachyonic sectors (7.54), we have the following on-shell tachyonic sectors for Class A models that require an anti-holomorphic oscillator

$$
\left.T_{1}=\left\{\begin{array}{cccc}
\{\bar{\lambda}\}_{\frac{1}{2}}: & \left|e_{2}\right\rangle & \left|e_{4}\right\rangle & \left|e_{5}\right\rangle  \tag{7.78}\\
\left\{\bar{\lambda} \lambda_{\frac{1}{2}}:\right. & \left|e_{2}+e_{4}\right\rangle & \left|e_{2}+e_{5}\right\rangle & \left|e_{4}+e_{5}\right\rangle \\
\{\bar{\lambda}\}_{\frac{1}{2}}: & \left|e_{2}+e_{4}+e_{5}\right\rangle & \left|G+e_{2}+e_{4}+e_{5}\right\rangle & \\
\{\bar{\lambda}\}_{\frac{1}{2}}: & |(3) \gamma\rangle & |x+(3) \gamma\rangle & \\
\{\bar{\lambda}\}_{\frac{1}{4}}: & \left|z_{1}+(3) \gamma\right\rangle & \left|z_{2}+(3) \gamma\right\rangle & \left|z_{1}+x+(3) \gamma\right\rangle
\end{array}\left|z_{2}+x+(3) \gamma\right\rangle\right)\right\}
$$

As well as the following on-shell tachyonic sectors which arise with no oscillator

$$
T_{2}=\left\{\begin{array}{cc}
\left|z_{1}\right\rangle & \left|z_{2}\right\rangle  \tag{7.79}\\
\left|e_{i}+z_{1}\right\rangle & \left|e_{i}+z_{2}\right\rangle \\
\left|e_{i}+e_{j}+z_{1}\right\rangle & \left|e_{i}+e_{j}+z_{2}\right\rangle \\
\left|e_{i}+e_{j}+e_{k}+z_{1}\right\rangle & \left|e_{i}+e_{j}+e_{k}+z_{2}\right\rangle \\
\left|G+e_{2}+e_{4}+e_{5}+z_{1}\right\rangle & \left|G+e_{2}+e_{4}+e_{5}+z_{2}\right\rangle \\
|x+2 \gamma\rangle & \left|z_{1}+x+2 \gamma\right\rangle \\
\left|e_{i}+x+2 \gamma\right\rangle & \left|e_{i}+z_{1}+x+2 \gamma\right\rangle \\
\left|e_{i}+e_{j}+x+2 \gamma\right\rangle & \left|e_{2}+e_{j}+z_{1}+x+2 \gamma\right\rangle \\
\left|G+e_{2}+e_{5}+x+2 \gamma\right\rangle & \left|e_{2}+e_{4}+e_{5}+z_{1}+x+2 \gamma\right\rangle \\
\left|e_{5}+x+2 \gamma\right\rangle & \left|G+e_{2}+e_{4}+e_{5}+z_{1}+x+2 \gamma\right\rangle \\
\left|z_{2}+x+2 \gamma\right\rangle & \left|z_{1}+z_{2}+x+2 \gamma\right\rangle \\
\left|e_{i}+z_{2}+x+2 \gamma\right\rangle & \left|e_{i}+z_{1}+z_{2}+x+2 \gamma\right\rangle \\
\left|G+e_{2}+x+2 \gamma\right\rangle & \left|e_{i}+e_{j}+z_{1}+z_{2}+x+2 \gamma\right\rangle \\
\left|G+e_{2}+e_{4}+e_{5}+z_{2}+x+2 \gamma\right\rangle & \left|e_{2}+e_{4}+e_{5}+z_{1}+z_{2}+x+2 \gamma\right\rangle \\
\left|G+e_{2}+e_{4}+e_{5}+z_{1}+z_{2}+x+2 \gamma\right\rangle \\
\left|z_{1}+z_{2}+(3) \gamma\right\rangle & \left|z_{1}+z_{2}+x+(3) \gamma\right\rangle
\end{array}\right\}
$$

where $i \neq j \in\{2,4,5\}$. All of these sectors, $\boldsymbol{t} \in T_{1}$ and $\boldsymbol{t} \in T_{2}$, must be projected from the spectrum through appropriate definitions of their generalised projectors $\mathbb{P}_{t}=0$. Since there are so many sectors this is generally the most computationally expensive aspect of the classification methodology and is a key reason for introducing SMT methods into the program.

For reasons of efficiency in projecting the tachyonic sectors, we can split the projection into two steps. Firstly, since the SUSY generating vector $S$ acts as a projector on all tachyonic sectors, we can implement this projection on all tachyonic sectors and see which sectors remain. Then we can construct and perform the other projections for the remaining sectors.

## Enhancements

In classifying the Class A models we should ensure the absence of enhancements to the observable gauge factors coming from the class-Independent sectors given in eq. (7.56) using the generalised projectors discussed in Section 7.3. We have further sectors giving possible
observable enhancements through combinations with $\boldsymbol{\gamma}$. At the level $\left(\boldsymbol{\alpha}_{L} \cdot \boldsymbol{\alpha}_{L}, \boldsymbol{\alpha}_{R} \cdot \boldsymbol{\alpha}_{R}\right)=$ $(0,6)$ we have the following sectors

$$
\psi^{\mu}\{\bar{\lambda}\}_{\frac{1}{4}}\left\{\begin{array}{l}
\left|e_{136}+(3) \boldsymbol{\gamma}\right\rangle=: \boldsymbol{O}_{\mathbf{1}}  \tag{7.80}\\
\left|e_{136}+x+(3) \gamma\right\rangle=: \boldsymbol{O}_{\mathbf{2}}
\end{array}\right.
$$

and at level $(0,8)$ there are the sectors

$$
\psi^{\mu}\left\{\begin{array}{l}
\left|e_{136}+z_{1}+(3) \gamma\right\rangle=: \boldsymbol{O}_{\mathbf{3}}  \tag{7.81}\\
\left|e_{136}+z_{1}+x+(3) \gamma\right\rangle=: \boldsymbol{O}_{\mathbf{4}} \\
\left|e_{136}+z_{2}+(3) \gamma\right\rangle=: \boldsymbol{O}_{\mathbf{5}} \\
\left|e_{136}+z_{2}+x+(3) \gamma\right\rangle=: \boldsymbol{O}_{\mathbf{6}}
\end{array}\right.
$$

which should be projected to ensure the absence of observable enhancements. In order to construct the projectors we note that

$$
\begin{align*}
& \Upsilon\left(\boldsymbol{O}_{1, \mathbf{2}}\right)=\left\{S, e_{2}, e_{4}, e_{5}, z_{1}+z_{2}+x+2 \boldsymbol{\gamma}\right\} \\
& \Upsilon\left(\boldsymbol{O}_{3, \mathbf{4}}\right)=\left\{S, e_{2}, e_{4}, e_{5}, z_{2}+x+2 \boldsymbol{\gamma}\right\}  \tag{7.82}\\
& \Upsilon\left(\boldsymbol{O}_{5, \mathbf{6}}\right)=\left\{S, e_{2}, e_{4}, e_{5}, z_{1}+x+2 \boldsymbol{\gamma}\right\}
\end{align*}
$$

and the projectors have the form

$$
\begin{align*}
\mathbb{P}_{\boldsymbol{O}_{1,2}} & =\prod_{\boldsymbol{\xi} \in \mathfrak{Y}\left(\boldsymbol{O}_{1,2)}\right.} \frac{1}{2}\left(1+\delta_{\boldsymbol{O}_{1,2}} \delta_{\xi}^{\psi^{\mu}} \delta_{\boldsymbol{\xi}}^{\bar{\lambda}} C\binom{\boldsymbol{O}_{1,2}}{\xi}\right) \\
\mathbb{P}_{\boldsymbol{O}_{3,4,5,6}} & =\prod_{\boldsymbol{\xi} \in \Upsilon\left(\boldsymbol{O}_{3,4,5,6}\right)} \frac{1}{2}\left(1+\delta_{\boldsymbol{O}_{3,4,5,6}} \delta_{\xi}^{\psi^{\mu}} C\binom{\boldsymbol{O}_{3,4,5,6}}{\xi}\right) . \tag{7.83}
\end{align*}
$$

which gives three unique projectors from (7.82), on which we impose

$$
\begin{equation*}
\forall \bar{\lambda}, \forall i \in[1,6]: \quad \mathbb{P}_{O_{i}}=0 \tag{7.84}
\end{equation*}
$$

## Exotic Sectors

Another important consideration for ensuring reasonable phenomenology is the absence of chiral exotics. Along with the sectors $(7.59)$ there are 124 sectors at the level $(4,6)$ that can produce exotic massless states with a right moving oscillator such that $\nu_{f}=\frac{1}{2}$ or $\nu_{f^{*}}=-\frac{1}{2}$. These all arise in pairs with $+\gamma$ and $+3 \gamma$ which contribute equal and opposite gauge charges and therefore do not contribute to any chiral anomaly. Similarly for the 212 exotic sectors at level $(4,8)$. Therefore we conveniently do not need to implement a condition on chiral exotics in the classification for this class of models.

### 7.4.2 Class A Results

Having defined the key phenomenological characteristics for models in Class A we now seek to classify a large space of both $\mathcal{N}=0$ and $\mathcal{N}=1$ vacua with reference to the following key

|  | Total models in sample: $10^{9}$ |  |  |  |  |  | $\mathcal{N}=1$ | Probability | $\mathcal{N}=0$ | Probability |
| :--- | :--- | ---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SUSY or Non-SUSY: | 15624051 | $1.56 \times 10^{-2}$ | 984375949 | 0.984 |  |  |  |  |  |
|  | Total |  |  | 30779240 | $3.08 \times 10^{-2}$ |  |  |  |  |  |
| $(1)$ | + Tachyon-Free | 15135704 | $1.51 \times 10^{-2}$ | 28581301 | $2.86 \times 10^{-2}$ |  |  |  |  |  |
| $(2)$ | + No Observable Enhancements | 151304 | $1.51 \times 10^{-2}$ | 28581301 | $2.86 \times 10^{-2}$ |  |  |  |  |  |
| $(3)$ | + Complete Generations | 89930 | $8.99 \times 10^{-5}$ | 195716 | $1.96 \times 10^{-4}$ |  |  |  |  |  |
| $(4)$ | + Three Generations | 89820 | $8.98 \times 10^{-5}$ | 129233 | $1.29 \times 10^{-4}$ |  |  |  |  |  |
| $(5)$ | + Heavy Higgs | 89820 | $8.98 \times 10^{-5}$ | 129233 | $1.29 \times 10^{-4}$ |  |  |  |  |  |
| $(7)$ | + TQMC |  |  | 388 | $3.88 \times 10^{-7}$ |  |  |  |  |  |
| $(8)$ | $+a_{00}=N_{b}^{0}-N_{f}^{0}=0$ |  |  |  |  |  |  |  |  |  |

Table 7.3: Phenomenological statistics from sample of $10^{8}$ Class $A$ models. Note that the number of $a_{00}=0$ models is an estimate based on extrapolating from a sample of $2 \times 10^{3}$ of the $129233 \mathcal{N}=0$ models satisfying (1)-(7).
classification criteria
(1) No On-Shell Tachyons as discussed in Section 7.3.2 and 7.4.1
(2) No Observable Enhancements as given by eq. (7.57) and (7.84)
(3) Complete Generations: $n_{g} \neq 0$ and $n_{10}-n_{\overline{10}}=n_{\overline{5}}-n_{5}$
(4) Three generations: $n_{g}=3$
(5) Presence of Heavy Higgs: $n_{10 H} \geq 1$
(6) Presence of viable Top Quark Mass Coupling
(7) Super No-Scale Condition: $a_{00}=N_{b}^{0}-N_{f}^{0}=0$

These conditions were discussed in previous sections other than (5) and (6) which are additional constraints coming from phenomenological considerations. More details on these can be found in [6]. The results of a classification of $10^{9}$ Class A models created through random generation is presented in Table 7.3.

As mentioned in Section 7.2 we can employ machine learning techniques to efficiently find models satisfying the phenomenological criteria as well as to inform us of when criteria are in contradiction and no solutions can be found. As a test of efficiency we ran the algorithm for 1 hour to see how many models it finds satisfying the criteria (1)-(7) in Table 7.3 and compared it with the random generation method over the same time. The result of this comparison is displayed in Figure 7.2. We find that the SMT is approximately 322 times faster than the random scan after 3 minutes but after 1 hour it levels out at approximately 93 times faster. This demonstrates that the machine learning tool is especially effective as a fishing algorithm in finding pools of solutions very quickly, whereas its efficiency in complete enumeration of solutions reduces.

We can also perform a statistical analysis at the level of the partition function. This includes the calculation of the $q$-expanded partition function and the evaluation of the one-loop cosmological constant. In Figure 7.3, we present the distribution of the cosmological constant for a sample of Class A models evaluated at the free fermionic point. This shows that there is a tendency towards negative values, even though positive values are not excluded. It is important to note that this is not guaranteed to be a stable point in moduli space as there may be flat directions, however, the analysis of the potential is outside the scope of this


Figure 7.2: Rate at which the Z3 SMT finds solutions satisfying constraints (1)-(7) compared with a random generation approach over a 1-hour period.


Figure 7.3: The distribution of the cosmological constant $\Lambda_{S T}$ for a sample off $10^{3}$ Class A models satisfying conditions (1)-(7) of Table 7.3. To gain the physical value, a factor of $\mathcal{M}^{4}$ must be reinstated. These values are evaluated at the free fermionic point using methods discussed in Section 7.3.3.
thesis and is left for future work. It is also interesting to compare the effectiveness of the SMT and random scan algorithms in finding unique models from the point of view of the partition function. Form Figure 7.4 we see that the SMT algorithm has a tendency to find more degenerate solutions as compared to a random scan. However, this does not conclude that random scans are more efficient. Indeed, comparing this to Figure 7.2, we see that SMT algorithms still vastly outperform random scans by more than 2 orders of magnitude.


Figure 7.4: The degeneracy of models in a Random versus an SMT scan for Class $A$ as seen from the partition function.

### 7.4.3 Class A Example Model

Having classified a random sample of Class A vacua, we can provide an example model satisfying criteria (1)-(7) of (7.85). Consider a model defined by the basis set (7.71) and choice of GGSO phases given by

This model has 3 fermion generations arising from $b_{1}+e_{4}, b_{2}+e_{2}$ and $b_{3}+e_{2}+e_{4}$.
The partition function for Class A models can be found using the methods discussed in Section 7.3.3. Specifically, the internal lattice can be constructed by noting that the form of $\boldsymbol{A}$ introduces exactly one asymmetric pairing in each of the three orbifold planes. Thus the
internal lattice takes the form

$$
\begin{align*}
& \Gamma_{(6,6)}^{\gamma}=\vartheta\left[\begin{array}{c}
r+h_{2}+H_{4} \\
s+g_{2}+G_{4}
\end{array}\right]_{y^{4}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{2}+H_{5} \\
s+g_{2}+G_{5}
\end{array}\right]_{y^{5}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{2}+2 H^{\prime} \\
s+g_{2}+2 G^{\prime}
\end{array}\right]_{y^{3,6}} \\
& \times \vartheta\left[\begin{array}{c}
r+h_{2}+H_{4} \\
s+g_{2}+G_{4}
\end{array}\right]_{\bar{y}^{4}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{2}+H_{5} \\
s+g_{2}+G_{5}
\end{array}\right]_{\bar{y}^{5}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{2} \\
s+g_{2}
\end{array}\right]_{\bar{y}^{3}, 6} \\
& \times \vartheta\left[\begin{array}{c}
r+h_{2}+H_{2} \\
s+g_{2}+G_{2}
\end{array}\right]_{y^{2}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{2}+H_{5} \\
s+g_{2}+G_{5}
\end{array}\right]_{w^{5}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{2}+2 H^{\prime} \\
s+g_{2}+2 G^{\prime}
\end{array}\right]_{y^{1} w^{6}}  \tag{7.87}\\
& \times \vartheta\left[\begin{array}{c}
r+h_{1}+H_{2} \\
s+g_{1}+G_{2}
\end{array}\right]_{\bar{y}^{2}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{1}+H_{5} 5 \\
s+g_{1}+G_{5}
\end{array}\right]_{\bar{w}^{5}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{1} \\
s+g_{1}
\end{array}\right]_{\bar{y}^{1} \bar{w}^{6}} \\
& \times \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{2} \\
s-g_{1}-g_{2}+G_{2}
\end{array}\right]_{w^{2}}^{1 / 2} \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{4} \\
s-g_{1}-g_{2}+G_{4}
\end{array}\right]_{w^{4}}^{1 / 2} \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+2 H^{\prime} \\
s-g_{1}-g_{2}+2 G^{\prime}
\end{array}\right]_{w^{1,3}} \\
& \times \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{2} \\
s-g_{1}-g_{2}+G_{2}
\end{array}\right]_{\bar{w}^{2}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{4} \\
s-g_{1}-g_{2}+G_{4}
\end{array}\right]_{\bar{w}^{4}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r-h_{1}-h_{2} \\
s-g_{1}-g_{2}
\end{array}\right]_{\bar{w}^{1,3}} .
\end{align*}
$$

We can then use this expression together with (7.65) and (7.69) to gain the $q$-expanded partition function of this model which is

$$
\begin{align*}
Z= & 2 q^{0} \bar{q}^{-1}-8 q^{1 / 4} \bar{q}^{-3 / 4}-16 q^{1 / 2} \bar{q}^{-1 / 2}+8 q^{-1 / 2} \bar{q}^{1 / 2} \\
& +176 q^{1 / 8} \bar{q}^{1 / 8}+976 q^{1 / 4} \bar{q}^{1 / 4}+2048 q^{3 / 8} \bar{q}^{3 / 8}+2560 q^{1 / 2} \bar{q}^{1 / 2} \tag{7.88}
\end{align*}
$$

including all terms up to at most $\mathcal{O}\left(q^{1 / 2}\right)$ and $\mathcal{O}\left(\bar{q}^{1 / 2}\right)$. The top line gives the off-shell tachyonic states required by modular invariance, while the bottom line gives all on-shell states. Note the presence of the off-shell model-independent term $2 q^{0} \bar{q}^{-1}$ obtained from the so-called 'proto-graviton' resulting from the state $\psi^{\mu}|0\rangle_{L} \otimes|0\rangle_{R}$. This provides a neat check to confirm the correct normalisation of the partition function. We also see that this model is indeed of the super no-scale type, i.e.s has $a_{00}=n_{b}^{0}-n_{f}^{0}=0$. Integrating this expansion over the fundamental domain of the modular group via (4.67) yields the spacetime cosmological constant

$$
\begin{equation*}
\Lambda_{\mathrm{ST}}=13.34 \times \mathcal{M}^{4}, \tag{7.89}
\end{equation*}
$$

which was calculated to $4^{\text {th }}$ order $q$ and $\bar{q}$. It is important to note that this value is not calculated at a minimum in the moduli space, but rather at a maximally symmetric point where the orbifold theory admits a free fermionic description.

Whether the cosmological constant can indeed be suppressed requires more in-depth analysis. In these Class A models, all untwisted moduli being retained complicates this analysis, which motivates the study of a different class of models where some moduli are projected. Such a model is described in the next section. Moreover, through a translation to a $\mathbb{Z}_{2}^{n}$ orbifold in the bosonic picture the dependence on some of these geometric moduli can be reinstated and a systematic investigation of the one-loop potential can be attempted as done in $[7,82$, $83,108]$ for symmetric orbifolds, however, its implementation for asymmetric models is left for future work.

### 7.5 Asymmetric Orbifold of Class B

The second Class of models we study is an example where all untwisted moduli on the second and third tori are projected and only $h_{11}, h_{12}, h_{21}$ and $h_{22}$ are retained. From Table 7.1 and 7.2 we can see there are 12 possible pairings in both the bosonic and fermionic cases that
give rise to just $h_{11}, h_{12}, h_{21}$ and $h_{22}$, whilst allowing for odd number generations. These all have $\boldsymbol{E}=(1,1,0,0,0,0)$. The possible pairings can be grouped into 3 types according to their $\boldsymbol{\Delta}=\left(\Delta_{1}, \Delta_{2}, \Delta_{3}\right)$ and degeneracies $\boldsymbol{D}=\left(D_{1}, D_{2}, D_{3}\right)$, which for the bosonic case are

$$
\boldsymbol{A}=\left\{\begin{array}{l}
\left\{\bar{w}^{3456}\right\},\left\{y^{34}, w^{34}, \bar{y}^{34}, \bar{w}^{56}\right\}, \quad \boldsymbol{\Delta}=(0,1,1), \quad \boldsymbol{D}=(8,1,1)  \tag{7.90}\\
\left\{y^{3456}, w^{3456}, \bar{y}^{3456}\right\},\left\{y^{56}, w^{56}, \bar{y}^{56}, \bar{w}^{34}\right\} \\
\left\{\bar{y}^{56}, \bar{w}^{34}\right\},\left\{y^{56}, w^{56}, \bar{w}^{3456}\right\}, \quad \boldsymbol{\Delta}=(1,0,1), \\
\left\{y^{34}, w^{34}, \bar{y}^{3456}\right\},\left\{y^{3456}, w^{3456}, \bar{y}^{34}, \bar{y}^{56}\right\} \\
\left\{\bar{y}^{34}, \bar{w}^{56}\right\},\left\{y^{34}, w^{34}, \bar{y}^{34} \bar{w}^{56}\right\}, \quad \boldsymbol{\Delta}=(1,1,0), \\
\left\{y^{3456}, w^{3456}, \bar{y}^{3456}\right\},\left\{y^{56}, w^{56}, \bar{y}^{56}, \bar{w}^{34}\right\}
\end{array}\right.
$$

As mentioned in Section 7.3, the condition for odd number generations 7.33 is a necessary but not sufficient condition for the possibility of having 3 generation models within a class. We can check which of the 3 pairing possibilities in (7.90) can give rise to 3 generations by checking whether eq. (7.52) is satisfiable with our SMT solver for each $\boldsymbol{A}$. Doing this tells us that none of the pairings can give rise to 3 generation models. Despite this we will choose the pairing $\boldsymbol{A}=\left\{\bar{w}^{34}, \bar{w}^{56}\right\}$ with $\boldsymbol{D}=(4,2,1)$ to classify systematically and in Section 7.5.1 we will demonstrate the origin of the absence of three generations.
The basis for this class of models will then be

$$
\begin{align*}
\mathbb{1} & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}, y^{1, \ldots, 6}, w^{1, \ldots, 6} \mid \bar{y}^{1, \ldots, 6}, \bar{w}^{1, \ldots, 6}, \bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}, \bar{\phi}^{1, \ldots, 8}\right\},  \tag{7.91}\\
S & =\left\{\psi^{\mu}, \chi^{1, \ldots, 6}\right\},  \tag{7.92}\\
e_{1} & =\left\{y^{1}, w^{1} \mid \bar{y}^{1}, \bar{w}^{1}\right\},  \tag{7.93}\\
e_{2} & =\left\{y^{2}, w^{2} \mid \bar{y}^{2}, \bar{w}^{2}\right\},  \tag{7.94}\\
b_{1} & =\left\{\psi^{\mu}, \chi^{12}, y^{34}, y^{56} \mid \bar{y}^{34}, \bar{y}^{56}, \bar{\eta}^{1}, \bar{\psi}^{1, \ldots, 5}\right\},  \tag{7.95}\\
b_{2} & =\left\{\psi^{\mu}, \chi^{34}, y^{12}, w^{56} \mid \bar{y}^{12}, \bar{w}^{56}, \bar{\eta}^{2}, \bar{\psi}^{1, \ldots, 5}\right\},  \tag{7.96}\\
b_{3} & =\left\{\psi^{\mu}, \chi^{56}, w^{1234} \mid \bar{w}^{1234}, \bar{\eta}^{3}, \bar{\psi}^{1, \ldots, 5}\right\},  \tag{7.97}\\
z_{1} & =\left\{\bar{\phi}^{1, \ldots, 4}\right\},  \tag{7.98}\\
x & =\left\{\bar{\psi}^{1, \ldots, 5}, \bar{\eta}^{1,2,3}\right\},  \tag{7.99}\\
\gamma & =\left\{\bar{y}^{56}, \bar{w}^{34}, \bar{\psi}^{1, \ldots, 5}=\bar{\eta}^{1,2,3}=\bar{\phi}^{1,2,6,7}=\frac{1}{2}, \bar{\phi}^{8}\right\} \tag{7.100}
\end{align*}
$$

where we have the same $z_{2}$ combination as eq. (7.20) and the untwisted gauge group is

$$
\begin{align*}
\text { Observable: } & S U(5) \times U(1) \times U(1)_{i=1,2,3} \times U(1)_{j=4,5}  \tag{7.101}\\
\text { Hidden: } & S U(2) \times U(1)_{H_{1}} \times S O(4) \times U(1)_{H_{2}} \times S U(2) \times U(1)_{H_{3}} \times U(1)_{H_{4}} . \tag{7.102}
\end{align*}
$$

There are two horizontal symmetries associated to the anti-holomorphic currents from the pairings $\bar{y}^{5,6}$ and $\bar{w}^{3} \bar{w}^{4}$. Since there are 10 basis vectors we naively have $2^{45}$ independent GGSO configurations but the following 10 phases do not affect the projection criteria for the phenomenological criteria we investigate

$$
\begin{equation*}
C\binom{1}{b_{1}}, C\binom{1}{b_{2}}, C\binom{1}{b_{3}}, C\binom{1}{z_{1}}, C\binom{1}{\gamma}, C\binom{S}{\gamma}, C\binom{b_{1}}{\gamma}, C\binom{b_{3}}{\gamma}, C\binom{z_{1}}{\gamma}, C\binom{x}{\gamma} . \tag{7.103}
\end{equation*}
$$

This leaves just 35 free GGSO phases generating a space of $2^{35} \sim 3.4 \times 10^{10}$ independent configurations to classify. The supersymmetric subspace of which is subject to conditions (7.38) and (7.39).

### 7.5.1 Class B Phenomenological Features

## Observable Spinorials Representations and Three Generation

The following sectors give rise to the fermion generations

$$
\begin{align*}
\boldsymbol{F}_{t}^{1} & =b_{1}+t e_{3456}  \tag{7.104}\\
\boldsymbol{F}_{p q}^{2} & =b_{2}+p e_{1}+q e_{2}  \tag{7.105}\\
\boldsymbol{F}_{p q}^{3} & =b_{3}+p e_{1}+q e_{2} \tag{7.106}
\end{align*}
$$

and the degeneracies $\boldsymbol{D}$ tell us that $\boldsymbol{F}_{0}^{1}$ generate 4 copies of the $\mathbf{1 6}$ or $\overline{\mathbf{1 6}}, \boldsymbol{F}_{1}^{1}$ generate 2 copies of the $\mathbf{1 6}$ and 2 copies of the $\overline{\mathbf{1 6}}$, whilst $\boldsymbol{F}_{p q}^{2}$ generate 2 copies of either $\left(\mathbf{1 0},+\frac{1}{2}\right)$, $\left(\overline{5},-\frac{3}{2}\right)+\left(\mathbf{1}, \frac{5}{2}\right),\left(\overline{\mathbf{1 0}},-\frac{1}{2}\right)$ or $\left(5,+\frac{3}{2}\right)+\left(\mathbf{1},-\frac{5}{2}\right)$. Lastly, $\boldsymbol{F}_{\text {pqrs }}^{3}$ generates 1 copy of the $\mathbf{1 6}$ or 16.

As mentioned above, three-generation models do not arise in this class, and to see why it will be useful to write the projection equations for these spinorial sectors. We can first construct the projectors for these sectors by utilising eq. (7.45)

$$
\begin{align*}
& \mathbb{P}_{\boldsymbol{F}_{t}^{1}}=\frac{1}{2^{5}} \prod_{i=1,2}\left(1-C\binom{\boldsymbol{F}_{t}^{(1)}}{e_{i}}\right)\left(1-C\binom{\boldsymbol{F}_{t}^{(1)}}{2 \gamma+x}\right) \prod_{a=1,2}\left(1-C\binom{\boldsymbol{F}_{t}^{(1)}}{z_{a}}\right)  \tag{7.107}\\
& \mathbb{P}_{\boldsymbol{F}_{p q}^{2}}=\frac{1}{2^{3}}\left(1-C\binom{\boldsymbol{F}_{p q}^{2}}{2 \gamma+x}\right) \prod_{a=1,2}\left(1-C\binom{\boldsymbol{F}_{p q}^{2}}{z_{a}}\right)  \tag{7.108}\\
& \mathbb{P}_{\boldsymbol{F}_{p q}^{3}}=\frac{1}{2^{3}}\left(1-C\binom{\boldsymbol{F}_{p q}^{3}}{2 \gamma+x}\right) \prod_{a=1,2}\left(1-C\binom{\boldsymbol{F}_{p_{q}}^{3}}{z_{a}}\right) \tag{7.109}
\end{align*}
$$

Next, we can apply eq. (7.46) to get the chirality phases

$$
\begin{aligned}
\boldsymbol{X}_{t=0}^{1} & =-C\binom{\boldsymbol{F}_{0}^{1}}{b_{2}}^{*} \\
\boldsymbol{X}_{p q}^{2} & =-C\binom{\boldsymbol{F}_{p q}^{2}}{b_{1}}^{*} \\
\boldsymbol{X}_{p q}^{3} & =-C\binom{\boldsymbol{F}_{q_{q}}^{3}}{b_{1}}^{*}
\end{aligned}
$$

where we have chosen $\operatorname{ch}\left(\psi^{\mu}\right)=+1$ for the spacetime fermion chirality and note the $\boldsymbol{F}_{1}^{1}$ does not have a chirality operator as it gives rise to 2 copies of the $\mathbf{1 6}$ and the $\overline{\mathbf{1 6}}$. By applying
eq. (7.50) we can write the quantum numbers of the $S U(5) \times U(1)$ representations as

$$
\begin{align*}
n_{10}= & \sum_{t=0,1} 2 \mathbb{P}_{\boldsymbol{F}_{t}^{1}} \frac{1}{2}\left(1+t+(1-t) \boldsymbol{X}_{t}^{1}\right)+\sum_{p, q=0,1} 2 \mathbb{P}_{\boldsymbol{F}_{p q}^{2}} \frac{1}{4}\left(1+\boldsymbol{X}_{p q}^{2}\right)\left(1+C\binom{\boldsymbol{F}_{p q}^{2}}{\gamma}\right) \\
& +\sum_{p, q=0,1} \mathbb{P}_{\boldsymbol{F}_{p q}^{3}} \frac{1}{2}\left(1+\boldsymbol{X}_{p q}^{3}\right) \\
n_{\overline{5}}= & \sum_{t=0,1} 2 \mathbb{P}_{\boldsymbol{F}_{t}^{1}} \frac{1}{2}\left(1+t+(1-t) \boldsymbol{X}_{t}^{1}\right)+\sum_{p, q=0,1} 2 \mathbb{P}_{\boldsymbol{F}_{p q}^{2}} \frac{1}{4}\left(1+\boldsymbol{X}_{p q}^{2}\right)\left(1-C\binom{\boldsymbol{F}_{p q}^{2}}{\gamma}\right) \\
& +\sum_{p, q=0,1} \mathbb{P}_{\boldsymbol{F}_{p q}^{3}} \frac{1}{2}\left(1+\boldsymbol{X}_{p q}^{3}\right) \\
n_{\overline{10}}= & \sum_{t=0,1} 2 \mathbb{P}_{\boldsymbol{F}_{t}^{1}} \frac{1}{2}\left(1+t-(1-t) \boldsymbol{X}_{t}^{1}\right)+\sum_{p, q=0,1} 2 \mathbb{P}_{\boldsymbol{F}_{p q}^{2}} \frac{1}{4}\left(1-\boldsymbol{X}_{p q}^{2}\right)\left(1+C\binom{\boldsymbol{F}_{p q}^{2}}{\gamma}\right)  \tag{7.110}\\
& +\sum_{p, q=0,1} \mathbb{P}_{\boldsymbol{F}_{p q}^{3}} \frac{1}{2}\left(1-\boldsymbol{X}_{p q}^{3}\right) \\
n_{5}= & \sum_{t=0,1} 2 \mathbb{P}_{\boldsymbol{F}_{t}^{1}} \frac{1}{2}\left(1+t-(1-t) \boldsymbol{X}_{t}^{1}\right)+\sum_{p, q=0,1} 2 \mathbb{P}_{\boldsymbol{F}_{p q}^{2}} \frac{1}{4}\left(1-\boldsymbol{X}_{p q}^{2}\right)\left(1-C\binom{\boldsymbol{F}_{p q}^{2}}{\gamma}\right) \\
& +\sum_{p, q=0,1} \mathbb{P}_{\boldsymbol{F}_{p q}^{3}} \frac{1}{2}\left(1-\boldsymbol{X}_{p q}^{3}\right),
\end{align*}
$$

where we note the singlets have the same projection as $\mathbf{5}$ and $\overline{\mathbf{5}}$. Imposing the condition for complete generations $n_{10}-n_{\overline{10}}=n_{\overline{5}}-n_{5}$ results in the condition

$$
\begin{equation*}
\sum_{p, q} \mathbb{P}_{\boldsymbol{F}_{p q}^{2}} C\binom{\boldsymbol{F}_{p q}^{2}}{\gamma^{2}} X_{p q}^{2}=0 \tag{7.111}
\end{equation*}
$$

and $n_{10}-n_{\overline{10}}=3$ for three generations tells us

$$
\begin{equation*}
3=\sum_{t} 2 \mathbb{P}_{F_{t}^{1}} X_{t}^{1}+\sum_{p, q} 2 \mathbb{P}_{F_{p q}^{2}} \frac{1}{2}\left(1+C\binom{\boldsymbol{F}_{p q}^{2}}{\gamma}\right) X_{p q}^{2}+\sum_{p, q} \mathbb{P}_{\boldsymbol{F}_{p q}^{3}} X_{p q}^{3} \tag{7.112}
\end{equation*}
$$

which is only possible if

$$
\begin{equation*}
\sum_{p, q} \mathbb{P}_{\boldsymbol{F}_{p q}^{3}} X_{p q}^{3} \in\{1,3\} \tag{7.113}
\end{equation*}
$$

but $\sum_{p, q} \mathbb{P}_{\boldsymbol{F}_{p q}^{3}} X_{p q}^{3}=3$ we can show is impossible by inspecting (7.109) which only depends on nine phases

$$
\begin{equation*}
C\binom{b_{3}}{z_{1}}, C\binom{b_{3}}{z_{2}}, C\binom{b_{3}}{x}, C\binom{e_{1}}{z_{1}}, C\binom{e_{1}}{z_{2}}, C\binom{e_{1}}{x}, C\binom{e_{2}}{z_{1}}, C\binom{e_{2}}{z_{2}}, C\binom{e_{2}}{x} \tag{7.114}
\end{equation*}
$$

and if 3 of the 4 sectors $\boldsymbol{F}_{p q}^{3}$ have $\mathbb{P}_{\boldsymbol{F}_{p q}^{3}}=1$ then all 9 phases are fixed and ensures the fourth also has $\mathbb{P}_{\boldsymbol{F}_{p q}^{3}}=1$.
Therefore the only way to satisfy (7.112) is if $\sum_{p, q} \mathbb{P}_{\boldsymbol{F}_{p q}^{3}} X_{p q}^{3}=1$. This further implies $\sum_{p, q} \mathbb{P}_{\boldsymbol{F}_{p q}^{2}} C\binom{\boldsymbol{F}_{q q}^{2}}{\gamma} X_{p q}^{2} \in\{2,4\}$ from (7.111). If we assume $\sum_{p, q} \mathbb{P}_{\boldsymbol{F}_{p q}^{2}} C\binom{\boldsymbol{F}_{p q}^{2}}{\gamma} X_{p q}^{2}=2$ then
the constraints this imposes on the phases in $\mathbb{P}_{\boldsymbol{F}_{p q}^{2}}$ necessitates

$$
\begin{equation*}
\sum_{p, q} \mathbb{P}_{\boldsymbol{F}_{p q}^{3}} X_{p q}^{3} \in\{0,2\} \tag{7.115}
\end{equation*}
$$

making 3 generations impossible. Similarly if $\sum_{p, q} \mathbb{P}_{\boldsymbol{F}_{p q}^{2}} C\binom{\boldsymbol{F}_{p q}^{2}}{\gamma} X_{p q}^{2}=4$ this imposes

$$
\begin{equation*}
\sum_{p, q} \mathbb{P}_{\boldsymbol{F}_{p q}^{3}} X_{p q}^{3} \in\{0,4\} \tag{7.116}
\end{equation*}
$$

which again makes 3 generations impossible.

## Tachyonic Sector Analysis

Class A models have significantly fewer tachyonic sectors than Class B. Specifically there are 27 sectors producing on-shell tachyons for Class B, compared with the 78 of Class A. The following 3 sectors will produce on-shell tachyons with a right-moving oscillator should they be present in the spectrum of a model

$$
T_{1}=\left\{\begin{array}{lcc}
\{\bar{\lambda}\}_{\frac{1}{2}}: & \left|e_{1}\right\rangle & \left|e_{2}\right\rangle  \tag{7.117}\\
\{\bar{\lambda}\}_{\frac{1}{2}}: & \left|e_{1}+e_{2}\right\rangle
\end{array}\right\}
$$

Further to this, the following on-shell tachyonic sectors arise with no oscillator

$$
T_{2}=\left\{\begin{array}{ccc}
\left|z_{1}\right\rangle & \left|z_{2}\right\rangle & |x+2 \gamma\rangle  \tag{7.118}\\
\left|e_{i}+z_{1}\right\rangle & \left|e_{2}+z_{2}\right\rangle & \left|e_{i}+x+2 \gamma\right\rangle \\
\left|e_{1}+e_{2}+z_{1}\right\rangle & \left|e_{1}+e_{2}+z_{2}\right\rangle & \left|e_{1}+e_{2}+x+2 \gamma\right\rangle \\
\left|z_{1}+x+2 \gamma\right\rangle & \left|z_{2}+x+2 \gamma\right\rangle & \left|z_{1}+z_{2}+x+2 \gamma\right\rangle \\
\left|e_{i}+z_{1}+x+2 \gamma\right\rangle & \left|e_{i}+z_{2}+x+2 \gamma\right\rangle & \left|e_{i}+z_{1}+z_{2}+x+2 \gamma\right\rangle \\
\left|e_{1}+e_{2}+z_{1}+x+2 \gamma\right\rangle & \left|e_{1}+e_{2}+z_{2}+x+2 \gamma\right\rangle & \left|e_{1}+e_{2}+z_{1}+z_{2}+x+2 \gamma\right\rangle
\end{array}\right\}
$$

where $i \in\{1,2\}$. The condition for the absence of such tachyonic sectors can be compactly written

$$
\begin{equation*}
\forall t \in T_{1} \cup T_{2}: \quad \mathbb{P}_{t}=0 \tag{7.119}
\end{equation*}
$$

## Enhancements

As in Class A models, we will ensure the absence of enhancements to the observable gauge factors given from sectors listed in eq. (7.56) as well as the model-dependent sectors

$$
\psi^{\mu}\{\bar{\lambda}\}_{\frac{1}{4}}\left\{\begin{array}{l}
\left|z_{1}+(3) \gamma\right\rangle=: \mathbf{O}_{1}  \tag{7.120}\\
\left|z_{1}+x+(3) \gamma\right\rangle=: \mathbf{O}_{2} \\
\left|z_{1}+z_{2}+(3) \gamma\right\rangle=: \mathbf{O}_{3} \\
\left|z_{1}+z_{2}+x+(3) \gamma\right\rangle=: \mathbf{O}_{4}
\end{array}\right.
$$

and we ensure the generalised projectors of these sectors are zero, which can be written as

$$
\begin{equation*}
\forall i \in[1,4]: \quad \mathbb{P}_{\mathbf{O}_{i}}=0 \tag{7.121}
\end{equation*}
$$

|  | Total models in sample: $2^{31}=2147483648$ |  |  |  |  |  |
| :--- | :--- | ---: | :--- | :---: | :---: | :---: |
|  | SUSY or Non-SUSY: | $\mathcal{N}=1$ | Probability | $\mathcal{N}=0$ | Probability |  |
|  | Total | 134217728 | $6.25 \times 10^{-2}$ | 2013265920 | $9.38 \times 10^{-1}$ |  |
| $(1)$ | + Tachyon-Free |  |  | 518921216 | $2.42 \times 10^{-1}$ |  |
| $(2)$ | + No Obs. Enhancements | 121896960 | $5.68 \times 10^{-2}$ | 478915840 | $2.23 \times 10^{-1}$ |  |
| $(3)$ | + Complete Generations | 74317824 | $3.46 \times 10^{-2}$ | 271702016 | $1.27 \times 10^{-1}$ |  |
| $(8)$ | $+a_{00}=N_{b}^{0}-N_{f}^{0}=0$ |  |  | 326042 | $1.51 \times 10^{-4}$ |  |

Table 7.4: Phenomenological statistics from a complete scan of $2^{31}$ Class $B$ models. Note that the number of $a_{00}=0$ models is an estimate based on extrapolating from a sample of $2.5 \times 10^{3}$ of the $1245265024 \mathcal{N}=0$ models satisfying (1)-(3).

## Exotics

Along with the $\left(\boldsymbol{\alpha}_{L} \cdot \boldsymbol{\alpha}_{L}, \boldsymbol{\alpha}_{R} \cdot \boldsymbol{\alpha}_{R}\right)=(4,4)$ exotic sectors (7.59), there are 112 sectors at the level $(4,6)$ that can produce exotic massless states with a right moving oscillator with $\nu_{f}=\frac{1}{2}$ or $\nu_{f^{*}}=-\frac{1}{2}$. As in Model A these all arise in pairs with $+\gamma$ and $+3 \gamma$ with equal and opposite gauge charges and therefore do not contribute to any chiral anomaly. Similarly for 176 sectors at level $(4,8)$. Therefore we conveniently do not need to implement a condition on chiral exotics in the classification.

### 7.5.2 Class B Results

We wish to implement the constraints listed in (7.85) for the case of Class B. However, the absence of 3 generation models in this class means all models break at constraint (4). For completeness, we still present the reduced results in Table 7.4. In order to do a complete scan, we choose to impose condition (7.40) such that for $\mathcal{N}=0$ models SUSY is broken by phases beyond the NAHE-set. This condition reduces the parameter space to $2^{31} \sim 2.15 \times 10^{9}$. We then enumerate all possible configurations of these 31 phases that give both $\mathcal{N}=1$ and $\mathcal{N}=0$ models.
In order to compare the efficiency of the SMT solver to that of a random scan we can search for four generation models rather than three that satisfy criteria (1)-(3) and (5)-(7) from (7.85). The results of this comparison are shown in Figure 7.5. We see that the efficiency gained from the SMT is lower for Class B than the Class A case with efficiency approximately 5.5 times higher compared to the random approach after 3 minutes, reducing to approximately 1.5 times after 1 hour. This reduced efficiency for Class B seems to result from the fewer constraints imposed from the absence of tachyons evidenced by the probability $2.42 \times 10^{-1}$ for Table 7.4 compared to $3.08 \times 10^{-2}$ for Table 7.3 , as well as the smaller space of models and higher degeneracy meaning the SMT algorithm's search saturates more quickly than in Class A.

As in the case of Class A models, it is also interesting to perform a statistical analysis at the level of the partition function. Figure 7.6 shows the distribution of the cosmological constant for a batch of $1.5 \times 10^{3}$ Class B models satisfying conditions (1)-(3) of Table 7.4. We again note the slight tendency to negative values even though positive values are not excluded. Similarly to Figure 7.4 in the class A case, the SMT find a larger number of degenerate models. This is mostly due to the reduced number of constraints on the GGSO phases and the increased frequency of solutions as discussed above.


Figure 7.5: Rate at which the Z3 SMT finds 4 generation models satisfying constraints (1)-(3) and (5)-(7) compared with a random generation approach over a 1 hour period.


Figure 7.6: The distribution of the cosmological constant $\Lambda_{S T}$ for a sample off $1.5 \times 10^{3}$ Class $B$ models satisfying conditions (1)-(3) of Table 7.4. To gain the physical value, a factor of $\mathcal{M}^{4}$ must be reinstated. These values are evaluated at the free fermionic point using methods discussed in Section 7.3.3.

### 7.5.3 Class B Example Model with 4 Generations

Having discussed the absence of three-generation models in this class, we give an example four generation model and discuss its key characteristics. We emphasize that, although this class of models is not phenomenological, they are of particular interest due to the fact that the untwisted moduli of the 2 nd and 3 rd tori are fixed. The chosen model is defined by the
basis (7.91) and the GGSO phases

The states from sector $b_{1}$ generate four copies of fermion generations in the 16. There is a hidden sector gauge boson from $\psi^{\mu}\left\{\bar{y}^{1}\right\}\left|z_{1}\right\rangle$ which enhances the hidden gauge group

$$
\begin{align*}
& S U(2) \times U(1)_{H_{1}} \times S O(4) \times U(1)_{H_{2}} \times S U(2) \times U(1)_{H_{3}} \times U(1)_{H_{4}}  \tag{7.123}\\
& \rightarrow U(1)_{H_{1}} \times S O(5) \times S U(2) \times U(1)_{H_{2}} \times S U(2) \times U(1)_{H_{3}} \times U(1)_{H_{4}} .
\end{align*}
$$

The partition function for this model can be calculated similarly to the Class A model presented in Section 7.4.3. The main difference, in this case, is that the asymmetric shifts and twists introduced by $\boldsymbol{A}$ only explicitly include the anti-holomorphic part of the internal lattice in the first and third orbifold plane. That is, the lattice becomes

$$
\begin{align*}
\Gamma_{(6,6)}^{\gamma}= & \vartheta\left[\begin{array}{c}
r+h_{2} \\
s+g_{2}
\end{array}\right]_{y^{3,4}} \vartheta\left[\begin{array}{c}
r+h_{2} \\
s+g_{2}
\end{array}\right]_{y^{5,6}} \vartheta\left[\begin{array}{l}
r+h_{2} \\
s+g_{2}
\end{array}\right]_{\bar{y}^{3,4}} \bar{\vartheta}\left[\begin{array}{c}
r+h_{2}+2 H^{\prime} \\
s+g_{2}+2 G^{\prime}
\end{array}\right]_{\bar{y}^{5}, 6} \\
& \times \vartheta\left[\begin{array}{c}
r+h_{1}+H_{1} \\
s+g_{1}+G_{1}
\end{array}\right]_{y^{1}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{1}+H_{2} \\
s+g_{1}+G_{2}
\end{array}\right]_{y^{2}}^{1 / 2} \vartheta\left[\begin{array}{c}
r+h_{1} \\
s+g_{1}
\end{array}\right]_{w^{5,6}} \\
& \times \bar{\vartheta}\left[\begin{array}{c}
r+h_{1}+H_{1} \\
s+g_{1}+G_{1}
\end{array}\right]_{\bar{y}^{1}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r+h_{1}+H_{2} \\
s+g_{1}+G_{2}
\end{array}\right]_{\bar{y}^{2}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{l}
r+h_{1} \\
s+g_{1}
\end{array}\right]_{w^{5,6}}  \tag{7.124}\\
& \times \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{1} \\
s-g_{1}-g_{2}+G_{1}
\end{array}\right]_{w^{1}}^{1 / 2} \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{2} \\
s-g_{1}-g_{2}+G_{2}
\end{array}\right]_{w^{2}}^{1 / 2} \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2} \\
s-g_{1}-g_{2}
\end{array}\right]_{w^{3,4}} \\
& \times \vartheta\left[\begin{array}{c}
r-h_{1}-h_{2}+H_{1} \\
s-g_{1}-g_{2}+G_{1}
\end{array}\right]_{\bar{w}^{1}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{r}
r-h_{1}-h_{2}+H_{2} \\
s-g_{1}-g_{2}+G_{2}
\end{array}\right]_{\bar{w}^{2}}^{1 / 2} \bar{\vartheta}\left[\begin{array}{c}
r-h_{1}-h_{2}+2 H^{\prime} \\
s-g_{1}-g_{2}+2 G^{\prime}
\end{array}\right]_{\bar{w}^{3,4}} .
\end{align*}
$$

We see that indeed part of the lattice remains left-right symmetric and that the lack of $e_{3,4,5,6}$ simplifies the lattice. Based on this lattice, we can gain the $q$-expansion of the model, which is now given by

$$
\begin{align*}
Z= & 2 q^{0} \bar{q}^{-1}+56 q^{1 / 2} \bar{q}^{-1 / 2}+208 q^{-1 / 2} \bar{q}^{1 / 2} \\
& +8 q^{0} \bar{q}^{0}-192 q^{1 / 8} \bar{q}^{1 / 8}+1280 q^{1 / 4} \bar{q}^{1 / 4}-5632 q^{1 / 2} \bar{q}^{1 / 2} \tag{7.125}
\end{align*}
$$

including all terms up to at most $\mathcal{O}\left(q^{1 / 2}\right)$ and $\mathcal{O}\left(\bar{q}^{1 / 2}\right)$. We note again the presence of the proto-graviton term with the correct factor and the presence of a constant term $q^{0} \bar{q}^{0}$. There was no model found with $N_{b}=N_{f}$ in a sample of $2.5 \times 10^{3} 4$ generation models. Integrating this expansion over the fundamental domain of the modular group gives the spacetime cosmological constant

$$
\begin{equation*}
\Lambda_{\mathrm{ST}}=31.86 \times \mathcal{M}^{4}, \tag{7.126}
\end{equation*}
$$

which was calculated to $\mathcal{O}\left(q^{4} \bar{q}^{4}\right)$. As in the Class A case, this value is evaluated at the free fermionic self-dual point in moduli space. While some moduli are projected by the asymmetric twists, some of the geometric moduli remain unfixed and require further analysis.

### 7.6 Discussion and Conclusion

In this section, we initiated the extension of the fermionic $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ orbifold classification method to string vacua with asymmetric boundary conditions. There are notable phenomenological advantages for string models with asymmetric boundary conditions. Perhaps most notable is the fact that asymmetric boundary conditions fix many of the untwisted moduli by projecting out the moduli fields from the massless spectrum [67]. In this respect, we note that there exist cases in which all the untwisted moduli are projected out, as well as cases in which it has been argued the string vacuum is entirely fixed, i.e. cases in which the twisted, as well as the supersymmetric moduli, are fixed [112]. We note that from the point of view of the free fermionic classification methodology, these cases are futile because it entails that they are not compatible with any of the $e_{i}$ vectors discussed in Section 7.2. Our purpose here was therefore to analyse configurations in which some of the moduli are fixed. This approach is particularly suited in the search for string vacua with a positive cosmological constant, á la references [82, 108]. In these cases, the potential of some of the remaining unfixed moduli is analysed away from the self-dual point with the aim of finding a vacuum state with a positive vacuum energy at a stable minimum. Thus, whereas in the case of $[82,108]$ the other moduli are unfixed, in the case of vacua with asymmetric boundary conditions the possibility exists of finding such vacua in which the other moduli are fixed.

In the classification of vacua with asymmetric boundary conditions, there exists a variation in the pairings of the holomorphic worldsheet fermions. We presented a complete classification of all the possible pairings, consistent with modular invariance and worldsheet supersymmetry, and picked two of these choices for detailed classification. We showed the existence of three-generation quasi-realistic models in the first case, whereas the second case did not produce any three-generation models. In both cases, the incorporation of asymmetric boundary conditions was done in a single basis vector, whereas the remaining basic set, aside from the set of the $e_{i}$ basis vectors that are compatible with the given pairings, were identical in the two cases. We note that in principle this can be relaxed, e.g. by not including the vector $z_{1}$ in the basis, and that a three-generation model might be obtainable with this variation, we leave such variations for future work. We note, however, that the program initiated herein opens the door to the systematic investigation of quasi-realistic vacua that are intrinsically non-geometric. We furthermore demonstrated effective applications of SMT algorithms to the space of free fermionic models under investigation. Not only do they provide significant efficiency increases, as demonstrated in Figure 7.2 and 7.5, but they also allowed for an immediate evaluation of unsatisfiable constraints, such as proving the absence of threegeneration models in Class B.

Other than the systematic study of the one-loop potential for asymmetric models mentioned as a key motivation for this work, future work classifying Standard-like models (SLMs) with asymmetric boundary conditions is a natural extension of this work. The space of asymmetric SLMs will be larger and phenomenologically viable models more sparsely distributed, thus the application of SMT algorithms could prove instrumental in effective searches of
this landscape. The analysis of Section 7.2 can be extended so that the SMT can explicitly interpret phenomenological constraints as a function of all asymmetric pairings and provide generic results, including no-go theorems, over a varied space of models. It will furthermore be interesting to explore different possibilities for how to implement the asymmetric boundary conditions other than solely through the $S O(10)$ breaking vector as studied in this work.

## 8 Conclusion

In this thesis, we discussed various aspects of non-supersymmetric heterotic string vacua through the lens of the fermionic worldsheet construction. Following a quick introduction to string theory and its formulation in terms of free worldsheet fermions in Chapters 2 and 3 we developed key tools and methods to analyse the phenomenological features of fourdimensional string models. A central element of the thesis has been the partition function and one-loop potential extensively discussed in Chapter 4. This proves to be a pivotal element in the analysis of non-supersymmetric vacua as the specific form and convergence of the one-loop partition function give us key insights into the structure of the physical structure and stability of sting models. One of these intriguing features is the emergence of misaligned supersymmetry which manifests as an oscillation in the excess of bosonic and fermionic states over the massive spectrum of closed string theories. We also extensively discussed the modular invariance properties of string theory and its implications for the finiteness of string amplitudes and its relation with misaligned supersymmetry.

In Chapter 5, we uncovered new possibilities in the landscape for constructing viable fourdimensional non-supersymmetric models that arise from the less studied ten-dimensional tachyonic heterotic vacua. This opens up a new avenue in string phenomenology and shows that higher-dimensional tachyonic vacua should be considered on an equal footing in discussions of string phenomenology. We showed that such models have interesting phenomenological features and proved that there are indeed consistent configurations in which all tachyons are projected. Moreover, we find models with a physical spectrum that is Bose-Fermi degenerate at the massless level. This may provide a starting point for constructing models where the cosmological constant is exponentially suppressed. After an analysis of the tachyonic sectors that may arise, we gave an exhaustive classification of the phenomenological features of models in this class. We then gave an example of a model with desirable features that is also Bose-Fermi degenerate. These kinds of models are not well studied and more work is needed to provide more understanding of their scope. Another interesting question is the general structure of the $\tilde{S}$-map and how these models could be connected to other parts of the landscape via interpolations.

Over the past four decades, much of the focus has been to construct realistic string models that can produce some of the phenomenological features observed today. However, there are other parts of the string landscape containing models with interesting features that may provide useful in some cosmological scenarios. In Chapter 6 we provide some examples of models from these "corners" of the landscape. We show the existence of two new classes of four-dimensional heterotic models, one with no massless fermions in its physical spectrum and one with no massless twisted bosons. We call these the heterotic Type- 0 and Type- $\overline{0}$ models respectively and they provide an interesting insight into the possible boundaries of the heterotic landscape. We show that the conditions of the lack of massless fermions or bosons are very restrictive on the possible choices of GGSO coefficient and in some cases produce a unique model with these given characteristics. Even though we fail to find any Type-0
models without on-shell tachyons these constructions lead us to discover that misaligned supersymmetry is still present in tachyonic models. This shines a new light on discussions about the relation between the finiteness of closed string theories and misaligned supersymmetry. In the case of Type- $\overline{0}$ models, we did find some configurations in which all physical tachyons are projected and so we gain a finite value for the vacuum energy. Interestingly, due to the large abundance of fermions at the massless level which provides the dominant contribution to the vacuum energy, we found that all models have a large positive value for the cosmological constant.

The string constructions considered in Chapters 5 and 6 correspond to symmetric orbifoldings of toroidal heterotic compactifications. However, one can consider compactifications in which the left and right-moving sectors are not treated identically. Such models are called asymmetric orbifolds which we turned to discuss in Chapter 7. Even though these are special constructions from the geometric point of view, the free fermionic formulation is fully applicable and gives a powerful tool for exploring the possible phenomenological features that arise. Perhaps the most important feature of these asymmetric models is the ability to project some of the moduli of the underlying toroidal geometry. This makes them good candidates to produce stable non-supersymmetric four-dimensional models. We provided an exhaustive enumeration of allowed pairings of the internal fermions and derived the implications this has towards the retainment or projection of the moduli. Then working with a very general basis, we developed classification methods for two separate classes of asymmetric orbifolds. We also provided examples of models in each class and discussed their phenomenological features. We focused on models in which some of the moduli are left unfixed. This provides the possibility of employing the methods of Chapter 4 to deform the models away from the fermionic point thereby examining the stability in the free parameters of the moduli space.

Overall, in this thesis, we provided a snapshot of various interesting parts of the landscape of heterotic orbifold compactifications. The tools developed here give us the opportunity to uncover some of the features of string models and draw conclusions regarding the finiteness, stability and viability of many different configurations. There is yet still much left to discover and mapping the entirety of the string landscape remains a daunting task that requires much more work.

## A Theta Functions and Poisson Resummation

In this appendix, we summarise some definitions and results concerning the Jacobi $\vartheta$ and Dedekind $\eta$-functions. These definitions, identities and relations are used throughout the thesis and so it is useful to gather them in one place. We will not provide mathematical proof for the equalities stated, however, these are readily available in the standard resources on $\theta$-functions and modular forms [141-144].

In this appendix, and indeed the entire thesis, we often express quantities in their $q$-expanded form. For this, we must define

$$
\begin{equation*}
q:=e^{2 \pi i \tau}, \quad \bar{q}:=e^{-2 \pi i \bar{\tau}}, \tag{A.1}
\end{equation*}
$$

where $\tau \in \mathbb{C}$ is a complex parameter in the upper half-plane. In fact, for our purposes, $\tau$ is usually taken to be in the fundamental domain of the modular group $\operatorname{SL}(2, \mathbb{Z})$ given by

$$
\begin{equation*}
\mathcal{F}=\left\{\tau \in \mathbb{C}| | \tau\left|>1,\left|\tau_{1}\right|<1 / 2\right\}\right. \tag{A.2}
\end{equation*}
$$

Hence, for the rest of this appendix, we assume that $\tau \in \mathcal{F}$ and therefore make no further reference to the range of $\tau$.

The Dedekind $\eta$-function is defined via an infinite product as

$$
\begin{equation*}
\eta(\tau):=q^{1 / 24} \prod_{n=1}^{\infty}\left(1-q^{n}\right) \tag{A.3}
\end{equation*}
$$

which under the modular group transforms as

$$
\begin{array}{ll}
T: & \eta(\tau+1)=e^{i \pi / 12} \eta(\tau) \\
S: & \eta\left(-\frac{1}{\tau}\right)=\sqrt{-i \tau} \eta(\tau) \tag{A.4}
\end{array}
$$

Another set of pivotal functions when discussing string theory is the Jacobi $\vartheta$-functions with characteristics $a, b \in \mathbb{R}$ defined as

$$
\vartheta\left[\begin{array}{l}
a  \tag{A.5}\\
b
\end{array}\right](\tau, u):=\sum_{n \in \mathbb{Z}} q^{\frac{1}{2}\left(n-\frac{a}{2}\right)^{2}} e^{2 \pi i\left(u-\frac{b}{2}\right)\left(n-\frac{a}{2}\right)},
$$

where $u \in \mathbb{C}$ is a new complex parameter. The series is convergent for any choice of $u \in \mathbb{C}$ and is hence well defined. Under modular transformations, the $\vartheta$-functions transform as

$$
\begin{align*}
& T: \quad \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right](\tau+1, u)=e^{\frac{-i \pi}{4} a(a-2)} \vartheta\left[\begin{array}{c}
a \\
a+b-1
\end{array}\right](\tau, u) \\
& S: \quad \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right]\left(-\frac{1}{\tau}, u\right)=\sqrt{-i \tau} e^{\frac{i \pi}{2} a b+i \pi \frac{u^{2}}{\tau}} \vartheta\left[\begin{array}{c}
b \\
-a
\end{array}\right](\tau, u) . \tag{A.6}
\end{align*}
$$

In general, for the expression used in this thesis, we always require the form of these functions with $u=0$, and so we denote

$$
\vartheta\left[\begin{array}{l}
a  \tag{A.7}\\
b
\end{array}\right]=\vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right](\tau, 0),
$$

where the dependence on $\tau$ is implicitly understood. The $\vartheta$-functions also exhibit additional periodicity properties in their characteristic arguments

$$
\begin{gather*}
\vartheta\left[\begin{array}{c}
a+2 \\
b
\end{array}\right]=\vartheta\left(\begin{array}{l}
a \\
b
\end{array}\right]  \tag{A.8}\\
\vartheta\left[\begin{array}{c}
a \\
b+2
\end{array}\right]=e^{i \pi a b} \vartheta\left(\begin{array}{l}
a \\
b
\end{array}\right],
\end{gather*}
$$

which can easily be deduced from the definition (A.5).
The $\vartheta$-functions with characteristics restricted to $a, b \in\{0,1\}$ play a special role and are hence separately defined as

$$
\begin{align*}
& \vartheta_{1}:=\vartheta\left[\begin{array}{l}
1 \\
1
\end{array}\right]=i \sum_{n \in \mathbb{Z}}(-1)^{n} q^{(n+1 / 2)^{2} / 2}=0 \\
& \vartheta_{2}:=\vartheta\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\sum_{n \in \mathbb{Z}} q^{(n+1 / 2)^{2} / 2}=2 \sum_{n \in \mathbb{Z}^{+}} q^{(n+1 / 2)^{2} / 2} \\
& \vartheta_{3}:=\vartheta\left[\begin{array}{l}
0 \\
0
\end{array}\right]=\sum_{n \in \mathbb{Z}} q^{n^{2} / 2}=1+2 \sum_{n \in \mathbb{Z}^{+}} q^{n^{2} / 2}  \tag{A.9}\\
& \vartheta_{4}:=\vartheta\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\sum_{n \in \mathbb{Z}}(-1)^{n} q^{n^{2} / 2}=1+2 \sum_{n \in \mathbb{Z}^{+}}(-1)^{n} q^{n^{2} / 2} .
\end{align*}
$$

For these special theta functions, we can also write down a product representation which expresses the sums (A.9) in terms of infinite products via

$$
\begin{align*}
& \vartheta_{2}=2 q^{1 / 8} \prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1+q^{n}\right)\left(1+q^{n}\right) \\
& \vartheta_{3}=\prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1+q^{n-1 / 2}\right)\left(1+q^{n-1 / 2}\right)  \tag{A.10}\\
& \vartheta_{4}=\prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1-q^{n-1 / 2}\right)\left(1-q^{n-1 / 2}\right)
\end{align*}
$$

These will be helpful in deriving the partition function of free fermions.
There are a number of intriguing identities these four functions satisfy. The most important of which are the Jacobi identity

$$
\begin{equation*}
\vartheta_{1}^{4}-\vartheta_{2}^{4}+\vartheta_{3}^{4}-\vartheta_{4}^{4}=0 \tag{A.11}
\end{equation*}
$$

and the triple product identity

$$
\begin{equation*}
\vartheta_{2} \vartheta_{3} \vartheta_{4}=2 \eta^{3} . \tag{A.12}
\end{equation*}
$$

The former is a powerful identity that underlies the structure of supersymmetry cancellations in string theory and the latter provides an elegant relation between the $\vartheta$ and $\eta$-functions which will provide some notational simplification.

One can also derive the generalised Jacobi identity which generalises the above equation to theta functions with general characteristics

$$
\begin{gather*}
\frac{1}{2} \sum_{a, b \in\{0,1\}}(-1)^{a(1+G)+b(1+H)} \vartheta\left[\begin{array}{c}
a \\
b
\end{array}\right] \vartheta\left[\begin{array}{c}
a+h_{1} \\
b+g_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
a+h_{2} \\
b+g_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
a-h_{1}-h_{2} \\
b-g_{1}-g_{2}
\end{array}\right]  \tag{A.13}\\
\quad=\vartheta\left[\begin{array}{c}
1+H \\
1+G
\end{array}\right] \vartheta\left[\begin{array}{c}
1+H+h_{1} \\
1+G+g_{1}
\end{array}\right] \vartheta\left[\begin{array}{c}
1+H+h_{2} \\
1+G+g_{2}
\end{array}\right] \vartheta\left[\begin{array}{c}
1+H-h_{1}-h_{2} \\
1+G-g_{1}-g_{2}
\end{array}\right] .
\end{gather*}
$$

In the manipulation of toroidal lattice sums and partition functions, it is key to make use of the so-called Poisson resummation formula

$$
\begin{equation*}
\sum_{w_{i} \in \mathbb{Z}} e^{-\pi A_{i j} w^{i} w^{j}+\pi B_{i} w_{i}}=\frac{1}{\sqrt{\operatorname{det} A}} \sum_{m_{i} \in \mathbb{Z}} e^{-\pi\left(m_{i}+\frac{i}{2} B_{i}\right)\left(A^{-1}\right)_{i j}\left(m_{j}+\frac{i}{2} B_{j}\right)}, \tag{A.14}
\end{equation*}
$$

which provides a neat way to map expressions between their Hamiltonian and Lagrangian forms.
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[^0]:    ${ }^{1}$ We can fix $C\binom{\mathbb{1}}{1}=+1$ without loss of generality and all other phases are determined from modular invariance rules

