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Abstract— The missing signal caused by the objects being
occluded or an unstable sensor is a common challenge during
data collection. Such missing signals will adversely affect the
results obtained from the data, and this issue is observed
more frequently in robotic tactile perception. In tactile per-
ception, due to the limited working space and the dynamic
environment, the contact between the tactile sensor and the
object is frequently insufficient and unstable, which causes
the partial loss of signals, thus leading to incomplete tactile
data. The tactile data will therefore contain fewer tactile cues
with low information density. In this paper, we propose a
tactile representation learning method, named TacMAE, based
on Masked Autoencoder to address the problem of incomplete
tactile data in tactile perception. In our framework, a portion of
the tactile image is masked out to simulate the missing contact
region. By reconstructing the missing signals in the tactile
image, the trained model can achieve a high-level understanding
of surface geometry and tactile properties from limited tactile
cues. The experimental results of tactile texture recognition
show that our proposed TacMAE can achieve a high recognition
accuracy of 71.4% in the zero-shot transfer and 85.8% after
fine-tuning, which are 15.2% and 8.2% higher than the results
without using masked modeling. The extensive experiments on
YCB objects demonstrate the knowledge transferability of our
proposed method and the potential to improve efficiency in
tactile exploration.

I. INTRODUCTION

The tactile properties of an object’s surface are important
information for robots to gain an understanding of the
physical environment. The surface tactile properties, such as
textures, stiffness, softness, etc., are embedded into the tactile
data received by the physical interaction between the tactile
sensor and the target objects, which enable robots to facil-
itate manipulation tasks and interact with their surrounding
effectively [1].

During the tactile data collection process, the tactile sensor
is expected to have adequate contact with the target objects,
leading to the activation of larger perception fields and
distinct tactile signals to be recorded. However, due to the
dynamic environment and limited working space for robotics,
it often happens that the tactile sensor fails to make contact or
only makes partial contact with the target object, especially
for soft objects like clothes. In such a case, the recorded
incomplete tactile data contains fewer tactile cues than the
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Fig. 1: Tactile images from the GelSight sensor. (a) A tactile
image from adequate contact; (b) An incomplete tactile
image from partial contact. Compared with adequate contact,
there are much fewer tactile cues embedded in partial contact.
The black markers on the sensor are used to improve the
spatial acuity in tactile perception.

data from adequate contact because of a smaller perception
field being stimulated. Moreover, some tactile properties,
such as compressibility and stiffness, which need to be
obtained by squeezing the target, would be absent from
partial contact.

In tactile perception, the tactile image collected from the
optical tactile sensor is one of the most popular tactile data
types [2], [3]. A typical example is the tactile image from the
GelSight sensor, which has embedded tactile textures, height
information, and friction information with high resolution.
Since tactile images share the same data format as RGB
images, they have been processed by using advanced tech-
niques from the field of computer vision [4]–[6]. However,
most methods are limited to treating adequate and partial
contact events equally. We argue that the current methods
ignore the effect of the incomplete tactile data and there is
no specific optimisation or representation method to address
this issue.

As shown in Fig. 1, the major difference between tactile
data from adequate contact versus partial contact comes from
the information density, where some contact regions are
missing in the partial contact. However, humans are able
to identify an object by touching a small portion of the
object’s surface area [7]. It indicates that the tactile signals
have a high degree of redundancy on the object’s surface
and the patterns of the object’s surface tend to have repetitive
parts with identical properties. Consequently, it is possible to
reconstruct a missing signal in tactile data from neighbouring
signals in the spatial space using semantic information of of
the existing tactile cues.



In this paper, we propose a tactile representation method
based on the Masked Autoencoder [8], named TacMAE, to
simulate the contact area’s absence of incomplete tactile data
caused by partial contact. Motivated by a recent work [9],
which uses the amount of the remaining voxels to represent
the degree of occlusion in 3D point cloud, we employ a
similar approach that uses contact area in tactile images
as the criterion to determine adequate contact and partial
contact. In the training stage, a portion of the input patches
of tactile images is masked out using the data collected from
adequate contact, and the missing tactile signals are then
reconstructed. Moreover, a supervised classification head is
designed, which allows us to learn additional information
from corresponding labels. After training, the encoder can be
applied to the incomplete tactile images to learn the latent
representations with low information density effectively. In
the tactile texture recognition experiments, we observe a sig-
nificant improvement in recognising the objects with partial
contact, in both zero-shot transfer and fine-tuning settings.
Moreover, our proposed method can be seen as a sensor-
agnostic representation method by converting the signals into
the image format from any other tactile sensor.

The contributions of this paper are summarised as follows:
1) We propose a tactile representation method TacMAE to

address the problem of incomplete tactile data in robotic
perception, which is the first of its kind.

2) We use a masked autoencoder with a high masking
ratio to simulate the absence of contact area in partial
contact. By reconstructing the missing signals using
observed information, the model can effectively learn
from incomplete tactile data. To the best of the authors’
knowledge, no previous studies have investigated mask
modeling in tactile representation learning.

3) The experimental results demonstrate that our method
can significantly improve tactile texture recognition per-
formance by learning more robust tactile representations
and the experiments of transfer learning indicate our
method can be used to improve the efficiency of tactile
exploration.

II. RELATED WORKS

In this section, we will first review the works on tactile
perception with tactile images, followed by a discussion of
masked modeling in representation learning.

A. Tactile perception with tactile images

Tactile sensing has been wildly used in robotic exploration
with different kinds of sensing mechanisms, such as strain
gauges [10], capacitive sensors [11], and microphones [12].
The motion of the sensor provides tactile sensory information
of the contacting surface, such as friction information and
textures for tactile perception. Compared with other tactile
sensors, optical tactile sensors use high-resolution cameras
and record more detailed tactile information in tactile images.
Recently, camera-based optical tactile sensor, such as the
GelSight sensor, has gained popularity in tactile perception
tasks. In [4], the GelSight is applied to enable the robot

to recognise clothes and their corresponding properties au-
tonomously. In [5], a spatio-temporal attention model is
proposed to process tactile images from the GelSight sensor,
which is capable to highlight salient tactile features in both
spatial and temporal dimensions for texture recognition. In
[13], tactile images are fused with visual images to learn the
sharing features between vision and tactile sensing for cloth
texture recognition. However, the previous methods treat
each contact event equally, ignoring the effect of incomplete
tactile data from partial contact for tactile perception.

B. Masking modelling in representation learning

In representation learning, masking has been used as a
way of masking some of the input and training the model
to predict the masked input so as to improve the model’s
capability when some input is absent. Two popular paradigms
are Masked Language Modeling (MLM) and Masked Image
Modeling (MIM).

MLM has become a successful paradigm in the field of
NLP, such as BERT [14], RoBERTa [15], and GPT models
[16], [17], etc. Models are trained to predict the value of
masked tokens of input sentences in order to understand the
context of the sentences. Due to their superior performance,
MLMs have been applied for a variety of downstream tasks,
including machine translation [18]; speech recognition [19],
question answering [20], and sentiment analysis [21].

MIM also exhibits great potential in the field of computer
vision. Similar to the mechanism in MLM, the representation
is learnt by predicting the missing information from the
remaining cues. In [8], patches of raw pixels are masked by
a high masking ratio which are then reconstructed by using
visible patches. In [22], the latent representation is predicted
based on the view of masked input. Additionally, MIM has
benefited various visual applications. In [23], a segmentation
method is developed based on top of the MAE by leveraging
the synthesized image with shifted objects. In [24], a multi-
scale MAE framework is proposed to learn the 3D point
clouds for shape classification and object detection. In [25],
face privacy is considered and reserved by masking the face
images when training the face recognition model.

In representation learning, the concept of the dropout
method [26] is similar to the masking modeling, i.e., drop-
ping a portion of the elements to improve the generalisation
ability. However, these two techniques have a difference in
their approaches to drop elements: the masking modeling
drops a portion of the input and reconstructs missing content
while the dropout method discards random neurons in a
layer. It results in different effects on the capabilities of the
model that the masking modeling enhances the representation
learning of data and the dropout prevents the overfitting from
the training data. To the best of the authors’ knowledge,
there are no prior works that apply mask modeling in tactile
representation learning. In this work, we develop a tactile
representation method based on masked modeling to solve
the problem caused by partial contact in tactile perception,
for the first time.
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Fig. 2: Illustration of the proposed TacMAE. During training, a portion of tactile image patches are randomly masked out.
The encoder encodes the unmasked patches to obtain the latent tactile representation. The decoder is used to reconstruct the
masked tactile patches and the classification head is implemented to identify the category of the input by using the latent
representation. Trainable vectors are applied to indicate the existence of masked patches for reconstruction.

III. METHODOLOGIES

Our proposed TacMAE masks a portion of signals to
simulate the contact area missing in partial contacts and
reconstructs the missing signals from limited tactile cues.
As shown in Fig. 2, our framework mainly includes three
parts: 1) an encoder E that encodes the unmasked patches
of tactile images to obtain latent representation; 2) a decoder
D to reconstruct the missing patches of tactile images as well
as 3) a classification head to classify the unmasked patches
of input tactile image.

TacMAE encoder. Let x ∈ RH×W×C denotes the input
tactile image obtained from the adequate contact, where
H,W,C represent the height, width and channel of the
tactile image, respectively. First, the input tactile image is
reshaped into N patches (tokens) xp ∈ RN×(P 2·C), as token
embeddings, where (P, P ) represent the shape of each patch
and N = HW/P 2. Then, a portion (e.g., 70%) of patches are
masked out and the remaining unmasked patches are fed into
the encoder to obtain the latent representation. Specifically,
we use the structure of Vision Transformer (ViT) [27] as the
encoder in our proposed TacMAE.

TacMAE decoder. A decoder is applied to reconstruct
missing patches of tactile images from the unmasked patches,
which enables the model to learn from limited tactile cues.
Specifically, our TacMAE receives two components as the
input: latent features from the encoder and trainable vectors
that illustrate the existence of the missing patches for recon-
struction [8].

Concretely, the decoder network is also implemented
based on the ViT block. The decoder reconstructs the tac-
tile image and the mean square error (MSE) is calculated
between the original tactile patches and reconstructed tactile

patches. The reconstruction loss can be represented as:

Lrec =
1

|Ω|
∑
p∈Ω

|xp − x̂p|2, (1)

where p denotes the index of masked patches, Ω represents
the number masked patches, xp represents original value
of the masked patches, and x̂p represents the reconstructed
patches.

TacMAE classification head. Apart from the reconstruc-
tion by the decoder that focuses on the correlation of
the surface geometry in the tactile image, we also apply
a classification head to make the model learn additional
information from the corresponding labels. Unlike traditional
supervised learning that utilises all patches of tactile images,
our approach employs only the latent features of unmasked
patches during the training phase. This is due to the fact
that the surface patterns of objects often contain repetitive
elements with redundancies. For example, when humans
use tactile sensing to recognise the contacting objects, the
perceptive area of the tactile area is usually much smaller
than the object surfaces [7], which means that tactile images
collected from neighbouring areas of an object surface could
be of similar textures. Consequently, it is possible to train
the model to learn from partial tactile information effectively.
Specifically, a global pooling function is performed on the
latent features first to obtain global representation. Then,
two fully connected layers are used in the classification
head, and each layer is followed by a ReLU activation
function. Consequently, the cross-entropy loss is calculated
between the predicted labels and human-annotated labels in
supervised training. The cross-entropy classification loss is
given as:



Lce = −
K∑
i=1

yi log ŷi, (2)

where ŷ represents the predicted softmax probability, y
represents one hot vector of correct category, and K is the
number of samples in our dataset.

By minimising both the classification loss and reconstruc-
tion loss, a robust tactile representation is learnt from limited
tactile cues during the training stage. The overall objective
can is expressed as:

L = λrecLrec + λceLce, (3)

where λrec and λce are set to 1 and 0.01, respectively, after
a grid search.

Implementation on downstream tasks. After training,
fine-tuning can be performed based on different downstream
tasks, such as recognition and detection. It should be noted
that only the encoder needs to be retained as a backbone to
obtain the tactile representation while other structures will
be removed. Moreover, different from the aforementioned
training which uses a subset of divided patches, uncorrupted
tactile images are applied in the downstream tasks.

IV. DATA PREPARATION

In tactile perception, one distinct example with a wide
range of surface properties is fabric or clothing. In this
paper, we use the dataset from [28]. This dataset contains
118 fabrics with a size of 1m×1m which display various
properties, such as textures, colors, density, and stiffness.
The dataset contains visual, tactile, and semantic data, of
which only tactile data is used in our study.

During the tactile data collection, an optical tactile sensor,
a GelSight sensor, is used to collect a sequence of tactile
images by pressing against the fabrics when they are placed
on a hard plane. The fabrics are placed with three different
appearances for data collection: laying the fabric flat (flat
data), laying it with one fold (fold data), and laying it
randomly (random data). Approximately 10 flat data samples,
15 fold data samples, and 15 random data samples are
collected for each fabric.

To simulate the incomplete tactile images from partial
contact, we randomly select three tactile images with contact
areas ranging from 10% to 40% of the perception field from
each contact event. The tactile images with contact areas
over 50% of the perception field are used as the data from
adequate contact. Some samples of adequate contact and
partial contact are shown in Fig 3. Specifically, we deter-
mine the contact area by using the OpenCV findContours
function. Accordingly, there are 14,961 tactile images that
represent adequate contact and 14,823 tactile images that
indicate incomplete tactile data, respectively. Both datasets
are divided into a ratio of 7:2:1 for training, validation and
test, respectively. In this study, we use the contact area as the
criterion to distinguish between adequate contact and partial
contact. However, there are several alternatives that can be
considered, such as contact force or entropy [29] of the tactile

Fig. 3: Tactile samples from dataset. Tactile images represent
adequate contact and partial contact are shown in the top
row and the bottom row, respectively. The blue contours and
red contours correspond to the contact areas for these two
types of interactions. The three columns display the tactile
images when the fabric with different stats: flat, folded and
laid randomly.
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Fig. 4: Recognition results with different masking ratio.
The x-axis represents the masking ratio ranging from 10%
to 90%. The y-axis represents the recognition accuracy of
incomplete tactile images from partial contact. The red and
blue lines represent the results of fine-tuning and zero-shot
transfer, respectively.

image. We plan to explore this open question in our future
work.

V. EXPERIMENTS AND ANALYSIS

A. Tactile Representation Learning

To validate the tactile representation capability of our
proposed method, we test the results under two different
settings, i.e., zero-shot transfer and fine-tuning in tactile
recognition of incomplete tactile data. The zero-shot learning
usually involves the ability to recognise novel objects whose
categories are not included in the training set. In this study,
following [30], we extend the concept of zero-shot learning
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Fig. 5: Reconstruction of tactile images with different masking ratios. From top to bottom: Tactile images collected
when the fabric is flat, folded and laid randomly. Right six columns: the masked tactile images and reconstructed images
with 10%, 70%, and 90% masking ratio respectively.

TABLE I: Experimental results with different network struc-
tures

Network-
structures zero-shot transfer fine-tuning

w/o classification head
(MAE) 31.9±0.4 61.7±1.6

w/o reconstruction (ViT) 56.2±2.1 77.6±1.8

TacMAE (ours) 71.4±1.5 85.8±1.7

and investigate the generalisation to unobserved datasets. The
motivation is to utilise it as a proxy to conduct unobserved
tasks [31]. Concretely, the tactile representation is learnt by
using the data from adequate contact, and the incomplete
tactile data from partial contact are tested directly, without
any additional training. In addition to zero-shot learning,
fine-tuning is a widely used method to evaluate the capability
of representation. When compared to zero-shot learning,
fine-tuning is a practical and adaptable approach that can
modify the representation to suit the new dataset, thereby
mitigating the failure in the representation learned during
the pre-training phase. Specifically, the representation model
is trained by the data from adequate contact first. Then, a
linear classifier on top of the learnt model is fine-tuned by
using the incomplete data from partial contact.

In our framework, we use a high ratio of masking to
simulate the contact area’s absence for partial contact and
reconstruct the masked patches to make the model learn the
surface geometry and tactile features from the limited tactile
signals. First, we investigate how the masking ratio affects
the results of tactile representation learning. As shown in

TABLE II: Recognition results compared with other baseline
methods.

Methods zero-shot transfer fine-tuning

Yuan et al. [4] 26.4±2.8 60.6±1.6

Cao et al. [5] 34.1±0.9 74.5±1.8

TacMAE (ours) 71.4±1.5 85.8±1.7

Fig 4, the recognition results are given for two different
settings, zero-shot transfer and fine-tuning, with the masking
ratio ranging from 10% to 90%.

When the masking ratio is 90%, we see that recognition
results are inferior to most others, with only 55.6% in
zero-shot transfer and 71.7% in fine-tuning. It indicates the
challenge in establishing the correlation of surface geometry
and predicting the missing patches with a small portion of
unmasked tactile signals. On the other hand, if the masking
ratio is very small, (e.g., 10%,) the reconstruction of the tac-
tile signals is trivial as most of the tactile features are already
present in the unmasked patches. The optimal point for the
masking ratio is around 70%, where the recognition results
are highest in our experiment, 71.4% in zero-shot learning
and 85.8% in fine-tuning. Moreover, the computation cost
can also be reduced significantly because of the high masking
ratio.

As shown in Fig 5, we visualise the reconstructed tactile
images with different masking ratios. When the masking ratio
is at 10%, we are able to predict fine details of the missing
patches. However, if the masking ratio is increased to 70%,



the predicted details become less clear but the textures and
geometry can be preserved. At a masking ratio of 90%,
only the outlines of the contact area can be reconstructed.
It also illustrates that a 70% masking ratio could be a
good compromise between the accuracy of the representation
learnt and the masking ratio.

To further analyse how the proposed TacMAE method
works in tactile representation learning, we conduct an abla-
tion study. TacMAE consists of a reconstruction component
and a classification component. In the ablation study, we
explore the effect of removing these two components, one at
a time. As shown in Table I, our proposed TacMAE achieves
the highest texture recognition results for incomplete tactile
data. Concretely, the accuracy decreases by 15.2% and 8.2%
in zero-shot transfer and fine-tuning respectively when we
remove the reconstruction branch and use full patches for
training. When the classification head is discarded, there
is an obvious drop in performance, by 39.5% and 24.1%,
respectively in zero-shot learning and fine-tuning.

B. Comparison against other methods

We compare TacMAE against the other existing meth-
ods in tactile texture recognition for the incomplete tac-
tile data from partial contact. Concretely, two CNN-based
methods [4], [5] are tested in both zero-shot transfer and
fine-tuning settings. In [4], a multi-label classification is
performed and we modify the method for categorical classifi-
cation. In [5], spatio-temporal attention is applied to address
the salient features in a tactile sequence, and we remove the
temporal attention function as the input in our experiment is
a single tactile frame.

From Table II, we see that our proposed method achieves
the highest recognition accuracy in both zero-shot learning
and fine-tuning. Specifically, we can notice that the baseline
methods [4], [5] lack the ability to generalise in zero-shot
learning, only obtaining 26.4% and 34.1% respectively. This
is because the baseline methods, receiving the data for train-
ing from adequate contact, are unable to extract useful tactile
features from incomplete tactile data due to differences in
data distributions. In our proposed framework, masking a
portion of tactile signals and reconstructing the missing
signals allow us to obtain semantic information of features
from limited tactile signals. This enables TacMAE to possess
strong robustness and generalisation ability. Although the
performance of baseline methods clearly improves after the
fine-tuning where the recognition accuracies are 60.6% and
74.5%, respectively, it is still inferior to the performance of
TacMAE.

C. Transfer Learning by exploring YCB Objects

The goal of this experiment is two-fold: 1) to demonstrate
the cross-task knowledge transferability of our tactile repre-
sentation method by performing an object recognition task
with YCB objects [32], and 2) to show that this method is
able to improve the efficiency in active tactile exploration.

Experimental setup. There are six YCB objects with
different surface textures selected, including the abrasive

Fig. 6: Obstructed YCB objects. The objects are intentionally
arranged with occlusion where the target object can only be
partially reached by the tactile sensor. Top row: the robotic
arm mounted with a GelSight sensor makes partial contact
with the abrasive sponge, a tomato soup can and a tuna fish
can, respectively. Bottom row: the GelSight sensor makes
partial contact with a baseball, a spatula and a metal plate,
respectively.

TABLE III: The recognition results for YCB objects when
partially contacted.

Object Category Yuan et al. [4] Cao et al. [5] TacMAE
Abrasive sponge 12/12 12/12 12/12
Tomato soup can 4/12 5/12 12/12

Tuna fısh can 9/12 10/12 10/12
Baseball 11/12 12/12 12/12
Spatula 3/12 4/12 9/12

Metal plate 1/12 3/12 5/12
Average success rate 55.6% 63.9% 83.3%

sponge, tomato soup can, tuna fish can, baseball, spatula,
and a metal plate. Firstly, the tactile textures are collected
from every single object to fine-tune the whole model. Then,
as shown in Fig 6, the objects are intentionally placed in such
a way that the target object is obstructed by other objects. As
a result, in an active tactile exploration task, the target object
can only be partially contacted by the tactile sensor without
being relocated. In the robotic experiment, a GelSight sensor
is equipped on the UR5 robot arm as an end effector to obtain
partial contacts for texture recognition.

Experimental results. In the robotic tactile exploration,
we let the sensor to contact the objects partially to recognise
the objects for 12 attempts per each object. The contact
location will be changed randomly by about 3mm on the
horizontal plane in each attempt. Particularly, the average
contact area makes up about 11.5% of the sensor’s perception
field in these contacts, while the other areas remain empty.
Table III compares the success rate of recognition against
other baseline methods [4], [5]. The results show that our
TacMAE has the highest performance, 83.3% recognition
accuracy, in a total of 72 attempts. These results demon-
strate the unique ability of TacMAE to transfer the learnt
knowledge of tactile features to different kinds of objects.
It also indicates that TacMAE can improve the efficiency



of active tactile exploration, i.e., obtaining more information
with fewer attempts of touching, especially for the obstructed
object without having to move it.

VI. CONCLUSION

In this paper, we proposed TacMAE, a robust tactile
representation method based on the MAE to effectively learn
the features from partial contacts. During training, we create
a simulation of partial contact by masking out a portion
of tactile signals. By reconstructing the missing signals via
self-supervised learning, the model is capable to learn the
surface geometry and the correlation between limited tactile
cues. The experimental results show that TacMAE obtains
accurate tactile representations in both zero-shot learning
and fine-tuning setting. Furthermore, results on the YCB
objects indicate the generalisation ability and knowledge
transferability on different tasks. Moreover, the ability to
acquire knowledge from partial contact can increase the
efficiency of tactile exploration, especially for obstructed
objects.

TacMAE has the potential to be used as a sensor-agnostic
representation learning method by converting the signals into
the format of images from any tactile sensor, not limited to
the GelSight sensor. We plan to explore these possibilities
in our future work. Moreover, we will investigate different
downstream tasks using our proposed method, such as defect
detection and robotic manipulation tasks.
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