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Abstract

The phenomenon of Rayleigh wave attenuation due to surface
roughness has been well studied theoretically in the literature. Three
scattering regimes describing it have been identified - the Rayleigh
(long wavelength), stochastic (medium wavelength) and geometric
(short wavelength), with the attenuation coefficient exhibiting a dif-
ferent behaviour in each. Here, in an extension to our previous work,
we gain further insight with regard to the existing theory, in three
dimensions, using finite element (FE) modelling, under a unified
approach, where the same FE modelling techniques are used re-
gardless of the scattering regime. We demonstrate good agreement
between our FE results and the theory in all scattering regimes.
Additionally, following this demonstration, we extend the results to
cases that lie outside the limits of validity of the theory.

1 Introduction

Rayleigh waves exist on the surfaces of elastic solids, at traction-free bound-
aries. Surfaces of propagation are well known to attenuate the Rayleigh
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waves, due to the presence of roughness. Since all solids unavoidably pos-
sess a certain degree of roughness [1], it is important to understand how this
roughness influences the propagation of Rayleigh waves, especially when at-
tenuation is used as a non-destructive evaluation measure [2–5]. Additionally,
good understanding of this phenomenon can lay the groundwork for utiliz-
ing it as an efficient method for characterising the degree of roughness of a
material, when it is unknown.

There exist multiple theoretical studies that derive expressions predicting
the attenuation coefficient of a Rayleigh wave travelling over a rough surface.
Some of the most well-known results come from the work in [6] and [7]. In
their work the authors derived expressions relating the attenuation coefficient
of Rayleigh waves with the frequency f , and the root mean square (RMS)
height (δ) and correlation length (Λ) of the surface. The latter two variables
are metrics characterising the height of the peaks/troughs of the rough sur-
face, and the spacing between them respectively. The authors show that in
the long wavelength limit, known as the Rayleigh regime, the attenuation
coefficient is proportional to δ2Λ2f5. The results from these authors were ob-
tained using small perturbation methods; in [8], the same power relationships
were retrieved using the Rayleigh-Born approximation.

Most of the literature in rough surface scattering focuses on the study of
the Rayleigh (long wavelength) regime, which was discussed in the previous
paragraph. As the frequency increases, the findings in [7], and later, [9],
show that in the stochastic regime (medium wavelength), the attenuation
coefficient is proportional to δ2Λ−1f2. Finally, in the geometric regime (short
wavelength), we rely on the findings of our previous work in [10], combined
with the dimensional analysis in [11] and the results in [12,13], where it was
shown that the attenuation coefficient is proportional to Λ−1 and independent
of δ and f .

However, experimental validation of these relationships has proven unfeasible
due to a combination of the difficulty in reproducing the required rough
surfaces in the real world, and the high attenuation values that they cause,
which makes the waves very difficult to detect in experimental investigations.
Additionally, the theoretical models require the use of various approximations
and mathematical techniques to predict the attenuation coefficient in each
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scattering regime, further increasing the complexity in the predictions. In
our previous work in [10] we were able to verify the relevant theory in two-
dimensional (2D) space, and expand it to roughness combinations beyond
its limits of validity. The verification was completed using results from finite
element (FE) modelling. FE modelling allowed us to complete the verification
across all three scattering regimes under a single, unified approach, as we
were able to use the same model regardless of the scattering regime and
the roughness parameters. Additionally, physical assumptions beyond the
fundamental discretisation of the underlying displacement field, which can be
addressed with suitable mesh refinement, are not made during FE modelling -
this eliminates any additional assumptions that were made in past theoretical
work.

Completing a three-dimensional (3D) study previously was considered not
to have been possible due to the computational burden of solving multiple
3D models to determine roughness parameters suitable for our study, as, to
our knowledge, there did not exist another FE study that could be used as
a reference. Now, having identified particular regions of parameter space
that are accessible by our models and that satisfy the theory’s requirements,
and tuning our models, we extend to three dimensions. The results here
both strengthen our findings in [10] and allow us to gain further insight with
regard to the theory in [7, 9], in 3D space, eliminating the need for using
analogies between the 2D and 3D theories. Additionally, we demonstrate
the power relationships between the attenuation coefficient and the surface’s
statistical parameters and frequency in the geometric regime, which, to our
knowledge is relatively unexplored in terms of scattering from rough surfaces;
in our 2D work we used an analogy with grain scattering, and dimensional
analysis to derive the expected power relationships, however here we are
able to investigate this relationship and the analogy directly. Also, follow-
ing the demonstration in all scattering regimes similarly to [10], we extend
our results to regions beyond the postulated limits of validity of the exist-
ing theory, showing the capabilities of FE modelling to produce results for a
plethora of roughness cases without the relatively low roughness restriction
(δ/Λ < 0.3), that the theory requires. This advancement in understand-
ing lays the groundwork for either future use of FE modelling for predicting
(and correcting for) the attenuation coefficient caused by a given roughness
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profile, or an inverted approach, where the attenuation coefficient is used to
quantify the surface roughness of a component, without the relatively low
roughness restriction imposed by the theory. It is also worth noting that
the theory in [7, 9] also predicts a frequency shift caused by the roughness,
however, our work here focuses solely on the behaviour of the attenuation
coefficient. Dispersion and diffraction effects can be also formulated in the
general framework of a “global theory” based on dimensional analysis and
similitude, similarly to our 2D work in [10]. From the practical point of view
of ultrasonic Non-Destructive Evaluation (NDE), those effects are less signifi-
cant than the attenuation effect studied in this paper. However, there cannot
be any doubt that the numerical technique presented in this paper is suit-
able to study those effects as well, although sufficiently accurate assessment
of weaker effects naturally requires higher numerical accuracy (i.e., higher
meshing refinement, smaller time steps and hence more computational power
etc.).

This paper is organised as follows: Section 2 presents a summary of the
theory used in our work and Section 3 explains the details behind generating
the FE models. Then, Section 4 presents the asymptotic power relationships
obtained from solving the FE models, between the attenuation coefficient and
δ, Λ and f , comparing them with theoretical predictions, and finally, Section
5 summarises the work.

2 Theory

In this section we present a brief summary of the theory used in this work;
first we discuss the relevant theory for defining and generating statistically
rough surfaces, for later use in our FE models, and subsequently we present
the theory and resulting power relationships for describing the behaviour of
the attenuation coefficient in the three scattering regimes.

2.1 Rough surfaces

A surface can be thought of as rough when its local height over a reference
plane varies with space. There are two statistical parameters with which the
roughness of a surface is often mathematically quantified - the RMS height
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δ, and correlation length Λ. The former parameter can be thought of as a
metric of the height/depth of the peaks and troughs of the surface, while the
latter is a measure of the spacing between them.

Let x and y span the plane over which a rough surface exists, and let z be
the direction perpendicular to this plane. Since the variation of the height
h of a rough surface is a function of the location, the rough profile can be
expressed as:

z = h(x, y). (1)

In our study, we have assumed rough surfaces with a zero mean height, i.e.
< h > = 0, where <> denotes spatial and/or ensemble averaging. In this
case, δ can be calculated from:

δ =
√
< h2 >. (2)

We have also selected a Gaussian correlation function, C(x, y):

C(x, y) = exp

[
−
(
x2

Λ2
x
+

y2

Λ2
y

)]
, (3)

where Λx and Λy are the correlation lengths in the x and y directions re-
spectively. The correlation function is a statistical measure of local similarity
between points on the surface as a function of the distance between them.
In our study, similarly to [7], we selected the same correlation length in both
directions, i.e. Λx = Λy = Λ, and hence

C(R) = exp

(
−x2 + y2

Λ2

)
, (4)

where the correlation length Λ is the distance over which C(R) drops to 1/e
of its initial value, and R =

√
(x2 + y2). The choice of the correlation lengths

in the x and y directions to be equal was made because this is a requirement
of the theoretical derivations in [7] and [9], into which our work attempted
to gain more insight; we expect that a mismatch in the correlation lengths in
the two directions could make a significant difference to the attenuation, as
we already know that the limiting case of an extrusion in one axis will cause
the attenuation results given by the 2D cases we reported previously. Addi-
tionally, this is representative of many physical processes where the resulting
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surface roughness would be isotropic. We have chosen Gaussian roughness
to follow the methodology of our previous work in [10], but also because this
roughness has been well studied [1, 14, 15], and also occurs in real scenar-
ios [16–18]. It would have also been possible to generate rough surfaces from
real data, similarly to [16] - however, provided that the real roughness is a
result of a random process, the power relationships between the attenuation
coefficient and δ,Λ and f would not have been different. Also, replicating
a real rough surface, that was not generated by a random process, in our
FE domain would only provide a direct result for that particular surface and
therefore, no comparison with the existing, theoretical models.

The rough surfaces were generated using MATLAB, by implementing the
weighted moving average approach discussed in [1, 14, 15]. Under this ap-
proach an array of pseudo-random numbers was generated and then con-
verted to an array with correlated numbers, such that the array corresponds
to the desired h(x, y) profile. Here, a Tukey window, w(x) was also applied
to each row (x direction) of the array as follows:

w(x) =


0 |x| ≥ L

2

1 |x| ≤ L
2 − lw

2
1
2

[
1− cos

(
2π

|x|−L
2

lw

)]
otherwise,

(5)

where L is the length of the row of the array being windowed, and lw is the
length of the window tapering. For the simulations in this paper lw = L

10
was used. Examples of such rough surfaces, corresponding to rough surfaces
in each scattering regime, with the windowing applied, are shown in Figure
1.

As shown in Figure 1, this method generates a rough surface with smooth
peaks and troughs, and the windowing reduces the amplitude of those to zero,
at the edges of the rough zone, to ensure a smooth joining with the smooth
parts of the FE domain.

2.2 Attenuation coefficient

The attenuation of a Rayleigh wave, when it travels over a rough surface can
be calculated by [7]:
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(a)

(b)

(c)

Figure 1: (Colour online) Examples of 3D rough surfaces generated with
the moving average method described in [1, 14, 15]. In (a), δ = 100 µm
and Λ = 250 µm, in (b), δ = 200 µm and Λ = 800 µm and in (c), δ =
600 µm and Λ = 3000 µm. The windowing in Equation (5) has also been
applied to each row of the array which contains the z values corresponding
to this surface. Each of the surfaces in (a), (b) and (c) are characterised by
statistical parameters whose values correspond to the Rayleigh, stochastic
and geometric regimes at f = 1 MHz.
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l−1 = 2
δ2

Λ2
qω2, (6)

where l is the attenuation length, and q is the wavenumber. We use q to
denote the wavenumber instead of the usual k, to follow the same notation
as in [7], and our previous work in 2D space [10]. The term ω2 is a function
encapsulating the effects of the roughness on the Rayleigh wave, as it contains
information about the rough surface, the material and the wave itself. The
attenuation length is defined as the length over which the energy of a wave
drops to 1/e from its initial value. However, in FE simulations it is more
straightforward to measure the displacement amplitude of a wave instead of
its energy. Given that the energy of a wave is proportional to the square of
its displacement amplitude [19,20], it can be shown that

α =
1

2l
, (7)

and therefore,

α =
δ2

Λ2
qω2. (8)

In [7], the authors show that in the Rayleigh regime (long wavelength), ω2 ∝
(ωΛ)4, where ω is the angular frequency, and therefore, αR ∝ δ2Λ2f5, where
the subscript R denotes the Rayleigh regime.

In the stochastic regime (medium wavelength), analytical expressions for the
behaviour of the attenuation coefficient have been derived in [9]; the authors
have shown that as the frequency increases, the αR ∝ δ2Λ2f5 proportional-
ity becomes αS ∝ δ2Λ−1f2, where the superscript S denotes the stochastic
regime. This power relationship is also inferred in [7], as the ω2 function can
be seen to vary linearly with ωΛ, which, when substituted in Equation (8),
yields the same power relationship.

It is worth noting that the power relationships between the attenuation coef-
ficient and the statistical parameters/frequency are expected to be identical
between two and three dimensions in the stochastic and geometric regimes.
This phenomenon has been discussed in [11], and demonstrated in our work
in [10], where we have used 3D theory to predict the 2D power relation-
ships, which we were subsequently able to verify. Therefore, in the geometric
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regime, it is expected that αG ∝ Λ−1, where the subscript G denotes the
geometric regime.

A summary of the expected power relationships between α and δ, Λ and f ,
which our work attempts to demonstrate, is shown in Table 1.

Table 1: Expected theoretical asymptotic power relationships, between the
attenuation coefficient and the RMS height, correlation length and frequency.

Regime Rayleigh Stochastic Geometric

Limits qδ < qΛ < 1 qδ < 1 < qΛ 1< qδ ≪ qΛ

α(δ,Λ, f) δ2Λ2f5 δ2Λ−1f2 Λ−1

3 FE modelling

We now present the methods that we used to generate the FE models. For all
FE simulation in this work we used the high-fidelity graphics processing unit
(GPU) based FE package Pogo, and visualised our results using PogoPro [21].
Let us assume an FE model, where U and Ü are the matrices containing the
displacements and accelerations of the nodes in the FE model. The equation
of motion of this model, with no damping, in its finite difference form, which
is often used by FE solvers [22], is

M
Us+1 − 2Us +Us−1

∆t2
+KUs = F, (9)

where M, K, and F are the mass, stiffness, and applied force matrices respec-
tively. The superscript s denotes the sth time step, and ∆t is the duration
of said time step. Knowledge of the nodal displacements and accelerations
in the two previous time steps allows for calculating the displacement at the
next time step.

We used the 2D model in our previous work in [10] as a basis for constructing
the 3D model for this study. In the 2D model, a rough surface was inserted
at the bottom boundary of a rectangular FE domain, with monitor nodes on
both sides of it, and a source line, composed of multiple source nodes, further
to the left. Source nodes with pre-determined displacements, were used to
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excite waves in a model, and monitor nodes measure displacements that are
stored by the FE solver and can be used during post-processing. For the
initial 3D model with flat surfaces, prior to the insertion of the rough area,
we used an “extruded” version of the 2D model, i.e. the rough surface and
source lines were converted into rough and source areas respectively, while the
monitor nodes were converted into monitor lines. A planar schematic of this
configuration is shown in Figure 2. Similarly to our 2D work, the source nodes
were chosen to be outside the rough area, to ensure that a clean Rayleigh
wave would arrive at the rough area; although placing the source area within
the rough region would be more realistic, it would prevent the consistent
creation of a clean Rayleigh wave. It should also be emphasised that our goal
is not to perfectly mimic a real-world experiment, but instead to establish
the underlying principles of wave interaction with surface roughness. All of
these features were defined on the top surface of a rectangular block, while
all other surfaces and the volume of the domain were left unaffected.

Obtaining statistically and ergodically meaningful results requires averaging
the attenuation coefficient values over multiple simulations, with identical
statistical roughness parameter values but unique rough surface profiles. This
can create significant computational burden, especially for 3D simulations.
As a result, the dimensions of the FE domain were selected dynamically
based on the frequency (hence, wavelength) of the simulation and Λ, instead
of being fixed, to create a model with the minimum possible volume while
ensuring adequate spacing for the source, monitor, and rough and absorbing
layer regions. The dimensions of the FE domain are also included in the
schematic of Figure 2.

As shown in Figure 2, the dynamic model sizing was implemented by defining
the size of the domain to be a function of the wavelength and the correlation
length; a script would accept the frequency and correlation length as an input
and then calculate the suitable domain size, as per the dimensions shown
in Figure 2, which was subsequently used to generate a mesh of that size.
Namely, absorbing layers with a thickness equal to 3λR were defined around
the FE domain, to absorb any unwanted reflections [23, 24], where λR is the
Rayleigh wavelength. Additionally, the theory in [7] and [9] assumes a space
of infinite extent in both the x and y directions, and therefore, the addition
of absorbing layers around the model more closely models this scenario. A

10



Figure 2: (Colour online) Schematic of the planar view of the FE model,
showing the dimensions of the domain as well as the source and rough areas,
monitor lines and absorbing regions.

square source area, with side length equal to 4λR was defined at a distance
of one λR from the right edge of the left absorbing layer; the size of this gap
was measured from the left edge of the source square, and not its centre, as
demonstrated in Figure 2. Then the monitor line before the rough surface
was placed at a distance of 3λR from the right edge of the source area. The
length of the rough surface itself was set to be at least equal to 50Λ, as
advised by [1]. Another monitor line was placed just after the rough surface,
and then, after a gap of length equal to λR, a 3λR thick absorbing layer was
defined. For the width of the domain, a λR gap was defined above and below
the source area, followed again by 3λR thick absorbing layers. The thickness
of the domain (z direction), was set to be at least 3λR, so that the boundary
opposite the source area (i.e. the top boundary) would not interfere with the
Rayleigh wave.

By following this approach, where all dimensions of the domain were not ab-
solute but rather were determined by the particular frequency and correlation
length that were used each time, it was possible to create the minimum pos-
sible model size for each particular roughness/frequency case, reducing the
computational expense of our simulations. A typical, moderately sized model
was of the order of 5.5× 107 degrees of freedom, and required approximately
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6-8 min to solve using three Nvidia (Santa Clara, CA) RTX 2080 Ti cards,
with 11GB of memory each.

Steel was used for all simulations ( Young’s modulus, E = 200 GPa, density,
ρ = 7800 kg/m3 and Poisson’s ratio, ν = 0.29) with longitudinal wave speed
CL = 5797 m/s and shear wave speed CT = 3153 m/s. The Rayleigh wave
speed, calculated from the approximation in [19, 25] was found to be 2915
m/s. Here, it is worth noting that the material choice is not expected to
affect the asymptotic power relationships, as the theory suggests that they
are independent of it.

To create the rough surface, we utilised Pogo’s ability to take an undeformed,
cuboid mesh and warp it into the desired shape. To achieve this, the initial
model, a 2D warping map and some alignment information are used. Let
z(x,y) be the lowest (or highest), undeformed z value of the mesh at a given
(x, y) location, and z′(x,y) be the lowest (or highest) desired value, (in our

case rough surface value) at the same location. The warping factor at that
location, w(x,y) can be calculated by:

w(x,y) =
z′(x,y)
z(x,y)

. (10)

For w(x,y) > 1, the nodes are extruded away from the reference plane, whereas
for w(x,y) < 1, the nodes are compressed toward the reference plane, as shown
in Figure 3. It is worth noting that if w(x,y) = 1, there is no change in the
location of the nodes during the warping. When these values are calculated
for all (x, y) locations in the mesh, a 2D warping map, containing the re-
spective warping factor values is obtained. Then, the warping map is aligned
with the reference plane, i.e. the plane where all z(x,y) values were measured
from, and, according to the values of the map, the nodes of the model are
either compressed towards the volume of the material, or extended away from
it.

When this map contains values corresponding to a 2D projection of a 3D
rough surface, it creates a mesh that is locally rough, within the bounds
shown in Figure 2. An illustration of this process is shown in Figure 4.

In subfigure 4a the lowest z position of an undeformed mesh is plotted at each
(x, y) location; as the mesh is undeformed, and in the shape of a cuboid, all
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Figure 3: (Colour online) Schematic showing the z position of nodes at an
arbitraty (x, y) location, prior to warping (a), for w(x,y) > 1 (b) and w(x,y) < 1
(c).

points have the same z value. Subfigure 4b shows the matrix which contains
the values determining the desired final z position - those warping factor
values are given as a ratio between the final and the initial position as per
Equation (10). A value of this ratio greater than one indicates extrusion,
while a value smaller than one indicates compression.

Also, given that we required our model to only be rough within a pre-defined
area, as shown in Figure 2, we populated the warping factor matrix in subfig-
ure 4b with ones everywhere besides the desired rough region. Then, subfigure
4c shows the lowest z position of a deformed mesh at each (x, y) location,
where the deformation has occurred as instructed by the warping factor map
in subfigure 4b; the resulting z value at each point in subfigure 4c is simply
the result of multiplying the respective value in subfigure 4a with the respec-
tive warping factor in subfigure 4b. In the FE domain, the mesh in each
(x, y) location is warped by displacing the nodes from their initial position,
according to the value of the warping factor at each location, distorting the
mesh to achieve the desired z value at that location.

In terms of the excitation, it was desirable to excite a clean Rayleigh wave
signal on the bottom surface of the block, with distinguishable peaks for the
purposes of attenuation calculations, and with minimal excitation of other
modes, as those could interfere with the attenuation measurements. We
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(a)

(b)

(c)

Figure 4: (Colour online) Illustration of the process used to create the rough
surfaces by deforming a cuboid mesh with an initially flat boundary to the
desired shape. In (a) we are plotting the z values of the lowest-most points in
an undeformed, cuboid mesh, at each (x, y) location; as this is undeformed,
all points lie in the same plane. Subfigure (b) shows the warping factor
map, which when multiplied by the values in (a) warps them into the shape
shown in (c). All nodes not belonging to (a), are displaced accordingly, i.e.
each “column” of nodes located above a (x, y) location is either stretched or
compressed according to the warping factor in (b) to achieve the result in
(c).
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managed to achieve this in our prior work [10] and therefore, we used an
extension of this method here. In the method in [10], two time-harmonic
signals, with a 90◦ phase shift were assigned to each of the source nodes (i.e.
a sine and a cosine signal). The complex amplitude, ai, assigned to the ith
source node, located at the xi position is given by:

ai =
1

2

[
1− cos

(
2π

xi − xmin

xmax − xmin

)]
ejqxi, (11)

where, xmin is the position of the leftmost source node, xmax is the position of
the rightmost source node and j is the imaginary unit. In the 2D model, the
first signal was applied to each node with a weight of [ℑ(ai) -ℜ(ai)], while
the cosine signal was applied with a weighting of, [-ℜ(ai) -ℑ(ai)] where the
first and second entries in the previous vectors denote the x and y directions
respectively.

For extending this to the 3D model, we applied the same amplitude window
to each of the individual source lines that composed the source area; this is
analogous to “extruding” this window in the y direction, i.e.

a(i,j) =
1

2

[
1− cos

(
2π

xi − xmin

xmax − xmin

)]
ejqxi, (12)

where ai,j is the amplitude assigned to the ith node of the jth row of the
source line. The result was a clean Rayleigh wave, travelling in the positive
x direction, with minimal excitation of other modes. In this case, each of the
two signals was applied to each node with a weight of [ℑ(ai) -ℜ(ai) 0], while
the cosine signal was applied with a weighting of, [-ℜ(ai) -ℑ(ai) 0], in the x,
y and z directions respectively.

Monitor lines were defined to record the signal before and after the rough
surface. The signals received at the monitor lines, either before or after, were
summed across each line, and normalised by the number of nodes comprising
each line. Finally, the attenuation coefficient was calculated from:

α = − 1

xr
ln

(
A2

A1

)
, (13)
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where xr is the distance between the monitor lines, and A1 and A2 are the
amplitudes of the fast-Fourier transforms of the normalised signals before and
after the rough surface respectively.

4 Results and discussion

This section presents the power relationships between α and δ, Λ and f ,
obtained by processing the FE results, in all three scattering regimes. To
obtain statistically and ergodically stable results, it was necessary to perform
Monte Carlo simulations with multiple realisations of surfaces with the same
statistical parameter values but unique h(x, y) profiles, for each roughness
case. As a result, each of the data points presented in subsequent figures
in subsections 4.1, 4.2 and 4.3 is the ensemble average of 30 realisations.
Standard error (SE) bars are also plotted for each data point, where SE is
defined as:

SE =
σ√
N
, (14)

where σ is the standard deviation of N attenuation values, obtained from N

realisations.

This number of realisations was deemed sufficient for the purpose of our study,
in all scattering regimes, as a convergence study showed that the value of the
attenuation coefficient had converged prior to the 30 realisation limit. An ex-
ample of a convergence plot, illustrating the evolution of the ensemble average
attenuation coefficient, at three roughness scenarios (each corresponding to
one of the three scattering regimes) is shown in Figure 5.

As shown in Figure 5, the attenuation coefficient appears to have converged
within 30 realisations; this relatively fast convergence of ensemble averaging
is due to the fact that the length and width of the rough area was large
enough for fairly efficient spatial averaging even without significant ensemble
averaging. Therefore, this number was judged to be sufficient for the purposes
of our study.
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Figure 5: (Colour online) Variation of the attenuation coefficient, as the
number of realisations increases, for three roughness scenarios. The central
frequency of the simulation results presented here is 1 MHz. The blue, orange
and yellow lines correspond to results belonging to the Rayleigh, stochastic
and geometric regimes respectively.

4.1 Rayleigh regime

As discussed in Section 2, in the Rayleigh regime, we expect αR ∝ δ2Λ2f5.
For uniformity with our work in [10], we plot the FE results in their nor-
malised form where possible, i.e. we plot αn vs δn, and αn vs Λn, where
αn = αλR, δn = δ/λR, Λn = Λ/λR, and λR is calculated at the central fre-
quency of the simulation. This does not affect the power relationship between
α and either δ or Λ, as all simulations in the respective figure are completed
at the same frequency, and therefore, all values are normalised by the same
constant. For asymptotic analysis relating to f , we are plotting against ab-
solute values; this is because the frequency is not constant in this case, and
therefore the wavelength varies.

The results relating to the Rayleigh regime are shown in Figure 6, with the
results relating to δ, Λ and f shown in 6a, 6b and 6c respectively. For
investigating the δ2 relationship, Λ was fixed to 400 µm, f was set to 1
MHz (λR = 2.92 mm), and δ was varied from 100 µm to 250 µm. This
normalisation value (λR = 2.92 mm) was used in all subsequent analysis
where the frequency was kept constant, as all such simulations used a Hann-
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windowed signal with a central frequency of 1 MHz.The gradient of the best fit
line, on a log-log scale, in subfigure 6a is 2.09, which is close to the theoretical
value of 2. For the Λ2 relationship, δ was fixed to 100 µm, f was set again
to 1 MHz and Λ was varied from 100 µm to 350 µm. The gradient of the
best fit line from this set of simulations, as shown in subfigure 6b was found
to be 1.75 which is again close to the theoretical value. Finally, for the f5

relationship, the statistical parameters of the random rough surfaces were set
to δ = 100µm and Λ = 300µm, while f was varied from 0.7 MHz to 1.2 MHz.
(λR varying from 4.16 mm to 2.43 mm). As shown in subfigure 6c, a gradient
of 5.00 was retrieved from the best fit line.

It appears that the FE results match the theory closely, for all three power
relationships. In this regime, as discussed in Section 2, ω2 ∝ (ωΛ)4, which
when substituted in Equation (8) yields the δ2Λ2f5 proportionality; physi-
cally, in the low frequency limit of this regime, the wavelength becomes so
large compared with the features of the rough surface, that the rough surface
appears flat to the Rayleigh wave, and the attenuation coefficient tends to
zero.

Here it is important to add that a beamspread correction was applied to these
results. The theory in [7] assumes a plane wave for the derivations. We have
found that a square source with a side length of 4λR was sufficiently close to
a plane wave source, however, in the Rayleigh regime, where the attenuation
values are small, the small beamspread effect was no longer negligible. To
account for this, a model with no roughness was run for each frequency and
xr case, and the beamspread was converted into an equivalent attenuation
coefficient, which was then subtracted from the value obtained from each
rough model, to give the true α value. There is no roughness-induced attenu-
ation in a flat model, therefore, any loss in Rayleigh wave amplitude is solely
due to beamspread. The principle of similitude, as discussed in this context
in [10], implies that the rough case must suffer the same loss in amplitude
due to beamspread, in addition to the attenuation caused by the roughness.
For the frequencies presented here (0.7 MHz to 1.2 MHz), the beamspread
correction values were in the range from 0.91 m−1 to 2.96 m−1.
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(a)

(b)

(c)

Figure 6: (Colour online) FE results, relating to the Rayleigh regime. The
figure shows the FE results, plotted as ×, and the line of best fit through
them. The gradient of the best fit line, m, is also shown. Values of the atten-
uation coefficient, either absolute or normalised, are plotted on the vertical
axis, while the variable whose power relationship is investigated (δn, Λn and
f in (a), (b) and (c) respectively) is plotted on the horizontal axis.
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4.2 Stochastic regime

In the stochastic regime, the theory predicts that αS ∝ δ2Λ−1f2. The FE
results relating to the stochastic regime are shown in Figure 7, with the results
relating to δ, Λ and f shown in subfigures 7a, 7b and 7c respectively. For
the investigation of the δ2 relationship, Λ was fixed to 800 µm, f was set to
1 MHz and δ was varied from 100 µm to 400µm. For the Λ−1 relationship,
δ was fixed to 200 µm, f was set to 1 MHz and Λ was varied from 800 µm
to 1600 µm. Finally, for the f2 relationship, δ and Λ were fixed to 200 µm
and 800 µm respectively, while f was varied from 0.8 MHz to 1.8 MHz (λR
varying from 3.64 mm to 1.62 mm).

The gradients of the best fit lines were found to be 1.86, -1.06 and 2.15 for
δ, Λ and f respectively, all of which agree well with the values proposed by
the theory. This shows that our model was able to retrieve all the power
relationships in the stochastic regime too.

4.3 Geometric regime

In the geometric regime, the theory predicts that αG ∝ Λ−1, with the atten-
uation coefficient being independent of δ and f . The results relating to the
geometric regime are shown in Figure 8. For the inviestigation of this power
relationship, δ and f were fixed at 600 µm and 1 MHz respectively, and Λ
was varied from 2000 µm to 3000 µm.

As shown in subfigure 8b, the inverse proportionality between the attenuation
coefficient and the correlation length is demonstrated well by our FE results,
as the gradient of the best fit line is -0.93. This shows that our model is
able to encapsulate the physical phenomena of the geometric scattering well;
in the geometric regime, the wavelength has become so short that the only
important metric in the scattering is the number of peaks/troughs, and not
their size, as the wave can traverse their height without getting scattered from
them. A long correlation length implies fewer obstacles, and therefore, the
attenuation coefficient reduces with an increase in correlation length. This
is also reflected in the power relationships relating to δ (subfigure 8a) and f
(subfigure 8c), which have both significantly diminished, from their value of
2 in the stochastic region, to values closer to zero.
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(a)

(b)

(c)

Figure 7: (Colour online) FE results, relating to the stochastic regime. The
figure shows the FE results, plotted as ×, and the line of best fit through
them. The gradient of the best fit line, m, is also shown. Values of the atten-
uation coefficient, either absolute or normalised, are plotted on the vertical
axis, while the variable whose power relationship is investigated (δn, Λn and
f in (a), (b) and (c) respectively) is plotted on the horizontal axis.
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(a)

(b)

(c)

Figure 8: (Colour online) FE results, relating to the geometric regime. The
figure shows the FE results, plotted as ×, and the line of best fit through
them. The gradient of the best fit line, m, is also shown. Values of the atten-
uation coefficient, either absolute or normalised, are plotted on the vertical
axis, while the variable whose power relationship is investigated (δn, Λn and
f in (a), (b) and (c) respectively) is plotted on the horizontal axis.
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4.4 Summary of results

A summary of our results, compared with the theoretical asymptotic power
relationships is shown in Table 2.

Table 2: Comparison between expected (theoretical) and FE asymptotic
power relationships, between the attenuation coefficient and the RMS height,
correlation length and frequency.

Regime Rayleigh Stochastic Geometric

Limits qδ < qΛ < 1 qδ < 1 < qΛ 1< qδ ≪ qΛ

α(δ,Λ, f) (Theory) δ2Λ2f5 δ2Λ−1f2 Λ−1

α(δ,Λ, f) (FE) δ2.09Λ1.75f5.00 δ1.86Λ−1.06f2.26 Λ−0.93

As shown in Table 2, in the Rayleigh regime, the powers of δ,Λ and f were
4.5%, -12.5% and 0.0 % away from the theoretical value respectively. For
the stochastic regime, the same differences for the same variables were equal
to 7.0%, 6.0%, and 13.0%, while for the power of Λ in the geometric regime
the difference was found to be 7.0%. Overall, we were able to achieve good
agreement between our FE results and the theoretical asymptotic power re-
lationships, in all scattering regimes. Also, we were able to show that the
power relationships hold true and preserve their theoretical value even in
cases where the statistical parameters fall outside the region of validity of the
theory, i.e. for cases when δ/Λ > 0.3 [7].

5 Conclusion

In this work, we have completed a study of the asymptotic behaviour of the
attenuation coefficient of a Rayleigh wave with respect to the RMS height and
correlation length of a statistically rough surface, and the wave’s frequency.
Results were obtained in all three scattering regimes (Rayleigh, stochastic
and geometric), using high-fidelity FE modelling. By utilising the findings in
our previous work in [10], we were now able to complete this investigation in
3D space.
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We found good agreement between our results and the values proposed by the
theory in all scattering regimes. As FE modelling makes no further assump-
tions apart from the discretisation of the domain into finite areas/volumes,
and the approximation of derivatives as quotients, it provides robust fur-
ther insight to the theory, that has been derived under different assumptions.
Additionally, we were able to provide further confidence to the Λ−1 relation-
ship between the attenuation coefficient and the correlation length, which
was an unknown variable in our previous work. Our results also extended
to roughness scenarios which lie outside the regions of validity of the small
perturbation theory, showing that the power relationships hold true even in
those.

By utilising FE modelling we were able to obtain these results under a uni-
fied approach, as we used the same FE modelling techniques regardless of
the scattering regime. This contrasts with previous theoretical work, which
requires different mathematical tools and approaches, tailored to the scatter-
ing regime being investigated. Also, FE modelling removes the necessity of
a priori knowledge of the ω2 function proposed in [7], which is complicated
to calculate, unique to each roughness/material case and potentially imprac-
tical to use in a realistic environment. Additionally, 3D modelling removes
the need for using analogies between 2D and 3D theory, and allows for di-
rect investigation of real-world scenarios. Finally, this agreement between FE
modelling and the existing theory lays the foundation for potentially using
solely FE results for attenuation coefficient predictions for roughness cases
where the theory is limited and experimental measurement is difficult.

In terms of NDE applications, if the statistical parameters characterising a
surface are known, FE modelling can be used to predict the corresponding
attenuation coefficient, and hence apply corrections to experimental mea-
surements; such a capability has been demonstrated here, as it is possible to
replace the random rough surfaces used in our study with rough surfaces ob-
tained experimentally. This can be useful for cases where attenuation is used
as an NDE metric. For instance it is possible to use attenuation for fatigue
state characterisation [3, 26, 27], however, the presence of roughness would
result in higher attenuation values than what can solely be attributed to fa-
tigue, and thus erroneous fatigue life predictions. Additionally, an “inverted”
approach could be used where an experimentally measured attenuation coeffi-
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cient is resolved into the corresponding severity of surface roughness. Such an
assessment is important for parts made with additive manufacturing, as their
layer-by-layer creation results in inherent surface roughness [28–31], which
affects their performance [32–34]. Results for both examples are attainable
with the existing theory, however, the FE method presented here removes the
low-roughness restriction imposed by it, and allows for the prediction of the
attenuation coefficient in a unified approach, regardless of the magnitude of
the scattering regime and the statistical parameters characterising the rough
surface. Finally, numerical modelling can quite readily handle cases where the
roughness exists on curved components (e.g. shot-peened cylindrical shafts),
for which currently there are no theoretical models predicting the attenuation
coefficient.
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