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Abstract10

We investigate the randomized and quantum communication complexities of the well-studied Equality11

function with small error probability ε, getting the optimal constant factors in the leading terms in12

various different models.13

The following are our results in the randomized model:14

We give a general technique to convert public-coin protocols to private-coin protocols by incurring15

a small multiplicative error at a small additive cost. This is an improvement over Newman’s16

theorem [Inf. Proc. Let.’91] in the dependence on the error parameter.17

As a consequence we obtain a (log(n/ε2) + 4)-cost private-coin communication protocol that18

computes the n-bit Equality function, to error ε. This improves upon the log(n/ε3) + O(1) upper19

bound implied by Newman’s theorem, and matches the best known lower bound, which follows20

from Alon [Comb. Prob. Comput.’09], up to an additive log log(1/ε) + O(1).21

The following are our results in various quantum models:22

We exhibit a one-way protocol with log(n/ε) + 4 qubits of communication for the n-bit Equality23

function, to error ε, that uses only pure states. This bound was implicitly already shown by24

Nayak [PhD thesis’99].25

We give a near-matching lower bound: any ε-error one-way protocol for n-bit Equality that uses26

only pure states communicates at least log(n/ε) − log log(1/ε) − O(1) qubits.27

We exhibit a one-way protocol with log(
√

n/ε) + 3 qubits of communication that uses mixed28

states. This is tight up to additive log log(1/ε) + O(1), which follows from Alon’s result.29

We exhibit a one-way entanglement-assisted protocol achieving error probability ε with ⌈log(1/ε)⌉+30

1 classical bits of communication and ⌈log(
√

n/ε)⌉ + 4 shared EPR-pairs between Alice and Bob.31

This matches the communication cost of the classical public coin protocol achieving the same32

error probability while improving upon the amount of prior entanglement that is needed for this33

protocol, which is ⌈log(n/ε)⌉ + O(1) shared EPR-pairs.34

Our upper bounds also yield upper bounds on the approximate rank, approximate nonnegative-rank,35

and approximate psd-rank of the Identity matrix. As a consequence we also obtain improved upper36

bounds on these measures for a function that was recently used to refute the randomized and37

quantum versions of the log-rank conjecture (Chattopadhyay, Mande and Sherif [J. ACM’20], Sinha38

and de Wolf [FOCS’19], Anshu, Boddu and Touchette [FOCS’19]).39

2012 ACM Subject Classification Theory of computation → Communication complexity; Theory of40

computation → Quantum complexity theory41

Keywords and phrases Communication complexity, quantum communication complexity42

Digital Object Identifier 10.4230/LIPIcs.CVIT.2016.2343

1 Work done while the author was a postdoc at CWI, Amsterdam, and supported by the Dutch Research
Council (NWO) through QuantERA ERA-NET Cofund project QuantAlgo (project number 680-91-034).

© Olivier Lalonde, Nikhil S. Mande and Ronald de Wolf;
licensed under Creative Commons License CC-BY 4.0

42nd Conference on Very Important Topics (CVIT 2016).
Editors: John Q. Open and Joan R. Access; Article No. 23; pp. 23:1–23:18

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:olivier.lalonde.1@umontreal.ca
mailto:mande@liverpool.ac.uk
https://orcid.org/0000-0002-9520-7340
mailto:rdewolf@cwi.nl
https://doi.org/10.4230/LIPIcs.CVIT.2016.23
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


23:2 Randomized and quantum communication complexities of Equality

Funding Olivier Lalonde: Supported by the Natural Sciences and Engineering Research Council of44

Canada (NSERC)45

Ronald de Wolf : Partially supported by the Dutch Research Council (NWO/OCW), as part of the46

Quantum Software Consortium programme (project number 024.003.037), and through QuantERA47

ERA-NET Cofund project QuantAlgo (680-91-034)48

Acknowledgements We thank Troy Lee, Ignacio Villanueva, and Zhaohui Wei for early discussions49

related to the result of Section 4.3. We thank Swagato Sanyal for discussions at an early stage of50

this work, from which the question of pinning down the exact communication complexity of Equality51

for small error arose.52

1 Introduction53

Yao [23] introduced the classical model of communication complexity, and also subsequently54

introduced its quantum analogue [24]. Communication complexity has important applications55

in several disciplines, such as lower bounds on circuits, data structures, streaming algorithms,56

and many other areas (see, for example, [11, 19] and the references therein). The basic model57

of communication complexity involves two parties, usually called Alice and Bob, who wish to58

jointly compute F (x, y) for a known function F : {0, 1}n ×{0, 1}n → {0, 1}, where Alice holds59

x ∈ {0, 1}n and Bob holds y ∈ {0, 1}n. The parties use a communication protocol agreed60

upon in advance to compute F (x, y). They are individually computationally unbounded and61

the cost is the amount of communication between the parties on the worst-case input.62

Consider the n-bit Equality function, denoted EQn : {0, 1}n × {0, 1}n → {0, 1} (or simply63

EQ when n is clear from context), and defined as EQn(x, y) = 1 iff x = y. This is arguably64

the simplest and most basic problem in communication complexity. It is well known that65

its deterministic communication complexity equals n, which is maximal. However, Yao [23]66

already showed that if we allow some small constant error probability, then the communication67

complexity becomes much smaller. In this paper we pin down the small-error communication68

complexity of Equality in various communication models. Our bounds are essentially optimal69

both in terms of n and in terms of the error. While our optimal upper bounds only give70

small improvements over known bounds, Equality is such a fundamental communication71

problem that we feel it is worthwhile to pin down its complexity as precisely as possible and72

to find protocols that are as efficient as possible.73

1.1 Prior work74

Given a function F : {0, 1}n × {0, 1}n → {0, 1}, define the 2n × 2n communication matrix75

of F , denoted MF , by MF (x, y) = F (x, y). Define the ε-approximate rank of a matrix M ,76

denoted rkε(M), to be the minimum number of rank-1 matrices needed such that their sum77

is ε-close to M entrywise (equivalently, rkε(M) is the minimum rank among all matrices78

that are ε-close to M entrywise). If the rank-1 matrices are additionally constrained to be79

entrywise nonnegative, then the resulting measure is called the ε-approximate nonnegative-80

rank of M , denoted rk+
ε (M). By definition, rk+

ε (MF ) ≥ rkε(MF ). Denote ε-error randomized81

communication complexity by Rpri
ε (·) when the players have access to private randomness,82

and Rpub
ε (F ) when the players have access to public randomness (i.e., shared coin flips). Let83

Qpri
ε (·) denote ε-error quantum communication complexity, assuming private randomness. In84

all quantum communication models under consideration in this paper, except for the last85

one, Alice and Bob do not have access to pre-shared entanglement.86

Krause [9] showed the following lower bound on the randomized communication complexity87
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of a Boolean function in terms of the approximate nonnegative-rank of its communication88

matrix.89

▶ Theorem 1 ([9]). Let F : {0, 1}n × {0, 1}n → {0, 1} be a Boolean function and ε > 0.90

Then,91

Rpri
ε (F ) ≥ log rk+

ε (MF ).92

Analogous to this, the following lower bound is known on the quantum communication93

complexity of a Boolean function, due to Nielsen [18] and Buhrman and de Wolf [5].94

▶ Theorem 2 ([18, 5]). Let F : {0, 1}n × {0, 1}n → {0, 1} be a Boolean function and let95

ε > 0. Then,96

Qpri
ε (F ) ≥ 1

2 log rkε(MF ).97

A similar proof as that of [5] can be used to show that the quantum communication98

complexity of a Boolean function is bounded below by the logarithm of its approximate99

psd-rank, which we define below. Let M be a matrix with nonnegative real entries. A100

rank-d psd-factorization of M consists of a set of d × d complex2 psd matrices Ai (one101

for each row of M) and Bj (one for each column of M), such that for all i, j we have102

Mij = tr(AiBj). The psd-rank of M , denoted rkpsd(M), is the minimal d for which M has103

such a psd factorization. This notion has gained a lot of interest in areas such as semidefinite104

optimization, communication complexity, and others. See Fawzi et al. [7] for an excellent105

survey. The ε-approximate psd-rank of M , which we denote by rkpsd
ε (M), is the minimum106

psd-rank among all matrices that are ε-close to M entrywise.107

▶ Theorem 3. Let F : {0, 1}n × {0, 1}n → {0, 1} be a Boolean function and let ε > 0. Then,108

Qpri
ε (F ) ≥ log rkpsd

ε (MF ) + 1.109

For completeness, we prove this in Appendix A. It is easy to show that rkpsd
ε (MF ) ≤ rk+

ε (MF ).110

Alon [1] showed the following bounds on the approximate rank of the Identity matrix.111

▶ Theorem 4 ([1]). There exists a positive constant c such that the following holds for all112

integers n > 0 and 1/2n/2 ≤ ε ≤ 1/4. Let I denote the 2n × 2n Identity matrix. Then,113

rkε(I) ≥ cn

ε2 log
( 1

ε

) .114

Note that the 2n × 2n Identity matrix is the communication matrix of the n-bit Equality115

function. Theorems 1 and 4 thus imply that for 1/2n/2 ≤ ε ≤ 1/4,116

Rpri
ε (EQn) ≥ log

( n
ε2

)
− log log

(
1
ε

)
−O(1). (1)117

Newman [16] proved the following theorem that shows that public-coin protocols can be118

converted to private-coin protocols with an additive error, with a small additive cost in the119

communication. For the following form, see for example, [11, Claim 3.14].120

2 Often this definition is restricted to real matrices. This can change the psd-rank by a constant factor,
but no more than that [12, Section 3.3].

CVIT 2016
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▶ Theorem 5 (cf. [11, Claim 3.14]). Let F : {0, 1}n × {0, 1}n be a Boolean function. For121

every δ > 0 and every ε > 0,122

Rpri
ε+δ(F ) ≤ Rpub

ε (F ) + log
( n
δ2

)
+O(1).123

Relabeling variables, Theorem 5 is equivalent to124

Rpri
ε(1+δ)(F ) ≤ Rpub

ε (F ) + log
( n

ε2δ2

)
+O(1).125

1.2 Our results126

In this section we list our results, first those for randomized communication complexity, and127

then those for quantum communication complexity.128

1.2.1 Randomized communication complexity129

We give an improved version of Newman’s theorem (Theorem 5), which allows us to convert130

a public-coin protocol to a private-coin one with an optimal dependence on the error. Our131

proof follows along similar lines as that of Newman’s. Our key deviation is that we use a132

multiplicative form of the Chernoff bound, where previously an additive version was used.133

▶ Theorem 6. Let F : {0, 1}n × {0, 1}n → {0, 1} be a Boolean function. For all ε ∈ [0, 1/2)134

and all δ ∈ (0, 1],135

Rpri
ε(1+δ)(F ) ≤ Rpub

ε (F ) + log
(n
ε

)
+ log

(
6
δ2

)
.136

To compare Theorem 5 and Theorem 6, consider the (1/n)-error private-coin randomized137

communication complexity of EQn. The ε-error public-coin communication complexity of138

EQn is at most log(1/ε) (and this can be shown to be tight up to an additive constant).139

Thus, Theorem 5 can at best give an upper bound of140

Rpri
1/n(EQn) ≤ logn+ log(n3) +O(1) = 4 logn+O(1).141

Equation (1) implies a non-matching lower bound Rpri
1/n(EQn) ≥ 3 logn− log logn−O(1). On142

the other hand, Theorem 6 implies a tight upper bound (up to the additive log logn+O(1)143

term) of 3 logn+O(1) on the (1/n)-error private-coin communication complexity of EQn, by144

converting the log(1/ε)-cost public-coin protocol for EQn to a private-coin protocol.145

▶ Theorem 7. For all positive integers n > 0 and for all ε ∈ [0, 1/2),146

Rpri
ε (EQ) ≤ log

( n
ε2

)
+ 4.147

This shows that Alon’s theorem (Theorem 4) is tight up to the O(log(1/ε)) factor, not only148

for approximate rank, but also for communication complexity. Theorem 7 and Theorem 1 also149

imply that the approximate-rank lower bound in Theorem 4 is nearly tight even restricting150

to nonnegative approximations to the Identity matrix.151

▶ Corollary 8. Let n > 0 be an integer, and let I denote the 2n × 2n Identity matrix. Then152

for all ε ∈ [0, 1/2),153

rk+
ε (I) ≤ 16n

ε2 .154
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To compare the performance of Theorem 5 with that of Theorem 6 in a more general155

setting, we consider the natural problem of converting a public-coin protocol to a private-coin156

protocol while allowing the error to double. Setting δ = ε in Theorem 5 and relabeling157

parameters, we obtain158

Rpri
ε (F ) ≤ Rpub

ε/2(F ) + log
( n
ε2

)
+O(1).159

However, Theorem 6 yields the following improved dependence on ε by setting δ = 1 and160

relabeling parameters.161

Rpri
ε (F ) ≤ Rpub

ε/2(F ) + log
(n
ε

)
+ 4.162

1.2.2 Quantum communication complexity163

Prior to this work, the best known lower bound on the ε-error quantum communication164

complexity of Equality was Ω(log(n/ε)) [5, Proposition 3], with a constant hidden in the Ω(·)165

that is less than 1/2. Theorem 2 and Theorem 4 imply that166

Qpri
ε (EQn) ≥ log

(√
n

ε

)
− log log

(
1
ε

)
−O(1). (2)167

In terms of upper bounds, we exhibit a one-way quantum communication upper bound with168

an optimal dependence on ε, that uses only pure-state messages (and hence does not use169

even private randomness). In particular, by choosing ε to be an arbitrary small polynomial170

in the input size, this implies that the factor of 1/2 in Theorem 2 cannot be improved when171

F = EQn. Let Qpure,→
ε (F ) be the ε-error quantum communication complexity of F , where172

the protocols are one-way and Alice is only allowed to send a pure state to Bob. We show173

the following.174

▶ Theorem 9. For all positive integers n > 0 and for all ε ∈ [0, 1/2),175

Qpure,→
ε (EQn) ≤ log

(n
ε

)
+ 4.176

The proof uses the probabilistic method to analyze random linear codes. Nayak [15]177

already used the same upper bound technique to show an upper bound on the bounded-error178

one-way quantum communication complexity of EQn. They did not explicitly derive this179

error-dependence, but it follows immediately from their construction by plugging in codes180

with length O(n/ε) and relative distance 1/2 −
√
ε in [15, pp.16–17]. We also show that this181

is nearly tight:182

▶ Theorem 10. There exists an absolute constant c such that the following holds. For all183

positive integers n > 0 and for all ε ∈ [1/2n, 1/4],184

Qpure,→
ε (EQn) ≥ log

(n
ε

)
− log log

(
1
ε

)
− c.185

While the pure-state protocol of Theorem 9 has optimal dependence on ε (up to the186

additive log log(1/ε) term), it does not match the n-dependence of the lower bound of187

Equation (2); in fact, one-way pure-state protocols cannot match this (Theorem 10). However,188

if we allow one-way mixed-state messages, then we can give a better upper bound and close189

the gap:190

CVIT 2016
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▶ Theorem 11. For all positive integers n > 0 and for all ε ∈ [0, 1/2),191

Qpri
ε (EQn) ≤ log

(√
n

ε

)
+ 3.192

An upper bound of log
√
n + O(1) was already proved by Winter [21] for the case of193

constant ε, and here we obtain the correct dependence also for subconstant ε. Our proof is194

again probabilistic, using known concentration properties of overlaps of random projectors to195

allow us to show the existence of appropriate mixed-state messages for Alice and appropriate196

measurements for Bob. Theorems 3 and 11 also imply upper bounds on the ε-approximate197

psd-rank of the Identity matrix.198

▶ Corollary 12. Let n > 0 be an integer, and let I denote the 2n × 2n Identity matrix. Then199

for all ε ∈ [0, 1/2),200

rkpsd
ε (I) ≤ 4

√
n

ε
.201

As noted by Lee, Wei and de Wolf [12, Theorem 17], Alon’s approximate rank lower202

bound (Theorem 4) almost immediately gives a lower bound of rkpsd
ε (I) = Ω

( √
n

ε
√

log(1/ε)

)
.203

This shows that our upper bound in Corollary 12 is tight up to a multiplicative O(
√

log(1/ε))204

factor.205

We may also consider the amount of entanglement needed to compute EQn in the206

entanglement-assisted setting, where Alice and Bob send classical bits but share an arbitrary207

input-independent state |ψ⟩ at the start of the protocol, for instance many EPR-pairs.208

Since entanglement may be used to generate shared randomness by measuring, the classical209

public-coin protocol yields an entanglement-assisted protocol using ⌈log 1/ε⌉ + 1 bits of210

communication and ⌈logn/ε⌉+O(1) shared EPR-pairs. We improve on the amount of shared211

entanglement that’s needed by showing:212

▶ Theorem 13. For all positive integers n > 0 and for all ε ∈ (0, 1/2), there exists a one-way213

protocol for EQn with error probability at most ε using ⌈log 1/ε⌉ + 1 bits of communication214

and ⌈log
√
n/ε⌉ + 4 shared EPR-pairs.215

We do not know if the amount of communication used by our protocol to achieve error216

probability ε is essentially optimal.217

2 Preliminaries218

All logarithms in this paper are taken to base 2. We use exp(x) to denote ex, where e219

denotes Euler’s number. For strings x, y ∈ {0, 1}n, define their Hamming distance by220

d(x, y) := | {i ∈ [n] : xi ̸= yi} |. For an event X, let I(X) ∈ {0, 1} denote the indicator of X,221

which is 1 iff X occurs.222

▶ Definition 14 (Linear code). For integers N ≥ n, a linear code is a linear function223

C : {0, 1}n → {0, 1}N .224

One may view a linear code as an N × n matrix M over F2; an input x ∈ {0, 1}n is mapped225

to N -bit codeword Mx (where the matrix product is taken over F2). Choosing a random226

linear code corresponds to choosing an M with uniformly random binary entries.227

We use the following well-known multiplicative form of the Chernoff bound [14, The-228

orem 4.4].229



O. Lalonde, N.S. Mande and R. de Wolf 23:7

▶ Lemma 15. Let Z1, . . . , Zn be independent random variables taking values in {0, 1}. Let230

Z =
∑n

i=1 Zi, and let µ = E[Z]. Then for all δ ∈ [0, 1],231

Pr[Z ≥ (1 + δ)µ] ≤ exp(−δ2µ/3),232

Pr[Z ≤ (1 − δ)µ] ≤ exp(−δ2µ/2).233

We refer the reader to [11, 19] for the basics of classical communication complexity, and234

to [22] for an introduction to quantum communication complexity.235

3 An improved form of Newman’s theorem236

Proof of Theorem 6. Let Π be a public-coin protocol that computes F with error ε. Assume237

without loss of generality that all the random coins are tossed at the beginning of the protocol.238

That is, for every x, y ∈ {0, 1}n,239

Pr
r

[Π(x, y, r) ̸= F (x, y)] ≤ ε. (3)240

Set241

B = 6n
δ2ε

(4)242

and independently choose random strings r1, . . . , rB according to the same distribution as243

used by Π. For two strings x, y ∈ {0, 1}n and an index j ∈ [B], let Ij,x,y denote the indicator244

event of rj being a “bad random string” for x, y:245

Ij,x,y :=
{

1 Π(x, y, rj) ̸= f(x, y)
0 otherwise.

(5)246

Fix two arbitrary strings x, y ∈ {0, 1}n. Equation (3) implies Prr1,...,rB ,j∈[B][Ij,x,y = 1] ≤ ε.247

By linearity of expectation and our choice of B in Equation (4),248

Er1,...,rB

 ∑
j∈[B]

Ij,x,y

 ≤ Bε = 6n
δ2 .249

We now give an upper bound on Prr1,...,rB

[∑
j∈[B] Ij,x,y ≥ Bε(1 + δ)

]
. Assume without loss250

of generality that Prr1,...,rB ,j∈[B][Ij,x,y = 1] = ε, and hence Er1,...,rB

[∑
j∈[B] Ij,x,y

]
= Bε251

(since the desired probability could only be smaller otherwise). By a Chernoff bound252

(Lemma 15),253

Pr
r1,...,rB

 ∑
j∈[B]

Ij,x,y ≥ Bε(1 + δ)

 ≤ exp
(

−δ2 · 6n
3δ2

)
= exp(−2n) < 2−2n.254

By a union bound over all x, y ∈ {0, 1}n,255

Pr
r1,...,rB

 ∑
j∈[B]

Ij,x,y ≥ Bε(1 + δ) for some x, y ∈ {0, 1}n

 ≤
∑

x,y∈{0,1}n

Pr
r1,...,rB

 ∑
j∈[B]

Ij,x,y ≥ Bε(1 + δ)

256

< 22n · 2−2n = 1.257

CVIT 2016
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Protocol 1 A private-coin protocol for F

1. Alice samples j ∈ [B] uniformly at random, and sends it to Bob.
2. Alice and Bob perform the public-coin protocol Π assuming rj was the public random

string.

Hence there exists a choice of r1, . . . , rB such that the following holds for all x, y ∈ {0, 1}n:258 ∑
j∈[B]

Ij,x,y < Bε(1 + δ). (6)259

Fixing this choice of r1, . . . , rB , Protocol 1 gives a private-coin protocol for F .260

To show the correctness of this protocol, our choice of B (Equation (4)) and Equations (5)261

and (6) imply that for all x, y ∈ {0, 1}n,262

Pr
j∈[B]

[Π(x, y, rj) ̸= f(x, y)] < Bε(1 + δ)
B

= ε(1 + δ).263

Hence the protocol has error probability less than ε(1 + δ). The cost of the first step of the264

protocol is logB, and the cost of the second step is at most Rpub
ε (F ). Thus, we have,265

Rpri
ε(1+δ)(F ) ≤ Rpub

ε (F ) + logB = Rpub
ε (F ) + log 6n

δ2ε
= Rpub

ε (F ) + log n
ε

+ log 6
δ2 .266

Note that if Π was a one-way protocol, then Protocol 1 is a one-way private-coin protocol. ◀267

4 Communication complexity upper bounds268

In this section we show randomized and quantum communication upper bounds for Equality.269

4.1 Randomized upper bound270

As an application of Theorem 6, we recover an optimal small-error private-coin communication271

complexity upper bound for EQn from a naive public-coin protocol of cost log(2/ε) and error272

ε/2:273

Rpri
ε (EQn) ≤ log

(
2
ε

)
+ log

(n
ε

)
+ 3 = log

( n
ε2

)
+ 4. (7)274

This proves Theorem 7. In contrast, Newman’s theorem (Theorem 5) would only give an275

upper bound of276

Rpri
ε (EQn) ≤ log

(
2
ε

)
+ log

( n
ε2

)
+O(1) = log

( n
ε3

)
+O(1).277

In particular, for ε = 1/n we improve the upper bound from 4 logn+O(1) to 3 logn+O(1),278

which turns out to be essentially optimal.279

4.2 Quantum upper bound with only pure states280

We require the following property of random linear codes.281
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▷ Claim 16. Let n be a positive integer and let δ > 0. Let x ̸= y ∈ {0, 1}n be two arbitrary282

but fixed strings. Let N = 4n/δ2. Let C : {0, 1}n → {0, 1}N be a random linear code. Then283

Pr
C

[
d(C(x), C(y))

N
/∈

[
1
2 − δ,

1
2 + δ

]]
< 2−2n.284

Proof of Claim 16. For each i ∈ [N ], the random variable Zi := I[C(x)i = C(y)i] equals 1285

with probability 1/2 and 0 with probability 1/2. Further, Zi and Zj are independent for all286

i ̸= j ∈ [N ]. Define Z =
∑N

i=1 Zi = d(C(x), C(y)). We have E[Z] = N/2. By a Chernoff287

bound (Lemma 15),288

Pr
C

[∣∣∣∣d(C(x), C(y))
N

− 1
2

∣∣∣∣ ≥ δ

]
= Pr

C

[∣∣∣∣Z − N

2

∣∣∣∣ ≥ 2δ · N2

]
≤ 2 exp

(
−4δ2N/6

)
< 2−2n,289

where the last inequality holds by our choice of N . ◀290

By a union bound over all x, y ∈ {0, 1}n, Claim 16 implies the following corollary.291

▶ Corollary 17. Let n be a positive integer, let δ > 0 and let N = 4n/δ2. Then there exists292

a linear code C : {0, 1}n → {0, 1}N such that for all x ̸= y ∈ {0, 1}n,293

d(C(x), C(y))
N

∈
[

1
2 − δ,

1
2 + δ

]
.294

We now prove Theorem 9.295

Proof of Theorem 9. Set δ =
√
ε/2. Let N = 4n/δ2 = 16n/ε and let C : {0, 1}n →296

{0, 1}16n/ε be the code obtained from Corollary 17. The following is a protocol for EQn.297

1. Alice, on input x ∈ {0, 1}n prepares state |ϕx⟩ := 1√
N

∑
i∈[N ](−1)C(x)i |i⟩, and sends Bob298

|ϕx⟩.299

2. Define |ϕy⟩ := 1√
N

∑
i∈[N ](−1)C(y)i |i⟩. Bob measures with respect to the projectors300

|ϕy⟩⟨ϕy| and I − |ϕy⟩⟨ϕy|, and outputs 1 on observing the first measurement outcome,301

and 0 otherwise.302

This protocol succeeds with probability 1 when x = y. The only error arises when x ̸= y and303

Bob observes the first measurement outcome. Thus, the error probability of this protocol304

equals305

max
x̸=y∈{0,1}n

|⟨ϕx|ϕy⟩|2 = max
x ̸=y∈{0,1}n

 1
N

∑
i∈[N ]

(−1)C(x)i+C(y)i

2

306

= max
x ̸=y∈{0,1}n

(
1 − 2d(C(x), C(y))

N

)2
307

≤ 4δ2 = ε,308

where the last inequality follows from Corollary 17 and the last equality follows from our choice309

of δ. The number of qubits sent from Alice to Bob is logN = log(16n/ε) = log(n/ε) + 4. ◀310

We show in Section 5 that the protocol in the previous proof is nearly optimal if one restricts311

to one-way communication with only pure states.312
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4.3 Quantum upper bound with mixed states313

In the last section we gave a log(n/ε) +O(1) quantum upper bound on the ε-error commu-314

nication complexity of EQn, where Alice was only allowed to send a pure state to Bob. In315

this section we show that allowing Alice to send a mixed state to Bob gives a communication316

upper bound that is better by a factor of 2 (which is in fact optimal). An upper bound of317

log
√
n + O(1) was already proved by Winter [21] for the case of constant ε, but here we318

obtain the correct dependence also for subconstant ε. Our protocol is based on concentration319

properties of overlaps of random projectors.320

Consider two rank-r projectors P and Q acting on Cd. The largest possible inner
product tr(PQ) between them is r, which occurs iff P = Q. However, when one or both of
the projectors are Haar-random, then we expect their inner product to be much smaller,
namely only r2/d. This is because if we take the spectral decompositions P =

∑r
i=1 |ui⟩⟨ui|

and Q =
∑r

j=1 |vj⟩⟨vj |, then

tr(PQ) =
r∑

i,j=1
|⟨ui, vj⟩|2,

and the expected squared inner product between a random d-dimensional unit vector ui and321

any fixed unit vector vj , is 1/d. Hayden, Leung and Winter [8, Lemma III.5] showed that322

this inner product is very tightly concentrated around its expectation.323

▷ Claim 18 ([8, Lemma III.5]). Let P and Q be rank-r projectors on Cd, where P is random3
324

and Q is fixed. Let δ ∈ [0, 1]. Then325

Pr
[
tr(PQ) ≥ (1 + δ)r2

d

]
≤ exp

(
−r2δ2

5

)
< 2−r2δ2/5.326

The following corollary then follows by setting parameters suitably.327

▶ Corollary 19. For every integer n > 0 and all ε ∈ [0, 1/2), there exists a set {Px : x ∈ {0, 1}n}328

of 2n rank-r projectors on Cd, with r =
√

10n and d = 2r/ε, such that tr(PxPy) < εr for all329

x ̸= y ∈ {0, 1}n.330

Proof. Fix δ = 1 and choose rank-r projectors {Px : x ∈ {0, 1}n} independently and uni-331

formly at random. Claim 18 and our choice of parameters implies that for all x ̸= y ∈ {0, 1}n,332

Pr
[
tr(PxPy) ≥ 2r2

d

]
= Pr [tr(PxPy) ≥ εr] < 2−r2δ2/5 = 2−2n.333

The corollary now follows by applying a union bound over all distinct x, y ∈ {0, 1}n. ◀334

We now prove Theorem 11.335

Proof. Let {Px : x ∈ {0, 1}n} be projectors on Cd as guaranteed by Corollary 19, each of336

rank r =
√

10n, with d = 2
√

10n/ε. Our protocol for EQn is Protocol 2 below.337

To see the correctness of this protocol, first observe that if x = y, then the protocol338

outputs the correct answer with probability 1 because tr(Pxρx) = tr(Px)/r = 1. If x ̸= y,339

then the error probability is the probability of Bob observing the first measurement outcome,340

which is341

Pr[Π(x, y) ̸= EQn(x, y)] = tr(Pyρx) = tr(PyPx)/r < ε,342

3 More precisely, P is a projection onto a uniformly chosen r-dimensional subspace from all r-dimensional
subspaces of Cd. We do not elaborate more on this here since it is not relevant for us.
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Protocol 2 A mixed-state protocol Π for F

1. Alice, on input x ∈ {0, 1}n, sends the log d-qubit mixed state ρx := Px/r to Bob.
2. Bob, on input y ∈ {0, 1}n, measures w.r.t. projectors Py, I − Py, and outputs 1 on

observing the first measurement outcome, and 0 otherwise.

from Corollary 19. The cost is log d = log(2
√

10n/ε) ≤ log(
√
n/ε)+3 qubits of communication.343

◀344

4.4 Entanglement-assisted quantum upper bounds345

We use the probabilistic method to argue the existence of a good entanglement-assisted346

protocol. In the following, m ≤ d are natural numbers to be determined later. We take the347

initial entangled state to be the maximally entangled state in D = 2d dimensions, i.e., d348

EPR-pairs:349

|ΨAB⟩ = 1√
D

∑
i∈{0,1}d

|i⟩A|i⟩B .350

For every z ∈ {0, 1}n, pick independently a Haar-random element Uz = {|ψz,r⟩}r∈{0,1}d of351

SU(D) (i.e., a random orthonormal basis is used for the 2d columns of Uz). The following is352

our protocol for EQn:353

Protocol 3 An entanglement-assisted protocol Π′ for F

1. Alice, on input x ∈ {0, 1}n, measures her part of |Ψ⟩ in the basis Ux, obtaining
rA ∈ {0, 1}d. She then sends b ≡ rA

1 r
A
2 . . . r

A
m to Bob (i.e., the first m bits of rA).

2. Bob, on input y ∈ {0, 1}n, measures his part of |Ψ⟩ in the conjugate basis of Uy,
obtaining rB ∈ {0, 1}d. He outputs 1 if rB

i = bi for every 1 ≤ i ≤ m, and he outputs 0
otherwise.

The one-way communication complexity of this protocol Π′ is m bits. We proceed with354

its error analysis. After step 1, by properties of the maximally entangled state, the new joint355

state will be356

|Ψ′⟩ = |ψx,rA⟩A ⊗ |ψx,rA⟩
B

357

In particular, if x = y, then rA = rB and the protocol is guaranteed to succeed. Suppose358

now that x ̸= y. For b ∈ {0, 1}m, using the shorthand359

Rb ≡ {r ∈ {0, 1}d | ri = bi ∀i ∈ [m]},360

we find that the probability that the protocol fails (i.e., outputs 1) is given by361

1
D

∑
b∈{0,1}m

∑
rA,rB∈Rb

|⟨ψx,rA |ψy,rB ⟩|2.362

Since Rb has cardinality 2d−m and the expectation over the choice of Uz’s of every term in363

the sum is 2−d, we find that the expectation of the whole sum is 2−m. We now only require364

the following concentration inequality, which is derived in [13, Chapter 3]:365
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▶ Theorem 20. Let F : SU(n) → R be a function with Lipschitz constant K with respect to366

the Frobenius norm, and let µ be the uniform distribution (Haar measure) on SU(n). Then,367

for every δ > 0,368

Pr
µ

[|F (U) − Eµ[F ]| > δ] < 2 exp
(

− δ2n

4K2

)
.369

We show:370

▶ Theorem 21. Let {ϕr}r∈{0,1}d be a fixed orthonormal basis of CD. Given U = {ψr}r∈{0,1}d ∈371

SU(D), define F : SU(D) → R by372

F (U) =
∑

b∈{0,1}m

∑
r,r′∈Rb

|⟨ϕr|ψr′⟩|2.373

Then F (U) has Lipschitz constant
√
D.374

Proof. Let U = {ψr}r∈{0,1}d and U ′ = {ψ′
r}r∈{0,1}d be two different elements of SU(D).375

For b ∈ {0, 1}m, write376

Pb =
∑

r∈Rb

|ϕr⟩⟨ϕr|, Qb =
∑

r∈Rb

|ψr⟩⟨ψr|, Q′
b =

∑
r∈Rb

|ψ′
r⟩⟨ψ′

r|.377

We see that378

F (U) =
∑

b∈{0,1}m

tr(PbQb) and F (U ′) =
∑

b∈{0,1}m

tr(PbQ
′
b).379

Therefore380

F (U) − F (U ′) =
∑

b∈{0,1}m

tr(Pb(Qb −Q′
b)) ≤

∑
b∈{0,1}m

Dtr(Qb, Q
′
b)381

≤ D
∑

r∈{0,1}d

1
D

√
1 − |⟨ψr|ψ′

r⟩|2382

≤

√√√√√D2 −

 ∑
r∈{0,1}d

|⟨ψr|ψ′
r⟩|

2

.383

Here the first inequality follows from the variational characterization of trace distance384

(Dtr(Q,Q′) = maxP :∥P ∥≤1 tr(P (Q−Q′))); the second inequality follows from the convexity385

of trace distance, the fact that the Rb’s partition {0, 1}d, and a well-known expression for386

the trace distance of two pure states; and the third inequality follows from the concavity of387

the function
√

1 − z2.388

On the other hand, we can upper bound the Frobenius distance between U and U ′ by389

d(U,U ′) =
√ ∑

r∈{0,1}d

∥|ψr⟩ − |ψ′
r⟩∥2 =

√ ∑
r∈{0,1}d

2 − 2ℜ(⟨ψr|ψ′
r⟩) ≥

√
2D − 2

∑
r∈{0,1}d

|⟨ψr|ψ′
r⟩|,390

where the inequality uses the fact that ℜ(z) ≤ |z| for any complex number z. We find391

|F (U) − F (U ′)|
d(U,U ′) ≤

√√√√√D2 −
(∑

r∈{0,1}d |⟨ψr|ψ′
r⟩|

)2

2D − 2
∑

r∈{0,1}d |⟨ψr|ψ′
r⟩|

392

=

√
D +

∑
r∈{0,1}d |⟨ψr|ψ′

r⟩|
2 ≤

√
D,393

where the last inequality is because |⟨ψr|ψ′
r⟩| ≤ 1 for each of theD r’s, by Cauchy-Schwarz. ◀394



O. Lalonde, N.S. Mande and R. de Wolf 23:13

For every pair of distinct inputs x, y ∈ {0, 1}n and for every δ > 0, it follows from the395

previous two results that the probability that the protocol’s error probability on these inputs396

exceeds 2−m + δ, is upper bounded by397

2 exp
(

−δ2D2

4

)
398

Setting δ = 2−m, ε = 2−m+1 and d = ⌈ 1
2 log2 n+ log2

1
ε + 4⌉, by the union bound there is a399

positive probability that the resulting protocol has error probability at most ε for all input400

pairs. This implies the existence of the desired protocol, with m = ⌈log 1/δ⌉ = ⌈log 1/ε⌉ + 1401

bits of communication.402

5 Quantum one-way lower bound403

In this section we prove lower bounds on the one-way quantum communication complexity404

of any function whose communication matrix has a large number of distinct rows. As a405

consequence we obtain our lower bound for EQn of Theorem 10.406

Let F : {0, 1}n × {0, 1}n → {0, 1} be a Boolean function. We consider the model where407

communication is one-way, and Alice is only allowed to send a pure state to Bob. Suppose408

there exists a protocol of cost log d that computes F to error ε. Any such protocol looks like409

the following.410

Alice, on input x ∈ {0, 1}n, sends a message |ϕx⟩ to Bob, where |ϕx⟩ is a unit vector in411

Cd.412

Bob, on input y, measures with respect to projectors Py, I − Py.413

The acceptance probability of the protocol is ∥Py|ϕx⟩∥2. Thus, we have414

∥Py|ϕx⟩∥2 ≥ 1 − ε, ∥(I − Py)|ϕx⟩∥2 ≤ ε for all x, y ∈ F−1(1), (8)415

and416

∥Py|ϕx⟩∥2 ≤ ε, ∥(I − Py)|ϕx⟩∥2 ≥ 1 − ε for all x, y ∈ F−1(0). (9)417

▷ Claim 22. Let F : {0, 1}n × {0, 1}n → {0, 1} be a Boolean function with N distinct rows418

in MF . Let X ⊆ {0, 1}n be an arbitrary subset of size N that indexes distinct rows in MF .419

For a one-way quantum communication protocol as above that computes F to error ε ≤ 1/2,420

we have421

2 − 2
√
ε(1 − ε) ≤ ∥|ϕx1⟩ − |ϕx2⟩∥2 ≤ 2 + 4

√
ε422

for all distinct x1, x2 ∈ X.423

Proof. Fix any two distinct x1, x2 ∈ X, and let |ϕx1⟩, |ϕx2⟩ ∈ Cd be the messages sent by424

Alice on inputs x1, x2, respectively. Recall that ∥|ϕx1⟩∥ = ∥|ϕx2⟩∥ = 1. Because of the425

assumption that the rows of MF indexed by X are all distinct, there is a y ∈ {0, 1}n such426

that F (x1, y) ̸= F (x2, y). Without loss of generality assume F (x1, y) = 1 and F (x2, y) = 0.427

Write428

|ϕx1⟩ = Py|ϕx1⟩ + (I − Py)|ϕx1⟩,429

|ϕx2⟩ = Py|ϕx2⟩ + (I − Py)|ϕx2⟩.430
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Thus,431

∥|ϕx1⟩ − |ϕx2⟩∥2 = ∥Py(|ϕx1⟩ − |ϕx2⟩)∥2 + ∥(I − Py)(|ϕx1⟩ − |ϕx2⟩)∥2

since Py and I − Py are orthogonal projectors
432

≥ (∥Py|ϕx1⟩∥ − ∥Py|ϕx2⟩)∥)2 + (∥(I − Py)|ϕx1⟩∥ − ∥(I − Py)|ϕx2⟩∥)2

by the triangle inequality
433

≥ 2(
√

1 − ε−
√
ε)2

by Equations (8) and (9), and since F (x1, y) = 1 and F (x2, y) = 0
434

= 2 − 2
√
ε(1 − ε).435

For the upper bound, first define p := ∥Py|ϕx1⟩∥2 ≥ 1−ε, and q := ∥(I−Py)|ϕx2⟩∥2 ≥ 1−ε.436

∥|ϕx1⟩ − |ϕx2⟩∥2 = ∥Py(|ϕx1⟩ − |ϕx2⟩)∥2 + ∥(I − Py)(|ϕx1⟩ − |ϕx2⟩)∥2
437

≤ (∥Py|ϕx1⟩∥ + ∥Py|ϕx2⟩∥)2 + (∥(I − Py)|ϕx1⟩∥ + ∥(I − Py)|ϕx2⟩∥)2

by the triangle inequality
438

= (√p+
√

1 − q)2 + (
√

1 − p+ √
q)2

439

= 2 + 2
√
p(1 − q) + 2

√
(1 − p)q ≤ 2 + 4

√
ε.440

◀441

We now state our main result of this section.442

▶ Theorem 23. There exists an absolute constant c such that the following holds. Let443

F : {0, 1}n × {0, 1}n be a Boolean function with N distinct rows in MF . Then for all444

ε ∈ [1/N, 1/4],445

Qpure,→
ε (F ) ≥ log

(
logN
ε

)
− log log

(
1
ε

)
− c.446

Proof. Let X ⊆ {0, 1}n be an arbitrary set of N elements that index distinct rows in MF .447

Consider a protocol of cost log d, as described in the beginning of this section, that computes448

F to error ε. Claim 22 implies existence of vectors |ϕx⟩ ∈ Cd for all x ∈ X, such that449

2 − 2
√
ε(1 − ε) ≤ ∥|ϕx1⟩ − |ϕx2⟩∥2 ≤ 2 + 4

√
ε (10)450

for all distinct x1, x2 ∈ X. For each x ∈ X, define a real vector |ϕR
x ⟩ ∈ R2d by451

|ϕR
x ⟩ =

∑
j∈[d]

|j⟩ (R(|ϕx⟩j)|0⟩ + C(|ϕx⟩j)|1⟩) ,452

where R(|ϕx⟩j) and C(|ϕx⟩j) denote the real and complex components of the j’th coordinate453

of |ϕx⟩, respectively. Note that each |ϕR
x ⟩ is a unit vector, since the |ϕx⟩ are unit vectors.454

For all distinct x1, x2 ∈ X, we have455

|ϕx1⟩ − |ϕx2⟩ =
∑
j∈[d]

|j⟩(R(|ϕx1⟩j − |ϕx2⟩j) + i · C(|ϕx1⟩j − |ϕx2⟩j)),456

|ϕR
x1

⟩ − |ϕR
x2

⟩ =
∑
j∈[d]

|j⟩((R(|ϕx1⟩j − |ϕx2⟩j)|0⟩) + (C(|ϕx1⟩j − |ϕx2⟩j)|1⟩)).457

Hence, Equation (10) implies458

∥|ϕR
x1

⟩ − |ϕR
x2

⟩∥2 = ∥|ϕx1⟩ − |ϕx2⟩∥2 ∈ [2 − 2
√
ε(1 − ε), 2 + 4

√
ε] (11)459
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for all distinct x1, x2 ∈ X. Since ∥v − w∥2 = ∥v∥2 + ∥w∥2 − 2⟨v, w⟩ for real vectors v, w, we460

obtain461

|⟨ϕR
x1

|ϕR
x2

⟩| ≤ 2
√
ε462

for all distinct x1, x2 ∈ X. Now consider the N ×N matrix M whose rows and columns are463

indexed by strings in X, with entries defined by464

Mx,y = ⟨ϕR
x |ϕR

y ⟩.465

Since each ϕR
x ∈ R2d, this matrix has rank at most 2d. Since ⟨ϕR

x |ϕR
x ⟩ = 1 for all x ∈ {0, 1}n

466

and |⟨ϕR
x |ϕR

y ⟩| ≤ 2
√
ε for all x ̸= y ∈ X, this M is a 2

√
ε-approximation to the N × N467

identity matrix I. Theorem 4 implies existence of an absolute constant c1 > 0 such that468

2d ≥ rk(M) ≥ rk2
√

ε(I) ≥ c1 logN
ε log(1/

√
ε)
.469

Hence,470

log d ≥ log
(

logN
ε

)
− log log

(
1
ε

)
− log(1/c1),471

concluding the proof. ◀472

Theorem 10 immediately follows from Theorem 23 since all 2n rows in MEQn
are distinct.473

6 Future work474

We mention some possible directions for future work:475

Those of our lower bounds that use Alon’s approximate-rank bound (Theorem 4) lose476

an additive log log(1/ε). This term is necessary in some regimes, in particular when ε477

is very small (∼ 2−n) and n/ε gets bigger than the trivial dimension upper bound 2n.478

However, in some regimes it may be avoidable. Also Alon’s bound itself might be slightly479

improvable.480

We leave open the optimal quantum communication complexity of Equality with small481

error in the simultaneous message passing (SMP) model, where Alice and Bob each482

send a message to a “referee” who has to decide the output. With public randomness483

log(1/ε) ± O(1) classical bits of communication are necessary and sufficient, but with484

private randomness it is not clear. In the classical case, Θ(
√
n) bits of communication are485

necessary [17] and sufficient [2] for constant error. In the quantum case, Θ(logn) qubits486

are necessary and sufficient [4] for constant error. One can get an O(log(n) log(1/ε))487

ε-error upper bound by repeating the quantum fingerprinting protocol of Buhrman et488

al. [4] O(log(1/ε)) times, but that is much worse than the log(
√
n/ε) and log(n/ε) upper489

bounds that we have in the one-way mixed-state and pure-state scenarios (Theorems 11490

and 9). In neither the randomized nor the quantum SMP settings do we have tight491

bounds for small ε.492

We also leave open the optimal communication complexity of equality with small error493

in the entanglement-assisted setting. The classical public-coin protocol and the one we494

exhibited both require ⌈log(1/ε)⌉+O(1) bits of communication to compute EQn to within495

error ε, and it seems probable that this is essentially optimal.496
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A Quantum communication complexity and psd-rank555

In this section, we prove Theorem 3, restated below.556

▶ Theorem 24 (Restatement of Theorem 3). Let F : {0, 1}n × {0, 1}n → {0, 1} be a Boolean557

function and let ε > 0. Then,558

Qpri
ε (F ) ≥ log rkpsd

ε (MF ) + 1.559

Proof. Consider an ℓ-qubit protocol for F , without public randomness. Because private560

randomness can be generated using Hadamard gates, we will assume the protocol is unitary,561

with only a measurement of the output qubit at the end. Let the starting state of the562

protocol be |x0s⟩A|y0s⟩B |0⟩C , where the first and second parts are Alice and Bob’s register,563

respectively (containing their input and s workspace qubits each), and the third part is the564

channel qubit. It is easy to prove by induction that after ℓ qubits of communication, the565

final state of a protocol has the following form (first observed by Kremer [10] and Yao [24]):566 ∑
i∈{0,1}ℓ

|ai(x)⟩|bi(y)⟩|iℓ⟩,567

where |ai(x)⟩, |bi(y)⟩ are subnormalized quantum states. Let P denote the acceptance568

probability matrix, i.e., P (x, y) is the probability that the protocol outputs 1 on input (x, y).569

We assume without loss of generality that the output qubit is the last qubit put on the570

channel. We have571

P (x, y) =

∥∥∥∥∥∥
∑

i∈{0,1}ℓ:iℓ=1

|ai(x)⟩|bi(y)⟩|iℓ⟩

∥∥∥∥∥∥
2

=
∑

i,i′∈{0,1}ℓ:iℓ=i′
ℓ
=1

⟨ai(x)|ai′(x)⟩ · ⟨bi(y)|bi′(y)⟩.572

For each x ∈ {0, 1}n define a 2ℓ−1 × 2ℓ−1 matrix Ax with rows and columns indexed by573

strings i, i′ ∈ {0, 1}ℓ−1 × {1}:574

Ax(i, i′) = ⟨ai(x)|ai′(x)⟩.575

Similarly, for each y ∈ {0, 1}n define a 2ℓ−1 × 2ℓ−1 matrix By by576

By(j, j′) = ⟨bj(y)|bj′(y)⟩.577

These Ax and By are Gram matrices and hence psd. Moreover it is easy to verify that578

P (x, y) = tr(AxBy). Since the protocol makes error at most ε on each input, the matrix P579

entrywise approximates MF up to ε. Hence rkpsd
ε (MF ) ≤ 2ℓ−1. Taking logarithms gives the580

theorem. ◀581
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B Approximate-rank upper bounds for distributed SINK function582

In this section we show improved upper bounds on the approximate nonnegative-rank and583

approximate psd-rank of MSINK◦XOR, where SINK is defined as follows.584

▶ Definition 25. Define the function SINKn : {0, 1}n → {0, 1} on n =
(

m
2
)

inputs as follows.585

The inputs are viewed as orientations of edges on a complete graph with m vertices. The586

function outputs 1 if there is a sink in the graph, and 0 otherwise.587

Consider the function SINKn ◦ XOR : {0, 1}2n → {0, 1}. This function was recently588

used to refute the randomized and quantum versions of the log-rank conjecture [6, 20, 3].589

Chattopadhyay, Mande and Sherif [6, Theorem 1.10] showed that the 1/3-approximate rank590

of MSINKn◦XOR is O(m4) and the 1/3-approximate nonnegative-rank of MSINKn◦XOR is O(m5).591

As a consequence of our improved upper bounds for the ε-approximate nonnegative-rank of592

the Identity matrix (Corollary 8), we are able to use the same proof idea as theirs to obtain593

an O(m4) upper bound on the 1/3-approximate nonnegative-rank of MSINKn◦XOR, matching594

the approximate rank upper bound. We also obtain approximate psd-rank upper bounds for595

SINKn ◦ XOR.596

▷ Claim 26. Let m be a positive integer, let n =
(

m
2
)
. Then,597

rk+
1/3(MSINKn◦XOR) = O(m4)598

rkpsd
1/3(MSINKn◦XOR) = O(m2.5).599

Proof. Note that SINKn ◦XOR can be expressed as a sum of m Equalities, each with 2(m−1)600

inputs, one corresponding to each vertex in the underlying graph for SINK. Recall that601

the communication matrix of Equality is the Identity matrix. We require sub-additivity of602

nonnegative-rank and psd-rank, which are both easy to verify.603

Corollary 8 implies that each of these Equalities have (1/3m)-approximate nonnegative-604

rank O(m3). Summing up these m matrices, we conclude that the (1/3)-approximate605

nonnegative-rank of SINKn ◦ XOR equals O(m4).606

Corollary 12 implies that each of these Equalities have (1/3m)-approximate psd-rank607

O(m1.5). Summing up these m matrices, we conclude that the (1/3)-approximate psd-rank608

of SINKn ◦ XOR equals O(m2.5).609

◀610
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