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ABSTRACT 

 

The majority of head and neck cancers are squamous cell carcinomas 

(HNSCCs), which develop from the mucosal epithelium lining the head and 

neck. HNSCC is the seventh most common cancer worldwide, with 

approximately 1.1 million cases and 500,000 deaths per year. Currently, the 

main treatments for HNSCC are surgical resection, radiotherapy, and 

chemotherapy, with the aim of effectively treating the cancer whilst preserving 

the maximum amount of organ function. Despite the success of radiation-

based treatments for HNSCC, radioresistance is a common occurrence. 

Furthermore, HPV-negative HNSCC has an overall worse prognosis than its 

HPV-positive counterpart, likely due to the degradation of p53 and Rb 

proteins in HPV-positive tumours. Importantly, HPV-positive HNSCCs are 

more radiosensitive than HPV-negative cases, due to the impairments in DNA 

damage repair and cell cycle regulation. Therefore, it is important that new 

strategies for sensitising HPV-negative HNSCCs to radiotherapy are 

identified in order to improve prognosis and survival. 

 

This research began with a screen of 183 FDA-approved drugs to identify 

novel radiosensitisers of HPV-negative HNSCC. For this, 3D spheroid models 

were utilised, which provide a more thorough insight into the radiosensitising 

potential of the drugs, as they are more representative of clinical tumours 

compared to 2D cell culture techniques. Through this screen, two promising 

drugs have been identified, both of which inhibit histone deacetylases 

(HDACs), which are enzymes involved in the regulation of chromatin 

structure.  
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In mammalian cells, genomic DNA is packaged with histone proteins and 

condensed into chromatin. To gain access to the DNA, chromatin remodelling 

is required, and is carried out through the post-translational modification of 

histones. Histone acetylation is one of the most well understood modifications 

and is controlled by histone acetyltransferases (HATs) and HDACs. HDACs 

have also been shown to have some involvement in the DNA damage 

response, which is a crucial pathway in the cellular response to radiotherapy. 

Consequently, HDAC inhibitors have been investigated as potential 

radiosensitisers in vitro and in vivo to improve the efficacy or radiotherapy in 

specific tumour types. In this research, I have demonstrated that the HDAC 

inhibitor pracinostat and the combined HDAC and EGFR inhibitor CUDC-101 

can radiosensitise HNSCC grown as both 2D and 3D models in a cell line-

dependent manner. Further investigation confirmed that these inhibitors 

significantly impair the efficiency of DNA double strand break repair.  

 

Overall, this research has identified CUDC-101 and pracinostat as two novel 

radiosensitisers of HPV-negative HNSCC in vitro. Both inhibitors were shown 

to work in a cell line-dependent manner, providing a potential opportunity for 

the future development of a personalised radiosensitisation treatment for 

selective HNSCC patients. 
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NTH1 Human endonuclease III 

OGG1 8-oxoG glycosylase 

OSCC Oral squamous cell carcinoma 

p53-mut Mutant p53 

p53-WT Wild-type p53 

PAGE Polyacrylamide gel electrophoresis 

PARP Poly (ADP-ribose) polymerase 

PBS Phosphate buffered saline 

PBT Proton beam therapy 

PCNA Proliferating cell nuclear antigen  

PCR1/2 Polycomb repressive complex 1/2 

PCV Packed cell volume 

PDGF Platelet derived growth factor 

PDGFR Platelet-derived growth factor receptor 

PI3K Phosphoinositide 3-kinase 

PLK-1 Polo-like kinase-1 

PMSF Phenylmethylsulphonyl fluoride 

PNPK Polynucleotide kinase/phosphatase 

Polδ DNA polymerase d 

Polε DNA polymerase e 
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PPAR Peroxisome proliferator-activated receptors 

PPOL Potentially malignant lesion 

PTM Post-translational modification 

PUA Phospho-α,β-unsaturated aldehyde 

PVDF Polyvinylidene difluoride 

RARA Retinoic receptor alpha 

Rb Retinoblastoma 

RNA Ribonucleic acid 

ROS Reactive oxygen species 

RPA Replication protein A 

SCC Squamous cell carcinoma 

SDS Sodium dodecyl sulphate 

SDSA Synthesis-dependent strand annealing 

SF Surviving fraction  

Sir2 Silent information regulator 

siRNA Short interfering RNA 

SMAC Second mitochondria-derived activator of caspase 

SOBP Spread out Bragg peak 

SP-BER Short-patch base excision repair 

SRCAP SWR1C/p400/Snf2-related CBP activator protein 

SSB  Single-strand break 

ssDNA Single-stranded DNA 

STAT3 Signal transducer and activator of transcription 3 

SWI/SNF Switch/sucrose non-fermentable 

T Thymine 

TAM Tumour-associated macrophage 

TBP TATA binding protein 

TEMED Tetramethylethylenediamine 

TERT Telomerase reverse transcriptase 

TME Tumour microenvironment 

TNF Tumour necrosis factor 

TP53 Tumour protein 53 

tRNA Transfer RNA 

TSP-1 Thrombospondin 1 
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VEGF Vascular endothelial growth factor 

VPA Valproic acid 

XBP1 X-box binding protein 1 

XIAP X-linked inhibitor of apoptosis 

XRCC1/4 X-ray cross-complementing protein 1/4  
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CHAPTER 1: INTRODUCTION 

 

1.1. The Hallmarks of Cancer 

 

Cancer is an extremely complex and heterogeneous group of diseases wherein 

uncontrolled cell division leads to the development of tumours, which have 

the potential to metastasise away from the primary site to other parts of the 

body and can also form secondary tumours.  Healthy cells in the body 

gradually progress from a normal to a neoplastic state, obtaining a number of 

defining characteristics as they do. These characteristics are known as the 

hallmarks of cancer, and include the maintenance of proliferative signalling, 

the ability to avoid tumour suppressors, avoiding apoptosis, enabling 

replicative immortality, induction of angiogenesis, the ability to invade and 

metastasise to distant parts of the body, the deregulation of cellular energetics, 

and finally, the ability to evade immune destruction (1). Instability of the 

genome and increased levels of inflammation underlie the acquisition of these 

characteristics.   

 

1.1.1. Maintaining proliferative signalling 

 

Cell proliferation is a fundamental process for the growth of multicellular 

organisms. Under normal conditions, a variety of proteins within cells control 

the production of signals that promote growth and determine entry into the 

cell cycle (figure 1.1). The cell cycle is a progression of events that occurs within 

cells, leading to cell growth, division, and the production of daughter cells. 

There are four phases in the eukaryotic cell cycle: G1, S, G2, and M. Collectively, 

G1, S and G2 are known as interphase, and M is mitosis. To ensure that cells 

undergoing division are undamaged – and thus produce healthy and 
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undamaged daughter cells – checkpoints are present at two points in the cell 

cycle: between the G1 and S phases (G1/S) and between the G2 and M phases 

(G2/M). During the G1 phase, cell growth occurs and the production of proteins 

and organelles, such as mitochondria and ribosomes, increases. At the end of 

G1, the cell passes through the G1/S checkpoint, during which it is checked for 

correct size, nutrients, growth factors, and external conditions. If everything is 

correct at this stage, the cell will commit to progressing through the rest of the 

cell cycle. If the cell detects any damage or any other cellular issues, it will 

undergo cell cycle arrest – known as G0 phase. The next phase of the cell cycle, 

S phase, is a period of DNA synthesis. During this period of the cycle, every 

chromosome is replicated and the amount of DNA present in the cell doubles. 

Transcription and translation levels in the cell are generally much lower at this 

stage, however the level of histone production increases with the level of DNA 

replication. The cell then moves into G2 phase, in which protein synthesis and 

rapid cell growth occur, and following this, the cell begins to prepare itself for 

mitosis. Before entering M phase, the cell must pass through the G2/M 

checkpoint, which is largely regulated by the p53 protein. Here, the DNA is 

checked for damage or incomplete replication. Once any damage has been 

repaired, the cell progresses to mitosis, during which the cell divides to 

produce two identical daughter cells.  
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Normally, the cell cycle is tightly monitored by an array of proteins whose role 

is to ensure that cell growth and division occurs in the correct manner, and to 

prevent cells with high levels of DNA damage from passing through the cycle. 

These proteins include cyclin-dependent kinases (CDKs), polo-like kinase-1 

(PLK-1) and aurora kinases. 

 

CDKs are small kinase molecules that rely on the binding of cyclin, a 

regulatory protein, for their function. The main CDKs involved in the cell cycle 

are CDK4 and CDK6, which phosphorylate a number of crucial substrates to 

stimulate progression through the various stages of the cell cycle (2). CDK 

Figure 1.1: The Cell Cycle 
 
The eukaryotic cell cycle consists of 4 phases: G1, S, G2, and M. In the G1 phase, the cell undergoes a 
period of growth and increases the production of proteins and organelles. Before moving into the S 
phase, the cell is checked to ensure it is the correct size and possesses the correct nutrients and growth 
factors at the G1/S checkpoint. If any issues are detected at this checkpoint, the cell undergoes cell cycle 
arrest. On the other hand, if everything is correct, the cell can pass into S phase, in which DNA synthesis 
occurs. The G2 phase follows, which consists of protein synthesis and rapid cell growth. The cell passes 
through a final checkpoint, the G2/M checkpoint, to ensure there is no DNA damage present before 
entering mitosis. 
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protein activity is regulated by interaction with CDK inhibitor proteins (CKIs), 

which block the binding of CDKs to cyclin, thus inhibiting their activity (3). 

For example, the CDKN2A gene encodes two CKIs, p16 and p14arf. p16 

inhibits CDK4/6 activity to block retinoblastoma (Rb) activation (4), and p14arf 

activates p53 (5) – both of these activities block G1/S transition and the p16 and 

p14arf proteins are therefore classed as tumour suppressors. PLK-1 is a 

serine/threonine protein kinase involved in the transition from the G2 to the M 

phase of the cell cycle (6). The main functions of PLK-1 are to reinforce the 

functional maturation of the centrosome during this transition and to ensure 

the bipolar spindle is correctly established (7). If PLK-1 does not function 

correctly, centrosome abnormalities can result in the improper segregation of 

chromosomes, aneuploidy, and eventually tumourigenesis (8). Aurora kinases 

are a family of three enzymes, AURKA, AURKB and AURKC, all of which are 

essential for correct cell cycle progression and cellular proliferation. AURKA 

induces the separation of duplicated centrosomes and the entrance into 

mitosis, while AURKB is involved in the condensation of chromosomes and 

the attachment of the mitotic spindle (9, 10). AURKC differs to AURKA and 

AURKB, as it is  involved in the regulation of meiosis rather than mitosis, and 

is specifically expressed in oocytes and sperm cells (11).  

 

These proteins are vital for correct regulation of the cell cycle. However, if 

these proteins are dysfunctional and the cell cycle is not regulated correctly, 

cells with high levels of damage are allowed to pass through into cell division. 

This allows damage to accumulate in cells, contributing to the transition from 

a healthy to a cancerous cell, as well as allowing tumour cells with high levels 

of damage to continue to pass through the cycle and proliferate (12). Incorrect 

cell cycle functioning that is seen in cancer cells can result from mutations in 

genes directly encoding the cell cycle proteins discussed above. For example, 

the expression level of CDKN2A is altered in approximately 58 % of head and 
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neck squamous cell carcinomas (HNSCCs) (13), and the PLK1 gene is 

commonly overexpressed in HNSCCs (14). An overexpression of aurora 

kinases is associated with aneuploidy and genetic instability (15), and in 

HNSCCs, increased levels of AURKA have been linked to a decrease in both 

overall and disease-free survival (16). Mutations can also be found in genes 

involved in upstream signalling pathways that indirectly impact the activity 

of cell cycle proteins, such as poly (ADP-ribose) polymerases (PARPs), which 

are involved in DNA repair (17).  

 

1.1.2. Avoiding tumour suppressors 

 

As well as the ability to maintain proliferative signalling, malignant cells also 

have the capability to avoid the effects of growth suppressor proteins. There 

are multiple types of growth suppressor proteins, which all work in different 

ways, such as DNA damage response proteins, cell cycle control proteins, and 

inducers of apoptosis (18). These proteins act as negative regulators of cell 

proliferation, therefore playing a vital role in the prevention of 

tumourigenesis. If not for the role of growth suppressors, damaged cells could 

freely proliferate, leading to an accumulation of abnormal cells that could 

eventually form a malignant tumour. Growth suppressor proteins are 

therefore more commonly known as ‘tumour suppressors’, and mutations in 

the genes encoding these proteins result in a predisposition to a number of 

different cancer types (19). The Knudson hypothesis, also known as the two-

hit hypothesis, suggests that one functional allele is sufficient for the correct 

functioning of tumour suppressor proteins, and that both alleles must be 

inactivated in order for the protein to become dysfunctional (20).  

 

Knudson’s work led to the identification of the first tumour suppressor gene, 

Rb, through studies of the rare childhood eye tumours of the same name. It 
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was found that mutations in Rb conferred a susceptibility to tumour formation 

(21), and later studies have shown that Rb has a direct role in cell cycle 

progression. The Rb protein functions during the G1 phase of the cell cycle and 

is particularly important during the G1/S checkpoint, where it can block entry 

into the S-phase of the cycle and therefore inhibit cell proliferation (22). Rb 

belongs to a family of proteins called pocket proteins, which are named for the 

conserved binding pocket region which the proteins share. There are three 

pocket proteins: Rb/p105, p107 and Rb2/p130, and an overexpression of each 

of these proteins has been shown to induce cell cycle arrest (23). The pocket 

proteins also interact with E2F transcription factors, and this complex can bind 

to the promoter region of genes required for G1/S transition, thereby repressing 

their transcription (24), and they also possess the ability to block G1/S 

transition in E2F-independent manners, such as interaction with various CDK 

proteins. If the Rb gene is mutated and the protein becomes dysfunctional, 

there will be insufficient suppression of the cell cycle, and uncontrolled cell 

proliferation may occur.  

 

One of the few tumour suppressor genes that does not follow Knudson’s two-

hit hypothesis is tumour protein 53 (TP53), which encodes p53, a crucial protein 

often described as ‘the guardian of the genome’. TP53 is mutated in 

approximately 50 % of human cancers (25), making it the most commonly 

mutated gene across all cancer types. An inherited mutation in a TP53 allele 

results in Li-Fraumeni syndrome, a disorder in which individuals are 

predisposed to a spectrum of early onset cancers, including sarcomas and 

breast cancer (26).  In healthy cells, levels of p53 are fairly low, however 

cellular stress leads to an increase in protein levels and an amplified ability of 

p53 to bind to DNA, where it regulates levels of transcription (27, 28). An 

increase in p53 activity is linked to the activation of genes involved in both cell 

cycle arrest and DNA repair, and p53 has been shown to function in each of 
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the various DNA repair pathways (29). p53 has also been shown to function at 

the G1/S cell cycle checkpoint, where it specifically inhibits the activation of 

CDKs upon DNA damage in order to induce cell cycle arrest (30). Therefore, a 

dysfunctional copy of p53 can lead to the accumulation of DNA damage and 

no suppression of proliferation in damaged cells, eventually leading to 

tumourigenesis.  

  

Further well-characterised examples of tumour suppressor genes are the breast 

cancer type 1/2 susceptibility protein (BRCA1/BRCA2) genes, which encode 

proteins of the same names. BRCA1 is an E3 ubiquitin protein ligase that is 

recruited to sites of DNA double strand breaks (DSBs), where it interacts with 

the DNA repair protein RAD51 (31). There is also evidence that BRCA1 may 

have a role in DNA DSB end resection, due to its interactions with the MRE11-

RAD50-NBS1 (MRN) complex (32). BRCA2 has a similar role, in that it recruits 

RAD51 to the site of DSBs to induce the homologous recombination (HR) 

pathway of DNA repair (33). Due to their functions in the DNA damage 

response pathways, BRCA1 and BRCA2 are vital tumour suppressor proteins. 

A mutation in just one allele of either BRCA1 or BRCA2 leads to hereditary 

breast and ovarian cancer (HBOC) syndrome, in which there is a lifetime risk 

of 50 – 80 % for developing breast cancer, and a 30 – 50 % risk of developing 

ovarian cancer. HBOC syndrome also results in a predisposition to other 

cancers such as pancreatic, stomach, laryngeal and fallopian tube cancer (34).  

 

1.1.3. Avoiding apoptosis 

 

Apoptosis is the process of programmed cell death that occurs in multicellular 

organisms. It has a role in a variety of biological processes, including 

embryonic development, ageing, and disease. Importantly, apoptosis is crucial 

for the maintenance of homeostasis in cell population numbers (35). There are 



 
 
 

29 

 

many components in the apoptosis pathway (figure 1.2). Upstream apoptosis 

regulators can be intrinsic, in that they deal with the intracellular signals being 

generated, or extrinsic, in that they process extracellular signals (36).  In the 

extrinsic apoptosis pathway, extracellular ligands activate transmembrane 

receptors such as tumour necrosis factors (TNFs) and Fas receptors (37), which 

then recruit adaptor proteins. Adaptor proteins bind to initiators procaspase-

8 and procaspase-10 to form the death-inducing signalling complex (DISC) 

(38). The DISC activates cysteine-aspartic protease (caspase)-8, triggering the 

execution phase of apoptosis (39). On the other hand, the intrinsic apoptosis 

pathway involves the function of the mitochondria. Stimuli such as DNA 

damage, growth factor deprivation and cellular calcium deficiency upregulate 

BH3-only proteins, which are members of the B-cell lymphoma 2 (Bcl-2) 

family. BH3-only proteins activate BAX and BAK, which then oligomerise and 

cause mitochondrial outer membrane permeabilisation (MOMP) – this is the 

point of no return for a cell undergoing apoptosis (40). The permeabilisation 

of the mitochondrial membrane allows intermembrane proteins, such as 

cytochrome C and second mitochondria-derived activator of caspase (SMAC), 

to be released into the cytoplasm. Cytochrome C interacts with apoptotic 

protease-activating factor-1 (APAF-1), dATP and procaspase-9 to form the 

apoptosome, which allows the conversion of procaspase-9 into caspase-9. 

Caspase-9 then activates caspases-3 and -7, which act as executioner proteins 

(39). 

 

 

 

 

 

 



 
 
 

30 

 

 

 

It is well understood that apoptosis is a natural barrier to cancer development 

(41). In order to maintain the correct amounts of cell survival and apoptosis, 

there needs to be a careful balance of pro- and anti-apoptotic signalling within 

the cell (36). There are a multitude of proteins involved in maintaining this 

balance, and mutations in any of them can result in the formation of tumours. 

For example, the Bcl-2 family of proteins regulate cell death by controlling the 

activity of BAX and BAK, proteins that have a role in the intrinsic apoptosis 

pathway (36). An increase in Bcl-2 levels can disrupt the balance of BAX and 

Figure 1.2: The Pathways of Apoptosis 
 
In the extrinsic apoptosis pathway, extracellular ligands activate transmembrane receptors, which then 
recruit adaptor proteins. Adaptor proteins bind to initiators procaspase-8 and procaspase-10 to form the 
DISC, which activates caspase-8 and triggers the execution phase of apoptosis. In the intrinsic pathway, 
there is an upregulation of BH3-only proteins. BH3-only proteins activate BAX and BAK, which cause 
MOMP, allowing intermembrane proteins, such as cytochrome to be released into the cytoplasm. 
Cytochrome C interacts with APAF-1, dATP and procaspase-9 to form the apoptosome, which allows 
the conversion of procaspase-9 into caspase-9. Caspase-9 then activates caspases-3 and -7, which act as 
executioner proteins.  
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BAK activity in the cell, ultimately reducing levels of apoptosis and 

contributing to tumour growth (42). As discussed above, caspases are some of 

the most important proteins in the apoptosis pathways, as they are actively 

involved in inducing cell death in the final stages of apoptosis. A deficiency of 

caspase enzymes has been shown to be a causative agent for a wide variety of 

tumour types, including breast, colon, tongue and prostate cancers (43). 

Caspase-8 is the most commonly mutated member of the caspase family in 

cancers. In the wild-type setting, caspase-8 triggers the execution phase in the 

intrinsic apoptosis pathway (44), therefore a dysfunctional copy of this protein 

will result in deficiencies in apoptosis, aiding tumour development. Another 

group of proteins involved in maintaining the correct level of apoptosis are 

inhibitor of apoptosis (IAP) proteins, which are endogenous inhibitors of cell 

death. They block the activation of caspases to prevent the initiation of pro-

apoptotic pathways in normal cells (45). IAPs display aberrant expression in a 

variety of human cancers as a result of genetic alterations or the loss of 

upstream inhibitors, and an increased level of IAP proteins has been 

associated with tumour progression and treatment failure (46). Survivin is a 

member of the IAP family and displays high levels of expression in many 

human cancers (47), although interestingly, survivin does not appear to be 

present in normal adult cells (48). 80 % of oral squamous cell carcinomas 

(OSCCs) display significantly high levels of survivin expression, as do 50 % of 

oral pre-malignant lesions, suggesting that elevated expression of survivin 

may be linked to the early stages of tumourigenesis (49). Nuclear factor kappa-

light-chain-enhancer of activated B cells (NF-κB) is a protein complex involved 

in multiple cellular processes, including the regulation of cell survival. One of 

the functions of NF-κB is to stimulate the expression of anti-apoptosis genes, 

including caspase inhibitors and IAPs (50), therefore overexpression of these 

proteins leads to cell proliferation and tumour growth (51). Many human 

cancers are thought to utilise elevated levels of NF-κB signalling to avoid 



 
 
 

32 

 

apoptosis and maintain proliferation, for example, the activity of NF-κB is 

enhanced in approximately 41 % of nasopharyngeal cancers (52). 

 

1.1.4. Enabling replicative immortality 

 

One of the most defining features of tumour cells is their unlimited replicative 

abilities. Normal, healthy cells have a defined number of replicative cycles 

they can pass through before undergoing senescence – a process in which the 

cells enter a non-proliferative state, but do not die – or apoptosis. This is 

known as the Hayflick limit (53). Helping to maintain this replicative limit are 

the telomeres, nucleoprotein complexes that cap the end of linear 

chromosomes. Telomeric DNA consists of 5 – 12 kb of hexanucleotide repeats 

– 5’-TTAGGG-3’ – with a single-strand overhang.  The DNA is bound by a 

protein complex called shelterin, which has 6 subunits: TRF1, TRF2, POT1, 

TIN2, TPP1 and Rap1. Shelterin prevents the telomere end from being 

incorrectly recognised as a DNA DSB and being processed by DNA damage 

repair proteins. If not for the shelterin complex, telomere ends would be joined 

together via non-homologous end joining (NHEJ), thus shelterin has a vital 

role in maintaining genome integrity (54). With every cell division, the 

telomeres of somatic cells shorten by 60 – 120 base pairs (55), and once the 

telomeres have reached a critical length, the cell will enter telomere-induced 

crisis, which is characterised by replicative senescence and chromosome end-

to-end fusions, alongside extensive apoptosis (56). Telomere shortening and 

the resulting apoptosis therefore prevents accumulation of cells with genomic 

instability and is consequently a crucial anti-cancer mechanism. 

 

Cancer cells have the ability to bypass the Hayflick limit by activating telomere 

maintenance mechanisms. Between 85 – 90 % of cancers utilize telomerase, a 

reverse transcriptase enzyme, to prevent telomere shortening (57). Telomerase 
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adds new telomeric repeats onto the end of the chromosome via its telomerase 

reverse transcriptase (TERT) component, and telomerase RNA, which 

provides the template for DNA synthesis (58). It is active in embryonic and 

stem cells, but virtually undetectable in healthy adult somatic cells (59). In 

contrast, telomerase is reactivated in approximately 85 % of human cancers via 

a variety of mechanisms including promoter mutations and genetic 

amplification (60). Those cancers that do not re-activate telomerase instead use 

a process known as alternative lengthening of telomeres (ALT). ALT utilises 

the HR process normally used for DNA repair to maintain telomere length 

(61).  

 

1.1.5. Induction of angiogenesis 

 

Tumours, like healthy tissues, require a supply of nutrients and oxygen, and a 

method of metabolic waste removal. To meet these requirements, tumours 

develop their own blood supply by triggering numerous angiogenic switches. 

The development of vasculature in the human body takes place during 

embryogenesis, where new endothelial cells are produced, and they form 

tubes. This process is known as vasculogenesis, while angiogenesis is the 

sprouting of new blood vessels from existing ones (1). Normally, the 

vasculature remains fairly inactive after morphogenesis, except during 

processes such as wound healing. However, tumours appear to maintain 

angiogenic signalling and thus constantly generate new blood vessels to 

sustain tumourigenesis (62). Tumours that do not have a blood supply are 

unable to develop beyond a certain point, however by expressing high levels 

of signalling proteins that are involved in angiogenesis, such as vascular 

endothelial growth factor (VEGF) and thrombospondin 1 (TSP-1), the tumour 

can proliferate and metastasise.  
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VEGF is a crucial mediator of angiogenesis during embryonic development, 

and also plays a role in maintaining the homeostasis of endothelial cells in 

adults (1). An upregulation of VEGF, which can be caused by hypoxic 

conditions or mutations in oncogenes, increases pro-angiogenic signalling in 

the cell and thus contributes to tumour growth (63, 64). On the other hand, 

TSP-1 acts in the opposite way to VEGF and suppresses pro-angiogenic 

signalling to maintain balance in the cell. Incorrect TSP-1 expression, therefore, 

can promote angiogenesis to encourage tumour growth (65). The triggering of 

the angiogenic switch has been shown to be an early event in tumour 

development, suggesting that this is a key characteristic of tumours (66). 

However once angiogenesis has been initiated, tumours display wide 

variations in the extent to which they are vascularized (67).    

 

1.1.6. Invasion and metastasis 

 

One of the defining characteristics of a high pathological grade tumour is its 

ability to invade local tissues and metastasise to distant parts of the body 

(figure 1.3), and the majority of cancer-related deaths are caused by invasion 

and metastasis. There are five key steps in cancer cell metastasis: invasion, 

intravasation, circulation, extravasation, and colonisation. 

 

It has been shown that as cancer cells develop the ability to spread, they 

undergo changes in morphology and cell-cell adhesion (1). There are many 

proteins involved in maintaining correct cell-cell adhesion, such as matrix 

metalloproteinases (MMPs). MMPs are zinc-dependent endoproteinases that 

can modulate cell-cell adhesion in tissues, and therefore incorrect MMP 

expression may lead to tumour metastasis (68). One of the most important cell-

cell adhesion molecules is E-cadherin, which displays aberrant expression in 

many cancers. Studies have confirmed E-cadherin’s role as a tumour 
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suppressor, as re-introducing the protein in cancer cells lacking E-cadherin 

leads to the inhibition of tumour progression and invasion (69), and the loss 

of E-cadherin has been linked to more advanced tumours and worse prognosis 

in cancer patients (70). E-cadherin is also a key player in the process of 

epithelial to mesenchymal transition (EMT), in which immotile epithelial cells 

are transformed into motile mesenchymal cells, allowing for cell migration. 

EMT is critical during embryonic development, but has also been heavily 

implicated in promoting the invasion and metastasis of cancers (71).  The 

transition from epithelial to mesenchymal states is controlled by a wide range 

of growth factors and signalling pathways,  and appears to proceed in a step-

wise fashion in contrast to being a binary switch as previously believed (72-

74). There are a variety of triggers for EMT in cancer cells, including metabolic 

stressors, hypoxia, and the diversity of the microenvironment (75, 76). Single 

cells disseminate from the tumour during EMT and transition from epithelial 

to mesenchymal cells. These single cells are then free to invade the blood 

vessels, thus allowing them to spread throughout the body. This movement of 

cancer cells into the vasculature is known as intravasation. Most cancer cells 

travel through the blood vessels as single cells; however, others may move as 

clusters, and these clusters are more likely to form secondary tumours in a new 

location (77). Extravasation is the movement of the cancer cells out of the blood 

vessels to a new site. During this process, the cancer cells enter small 

capillaries and become trapped, leading to the cells exiting the vessels and 

entering new tissues (78). Interestingly, the process of EMT is reversible 

(mesenchymal to epithelial transition (MET)), and metastasising cancer cells 

are thought to employ this process once they have reached a new location in 

the body in order to start developing secondary tumours (79), completing the 

final stage of the metastasis cascade: colonisation. 
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Figure 1.3: The Metastasis Cascade 
 
There are 5 key steps to the metastasis cascade. It begins with invasion, where cancer cells undergo EMT, 
and this is followed by intravasation, the movement of cancer cells into the vasculature. Next, the cancer 
cells enter small capillaries and become trapped, leading to the cells exiting the vessels and entering new 
tissues – this is extravasation. Metastasising cancer cells are thought to reverse EMT when they have 
reached a new location and start developing secondary tumours (colonisation). 
 

1.1.7. Deregulating cellular energetics 

 

In healthy cells, energy metabolism starts with anaerobic glycolysis – a process 

by which glucose is converted into pyruvate, producing adenosine 

triphosphate (ATP) and reduced nicotinamide adenine dinucleotide (NADH) 

as by-products. Pyruvates are oxidised to form acetyl coenzyme A (acetyl 

CoA), which is then involved in the aerobic stage of the metabolism cascade. 

The Krebs cycle is the next step of the process, in which acetyl CoA is further 

oxidised and undergoes a series of reactions to produce energy-rich ATP. 

Carbon dioxide and water are produced as waste products during this aerobic 

process. The final stage of energy metabolism, the electron transport chain, 

produces large amounts of ATP via the movement of high-energy electrons. 
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In anaerobic conditions, healthy cells cannot move past the glycolysis stage of 

metabolism, and less ATP is produced. 

 

Abnormal energy metabolism in cancer cells has been recognised since the 

1930s, and in the 1950s it was first described that, even in the presence of 

oxygen, cancer cells reprogram their metabolism and energy production to 

undergo ‘aerobic glycolysis’, also known as the Warburg effect (80). This is a 

form of specialised fermentation, in which the pyruvate produced during 

glycolysis is converted into lactate rather than being oxidised into acetyl CoA. 

This does not generate as much ATP as normal aerobic respiration; however, 

it does allow cancer cells to increase the production of molecules such as 

nucleotides, amino acids, and lipids, which are required for the production of 

new cells (81). In essence, the Warburg effect favours proliferation over ATP 

production. Cancer cells compensate for the decrease in ATP production by 

increasing the transport of glucose into the cytoplasm via the upregulation of 

transporters such as GLUT1 and GLUT3 (82). The expression levels of the 

genes encoding these transporters, as well as other genes involved in energy 

metabolism, can be activated by the hypoxia-inducible factor (HIF) 

transcription factors (83). HIF expression is induced in hypoxic conditions, like 

those in the interior of many tumours, and thus the internal environment of 

the tumours is crucial to the reprogramming of their energy metabolism. 

 

1.1.8. Avoiding immune destruction 

 

The immune system is made up of a variety of different cell types, including 

B cells, T cells, natural killer (NK) cells, and phages, that work to protect the 

body from infections and illnesses, including cancer. The immune system is 

responsible for removing many developing tumours, and therefore any 

tumours that do develop have managed to evade the surveillance of the 
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immune system (1). This idea is further supported by the fact that individuals 

with a dysfunctional immune system have a higher incidence of a variety of 

cancer types (84). There are two mechanisms employed by cancer cells to avoid 

immune surveillance: avoiding recognition by the immune system, and 

initiating immunosuppressive conditions in the tumour microenvironment 

(TME) (85).  

 

In order to avoid detection by the immune system, cancer cells decrease the 

expression of tumour-specific antigens on the surface of the cell, thus 

preventing T-cells from recognising them as harmful and destroying them. 

The genetic mutations that cause the decrease in antigen expression are 

relatively common, for instance the loss of heterozygosity (LOH) in genes 

encoding human leukocyte antigens is seen in approximately 40 % of non-

small cell lung cancers and has been associated with immune therapy 

resistance in both colorectal, melanoma, and lung cancer patients (86-88). 

Furthermore, studies have shown that cancer cells develop ways to avoid 

recognition and attack by NK cells. NK cells work by swiftly removing any 

malignant cells they detect in the body in response to specific ligands which 

are present on target cells, and are therefore a crucial part of the immune 

response to cancer development (89). Dysfunctional NK activity is associated 

with a worse prognosis and may be linked to cancer metastasis, highlighting 

how important these cells are (90, 91). In vitro experiments have shown that 

breast and lung cancer cell lines downregulate the activators of NK cells on 

their surface, thus preventing detection (92). The TME consists of a number of 

key components, such as the proteoglycans, tumour-associated fibroblasts and 

hyaluronic acid of the extracellular matrix (ECM), tumour parenchyma cells, 

blood and lymph vessels, mesenchymal cells, tumour infiltrating immune 

cells, and various enzymes, chemokines and cytokines (93, 94). Both the 
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immune and non-immune components of the TME have critical functions in 

cancer progression and tumour control. 

Research has shown that tumour-infiltrating immune cells, such as myeloid-

derived suppressor cells (MDSCs), cytotoxic lymphocytes, and tumour-

associated macrophages (TAMs) can influence tumour development and act 

as determining factors in prognosis. For example, MDSCs and TAMs have 

been demonstrated to enhance tumour progression (95, 96), and cytotoxic 

lymphocytes have been positively correlated with prognosis in several cancer 

types, including hepatocellular carcinoma and colorectal cancer (97, 98). 

Moreover, chemokines and cytokines can also influence anti-tumour immune 

responses (99, 100). Tumour-associated fibroblasts provide growth factors for 

the cancer cells, and are critical for the formation of the ECM (101). Other non-

immune cell lineages in the TME, such as mesenchymal stem cells, have the 

potential to differentiate into other types of cells required for tumour 

development and angiogenesis, as well as forming new carcinoma cells (102). 

The various components of the TME are understood to be vital determining 

factors in the development, progression, and prevention of tumours, and the 

status of the TME has been linked to cancer prognosis and outcome (94). 

 

1.2.  Head and Neck Squamous Cell Carcinoma 

 

Cancer is one of the leading causes of mortality worldwide, and in 2020, nearly 

10 million deaths were attributed to a form of the disease (103). Head and Neck 

Squamous Cell Carcinoma (HNSCC) is the sixth most common cancer 

worldwide, with approximately 1.1 million cases and 500,000 deaths per year, 

according to data from 2021 (104).  The incidence of HNSCC appears to be 

rising – there has been an average increase of 24 % in the last decade, 

potentially as a result of increasing incidences of HPV-infection (105). The 
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survival rates of HNSCC are extremely varied, with 10-year survival ranging 

from 19 – 59 %, and 5-year survival ranging from 28 – 67 % (105).   

 

1.2.1. Head and Neck Squamous Cell Carcinoma Development 

 

Head and neck cancers are a group of cancers that arise in regions including 

the oral cavity, nasal cavity, pharynx, larynx, salivary glands, and sinuses 

(figure 1.4). The majority of head and neck cancers are squamous cell 

carcinomas (SCCs) and develop from the mucosal epithelium lining the head 

and neck. 

 

HNSCC is an extremely heterogenous and complex disease involving a wide 

variety of risk factors. The main risk factors are tobacco consumption, alcohol 

Figure 1.4: Head and Neck Cancer Regions 
 
HNSCCs develop from the mucosal epithelium lining in a variety of regions in the head and neck, 
including the oral cavity, nasal cavity, pharynx, larynx, salivary glands, and sinuses.  
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consumption, and infection with viruses such as Epstein-Barr virus (EBV) and 

human papilloma virus (HPV), notably HPV types 16 and 18. Alcohol and 

tobacco consumption appear to synergise with one another, promoting the 

carcinogenic effects (106), and heavy smokers or drinkers have a 35-fold 

increase in their risk of developing HNSCC (107). Smoking and alcohol intake 

both cause DNA damage in cells, contributing to the overall genomic 

instability that underlines the hallmarks of cancer. In geographical terms, 

smoking and alcohol consumption are the most widely occurring risk factors, 

whereas other risk factors are much more localised to certain populations. For 

example, chewing of areca nut products such as betel quid is associated with 

high rates of oral cavity cancer in India, Taiwan, and some provinces of China 

(108).  Interestingly, the incidence of HNSCC is 21 % higher in the North West 

of England compared to the national average (109). Moreover, there is a higher 

prevalence of HPV in males, thus making them more at risk of developing 

HNSCC (110, 111). A small proportion of HNSCCs develop from pre-existing 

lesions such as leukoplakia (white lesions) or erythroplakia (red lesions) – 

these are known as potentially malignant lesions (PPOLs). For the most part, 

however, HNSCCs develop de novo from normal mucosa (112). HNSCC 

develops in a stepwise manner from normal mucosa to an invasive carcinoma, 

and there are several key genetic alterations associated with each step of the 

progression.  

The transition from normal mucosa to hyperplasia is associated with the LOH 

of chromosome 9p21, a region which includes the gene cyclin dependent kinase 

inhibitor 2A (CDKN2A) and its alternate reading frame product ARF, both of 

which act as tumour suppressors (113). The next stage of progression is the 

transformation from hyperplasia to dysplasia. This is characterised by the 

LOH of chromosomes 3p21, which harbours cancer-related genes such as 

transcriptional regulators of TERT (114), and 17p13, which is the locus of the 
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TP53 tumour suppressor (113). LOH of chromosomes 11q17, 13q21 and 14q32 

marks the transition from dysplasia to carcinoma in situ, and results in the 

amplification of the CCND1 gene, which encodes the cell cycle protein cyclin 

D1 (113). Currently, it is unclear as to whether it is simply the occurrence of 

these genetic alterations that contribute to HNSCC development, or whether 

this specific chronological sequence of events is required. According to data 

from The Cancer Genome Atlas, the most frequently altered genes in HNSCC 

are CDKN2A (22 % of samples) and TP53 (72 % of samples) (115). HPV has the 

capability to induce carcinogenesis as it carries 2 oncogenes within its genome 

– E6 and E7 – which promote tumour formation in infected cells (116). 

 

1.2.2. p53 Mutations in Head and Neck Squamous Cell Carcinoma 

 

Mutations of the TP53 gene are amongst the most common mutations in 

HNSCCs. More specifically, tumours originating from the larynx and 

hypopharynx have the highest TP53 mutation rate (117). The majority of TP53 

mutations in HNSCCs are missense mutations, and are thought to occur early 

during carcinogenesis, as research has shown that TP53 mutations are often 

found in premalignant lesions (115, 118). The p53 protein has a key role in the 

cellular response to stress and is activated through phosphorylation or 

acetylation immediately following detection of genotoxic stress. This leads to 

the transcription of a huge variety of downstream genes involved in cell cycle 

arrest, metabolism, senescence and apoptosis, and the overall impact prevents 

the proliferation of cells with DNA damage (119). Most TP53 mutations arise 

in the DNA-binding domain, and loss-of-function p53 mutants have a 

complete lack of transcriptional function, thus preventing the transcription of 

downstream proteins. Loss of p53 function therefore results in deficits in cell 

cycle control and apoptosis, and research has highlighted the role of p53 in the 

regulation of cell metabolism (120). Interestingly, gain-of-function TP53 
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mutations can also occur, which enhance tumourigenic and metastatic 

potential of cells as well as increasing resistance to chemotherapy agents (120). 

Gain-of-function p53 mutants have been demonstrated to exert control over 

genome stability, EMT, angiogenesis, metabolism, and inflammation – the 

hallmarks of cancer (121-123).  

 

1.2.3. HPV-Positive Head and Neck Squamous Cell Carcinoma 

 

HPV is a small DNA virus that infects basal cells of stratified epithelium tissue 

(124). It has a genome of approximately 8 kilobases, encoding 8 proteins 

essential for viral infection and replication. There are 6 early genes in the HPV 

genome, E1, E2, E4, E5, E6 and E7, which are transcribed during the early 

stages of the replication cycle (125). There are also 2 late genes present in HPV, 

L1 and L2, which encode the viral capsid proteins. Genes E1 – E5 have 

regulatory functions, such as DNA replication, transcription control and 

cellular proliferation (125). The E6 and E7 genes encode proteins that modify 

the cell cycle and have the ability to inactivate p53 and Rb respectively in 

normal cells (126) (figure 1.5). The E6 protein has a role in sustaining 

proliferative signalling and impairing the DNA damage response in cells via 

the degradation of the p53 protein. E6 forms a complex with E6-associated 

protein (E6-AP), a ubiquitylation enzyme. This complex ubiquitylates p53, 

thus marking it for degradation (127). p53 has important roles in maintaining 

genomic integrity, and its degradation results in a loss of control of the cell 

cycle and uncontrolled cell growth, as well as increased genome instability 

(128). The E7 protein, on the other hand, affects the activity of the Rb tumour 

suppressor protein. Rb normally represses the expression of enzymes involved 

in DNA replication via the binding of E2F transcription factors (129). The E7 

protein disrupts Rb function by binding to essential regions called the ‘pocket 

domains’ on the protein (130). Binding of E7 to the pocket domains prevents 
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interactions between Rb and E2F transcription factors, thus removing any 

control over cell growth (131). This leads to uncontrolled proliferation of cells 

with DNA damage, therefore contributing to the development of cancers (132). 

Studies suggest that those who are infected with HPV-16 are 14 times more 

likely to develop HNSCC, predominantly in the oropharynx, than those who 

are not (133). Data from 2017 suggests that 30.8 % of oropharyngeal SCCs can 

be attributed to HPV infection, and the vast majority of these patients (~86 %) 

are male (134).  HPV-positive HNSCC is a distinct biological entity and has a 

better overall prognosis than its HPV-negative counterpart as a result of the 

loss of Rb/p53 functions causing increased sensitivity to treatment modalities.   
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Figure 1.5: How HPV Causes Cancer 
 
The HPV genes E6 and E7 encode tumour-promoting proteins. E6 forms a complex with E6AP, and this 
complex ubiquitylates p53, marking it for degradation. p53 degradation results in a loss of control of the 
cycle and uncontrolled cell growth. Meanwhile, the E7 protein disrupts Rb function by binding to 
essential pocket domains. This prevents interactions between Rb and E2F transcription factors, thus 
removing any control over cell growth. This leads to uncontrolled proliferation of cells with DNA 
damage, therefore contributing to the development of cancer.  
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1.2.4. Current HNSCC Treatments 

 

Currently, the main treatments for HNSCC are surgical resection, 

radiotherapy, and chemotherapy, with the aim of effectively treating the 

cancer whilst preserving the maximum amount of organ function. Small 

cancers with no spread to the lymph nodes (or restricted spread to a single 

node) can be effectively treated with a single type of therapy – most commonly 

either surgery or radiation. These cases have high survival rates, with a 

progression-free survival rate of over 80 % according to 2018 data (135). 

Cancers in the oral cavity are often treated through surgical resection, while 

cancers of the larynx or pharynx are generally treated with radiation. More 

advanced tumours are treated with a combination of the three therapies - 

surgical resection followed by chemotherapy and radiotherapy together 

(chemoradiation). This reduces the chance of recurrence and increases 

survival rates, however, it is also shown to enhance the late toxicities of 

radiation, such as chronic dysphagia (difficulty swallowing), and may increase 

the risk of non-cancer-related mortality (136, 137).  

 

The standard chemotherapy treatment for HNSCC is cisplatin, a platinum-

based drug that generates DNA damage. Cisplatin interacts with nucleophilic 

N7-sites of purine bases, forming DNA-protein and DNA-DNA crosslinks 

(138). The majority of cisplatin-induced damage is in the form of intrastrand 

DNA adducts, which induces apoptosis in cancer cells. The DNA adducts are 

recognised by DNA damage recognition proteins, such as human MutS 

homolog 2 (hMSH2), which is part of the mismatch repair (MMR) pathway, 

non-histone chromosomal high-mobility group 1 and group 2 (HMG1/2) 

proteins, and TATA binding protein (TBP) (139, 140). The activation of DNA 

damage response proteins leads to the stimulation of several downstream 

pathways and processes, for example, the activation of cell cycle checkpoints. 
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After treatment with cisplatin, cells have been shown to arrest during S-phase, 

and then inhibit Cdc2-cyclin A/B kinases to induce G2/M cell cycle arrest (141). 

Cisplatin treatment also results in the activation of the Bax apoptosis protein 

and the stimulation of the ATR checkpoint kinase, which activates p53 via 

phosphorylation, thus initiating the apoptosis cascade (140, 142).  

 

Radiotherapy is used as both a curative and a palliative treatment for HNSCC 

patients. Intensity modulated radiotherapy (IMRT), in which the radiation 

beam is shaped to accurately fit the tumour and reduce the dose of radiation 

to healthy tissue, is most commonly used (143). In recent years, there has been 

an increase in the use of particle ion therapy, such as proton beam therapy 

(PBT) to treat certain cancers. PBT is more targeted than conventional 

radiotherapy as it has a low entrance dose, which increases along the radiation 

track before peaking at a well-defined region known as the Bragg peak. After 

peaking, the energy rapidly drops at the distal fall-off (144). This allows the 

radiation dose to be targeted to specific tumour regions while minimising 

energy deposition to surrounding healthy tissues. Moreover, combining 

proton beams with differing initial energies produces a so-called spread-out 

Bragg peak (SOBP), enabling the targeting of proton irradiation to a larger 

tumour volume.   

 

1.3. Radiotherapy and the DNA Damage Response 

 

1.3.1. Radiotherapy 

 

During radiotherapy, patients are exposed to ionising radiation (IR), which 

deposits energy in cells as it passes through the tissues in the body. This 

damages the DNA in any cells subjected to the IR, including both cancerous 
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and healthy cells (145). On average, 1 Gy IR induces 1000 single-strand breaks 

(SSBs), 30 double-strand breaks (DSBs), 850 pyrimidine lesions and 450 purine 

lesions per cell, the most toxic of which are DSBs (146-148). In healthy cells, 

DNA damage response (DDR) pathways are activated to repair this IR-

induced damage. However, cancer cells have defects in these pathways, and 

therefore the majority of tumour types are less efficient at repairing the 

damage caused by IR in comparison to healthy cells, resulting in cancer cell 

death (149). There are some exceptions, for example, glioblastoma cells tend to 

have upregulated DDR pathways, allowing the efficient repair of damage and 

the avoidance of cell death (150). Conventional low-linear energy transfer 

(LET) radiation causes the majority of damage indirectly through the 

generation of reactive oxygen species (ROS) upon interaction with water 

molecules in the cells (145). Cellular sensitivity to radiation is therefore 

dependent on the extent of DNA damage generated within the cell, and how 

able the cell is to repair this damage (151).  

 

1.3.2. Radioresistance in HNSCC 

 

Despite the success of radiation-based treatments for HNSCC, radioresistance 

is a common occurrence. In radioresistant cases of HNSCC, there is either: a 

lack of response, a partial response, or recurrence after an initial response 

(152). Approximately 25 % of all HNSCC patients exhibit local relapses after 

treatment, and this failure of radiotherapy means that patients must undergo 

surgical salvage, which highly impacts their quality of life (153). Radioresistant 

cancer cells have a variety of characteristics that contribute to this phenotype, 

such as an enhancement of DDR proteins. The major pathway for DSB repair 

is NHEJ, and an overexpression of major NHEJ proteins including Ku80, ATM 

and TRIP13 has been associated with radioresistance of HNSCC in vitro (154-

158). Moreover, there has been some suggestion that the p53 status of the 
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tumour cells can contribute to radiosensitivity, as p53 contributes to the 

regulation of the DDR and cell survival following exposure to radiation. 

HNSCC cases that display higher levels of therapy resistance and locoregional 

recurrence often carry mutations in the TP53 gene (p53-mut). As a result, these 

cells cannot efficiently repair the radiation-induced damage, nor can they 

undergo cell death. Thus, these cells proliferate in their damaged state and 

contribute to the overall tumour radioresistance (159). Mutations in the TP53 

gene could also explain the relative radiosensitivity of HPV-positive HNSCCs 

in comparison to their HPV-negative counterparts. 75 – 85 % of HPV-negative 

HNSCCs carry TP53 mutations (p53-mut), while most HPV-positive tumours 

have wild-type p53 (p53-WT) (160). However, more research is required to 

fully elucidate the associations between HPV status, TP53 mutations, and 

radioresistance. Another possible explanation for tumour radioresistance is 

overexpression of the epidermal growth factor receptor (EGFR), as an increase 

in levels of EGFR in tumours has been linked to locoregional failure following 

radiotherapy (161). This could be due to the regulation of DSB repair, as EGFR 

can form complexes with the DNA-dependent protein kinase (DNA-Pk), or 

could be a result of altered signalling through pathways controlled by EGFR, 

such as phosphoinositide 3-kinase (PI3K) and Ras pathways (162-164). Finally, 

tumour hypoxia has been shown to contribute to radioresistance. Hypoxia 

develops due to an imbalance between the supply and demand for oxygen in 

the cancer cells, and in the low oxygen conditions in the hypoxic tumour core 

there are reduced levels of DNA damage induced by IR (165-168).  

 

Due to the significant reduction in patient survival and quality of life caused 

by radioresistant tumours, it is crucial that research aims to identify novel 

methods of increasing tumour radiosensitivity and thus improve patient 

outcomes. 
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1.3.3.  DNA 

 

DNA is the hereditary material found in almost every cell in every organism 

and is necessary for life. The three-dimensional structure of DNA was 

discovered in 1953, and consists of two complementary polynucleotide chains 

in a double helical structure held together by hydrogen bonds (169). The DNA 

polymer is comprised of repeating monomer units called nucleotides (figure 

1.6a), formed from a deoxyribose sugar, a phosphate group, and one of four 

nitrogenous bases: adenine (A), guanine (G), thymine (T) and cytosine (C) 

(figure 1.6b). These bases pair along the double helix structure in a specific 

manner – A always pairs with T, and G with C (170). The order in which the 

bases are arranged along the sugar-phosphate backbone is crucial, as it forms 

the genetic code. 
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Figure 1.6: The Structure of DNA 
 
a) The DNA double helix is comprised of repeating monomer units called nucleotides, formed from a 
deoxyribose sugar, a phosphate group, and one of four nitrogenous bases: adenine (A), guanine (G), 
thymine (T) and cytosine (C). b) These bases pair along the double helix structure in a specific manner – 
A always pairs with T, and G with C. The order in which the bases are arranged along the sugar-
phosphate backbone is crucial, as it forms the genetic code. 

a 
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Within the 6.4 billion base pairs of the diploid human genome, there are 

functional, coding units called genes, as well as long stretches of non-coding 

regions of DNA. Genes are transcribed by an enzyme called RNA polymerase 

to produce a strand of messenger RNA (mRNA). The mRNA is 

complementary to the DNA strand from which it was transcribed in all aspects 

but one – the base uracil replaces thymine in RNA. This mRNA strand is then 

translated into a protein by transfer RNA (tRNA) molecules. The sequence of 

bases on the mRNA are read in triplets – known as codons – and each triplet 

codes for a single amino acid. The amino acids are joined by peptide bonds, 

and the polypeptide eventually folds into a three-dimensional protein.  The 

sequence of amino acids – and thus the initial DNA sequence of the gene – is 

crucial for the correct function of proteins, and therefore maintaining genomic 

integrity is vital to the survival and functioning of cells.  

 

1.3.4. DNA Damage  

 

DNA, like all other biological molecules, is susceptible to damage. The double 

helical structure of DNA provides a degree of protection; however, the DNA 

is consistently exposed to damaging agents, both endogenous and exogenous. 

Endogenous damage is caused by the interaction of DNA with water and ROS, 

resulting in damage such as oxidation and hydrolysis. On the other hand, 

exogenous damage results from environmental, physical, or chemical sources, 

including IR (171). If DNA damage is not repaired correctly and efficiently, the 

accumulation of genomic instability can have catastrophic consequences at the 

cellular level, leading to apoptosis, as well as contributing to the development 

of human diseases, including cancers (172). 
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Endogenous DNA Damage 

 

Endogenous damage accounts for the majority of DNA damage within a cell. 

The simplest form of endogenous DNA damage is hydrolysis. The N-

glycosidic bond in DNA, which connects the base and sugar components, is 

particularly vulnerable to hydrolysis, which results in a separation of the base 

from the phosphodiester backbone, forming an apurinic/apyrimidic (AP) site 

(173). The purine bases (A and G) have a loss rate 20 times faster than the 

pyrimidine bases (T and C), and therefore these reactions are often referred to 

as depurination reactions (174). During replication, DNA polymerases 

preferentially incorporate adenine opposite the AP site, which results in 

frameshift mutations or base-pair substitutions, and thus AP sites are highly 

mutagenic (175). As well as AP sites, hydrolysis can also cause hydrolytic 

deamination of bases containing an NH2 group. This most often occurs in 

cytosine, which forms the base uracil following deamination – this occurs at a 

rate of 100 – 500 deamination events per cell per day (176). Hydrolytic 

deamination causes mutagenic nucleotide sequence changes that are 

commonly found in cancer-associated genes. 

 

Another form of endogenous DNA damage is oxidation. Oxidative DNA 

damage is caused by ROS, which are inevitably produced during normal 

physiological processes in the cell such as metabolism and respiration. 

Exogenous sources of DNA damage, such as IR, can also produce ROS (145). 

There are different types of ROS, including hydroxyl radicals, hydrogen 

peroxide, and superoxide anions, amongst many more (173). ROS can cause a 

variety of different DNA lesions at a rate of ~10,000 lesions per cell per day 

(177). Guanine is the most susceptible to ROS of the four DNA bases due to its 

low redox potential, and is the most commonly modified (178). Hydroxyl 

radicals hydroxylate guanine at the C8 position to produce 8-oxoguanine (8-
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oxoG) (179). 8-oxoG can be erroneously paired with adenine by DNA 

polymerases during replication, causing GC to TA transversion mutations, 

which are highly mutagenic and can contribute to the formation of cancers 

(180, 181).   

 

Exogenous DNA Damage 

 

Exogenous DNA damage is caused by environmental sources, both physical 

and chemical in nature, such as radiation and alkylating agents. Alkylating 

agents are found in diesel pollutants and tobacco smoke, among other sources, 

and are also used as chemotherapeutic agents for cancer treatment (182-184). 

The alkylation of DNA can be as simple as the addition of a single methyl 

group to a nucleotide base (185), and can also can cause secondary DNA 

damage through AP sites, DNA strand breaks, and interstrand crosslinks 

(182).  The most commonly methylated base is N7-methylguanine (7meG) 

(184), which accounts for 75 % of all methylated bases and occurs at a rate of 

4000 residues per day (186). 7meG does not alter the coding specificity of the 

base, however the N-glycosidic bond connecting 7meG to the DNA backbone 

is easily destabilised, creating cytotoxic AP sites (185). Another common 

alkylation is N3-methyladenine (3meA), which is extremely cytotoxic. The 

methyl group enters the minor groove of the DNA helix, which blocks DNA 

polymerases and halts replication (187, 188).   

 

As mentioned in section 1.3.1, IR is another source of DNA damage, and can 

arise from exogenous sources such as cosmic radiation. IR passes through the 

cell in high-energy tracks, depositing energy and ionising any atoms it 

interacts with via the stripping of electrons. Ionisation leads to direct induction 

of DNA damage, as well as the production of chemical modifications and the 

breaking of covalent bonds (146, 189).  IR also generates damage indirectly 
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through the radiolysis of water and the generation of ROS, thus causing 

oxidative DNA lesions (190). A variety of different radiation-induced DNA 

lesions have been identified, including oxidative base lesions, AP sites, DNA 

strand or DNA-protein crosslinking, sugar modifications, SSBs and DSBs (146, 

189).  

 

DSBs are the most cytotoxic lesion induced by IR. They are formed when 

breaks in the DNA phosphodiester backbone occur on opposing strands 

within 1-20 base pairs of one another, separating the two strands – this makes 

damage repair significantly more difficult compared to other types of DNA 

damage (191). If unrepaired, DSBs result in apoptosis, and if repaired 

incorrectly they are highly mutagenic and can contribute to the development 

of cancers (192). SSBs are generated when a complete nucleotide is lost from 

the DNA strand, leaving a gap in the phosphodiester backbone and damage 

at the 5’ and/or 3’ ends of the break (193). SSBs are the most common form of 

DNA damage, accounting for approximately 75 % of all lesions (194), and if 

left unrepaired can cause DNA replication fork stalling – a process which can 

result in the formation of DSBs (195, 196). SSBs also contribute to mutagenesis 

and genomic instability in cancer formation. 

 

1.3.5. The DNA Damage Response 

 

Maintaining genomic stability is crucial for survival, as it conserves correct 

cellular function and allows for the successful replication of DNA and the 

passing of genetic information to progeny. As discussed in section 1.3.4, DNA 

is constantly exposed to endogenous and exogenous sources of damage which 

disrupts the stability of the genome, and the accumulation of DNA damage is 

well recognised as a causative agent of cancer (197). In order to minimise the 

build-up of damage, cells possess an intricate network of DDR pathways, 
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which involve multiple signalling and effector systems that function alongside 

DNA damage sensors and cell cycle checkpoints. The choice of repair pathway 

depends on several factors, including the cell cycle stage and the type and 

amount of damage that has occurred. DDR pathways aim to repair the DNA 

damage, but if repair is not possible, cell cycle arrest, senescence, replication 

regulation, or apoptosis will be induced (172, 197). There are over 450 genes 

involved in the DDR (198), and the pathways are regulated by a vast set of 

post-translational modifications (PTMs), such as acetylation, phosphorylation, 

methylation and ubiquitination, which have key functions in controlling 

chromatin structure, transcription, protein degradation, signal transduction, 

and enzyme activity (199, 200).  There are four major pathways in the DDR: 

DSB repair, nucleotide excision repair (NER), MMR, and base excision repair 

(BER). DSB and BER are the main pathways utilised to repair radiation-

induced DNA DSBs and SSBs respectively.  

 

Double Strand Break Repair 

 

DSBs are the most cytotoxic form of DNA damage, and incorrect repair can 

have catastrophic consequences in the cell, such as genomic rearrangements 

and cell death. The genomic rearrangements that may develop from DSBs can 

also contribute to the development and progression of cancers (192, 201). 

However, it is also important to note that the generation of DSBs is a key step 

during meiosis, where it contributes to genetic diversity in offspring (202), and 

for increasing the diversity of antigen receptors and immunoglobins in 

immune cells via the process of V(D)J recombination (203).  In situations where 

DBSs are not beneficial for the cell, two pathways are utilised for their repair: 

NHEJ and HR.  
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1.3.5.1.1. Non-Homologous End Joining 

 

NHEJ (figure 1.7) is the predominant pathway for the repair of DSBs and 

occurs throughout all stages of the cell cycle. As NHEJ repairs DNA 

irrespective of homology, it is an error-prone process that has been linked to 

genomic aberrations (204, 205). There are two sub-pathways of NHEJ: 

canonical NHEJ (C-NHEJ) and alternative NHEJ (A-NHEJ).  

 

The first stage of NHEJ is DSB recognition. In C-NHEJ, the Ku70/80 

heterodimer binds to the DSB and forms a ring structure at the break site to 

protect the broken ends and act as a scaffold for the recruitment of DNA-

dependent protein kinase catalytic subunit (DNA-PKcs), establishing the 

DNA-PK holoenzyme (206, 207). DNA-PKcs, once activated, acts as an 

important regulatory kinase in the NHEJ pathway (208), and is crucial for the 

recruitment and activation of end-processing factors such as Artemis. Artemis 

removes the 5’ and 3’ DNA overhangs from the break in an endonucleolytic 

manner, allowing the X-ray cross-complementing protein 4 (XRCC4)-DNA 

ligase IV complex to ligate the DNA ends (209, 210). Other end-processing 

factors may be recruited before the ends can be ligated, for example, 

polynucleotide kinase/phosphatase (PNKP) and the MRN complex (211, 212). 

If necessary, nucleotide addition occurs via Pol X family members Pol µ and 

Pol λ (213, 214). A-NHEJ, on the other hand, utilises poly (ADP-ribose) 

polymerase 1 (PARP1) as a scaffold for proteins such as the MRN complex, 

PNPK and Artemis (212), and XRCC1 in complex with DNA ligase IIIα 

performs the final ligation step of the process (215).  
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Figure 1.7: The Non-Homologous End Joining Pathways 
 
In C-NHEJ, the Ku70/80 heterodimer binds to the DSB and recruits DNA-PKcs, which is vital for the 
recruitment and activation of end-processing factors such as Artemis. Artemis removes the 5’ and 3’ 
DNA overhangs from the break, which allows the XRCC4-DNA ligase IV complex to ligate the DNA. 
Other end-processing factors may be recruited before the ends can be ligated, such as PNKP and the 
MRN complex. If necessary, nucleotide addition occurs via Pol X family members. A-NHEJ, on the other 
hand, utilises PARP1 as a scaffold for proteins such as the MRN complex, PNPK and Artemis, and an 
XRCC1-DNA ligase IIIα complex performs the final ligation step. 
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1.3.5.1.2. Homologous Recombination 

 

In contrast to NHEJ, HR (figure 1.8) is an error-free process as it employs 

homologous sister chromatids as a template for DSB repair (216). This 

requirement restricts HR to the S and G2 phases of the cell cycle, however 

results in a repair process with high levels of precision (217).  

 

There are a number of different sub-pathways of HR, however they share the 

same essential features of the process, beginning with the recruitment of the 

MRN complex to the break site, which results in the formation of 3’ single-

stranded regions of DNA (218). The MRE11 subunit of the MRN complex is 

chiefly responsible for DNA end resection, in combination with carboxy-

terminal binding protein-interacting protein (CtIP), however exonuclease 1 

(EXO1) and Bloom syndrome RecQ-like helicase (BLM) are also involved (219, 

220). Replication protein A (RPA) then coats the single-stranded DNA 

(ssDNA) overhang to protect the DNA from self-annealing, preventing the 

formation of secondary structures (219). RAD51 then replaces RPA, forming 

nucleoprotein filaments, which induces a search for homology in the sister 

chromatid, template pairing, and finally, strand invasion (221). These initial 

stages of HR are regulated by BRCA1, BRCA2, RAD52 and RAD54, proteins 

which are all crucial to the repair process (221-223). Strand invasion results in 

the formation of a displacement loop (D-loop) due to interaction between the 

invading strand and the sister chromatid. The ssDNA within the D-loop is 

then used as a primer for DNA synthesis, catalysed by DNA polymerase I and 

using the homologous strand as a template (206). The final stages of HR occur 

through synthesis-dependent strand annealing (SDSA) or DSB repair (DSBR). 

In the SDSA pathway, the invading strand separates from the undamaged 

template strand, anneals to the end of the DNA break, and DNA synthesis and 

ligation occurs to generate non-crossover intact DNA (224, 225). DSBR, on the 
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other hand, pairs both of the 3’-ssDNA overhangs with the template DNA, 

forming double Holliday junctions. Following cleavage and ligation, crossover 

or non-crossover DNA is formed, repairing the break (224, 226).  
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Figure 1.8: The Homologous Recombination Pathways 
 
HR begins with the recruitment of MRN to the break site, which results in the formation of 3’ ssDNA. 
RPA coats the ssDNA overhang to prevent the formation of secondary structures, and RAD51 replaces 
RPA, forming nucleoprotein filaments. This induces a search for homology in the sister chromatid, 
template pairing, and strand invasion, forming a D-loop. The final stages of HR occur through either 
SDSA or DSBR. In the SDSA pathway, the invading strand separates from the undamaged template 
strand, anneals to the end of the DNA break, and DNA synthesis and ligation occurs to generate non-
crossover intact DNA. In DSBR, both 3’-ssDNA overhangs are paired with the template DNA, forming 
double Holliday junctions. Following cleavage and ligation, crossover or non-crossover DNA is formed, 
repairing the break. 
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Base Excision Repair 

 

BER is the predominant mechanism used for the repair of IR-induced SSBs and 

is a highly conserved pathway with homologous proteins functioning in 

bacteria, yeast, and animals (227). The vast majority of radiation-induced DNA 

lesions are SSBs, with 1 Gy of X-rays generating ~1000 SSBs per cell in contrast 

to only 20 – 40 DSBs per cell (147). If unrepaired, accumulated SSBs contribute 

to genomic instability and have been associated with the onset of cancer. The 

BER pathway is divided in to four distinct stages – DNA base damage excision, 

AP site incision, DNA end processing, and DNA ligation – and there are two 

sub-pathways: short-patch BER (SP-BER) and long-patch BER (LP-BER).  

 

SP-BER (figure 1.9) is the principle BER sub-pathway, repairing approximately 

80 % of all damaged bases (228). SP-BER is initiated by the detection and 

removal of the DNA lesion by a damage-specific DNA glycosylase. There are 

11 different DNA glycosylases in humans, which can be divided in to two 

categories: monofunctional glycosylases and bifunctional glycosylases. The 

monofunctional glycosylases can only catalyse the hydrolytic cleavage of the 

N-glycosidic bond between the deoxyribose sugar and the nitrogenous base 

(229). Excision of the damaged base by a monofunctional glycosylase forms an 

AP site, leading to the recruitment of AP endonuclease 1 (APE1) and PARP1. 

APE1 hydrolyses the DNA backbone at the AP site, generating a SSB with 5’-

deoxyribosephosphate (dRP) and 3’-hydroxyl ends (230, 231), while PARP1 

adds poly-ADP-ribose polymers onto repair proteins such as DNA 

polymerase β (Polβ) and XRCC1, increasing the efficiency of their recruitment 

to damage sites (232). Polβ removes the dRP, generating a 5’-phosphate., 

whilst simultaneously inserting the correct nucleotide. On the other hand, 

bifunctional glycosylases human endonuclease III (NTH1) and 8-oxoG 

glycosylase (OGG1) possess AP-lyase activity as well as their glycosylase 
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activity, allowing them to cut the phosphodiester backbone on the 3’ side of 

the damaged base (β-elimination), creating a 3’-phospho-α,β-unsaturated 

aldehyde (PUA) and a 5’-phosphate (233). APE1 removes the PUA, leaving a 

3’-hydroxyl end (234). Thus, in both cases, a single nucleotide gap is generated 

with 3’-hydroxyl and 5’-phosphate ends. Polβ then fills the gap with the 

correct nucleotide, and a complex of DNA ligase IIIα and XRCC1 is recruited 

to seal the nick (228, 234).  

 

LP-BER (figure 1.9) is only used when a 5’ blocking lesion is generated through 

the oxidation or reduction of the an AP site that is resistant to Polβ dRP-lyase 

activity (235). In this pathway, the excision of the damaged base and end 

processing occur as in SP-BER with a monofunctional glycosylase. However, 

in LP-BER, after Polβ inserts the new nucleotide into the gap there is a switch 

to one of the DNA replication polymerases δ or ε (Polδ/Polε). In a process 

called strand displacement, Polδ or Polε then synthesises 2 – 12 nucleotides 

from the 3’ end of the DNA repair site, which displaces a 5’-flap structure (181, 

236). The flap structure is removed by a complex consisting of flap 

endonuclease-1 (FEN-1) and proliferating cell nuclear antigen (PCNA), and a 

PCNA/DNA ligase I complex then seals the nick (228, 234). 
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Figure 1.9: The Base Excision Repair Pathways 
 
BER is initiated by the detection and removal of the lesion by a DNA glycosylase. Excision of the 
damaged base by a monofunctional glycosylase forms an AP site, leading to the recruitment of APE1 
and PARP1. APE1 hydrolyses the DNA backbone at the AP site, generating a SSB with 5’-dRP and 3’-
hydroxyl ends, and PARP1 generates PAR polymers on repair proteins to increase the efficiency of their 
recruitment. DNA Polβ removes the dRP, generating a 5’-phosphate. In SP-BER, bifunctional 
glycosylases cut the phosphodiester backbone on the 3’ side of the damaged base PUA and a 5’-
phosphate. APE1 removes the PUA, leaving a 3’-hydroxyl end. Polβ then fills the gap with the correct 
nucleotide, and a complex of DNA ligase IIIα and XRCC1 is recruited to seal the nick. In LP-BER, after 
Polβ inserts the new nucleotide into the gap there is a switch to one of the DNA replication polymerases 
δ or ε. In a process called strand displacement, Polδ or Polε synthesises 2-12 nucleotides from the 3’ end 
of the DNA repair site, which displaces a 5’-flap structure. The flap structure is removed by a complex 
consisting of FEN-1 and PCNA, and a PCNA/DNA ligase I complex seals the nick. 
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1.4. Chromatin  

 

1.4.1. Chromatin Organisation 

 

Within eukaryotic cells, the majority of DNA is located inside the nucleus, 

which is 6 µm in diameter. However, the DNA on all 46 human chromosomes 

would span approximately 2 meters in length if laid out end-to-end. 

Consequently, to ensure the DNA fits into the nucleus, it must be folded into 

a highly condensed structure. This structure is known as chromatin, and is 

organised chiefly by histones, but also by non-histone chromosomal proteins, 

which bind to the DNA and provide structure to the chromosomes. As well as 

allowing the DNA to fit into the nucleus, the compaction of DNA into 

chromatin also acts as a protective measure against DNA damage, helps to 

control gene expression, and adds strength to the DNA structure during cell 

division. 

 

Nucleosomes are the basic units of chromatin (figure 1.10). They are formed 

from ~145 – 147 base pairs (bp) of DNA wrapped ~1.65 times around a histone 

octamer consisting of two copies each of the core histone proteins H2A, H2B, 

H3 and H4 (237). The formation of these nucleosome units is initiated by the 

wrapping of recently synthesised DNA around a H3-H4 tetramer, and the 

subsequent addition of two H2A-H2B dimers (237). The structure is stabilised 

through interaction between positively charged amino acid residues on the 

histone octamer and the minor groove of the DNA phosphate backbone, 

giving rise to 14 weak DNA-histone bonds (238). Nucleosomes are joined 

together by short (~15 – 20 bp) segments of linker DNA, which is associated 

with the linker histones H1 and H5, to form the so-called ‘beads-on-a-string’ 

nucleosome array structure (239). This then folds into a higher-order structure 
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of a 30-nanometre chromatin fibre (240), which undergoes supercoiling during 

cell division to form the metaphase chromosomes seen during mitosis and 

meiosis (241). Tightly packed chromatin is known as heterochromatin and is 

associated with the transcriptional silencing of genes. Conversely, 

euchromatin is a loosely packed, relaxed region, and due to easy access by 

transcription factors, is associated with transcriptional activity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.10: The Structure of Chromatin 
 
The basic units of chromatin are formed from ~145 – 147 bp of DNA wrapped ~1.65 times around a 
histone octamer, forming a nucleosome. Nucleosomes are joined together by short segments of linker 
DNA to form the ‘beads-on-a-string’ nucleosome array structure, which folds into a 30-nanometre 
chromatin fibre. The fibre undergoes supercoiling during cell division and can exist as either tightly 
packed heterochromatin or loosely packed euchromatin.  
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The N-terminal tails of histones protrude from the nucleosome structure. This 

allows for the addition and removal of histone PTMs such as phosphorylation, 

acetylation, methylation, ubiquitylation, SUMOlyation and PARylation, 

which can regulate and remodel the chromatin structure (242, 243). PTMs 

work alone, but also through the recruitment of ATP-dependent chromatin 

remodelling complexes, to influence the structure of chromatin (244). Local 

changes in chromatin structure allow the cell to perform DNA-dependent 

processes, including regulating gene expression through transcription and 

stimulating DNA damage repair.  

 

Nucleosome Structure 

 

The crystal structure of the nucleosome was ascertained in 1997, and clearly 

shows ~146 bp of DNA wrapped in a left-handed superhelix ~1.65 times 

around a histone octamer (237). The histone octamer consists of two copies 

each of the core canonical histones H2A, H2B, H3, and H4 (245), which are 

positively charged and composed of three α-helices divided by two loops (α1-

L1- α2-L2- α3). This motif is crucial for the nucleosome structure, as it allows 

the histone proteins to form heterodimers. Each domain in the motif pairs with 

a complementary histone fold to form a handshake motif (237, 245, 246). H2A 

pairs to H2B, and H3 pairs to H4. The core histone octamer therefore contains 

four heterodimers: 2 H2A/H2B, and 2 H3/H4. The α2 and α3 helices in histone 

H3 allow for the two H3/H4 heterodimers to interact with one another via a 

four-helix bundle, forming (H3/H4)2 tetramers. The H2A/H2B heterodimers 

bind to the (H3/H4)2 tetramers via H4 and H2B histone folds, forming the 

ordered histone octamer (247). The octamer binds the majority of nucleosomal 

DNA, approximately 121 bp in total. A variety of electrostatic interactions, 
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hydrogen bonds and protein interactions are employed to stabilise the 

nucleosome structure (237, 238).  

 

Nucleosome Array Structure 

 

While the majority of nucleosomal DNA wraps around the histone octamer, 

~15 – 20 bp acts as so-called ‘linker DNA’. These short sections of DNA 

associate with the linker histones H1 and H5 to join the nucleosomes together 

and form arrays with a ‘beads-on-a-string’-like structure. These arrays are 

compacted further to form the secondary structure of chromatin: 30 nm 

chromatin fibres. This was first noted in 1980 (248), however the structure is 

yet to be resolved. Currently, there are two possible models for the structure 

of the chromatin fibres. The one-start solenoid model suggests that the 

nucleosomes are joined along a superhelical path (240, 249, 250), while the two-

start zig zag model states that two rows of nucleosomes are connected by 

straight linker DNA, either in a longitudinal or radial arrangement (251-253).  

 

Higher Order Chromatin Structures 

 

The proposed model for higher order structures of chromatin is largely based 

on studies of extracted metaphase chromosomes. These chromosomes consist 

of a scaffold in the characteristic shape of a metaphase chromosome, 

surrounded by a ring of DNA. The DNA ring contains many loops of 30 – 90 

kilobases, each of which are anchored to the scaffold (254). This radial-loop 

model, however, cannot be extrapolated to other higher order structures, 

including interphase chromosomes (255). Other models have therefore been 

suggested, including a molten globe or polymer melt physical arrangement of 

irregularly folded, compacted nucleosome arrays (256-258). This model does 
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not explain the rod-like structures observed in chromatin during metaphase, 

and it is likely that there are a variety of chromatin organising proteins, 

including polycomb repressive complex 1/2 (PCR1/2) and heterochromatin 

protein 1 (HP1), that are involved in managing the final levels of higher order 

organisation (259).  

 

1.4.2. Histone Variants 

 

Histone variants can be substituted for the core canonical histones in order to 

provide the octamer with different functions. The histone with the highest 

number of variants is histone H2A, of which H2A.X and H2A.Z are the most 

well characterised. Histone H2A.X is phosphorylated and functions in several 

cellular processes, for example: the DNA damage response (γH2AX), 

chromatin remodelling processes, and inactivation of X-chromosomes. 

Meanwhile, histone H2A.Z is involved in transcription, DNA repair and 

recruitment of RNA Polymerase II (260). γH2AX is commonly used as a 

marker for DNA damage, as the phosphorylation of this histone variant by 

ATM and ATR acts as a recruiter for key DNA repair proteins (261). 

 

1.4.3. Regulation of Chromatin Structure 

 

It is crucial for cellular function that chromatin has a dynamic structure. 

During processes such as transcription or DNA replication and repair, the 

DNA must be accessible to a variety of proteins, and thus the chromatin must 

change from a heterochromatic configuration to a euchromatic one. The 

regulation of chromatin structure is controlled by either ATP-dependent 

chromatin remodelling complexes (ACRs) or through post-translational 

modification of histones. 
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Chromatin Remodelling Complexes 

 

There are several multi-subunit chromatin remodelling complexes that 

function in mammalian cells. These complexes utilise the energy generated 

from the hydrolysis of ATP to alter the structure of nucleosome arrays and 

thus regulating the accessibility of DNA (262).  There are four main 

subfamilies of ACRs: imitation switch (ISWI), chromodomain helicase DNA-

binding (CHD), inositol-requiring 80 (INO80), and switch/sucrose non-

fermentable (SWI/SNF) (263). These families work in different ways to 

remodel chromatin; however, they all share a number of features. Each ACR 

has a single catalytic subunit containing an ATPase domain, which is split into 

two RecA-like lobes (DExx and HELICc). They also display a greater affinity 

for the nucleosome in comparison to naked DNA, and carry domains to 

regulate the ATPase domain and to allow interaction with other proteins – 

these can be chromatin proteins, chaperone proteins, or transcription factors 

(264).  

 

ISWI chromatin remodellers have an ATPase domain with a carboxy-terminal 

HAND-SANT-SLIDE (HSS) domain, and two RecA-like lobes (265). The HSS 

domain binds to linker DNA and the unmodified tail of histone H3 (266, 267) 

This subfamily of ACRs alter the accessibility of chromatin through the 

assembly and spacing of nucleosomes, however a select number of ISWI ACRs 

carry additional subunits that actively promote gene transcription (264, 268).  

CHD chromatin remodellers have a similar ATPase domain to the ISWI 

family, however the CHD ATPase carries two unique chromodomains (269). 

Furthermore, the C-terminus of CHD proteins contains a NegC domain 

adjacent to a DNA-binding domain, which, in contrast to the ISWI family, 

contains only the SANT and SLIDE domains (270, 271). CHDs have an array 

of functions, and are involved in nucleosome spacing (272), exposing 
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promoter regions of DNA to transcription factors (273), and editing chromatin 

through the incorporation of the histone variant H3.3, which is essential for 

replication-independent chromatin assembly (274). The INO80 subfamily of 

ACRs contains an ATPase domain with a prominent insertion between two 

RecA-like lobes, which binds an individual heterohexameric ring of the 

helicase-related ruvB-like proteins Rvb1 and Rvb2, one actin-related protein 

(ARP) and one member of the YL-1 protein family (264). Moreover, the N-

terminus of INO80 ACRs contains a helicase/SANT-associated (HSA) domain, 

which functions to nucleate actin and ARPs (275). INO80 family members can 

alter nucleosome spacing and chromatin access, however their main function 

is in editing. For example, H2A-H2B dimers can be replaced with histone 

variants by the SWR1C/p400/Snf2-related CBP activator protein (SRCAP) 

complex, and INO80C has been shown to catalyse the replacement of H2A.Z-

H2B variant dimers with canonical H2A-H2B dimers (276, 277). In SWI/SNF 

ACRs, the RecA-like lobes of the ATPase domain flank a small, highly 

conserved insertion – a HSA domain (278, 279). This family of chromatin 

remodellers slide and eject nucleosomes from DNA, which facilitates 

chromatin access, and they are thus highly associated with gene activation and 

repression (244). 

 

Post-Translational Modifications 

 

Pioneering research carried out in the 1960s identified that histone subunits 

can carry PTMs (242). There are a number of tail protrusions in the 

nucleosome; a total of eight N-terminal tails – one from each histone protein – 

and two C-terminal tails from histone H2A are found in the structure. The 

main function of these tails is to provide sites for PTMs, as well as allowing for 

interaction with other nucleosomes (243, 247). Due to their ability to alter 

chromatin structure, PTMs have a critical influence upon transcription, and 
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also have an impact on DNA replication and repair (280). There are a number 

of different types of PTM, the most common including histone methylation, 

phosphorylation, and acetylation. 

 

Histone methylation generally occurs on lysine and arginine sidechains on 

histones H3 and H4, and either inhibits or stimulates the recruitment of 

histone-binding proteins to impact gene expression (281). Methylation is 

controlled by histone methyltransferases (HnMTs) and histone demethylases, 

and the most commonly methylated residues are K4, K9 and K27 on H3, and 

K20 on H4 (282). These residues can be mono-, di-, or tri-methylated, and the 

impact of histone methylation on gene expression is dependent upon both the 

residue and the degree of methylation. For example, H3K4, H3K36 and H3K79 

modifications are associated with transcriptional activation, whereas H3K9, 

H3K27 and H4K20 modifications have been linked to transcriptional 

repression (283).  

 

Phosphorylation of serine, threonine and tyrosine residues is controlled by 

kinase proteins, which add phosphate groups onto the amino acids, and 

phosphatases, which remove them. The phosphorylation of histones adds a 

negative charge to the octamer, reducing the strength of its interaction with 

positively charged DNA and changing the overall chromatin structure (280). 

Histone phosphorylation therefore impacts several cellular processes, and 

perhaps most important is its role in the DNA damage response. In mammals, 

phosphorylation of S139 on the histone variant H2AX (gH2AX) is a crucial 

marker of DNA damage, acting to ensure DSBs are recognised by the repair 

machinery (284).   

 

Histone acetylation is one of the most well understood histone PTMs. This 

type of modification is controlled by histone acetyltransferases (HATs) and 
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histone deacetylases (HDACs) and has important roles in gene expression. The 

addition of acetyl groups to the N-terminal tails of the histones neutralises the 

positive charge of the octamer, leading to less interaction with the DNA – 

similar to histone phosphorylation (285). This makes the chromatin more 

accessible to transcription machinery, allowing for gene expression. Gene 

expression can be switched off by the activity of HDACs, which remove the 

acetyl groups and restore the strong interaction between the histone and DNA. 

Histone acetylation and deacetylation has been implicated in both the HR and 

NHEJ DNA DSB repair pathways (286, 287). 

 

1.5. Histone Deacetylases 

 

There are 18 HDAC enzymes in humans, which are organised into classes 

based on function and sequence homology (figure 1.11). Classes I, II and IV 

are made up of the ‘classical’ Zn2+-dependent HDACs, and class III contains 

NAD+-dependent sirtuins (288). A Zn2+-dependent catalytic HDAC domain is 

present in all class I, II and IV HDACs, and some individual enzymes contain 

extra functional domains. Class II HDACs contain unique domains for nuclear 

localisation and export signals, which allow for movement between the 

cytoplasm and nucleus (289), as well as a binding domain specific to the 

myocyte enhancement factor 2 (MEF2) transcription factor (290). Furthermore, 

HDAC6 contains a zinc finger binding domain, while HDAC10 contains a 

leucine-rich region. Sirtuins, the class III HDACs, are structurally distinct from 

classes I, II and IV. They are homologous to the yeast silent information 

regulator 2 (Sir2) protein (291), and are ubiquitously expressed in humans 

(292). HDACs have been linked to all 8 hallmarks of cancer (figure 1.12) and 

have therefore been linked to the development of multiple tumour types (table 

1.1). 
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Figure 1.11: The Classes of HDACs 
 
In humans there are 18 HDAC enzymes, which are organised into classes based on function and 
sequence homology. Classes I, II and IV are made up of the ‘classical’ Zn2+-dependent HDACs, which all 
carry a Zn2+-dependent catalytic HDAC domain. Class II HDACs also contain unique domains for 
nuclear localisation and export signals, which allow for movement between the cytoplasm and nucleus, 
plus a binding domain specific to MEF2. HDAC6 contains a zinc finger binding domain, while HDAC10 
contains a leucine-rich region.  
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Figure 1.12: HDACs and the Hallmarks of Cancer 
 
The involvement of various HDACs with the 8 hallmarks of cancer. 
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Table 1.1 Cellular targets and tumour associations of HDACs 
 

 
 
The various cellular targets of each HDAC, plus the tumour types they have been associated with. 
HDACs specifically associated with HNSCC are highlighted. Taken from our review (361). 
  

Class HDAC Cellular targets Tumour Association Reference 

I 

HDAC1 

CoREST transcriptional 
complex, BRG1-RB1-
HDAC1 complex, SP1/3 
transcription factors, NF-
κB, HIF-1α 

Gastric, pancreatic, colorectal, 
prostate, hepatocellular, lung, 
breast 

(293-306) 

HDAC2 
CoREST transcriptional 
complex, DNMT/DMAP1, 
MTA1, p53 

Cervical, gastric, breast, 
prostate 

(295, 299, 
301, 307-
311) 

HDAC3 BCL6, XBP1, AKT1, N-CoR 
Acute promyelocytic 
leukaemia, hepatocellular, 
colorectal, breast 

(312-318) 

HDAC8 Telomerase, ERRα Neuroblastoma, breast (319-322) 

II 

HDAC4 HIF-1α, CDK 
Oesophageal, glioma, gastric, 
colorectal (323-328) 

HDAC5 MEF2C, MTA1, ESR1, Rb, 
RARA 

Hepatocellular, colorectal, 
breast, lung (329-336) 

HDAC6 ESR1, HIF-1α, Aggresome OSCC, ovarian, breast 
(323, 329, 
337-340) 

HDAC7 RARA, FOXP3, Stat3 Nasopharyngeal, lung, breast, 
gastric 

(330, 341-
345) 

HDAC9 MEF2, C-Jun, Aldehyde 
Dehydrogenase 1A3 

OSCC, lung, hepatocellular, 
breast (346-351) 

HDAC10 PTPN22, AKT, DNA 
Repair Lung, colorectal, ovarian (352-357) 

IV HDAC11 p53, Cell Cycle 
Progression, Glycolysis 

Pituitary, neuroblastoma, 
hepatocellular (358-360) 
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1.5.1. Class I HDACs 

 

Class I HDACs (HDAC1, HDAC2, HDAC3 and HDAC8) are localised to the 

nucleus, and function as a catalytic subunit in protein complexes that are 

heavily involved in transcriptional repression (362).  

 

 HDAC1 

 

HDAC1 is part of the CoREST complex along with HDAC2. This complex 

ensures that neuronal genes are transcriptionally silenced in non-neuronal 

tissues (295). HDAC1 is also a component of the BRG1-RB1-HDAC1 complex, 

which is a negative regulator of transcription in resting neurons (298), and also 

regulates the function of the SP1 and SP3 transcription factors (293, 296). 

Furthermore, HDAC1 and HDAC2 have been shown to inhibit the 

transcription of NF-κB (294), and knocking out HDAC1 and HDAC2 

simultaneously is sufficient to induce apoptosis (363). HDAC1 overexpression 

has been suggested as a prognostic marker for gastric cancer, and it has been 

suggested that there is an upregulation of HDAC1 in ~60 % of gastric cancer 

cases (299, 300). Furthermore, an increased level of HDAC1 has been observed 

in both colorectal and prostate cancer (299, 303). In pancreatic cancer, it has 

been suggested that HDAC1 regulates the expression of the HIF-1α 

transcription factor, which promotes angiogenesis and tumour survival in 

hypoxic conditions, and an increase in both HDAC1 and HIF-1α expression 

has been associated with poor prognosis in pancreatic cancer patients (297). 

Higher levels of HDAC1 expression have been associated with invasion, 

advanced stage disease and poor survival in hepatocellular carcinoma (304), 

and a meta-analysis of patients with lung cancer showed that the expression 

of HDAC1 is linked to poor overall survival (305). Conversely, increased 

HDAC1 expression in breast cancer was linked to improved survival and 
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decreased tumour sizes (306). Together, these data show there is a strong link 

between HDAC1 expression and the development of specific cancers. 

 

HDAC2 

 

HDAC2 forms a complex with DNA methyltransferase 1 (DNMT1) and the 

DNMT1-associated protein 1 (DMAP1) to deacetylate histones following DNA 

replication during the cell cycle (309), and is also involved in metastasis 

tumour antigen 1 (MTA1)-mediated transcriptional co-repression of genes 

including BRCA1, ESR1, TFF1 and CDKN1A, which all encode key cancer-

associated proteins (307). Moreover, HDAC2 increases the DNA binding of 

p53, leading to decreased proliferation and senescence induction (308). 

HDAC2 is upregulated in the dysplasia transition region of cervical cancers 

and has a higher expression level during the polyp stage of carcinogenesis 

(310), and in a retrospective study of gastric cancer patients, HDAC2 

upregulation was linked to a decrease in 3-year survival (299). In breast cancer, 

an increased level of HDAC2 expression is correlated with HER2 upregulation 

(311), and the upregulation of HDAC1/2 has been correlated with increased 

differentiation and proliferation in prostate cancer (301). 

 

HDAC3 

 

HDAC3 is thought to be involved in the functioning of the BCL6 

transcriptional repressor via H3K27 deacetylation on gene enhancer elements, 

allowing B cells to undergo rapid changes in response to various cellular 

signals (314). Also, HDAC3 has been shown to interact with X-box binding 

protein 1 (XBP1) to reduce oxidative stress in endothelial cells via increased 

protein kinase B (AKT) phosphorylation (313). In acute promyelocytic 
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leukaemia (APL), HDAC3 has been associated with leukemogenesis via 

transcriptional repression in a complex with N-CoR (312), and in 

hepatocellular carcinoma, a reduction of HDAC3 has been directly correlated 

with H3K9 hyperacetylation, leading to a decline in DNA damage control and 

the transcription of tumour-related genes (315). Furthermore, HDAC3 has 

been associated with proliferation and differentiation in colorectal cancer cells, 

in which it has been suggested that decreased levels of HDAC3 can reduce  

proliferation (316, 317). In a study of 145 breast cancer patient samples, 

HDAC3 expression was negatively correlated with the expression of oestrogen 

and progesterone receptors, and positively correlated with overexpression of 

EGFR. High HDAC3 expression was also linked to poor overall survival (318). 

In another study of breast cancer, HDAC3 increased the expression of high-

mobility group box 3 (HMGB3) and promoted the immune escape of cancer 

cells (364). 

 

HDAC8 

 

HDAC8 has been associated with the regulation of telomerase activity and 

with tumour cell survival (319, 365). Furthermore, HDAC8 has been shown to 

modify the transcriptional activity of oestrogen-related receptor α (ERRα), 

which is involved in glycolysis and oxidative phosphorylation (320). In 

neuroblastoma, an expression study of HDAC1-11 revealed that HDAC8 

expression alone was associated with tumour development. HDAC8 was also 

correlated with advanced disease and metastasis, as well as decreased rates of 

overall survival (321). Furthermore, HDAC8 expression has been shown to be 

increased in breast cancer, and associated with dissemination and EMT of 

breast cancer cells (322). 
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1.5.2. Class II HDACs 

 

Class II HDACs are divided into two classes. Class IIa HDACs (HDAC4, 

HDAC5, HDAC7 and HDAC9) are expressed in the nucleus and cytoplasm, 

and have been shown to have critical functions in regulating the expression of 

MEF2, a key protein in embryonic development (366, 367). On the other hand, 

the class IIb HDACs (HDAC6 and HDAC10) have minimal enzymatic activity, 

and are reliant on a multiprotein complex containing HDAC3 and a 

transcriptional corepressor, N-CoR/SMRT to carry out their deacetylase 

function (368). Class II HDACs are expressed in the skeletal, heart, and smooth 

muscle, as well as brain tissues, and therefore appear to be tissue-specific (369). 

 

Class IIa HDACs 

 

1.5.2.1.1. HDAC4 

 

HDAC4 and HDAC6 have been demonstrated to function in the regulation of 

HIF-1a transcription, and are therefore implicated in tumour angiogenesis 

(323). HIF-1a undergoes acetylation at lysines 532 and 674, leading to its 

degradation or transcriptional activity, respectively (370, 371). It appears 

therefore that HDAC4 is actively involved in the hypoxic response, and 

further evidence demonstrates that knockdown of HDAC4 results in an 

increase in the response and adaptation of cancer cells to hypoxia, as well as 

altering HIF-1-mediated transcription of genes involved in glycolysis and 

chemoresistance (372). In oesophageal SCCs, HDAC4 overexpression has been 

correlated with higher tumour grade, advanced clinical stage and poor 

survival, and has also been shown to promote proliferation via the 

upregulation of CDKs (373). The role of HDAC4 in cancer cell proliferation has 
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also been shown in glioblastoma, gastric cancer, and colorectal cancer, where 

it promotes growth through p21 repression (326-328). 

 

1.5.2.1.2. HDAC5 

 

HDAC5 actively represses the transcription of MEF2C, which is involved in 

muscle maturation and vascular development (331), and has also been 

implicated in MTA1-mediated epigenetic regulation of the oestrogen receptor 1 

(ESR1) gene, which is involved in cellular proliferation and differentiation 

(329). Moreover, HDAC5 has been demonstrated to act as a co-repressor of 

retinoic receptor alpha (RARA), which is involved in a variety of processes 

such as cell growth (330). Studies have further established that HDAC5 

interferes with the function of the Rb tumour suppressor gene (332), and can 

promote migration of colon cancer cells (374). An increased expression of 

HDAC5 has been seen in multiple cancer types, including hepatocellular 

carcinoma, colorectal, breast, and lung cancer, and is associated with 

proliferation, invasion, and apoptosis inhibition in cancer cells (333-336). 

 

1.5.2.1.3. HDAC7 

 

Silencing of HDAC7 leads to an alteration in morphology, migration and 

capillary forming abilities of endothelial cells in vitro, and the enzyme has 

therefore been implicated in angiogenesis (375). Similarly to HDAC5, HDAC7 

also acts as a corepressor of RARA, preventing its binding to DNA (330), and 

is thought to be involved in transcriptional repression via complex formation 

with the FOXP3 regulator protein, which is involved in controlling the activity 

of regulatory T cells (342). It has been shown that an upregulation of HDAC7 

in nasopharyngeal carcinoma, lung cancer and breast cancer is associated with 
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higher levels of proliferation and disease progression (341, 343, 344). 

Furthermore, in lung cancers, HDAC7 has been shown to deacetylate and 

inhibit Stat3 expression, enhancing tumourigenesis (341), and has been linked 

to poor prognosis and metastasis in gastric cancer (345). 

 

1.5.2.1.4. HDAC9 

 

Similarly to other HDACs, HDAC9 has been suggested to be involved in 

angiogenesis (351). HDAC9 recruits HDAC1/3 to alter MEF2-dependent 

transcription, which inhibits skeletal muscle myogenesis and may be involved 

in heart development (346). Moreover, HDAC9 is thought to repress c-Jun 

kinase activation, thus inhibiting downstream signalling through the MAPK 

pathway (348). In OSCC, higher expression levels of HDAC9 are associated 

with increases in cell growth and cell cycle progression (350), while on the 

other hand, a different study observed a decreased level of HDAC9 in lung 

cancer cells in comparison to healthy cells (349). The expression levels of 

HDAC9 have also been positively correlated with the number of 

dedifferentiation markers in a database of hepatocellular carcinoma patients, 

and has been associated with the expression of aldehyde dehydrogenase 1A3, a 

gene commonly mutated in hepatocellular carcinoma (347).  

 

Class IIb HDACs 

 

1.5.2.1.5. HDAC6 

 

Similar to HDAC5, HDAC6 is involved in the MTA1-mediated regulation of 

ESR1 expression (329). HDAC6 also has a crucial role in the degradation of 

misfolded proteins. If misfolded proteins are too abundant to be degraded via 
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the chaperone refolding system, HDAC6 mediates their transport to a 

cytoplasmic juxtanuclear structure called the aggresome (337). Moreover, 

HDAC6 has been implicated in cancer cell metastasis (376), and in OSCC, a 

higher level of HDAC6 has been linked to a higher primary tumour stage (340). 

Expression of HDAC6 was shown to be increased in both high-grade and low-

grade ovarian cancer samples in comparison to benign lesions and healthy 

ovarian cells (338). Intriguingly, on the other hand, mRNA levels of HDAC6 

have been shown to be higher in breast cancer patients with small, low 

histologic grade, hormone positive tumours. In the same study, HDAC6 levels 

were positively correlated with disease-free survival and a better response to 

endocrine therapy (339). 

 

1.5.2.1.6. HDAC10 

 

It has been reported that HDAC10 is involved DNA damage repair through 

associations with DSB formation and the expression of MLH1 and MSH2/6, 

which are genes involved in the MMR DNA damage repair pathway (352, 

353). Furthermore, HDAC10 may promote angiogenesis via the modulation of 

PTPN22/ERK signalling (354). Research has also suggested that HDAC10 

regulates AKT signalling to alter cellular proliferation (355). HDAC10 has been 

shown to have increased expression in lung and colorectal cancer (353, 355), 

and deletions of HDAC10 were linked to a sensitivity to platinum therapy in 

ovarian cancer (356). 

 

1.5.3. Class IV HDACs 

 

The only class IV HDAC is HDAC11, which is expressed mainly in the 

nucleus, and is generally localised to the brain, heart, skeletal muscle and 
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kidney tissues (377). In pituitary tumours, HDAC11 is negatively correlated 

with levels of p53 (360), and research has shown that there is a role for 

HDAC11 in the cell cycle progression of neuroblastoma cells (359). A study in 

hepatocellular carcinoma suggested that HDAC11 can also regulate cellular 

metabolic processes, such as glycolysis (358). 

 

1.5.4. Non-Histone Targets of HDACs 

 

A large number of non-histone proteins can also undergo PTMs, with 

approximately 2000 proteins in the human proteome having been identified 

as having acetylated residues (378-380). Thus, HDACs have also been 

associated with the deacetylation of lysine residues on non-histone proteins, 

including a-tubulin and heat shock protein 90 (HSP90). Interestingly, 

deacetylation of both of these proteins is controlled by HDAC6. a-tubulin 

acetylation levels are associated with the stability of microtubules (381), and 

HDAC6 inhibition has been shown to decrease microtubule stability, which 

results in an enhancement of cell motility (382). Furthermore, there is evidence 

that a-tubulin acetylation and HDAC6 activity are also linked to neuronal 

polarity and cell morphology (383). HSP90 is a molecular chaperone protein 

and is key for the correct assembly and structural maturation of other proteins. 

This function has been shown to be regulated by acetylation, and 

hyperacetylation of HSP90, which is caused by lack of HDAC6 activity, results 

in a loss of the chaperone function and can have catastrophic downstream 

consequences through the accumulation of misfolded proteins (384). One such 

example is the stability of HIF-1a, which is a key regulator of the cellular 

response to hypoxia. 
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1.5.5. HDACs in the Cellular DNA Damage Response 

 

Levels of histone acetylation have been associated with the regulation of the 

cellular DDR. After the induction of IR-induced DNA damage, chromatin 

structure is altered to allow the access of DNA repair factors to the DNA, 

followed by the restoration of chromatin structure to its original state. 

Therefore, HDACs have been implicated in the maintenance of dynamic 

acetylation equilibrium of DDR proteins (385), and this is supported by data 

from studies of HDAC inhibitors (HDACis). For example, one study 

demonstrated that the pan-HDACi, vorinostat, reduced the activation of ATM 

after DSB induction in a dose- and time-dependent manner (386). 

 

Class I HDACs in the DDR 

 

HDAC1 and HDAC2 have been associated with the control of several central 

DDR proteins, including ATM, ATR and BRCA1. Research has also shown that 

HDAC1 and HDAC2 rapidly localise to sites of IR-induced DNA damage, and 

then gradually dissociate. At the damage sites, HDAC1/2 regulate the 

acetylation of H3K56, which decreases after DNA damage. This process is also 

sensitive to class I/II HDACis (387). It has also been noted that the short 

interfering RNA (siRNA)-mediated depletion of HDAC1/2 resulted in 

hypersensitivity to IR and phleomycin, increased the DNA damage-induced 

phosphorylation of CHK1/2 and p53, and increased levels of γH2AX. Based 

on these results, it has been suggested that HDAC1/2 impair DSB repair. 

Supporting this, it has been shown that HDAC1/2-depleted cells have major 

defects in the NHEJ pathway, specifically the persistence of Ku70 and Artemis 

at DNA damage sites (387). 
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HDAC3 function has also been shown to be key for the efficient repair of DSBs. 

HDAC3 inactivation in mouse embryonic fibroblasts lead to higher sensitivity 

to doxorubicin, a topoisomerase II inhibitor, and to cisplatin (388). These 

results suggest that a lack of HDAC3 leads to inefficient DNA repair. 

Furthermore, this study also suggested that the loss of HDAC3 impedes the 

DDR by targeting the chromatin structure, as HDAC3 is not recruited to DNA 

damage sites, and the localisation of other DDR proteins, such as RAD51, 

BRCA1, and MRE11, is not impacted by the loss of HDAC3 (389). A decrease 

in global heterochromatin levels in vivo and a 5 – 8-fold increase in the number 

of chromosomal breaks and gaps in metaphase chromosomes have both been 

observed after HDAC3 inhibition, and thus, HDAC3 is thought to be crucial 

for maintaining genome stability and contributes to efficient DNA repair. 

 

Class II HDACs in the DDR 

 

HDAC4 has been shown to interact with p53-binding protein 1 (53BP1) during 

DSB repair (390), and localises to nuclear foci after IR treatment in a dose-

dependent manner. These HDAC4 foci were observed to have similar kinetics 

to 53BP1 foci, and further investigation showed that HDAC4 and 53BP1 

colocalise to sites of DSBs. Moreover, decreased levels of 53BP1 were seen after 

silencing HDAC4, and vice versa, suggesting that HDAC4 and 53BP1 may 

maintain the stability of each other. Silencing of either HDAC4 or 53BP1 

decreases 53BP1 foci following DNA damage, further supporting the notion 

that HDAC4 is involved in the repair of DSBs. 

 

HDAC6 has also been shown to play a regulatory role in the DDR via its 

interactions with MutL homolog 1 (MLH1) and MutS protein homolog 2 

(MSH2), two key DNA MMR proteins. It has been shown that HDAC6 

deacetylates MLH1 on lysines 33, 241, 361 and 377, blocking the formation of 
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the MutL⍺-MutS⍺ complex, and inhibiting the MMR pathway (391). HDAC6 

also has been reported to reduce the stability of the MSH2 via its deacetylation 

(392). This evidence highlights a significant role for HDAC6 in the regulation 

of DNA MMR.  

 

HDAC9 and HDAC10 are also thought to be involved in the DDR, specifically 

in the HR pathway, as one study demonstrated that using siRNA to reduce 

levels of HDAC9/10 led to significantly less activity of HR, and sensitised cells 

to mitomycin C (393). However, the mechanism by which HDAC9 and 

HDAC10 influence HR is currently unclear. 

 

1.5.6. HDAC Inhibitors and Radiosensitivity 

 

Due to their role in the cellular DDR, several HDACis have been investigated 

for their impact on the radiosensitivity of specific tumour models (table 1.2). It 

is worth noting that, to date, there has been very little research into the effects 

of HDACi on the radiosensitivity of HNSCC. In fact, only one inhibitor, 

resminostat, has been shown to radiosensitise HNSCC cells (394). 
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Table 1.2: HDAC inhibitors and their impacts on tumour cell radiosensitivity 
 

 
 
A summary of the increased radiosensitivity of tumour cell lines after treatment with various HDAC 
inhibitors. Taken from our review (361). 
 

Valproic acid (VPA) 

 

A large number of studies have focused on valproic acid (VPA), a branched-

chain saturated fatty acid which inhibits class I HDACs and has been shown 

to induce radiosensitisation in multiple cancer types. In colorectal cancer cells 

(LS174T and HCT116), treatment with 500 µM VPA for 16 hours pre-

irradiation resulted in p53-dependent radiosensitisation  (395). Moreover, the 

same study demonstrated that, in the LS174T and HCT116/p53+/+ cell lines, 

VPA treatment significantly increased the sub-G1 population of cells, which is 

Inhibitor Target Radiosensitivity impact Reference 
Valproic 
Acid 

Class I Effectively radiosensitised colorectal 
cancer, oesophageal cancer and thyroid 
cancer cells to photons, and 
hepatocellular carcinoma cells to PBT 

(395-398) 

Vorinostat Non-
Selective 

Increased sensitivity of melanoma, lung 
cancer, breast cancer, and colorectal 
cancer cells to photons 

(399-401) 

CUDC-101 HDAC1-10, 
EGFR, HER2 

Radiosensitised pancreatic cancer, breast 
cancer, and glioblastoma cells to photons 

(402, 403) 

Panobinostat Non-
Selective 

Sensitised bladder cancer, hepatocellular 
carcinoma, prostate cancer cells to 
photons, and hepatocellular carcinoma 
cells to PBT 

(404-406) 

Romidepsin Class I Increases the sensitivity of bladder cancer, 
rhabdomyosarcoma, and retinoblastoma 
cells to photons 

(407-409) 

Mocetinostat Class I Radiosensitised bladder cancer cells to 
photons 

(405) 

Belinostat Non-
Selective 

Sensitises rhabdomyosarcoma, cervical 
cancer, and colorectal cancer cell lines to 
photons 

(410, 411) 

Resminostat Non-
Selective 

Sensitises HNSCC cells to photons (394) 
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indicative of apoptosis. However, this was not observed in the HCT116/p53-/- 

cells, thus demonstrating the key role of p53 in radiation-induced cell killing. 

Further analysis showed that gH2AX levels were increased from 2 – 24 h with 

the combination treatment in the p53-positive cell lines, which indicates that 

treatment with VPA elevates levels of IR-induced DSBs. VPA was also studied 

in vivo using nude mice with HCT116-derived xenograft tumours treated with 

VPA (6 x 300mg/kg) and IR (10 Gy), either alone or in combination. This 

revealed that the combination of VPA with IR decreased the growth of p53-

containing xenografts but not of those that were p53-negative. These data are 

similar to another study conducted in oesophageal SCC cells (TE9, TE10, TE11 

and TE14), where VPA  treatment (500 µM for 24 h) increased cellular 

radiosensitivity (2 – 6 Gy X-rays) (397) associated with increased gH2AX levels 

2 h post-IR (6 Gy), and interestingly decreased the expression levels of RAD51. 

Analysis of annexin V staining demonstrated that the combination treatment 

resulted in an increase in both early and late apoptotic cells. More recently, 

studies in thyroid cancer cells showed that treatment with VPA (1 mM for 24 

h) increased cellular sensitivity to IR (1 – 8 Gy), although the relative effect was 

mild in TPC-1 cells (dose enhancement ratio (DER) = 1.1) compared to WRO 

cells (DER = 1.3) (396). In the same study, normal thyroid epithelial cells (Nthy-

ori 3-1) also displayed apparent increases in radiosensitivity (DER = 1.3). The 

combination of VPA with IR did not have a significant impact on cell cycle 

distribution of cancer cells compared to the irradiation alone, although there 

was some evidence of increases in cell death after pre-treatment with VPA 

before irradiation (3 Gy; at 24 h and 48 h in WRO and TPC-1, respectively). 

The combination treatment did significantly increase gH2AX foci numbers, 

and similar to the study in OSCC cells described above, led to decreases in 

RAD51 protein levels post-IR. 
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Vorinostat 

 

Vorinostat (MK0683; suberoylanilide hydroxamic acid (SAHA)), similar to 

VPA, is a non-selective HDACi. It is a synthetic hydroxamic acid derivative 

and has been shown to increase radiosensitivity of several cancer types both 

in vitro and in vivo. In melanoma cell lines (A375 and MeWo), pre-treatment 

with vorinostat (2.5 µM for 24 h) led to increases in radiosensitivity (DER = 1.4 

(A375) and 1.3 (MeWo)), and the same effect was observed in non-small cell 

lung cancer cells (A549; DER = 1.7) after irradiation with g-rays (2 – 6 Gy) (400). 

The combined treatment of vorinostat (2.5 – 10 µM) and radiation (5 Gy) in 

A375 cells resulted in higher levels of apoptosis compared to vorinostat as a 

single agent, and this appeared to be linked to a reduction in levels of Ku70, 

Ku86 and RAD50 proteins. However, no quantitative analysis was performed 

to support the significance of this data. Furthermore, analysis of gH2AX 

demonstrated that there were increased DSB levels and persistence 30 min – 

24 h post-treatment with vorinostat (2.5 µM) plus g-irradiation (5 Gy) in 

comparison to irradiation alone, implying that the combined treatment leads 

to an altered DDR which is responsible for the enhanced radiosensitisation. In 

a study of breast tumour brain metastasis cells (MDA-MB-231-BR), treatment 

with vorinostat (0.5 µM for 16 h) led to an enhanced radiosensitisation (DER = 

1.3), and this was also observed in breast adenocarcinoma (T47D; DER = 1.2) 

and in ovarian adenocarcinoma (NCI/ADR-RES; DER = 1.5) cells (399). In the 

MDA-MB-231-BR cells, further experimentation demonstrated that vorinostat 

(1 µM) in combination with X-rays (2 Gy) resulted in a significant increase in 

gH2AX foci in comparison to IR alone, signifying defects in the repair of DSBs. 

This increase in gH2AX foci was also linked to a significant increase in mitotic 

catastrophe in the cells at 72 h post-IR. Finally, mice bearing MDA-MB-231-BR 

xenografts exhibited a significant delay in tumour growth when treated with 



 
 
 

92 

 

vorinostat (50 mg/kg) before irradiation (3 Gy) in comparison to either 

treatment alone. The impact of vorinostat in radiosensitising colorectal cancer 

cells (HCT116, HT29, KM20L2 and SW620) under conditions of both normoxia 

and hypoxia has also been studied. All cell lines displayed significant 

radiosensitisation after treatment with vorinostat (1 – 2  µM for 18 h) and a 

single dose of X-rays (5 Gy) in 1 % hypoxia (401). Similar observations were 

seen in normoxic conditions. Subsequent in vivo experiments using SW620- 

and HCT116-derived xenografts demonstrated that there was an increased 

delay of tumour growth after vorinostat plus irradiation (daily injection of 100 

mg/kg for four days prior to irradiation) compared to the treatments alone. 

Furthermore, the addition of capecitabine (359 mg/kg) led to optimal tumour 

growth delay.  

 

CUDC-101 

 

CUDC-101 is a small-molecule multi-targeting inhibitor of HDAC1-10, EGFR 

and HER2. Treatment with CUDC-101 (0.5 µM for 24 h) and 5 Gy X-rays in 

pancreatic cancer cells (MIA PaCa-2, Su.86.86 and T3M-4) significantly 

reduced cell survival in comparison to either CUDC-101 or radiation alone 

(402). The radiosensitising ability of CUDC-101 was also demonstrated in 3D 

spheroid models of Su.86.86 and T3M-4 cells treated with either 0.25 or 0.5 µM 

CUDC-101 and 5 Gy X-rays. Further experimentation into the mechanisms of 

radiosensitisation showed that all three cell lines treated with CUDC-101 (3 

µM for 24 h) and X-rays (5 Gy) had reduced PARP-1 levels, however, there 

was no change in gH2AX foci. The combined inhibitor plus radiation treatment 

(0.5 or 3 µM CUDC-101 with 5 Gy X-rays) did enhance the levels of sub-G1 

cells, indicating an increase in cells in apoptosis. This was further supported 

by a reduction in levels of survivin and x-linked inhibitor of apoptosis (XIAP). 

Taken together, these results indicate that, at least in pancreatic cells, CUDC-
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101 acts as a radiosensitiser in vitro, and this study also demonstrated that 

CUDC-101 was a more effective radiosensitiser than vorinostat. There is also 

evidence from a scientific conference report that treatment with CUDC-101 

(either 0.5 µM or 1 µM) enhances radiosensitivity in glioblastoma and breast 

cancer cell lines (U251 and MDA-MB-231, respectively; DER = 1.42), and this 

effect may be associated with a delay in the repair of DSBs and an increase in 

mitotic catastrophe (403).  

 

Panobinostat 

 

Panobinostat (LBH-589; Farydak) is a cinnamic hydroxamic acid analogue and 

another non-selective HDACi. In prostate cancer cell lines (PC-3 and LNCaP), 

panobinostat treatment (2.5 – 15 µM for 24 h, dependent on the cell line) 

combined with photon irradiation (2 – 8 Gy) significantly decreased cell 

survival (DER = 1.3 and 1.8). This enhanced radiosensitivity was not observed 

in normal prostate epithelial cells (RWPE-1). The combination treatment 

increased the number of cells in subG1 phase (2 – 72 h post-irradiation with 2 

Gy), indicating an increase in apoptosis. Alongside this, decreased activation 

of CHK1 and CHK2 was also observed, which suggests a lack of cell cycle 

checkpoint activation. Furthermore, the combination of panobinostat and 

radiation (at 24 and 72 h post-IR) resulted in higher levels of gH2AX compared 

to the radiation alone, plus a reduction in BRCA1, BRCA2 and RAD51 foci, 

suggesting a deficiency in HR repair of DSBs. Interestingly, the levels of Ku70 

and Ku86 were also reduced following combination treatment, implying that 

NHEJ activity may also be affected (406). In a more recent study of bladder 

cancer-derived xenografts (RT112-derived), treatment with panobinostat (10 

mg/kg for 6 h) enhanced the response of the cells to X-ray irradiation (5 x 4 Gy) 

(405). When delivered intravenously, panobinostat preferentially accumulated 

in the xenografts compared to the plasma, suggesting possible tumour-cell 
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specificity. This study was then expanded in vitro to investigate the specificity 

of the HDAC. In the bladder cancer cell lines (RT112, CAL29 and T24), 

panobinostat (50 nM for 24 h) decreased gene expression and protein levels of 

HDAC2 and HDAC7, and variable decreases and increases in other HDACs 

were observed in a cell-line dependent manner. Supporting research showed 

that an siRNA knockdown of HDAC1 and HDAC2 enhanced the 

radiosensitivity of RT112 cells, suggesting these are the potentially important 

targets for panobinostat. 

 

Romidepsin 

 

The class I-specific HDACi romidepsin (FK288; FR901228; Istodax) is a bicyclic 

depsipeptide antibiotic, and several studies have revealed its potential as a 

radiosensitiser. Firstly, a study using bladder cancer cell lines (RT112, MBT2 

and HT1376) demonstrated that romidepsin (0.4 – 2.5 nM for 24 h, dependent 

on the cell line) effectively radiosensitised the cells to g-rays (2 – 6 Gy). 

Subsequently, romidepsin (4 mg/kg) with g-radiation (6 Gy) as a combined 

treatment was investigated in a RT112-derived xenograft model, and this 

demonstrated that the combination significantly reduced tumour growth 

compared to the monotherapies alone. This study also provided limited 

evidence in RT112 cells that romidepsin increases gH2AX levels immediately 

and 4 h post-IR compared to exposure to radiation only. Furthermore, NHEJ 

and HR repair pathways appeared to be less efficient after treatment with 

romidepsin, which indicates that the observed radiosensitisation effect may be 

due to effects on DSB repair (407). Furthermore, a study of rhabdomyosarcoma 

cells (RH30 and RD) revealed that pre-treatment with romidepsin (0.6 – 1.4 nM 

for 24 h, depending on the cell line) was sufficient to radiosensitise RH30 cells 

to 4 Gy X-rays, but interestingly did not radiosensitise RD cells. Consistent 

with this observation, it was also noted that romidepsin treatment increased 
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gH2AX expression following exposure to IR in RH30 cells only, and in in vivo 

experiments, 1.2 mg/kg romidepsin treatment combined with radiotherapy )5 

x 2 Gy) significantly reduced tumour growth in RH30 xenografts, while having 

no impact on RD-derived xenografts. From this study, it appears that 

romidepsin has a cell line-dependent radiosensitisation effect (408). Moreover, 

2 – 8 nM romidepsin synergistically enhanced IR-induced apoptosis following 

2 – 10 Gy X-rays in retinoblastoma cells (Y79 and WERI-Rb1), as well as 

increasing gH2AX and acetylated/phosphorylated p53 levels (409).  

 

Mocetinostat 

 

A single study involving the benzamide class I HDACi mocetinostat 

(MGCD0103) (0.75 – 1.5 µM for 24 h, dependent on the cell line) has shown 

that treatment with the inhibitor reduced the survival rate of bladder cancer 

cells (RT112 and T24) when given in conjunction with X-ray irradiation (2 – 8 

Gy) (405). Direct comparative analysis was not performed in this study; 

however, it was suggested that mocetinostat had an enhanced 

radiosensitisation effect compared to the HDACi panobinostat. Mechanistic 

studies revealed that similar to panobinostat, mocetinostat decreased levels of 

HDAC2, but also in the MRE11 exonuclease, which indicates that 

radiosensitisation could be due to impaired DSB repair.  

 

Belinostat 

 

Belinostat (PXD101) is a hydroxamic acid-type non-selective HDACi and 

similar to mocetinostat, there is only a single report describing this as a 

radiosensitiser. This study focused on rhabdomyosarcoma cells (RD and RH3), 

and showed that belinostat (0.23 or 0.41 µM for 24 h) enhanced the cellular 
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response following photon radiation (4 Gy) compared to the HDACi or IR 

alone (410). Further mechanistic studies revealed that combining belinostat 

with IR increased gH2AX foci 24 h post-IR compared to the radiation alone, 

although this was only observed in one of the cell lines (RD). Moreover, in 

both rhabdomyosarcoma cell lines, there was a significant increase in the 

formation of ROS after the combined treatment compared to either treatment 

alone, and evidence suggested that this effect was mediated through the 

suppression of the phosphorylation of DNA-Pk and BRCA1. Further work 

carried out in vivo using RD and RH30-derived xenografts showed that there 

was a significant tumour growth delay after combined belinostat (40 mg/kg 

daily for 12 days) and photon irradiation (6 x 2 Gy) compared to either 

treatment alone. Collectively, this data suggests that belinostat is an apparent 

effective radiosensitiser of rhabdomyosarcoma in vitro and in vivo. 

 

Abexinostat 

 

The pan-HDACi abexinostat (PCI-24781; CRA-024781) is hydroxamate-based 

and has been shown to enhance the radiosensitivity of cervical, colorectal, and 

non-small cell lung cancer (NSCLC) cell lines. Firstly, cervical cancer (SiHa) 

and colorectal cancer (WiDr) cells were treated with a combination of 

abexinostat (0.3 or 3 µM for 20 h before and 4 h post-IR) and X-rays (2 – 8 Gy). 

This significantly decreased cancer cell survival (DER = 1.5 and 1.2 for SiHa 

and WiDr, respectively), but interestingly did not appear to impact the 

response of normal fibroblasts (411). In contrast to other HDACi, it was 

observed that abexinostat did not affect DSB repair, as demonstrated by 

gH2AX and comet assay analysis. In the second study, NSCLC (A549 and 

H460) were treated with abexinostat (0.4 and 0.7 µM in A549, 0.1 and 0.2 µM 

in H460 treated for 24 h) and g-radiation (2 – 6 Gy), and a significant 

radiosensitisation effect was observed (412). This effect was dose-dependent 
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(DER = 1.3 – 1.7 and 1.2 – 1.9 for A549 and H460, respectively), and 

interestingly was more pronounced under severely hypoxic conditions (0.1 % 

oxygen) (DER = 2.3 – 2.4 and 1.7 – 3.2 for A549 and H460, respectively). In H460 

cells, treatment with abexinostat alone (0.2 µM for 24 or 48 h) increased cellular 

apoptosis, although this was not enhanced in combination with IR. In this 

study, the combined treatment of abexinostat (0.2 µM) and g-radiation (4 Gy) 

resulted in delayed DSB repair compared to either treatment alone, as 

demonstrated via gH2AX and 53BP1 foci formation (24 h post-IR. It was also 

indicated that the combined treatment resulted in a significant reduction in 

levels of MRE11, RAD51 and NBS1. Finally, using A549 and H460-derived 

xenografts, abexinostat (25 mg/kg twice daily) and X-ray irradiation (3 x 2 Gy) 

significantly increased the delay in tumour growth compared to either 

treatment alone, and thus there is evidence that abexinostat can function as an 

effective radiosensitiser for NSCLC both in vitro and in vivo. 

 

Resminostat 

 

Resminostat is a pan-HDAC inhibitor that has been shown to have anti-

tumour effects via impairment of AKT signalling. A 2017 study by Enzenhofer 

et al revealed the impacts of resminostat on HNSCC cell lines FaDu and SCC25. 

Cells were treated with resminostat (0 – 25 µM) prior to irradiation with 2, 4, 

6, or 8 Gy X-rays, and clonogenic assays were performed. Concentrations of 

1.25 µM and 2.5 µM resminostat significantly reduced clonogenic survival, and 

data suggests that this inhibitor works synergistically with irradiation to 

decrease cell survival (394).   
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CHAPTER 2: AIMS 

 

HNSCC is the seventh most common cancer worldwide, with rising incidence 

levels. Risk factors for developing HNSCC include smoking, alcohol intake, 

and infection with HPV, particularly HPV-16. Radiotherapy is one of the main 

treatment options for HNSCC and can be used successfully in both curative 

and palliative settings. It has been well established that patients with HPV-

positive disease respond better to radiotherapy due to a defective cell cycle 

and impairment of the DDR, and thus have a more favourable overall 

prognosis. However, radioresistance is a common occurrence, particularly in 

patients with HPV-negative HNSCC, and remains a significant barrier to 

effective treatment. It is therefore vital to identify alternative combinatorial 

strategies for increasing the sensitivity of HPV-negative tumours to 

radiotherapy, which will, in the long term, improve the survival rates and 

quality of life for patients with HNSCC. I hypothesised that specific inhibitors, 

identified from an FDA-approved drug library, could be repurposed, and 

utilised as effective radiosensitisers of relatively radioresistant HPV-negative 

HNSCC. The specific aims of this research were therefore to: 

 

• Utilise a 3D spheroid growth screen to identify candidate drugs within 

an FDA-approved drug library that may radiosensitise HPV-negative HNSCC 

cells. 

• Validate the effects of the candidates selected from the screen both in 

3D HNSCC spheroid growth and 2D clonogenic survival assays, and to 

confirm their function as radiosensitisers. 

• Uncover the mechanisms behind the radiosensitising potential of these 

validated drugs in HNSCC cells. 
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CHAPTER 3: METHODS 

 

3.1. Materials 

 

3.1.1. General Laboratory Reagents 

 

General laboratory reagents were obtained from Sigma-Aldrich (St. Louis, 

USA), Bio-Rad (Hemel, Hempstead, UK) and Fisher Scientific (Loughborough 

UK).  

 

3.1.2. Tissue Culture Reagents 

 

Tissue culture reagents were obtained from Sigma-Aldrich (St. Louis, USA) 

and are listed below: 

 

• Dulbecco’s phosphate buffered saline (PBS) - modified, without 

calcium chloride and magnesium chloride 

• 0.25 % Trypsin-EDTA solution – 2.5 g porcine trypsin, 0.2 g EDTA, 

4NA/L Hanks’ Balanced Salt Solution with phenol red, sterile filtered 

• Dulbecco’s Modified Eagle’s Medium (DMEM) – 25 mM HEPES and 

sodium bicarbonate, 4500 mg/L glucose, sterile filtered 

• Minimal Essential Medium (MEM) – 25 mM HEPES, without L-

glutamine, sterile filtered 

• Advanced DMEM/F12 (aDMEM/F12) – reduced serum, 110 mg/L 

sodium pyruvate, sterile filtered 
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3.1.3. Antibodies 

 

Antibodies were used to detect proteins of interest during immunoblotting. 

The antibodies used in this research were diluted in Odyssey blocking buffer 

(LI-COR Biosciences, Cambridge, UK) and 1 x phosphate buffered saline (PBS) 

1:1 with 1 % tween-20 (Sigma-Aldrich, St. Louis, Missouri, USA) for 

immunoblotting, and 2 % BSA solution for immunofluorescence. The primary 

antibodies used are summarised in table 3.1, and the secondary antibodies 

summarised in table 3.2.  

 
Table 3.1: List of primary antibodies 
 

 
List of the primary antibodies used during this research. Host organism, reactivity, concentration, 
dilution, source, and code are displayed. Antibodies were acquired from Abcam (Cambridge, UK), 
Bethyl Labs (Montgomery, Texas, USA), Cell Signalling (Danvers, Massachusetts, USA), Santa Cruz 
(California, USA) and Sigma-Aldrich (St. Louis, Missouri, USA). 
 

Table 3.2: List of secondary antibodies 

 
List of the secondary antibodies used during this research. Host organism, dilution, source, and code are 
listed. Secondary antibodies were acquired from LI-COR Biosciences (Cambridge, UK) and Invitrogen 
(Thermo Fisher Scientific, Loughborough, UK).  
 

Antibody Reactivity Dilution Source Code 
gH2AX Mouse monoclonal 1:5000 Abcam ab26350 
Acetyl-Histone H3 (K14) Rabbit polyclonal 1:1000 Cell Signalling 4318 
Acetyl-Histone H3 (K18) Rabbit polyclonal 1:1000 Cell Signalling 9675 
Acetyl-Histone H3 (K27) Rabbit polyclonal 1:1000 Cell Signalling 4353 
Acetyl-Histone H3 (K56) Rabbit polyclonal 1:1000 Cell Signalling 4243 
Acetyl-Histone H4 (K5) Rabbit monoclonal 1:1000 Cell Signalling 8647 
Acetyl-Histone H4 (K8) Rabbit polyclonal 1:1000 Cell Signalling 2594 
Histone H4 Rabbit polyclonal 1:1000 Santa Cruz sc-10810 

Antibody Host Dilution Source Code 

Alexa Fluor 680 anti-mouse IgG Goat 1:10,000 Invitrogen A21057 

Alexa Fluor 680 anti-rabbit IgG Goat 1:10,000 Invitrogen A21076 

IR Dye 800 anti-rabbit IgG Goat 1:10,000 Li-Cor 926-32211 

IR Dye 800 anti-mouse IgG Goat 1:10,000 Li-Cor 926-32210 

Alexa Fluor 555 Anti-Mouse Goat 1:500 Invitrogen A32727 
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3.2. Drug Screening 

 

3.2.1.1. Initial Drug Screen 

 

The drug library used in this research was acquired from SelleckChem (Texas, 

USA). The full drug library contained 1953 drugs and following a literature 

search of the various cellular targets of these drugs, I chose 29 targets that were 

associated with the hallmarks of cancer or had previously been linked to 

cellular radiosensitivity. This totalled 183 drugs which were used for screening 

(table 3.3). The screen revealed 17 candidate radiosensitisers, which were 

further validated in both 2D and 3D models, concluding with 2 confirmed 

radiosensitisers (figure 3.1). All drugs in the library were provided in powder 

form (1 mg) and suspended in 100 µL DMSO. For the drug screen and initial 

validation of candidates, concentrations of 10 µM and 0.3 µM were made, and 

diluted 1:10 in the spheroid wells to reach final concentrations of 1 µM and 

0.03 µM. FaDu cells were chosen for the initial drug screen, as they display 

relatively higher levels of radioresistance in contrast with other HNSCC cell 

lines, and previous work in the Parsons group by Dr. Chumin Zhou 

established that FaDu cells grow extremely well as 3D spheroids, enabling 

both small and large changes in growth to be monitored through radiation 

and/or drug treatment (413).  
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Figure 3.1: Drug screen process 
 

The process of narrowing down drugs in the initial library to be used for screening, the initial screen and 
validation processes to reveal 2 confirmed radiosensitisers. 
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Table 3.3: List of drugs used in the initial screen 

 

Code Product Name Target 
S1117 Triciribine AKT 
S7492 Uprosertib (GSK2141795) AKT 
S7521 Afuresertib (GSK2110183) AKT 
S1048 Tozasertib (VX-680, MK-0457) Aurora Kinase 
S1133 Alisertib (MLN8237) Aurora Kinase 
S1147 Barasertib (AZD1152-HQPA) Aurora Kinase 
S8048 Venetoclax (ABT-199, GDC-0199) Bcl-2 
S2248 Silmitasertib (CX-4945) Casein Kinase 
S7326 Tasisulam Caspase 
S7775 Emricasan Caspase 
S1153 Roscovitine (Seliciclib, CYC202) CDK 
S2768 Dinaciclib (SCH727965) CDK 
S7158 Abemaciclib (LY2835219) CDK 
S7440 Ribociclib (LEE011) CDK 
S1230 Flavopiridol (Alvocidib) CDK 
S1774 Thioguanine DNA Methyltransferase 
S1782 Azacitidine  DNA Methyltransferase 
S1200 Decitabine DNA Methyltransferase 

S4294 Procainamide HCl DNA Methyltransferase, Sodium 
Channel 

S1156 Capecitabine  DNA/RNA Synthesis 
S1192 Raltitrexed DNA/RNA Synthesis 
S1199 Cladribine DNA/RNA Synthesis 
S1209 Fluorouracil (5-Fluoracil, 5-FU) DNA/RNA Synthesis 
S1212 Bendamustine HCl DNA/RNA Synthesis 
S1213 Nelarabine  DNA/RNA Synthesis 
S1218 Clofarabine DNA/RNA Synthesis 
S1221 Dacarbazine DNA/RNA Synthesis 
S1229 Fludarabine Phosphate DNA/RNA Synthesis 
S1289 Carmofur DNA/RNA Synthesis 
S1299 Floxuridine DNA/RNA Synthesis 
S1300 Tegafur (FT-207, NSC 148958) DNA/RNA Synthesis 
S1302 Ifosfamide DNA/RNA Synthesis 
S1305 Mercaptopurine (6-MP) DNA/RNA Synthesis 
S1840 Lomustine  DNA/RNA Synthesis 
S1896 Hydroxyurea DNA/RNA Synthesis 
S4252 Mechlorethamine HCl DNA/RNA Synthesis 
S4288 Chloroambucil DNA/RNA Synthesis 
S4504 6-MP Monohydrate DNA/RNA Synthesis 
S3669 Carmustine DNA/RNA Synthesis 
S5293 Nimustine Hydrochloride DNA/RNA Synthesis 
S5297 Vidarabine monohydrate DNA/RNA Synthesis 
S5582 Cytarabine hydrochloride DNA/RNA Synthesis 
S5552 Amenamevir DNA/RNA Synthesis 
S1760 Rifapentine  DNA/RNA Synthesis 
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S1764 Rifampin DNA/RNA Synthesis 
S1778 Trifluridine  DNA/RNA Synthesis 
S1784 Vidarabine  DNA/RNA Synthesis 
S1790 Rifaximin  DNA/RNA Synthesis 
S1907 Metronidazole  DNA/RNA Synthesis 
S2029 Uridine DNA/RNA Synthesis 
S2794 Sofosbuvir (PSI-7977, GS-7977) DNA/RNA Synthesis 
S3001 Clevudine  DNA/RNA Synthesis 
S4227 Fidaxomicin DNA/RNA Synthesis 
S4297 Mupirocin DNA/RNA Synthesis 
S7975 Favipiravir (T-705) DNA/RNA Synthesis 
S8146 Mitomycin C DNA/RNA Synthesis 
S1334 Flupirtine maleate DNA/RNA Synthesis 
S1983 Adenine HCl DNA/RNA Synthesis 
S4035 Vitamin D2  DNA/RNA Synthesis 
S5484 Rimantadine Hydrochloride DNA/RNA Synthesis 
S1214 Bleomycin sulphate DNA/RNA Synthesis 
S1237 Temozolomide DNA/RNA Synthesis, Autophagy 
S1949 Menadione DNA/RNA Synthesis, phosphatase 
S1491 Fludarabine DNA/RNA Synthesis, STAT 
S1025 Gefitinib (ZD1839) EGFR 
S1392 Pelitinib (EKB-569) EGFR 
S2727 Dacomitinib (PF299804, PF299) EGFR 
S2755 Varlitinib EGFR 
S2922 Icotinib EGFR 
S7284 Rociletinib (CO-1686, AVL-301) EGFR 
S7297 Osimertinib (AZD9291) EGFR 
S7786 Erlotinib EGFR 
S4667 Lidocaine hydrochloride EGFR 
S5098 Gefitinib hydrochloride EGFR 
S8294 Olmutinib (HM61713, BI 1482694) EGFR, BTK 
S1194 CUDC-101 EGFR, HDAC, HER2 
S1028 Lapatinib (GW-572016) Ditosylate EGFR, HER2 
S7810 Afatinib (BIBW2992) Dimaleate EGFR, HER2 
S1011 Afatinib (BIBW2992) EGFR, HER2 
S2111 Lapatinib EGFR, HER2 
S1342 Genistein EGFR, Topoisomerase 

S7854 
Ulixertinib (BVD-523, 
VRT752271) ERK 

S2823 Tideglusib GSK-3 
S1053 Entinostat (MS-275) HDAC 
S1085 Belinostat (PXD101) HDAC 
S1090 Abexinostat (PCI-24781) HDAC 
S1096 Quisinostat (JNJ-26481585) 2HCl HDAC 
S1122 Mocetinostat (MGCD0103) HDAC 
S1515 Pracinostat (SB939) HDAC 
S2693 Resminostat HDAC 
S4125 Sodium Phenylbutyrate HDAC 
S8001 Ricolinostat (ACY-1215)  HDAC 
S1703 Divalproex Sodium HDAC 



 
 
 

105 

 

S3944 Valproic acid HDAC 
S1030 Panobinostat (LBH589) HDAC 
S2216 Mubritinib (TAK 165) HER2 
S7358 Poziotinib (HM781-36B) HER2, EGFR 
S5500 Amodiaquine hydrochloride HnMT 
S7015 Birinapant IAP 
S7205 Idasanutlin (RG-7388) Mdm2 
S1008 Selumetinib (AZD6244) MEK 
S1475 Pimasertib (AS-703026) MEK 
S2673 Trametinib (GSK1120212) MEK 

S7007 
Binimetinib (MEK162, ARRY-162, 
ARRY-438162) MEK 

S8041 Cobimetinib (GDC-0973, RG7420) MEK 
S7505 (S)-crizotinib MTH1 

S1044 Temsirolimus (CCI-779, NSC 
683864) mTOR 

S1120 Everolimus (RAD001) mTOR 
S5003 Tacrolimus (FK506) mTOR 

S2658 Omipalisib (GSK2126458, 
GSK458) mTOR, PI3K 

S7646 Voxtalisib (XL765, SAR245409) mTOR, PI3K 
S5733 Stearic acid NF-kB 
S3137 Sodium salicylate NF-κB 
S4073 Sodium 4-Aminosalicylate NF-κB 
S1848 Curcumin NF-κB, HDAC, HAT, Nrf2 
S1574 Doramapimod (BIRB 796) p38 MAPK 
S7215 Losmapimod (GW856553X) p38 MAPK 
S7799 Pexmetinib (ARRY-614) p38 MAPK, Tie-2 
S1004 Veliparib (ABT-888) PARP 
S1060 Olaparib (AZD2281, Ku-0059436) PARP 
S1087 Iniparib (BSI-201) PARP 

S1098 
Rucaparib (AG-014699, PF-
01367338) phosphate PARP 

S7625 Niraparib (MK-4827) Tosylate PARP 
S2741 Niraparib (MK-4827) PARP 
S1470 Orantinib (TSU-68, SU6668) PDGFR 
S2730 Crenolanib (CP-868596) PDGFR 
S4736 Trapidil PDGFR 
S2475 Imatinib (STI571) PDGFR 
S7781 Sunitinib PDGFR, c-Kit, VEGFR 
S1040 Sorafenib Tosylate PDGFR, Raf, VEGFR 
S1065 Pictilisib (GDC-0941) PI3K 
S2226 Idelalisib (CAL-101, GS-1101) PI3K 
S2814 Alpelisib (BYL719) PI3K 
S7028 Duvelisib (IPI-145, INK1197) PI3K 
S7645 Pilaralisib (XL147) PI3K 
S1362 Rigosertib (ON-01910) PLK 
S2235 Volasertib (BI 6727) PLK 
S1729 Gemfibrozil  PPAR 
S1794 Fenofibrate  PPAR 
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S2075 Rosiglitazone HCl PPAR 
S4527 Fenofibric acid PPAR 
S2505 Rosiglitazone maleate PPAR 
S2665 Ciprofibrate PPAR 
S4159 Bezafibrate PPAR 
S4207 Clofibric Acid PPAR 
S8432 Troglitazone (CS-045) PPAR 
S2590 Pioglitazone  PPAR 
S2556 Rosiglitazone  PPAR 
S5487 Cefoperazone sodium PPARd 
S1267 Vemurafenib (PLX4032, RG7204) Raf 
S2807 Dabrafenib (GSK2118436) Raf 
S5069 Dabrafenib Mesylate Raf 
S7108 Encorafenib (LGX818) Raf 
S7397 Sorafenib Raf 
S1130 Sepantronium Bromide (YM155) Survivin 
S4238 Cepharanthine TNF-alpha 
S1567 Pomalidomide TNF-alpha 
S1029 Lenalidomide (CC-5013) TNF-alpha 
S8034 Apremilast (CC-10004) TNF-alpha, PDE 
S1623 Acetylcysteine TNF-alpha, ROS 
S1208 Doxorubicin (Adriamycin) HCl Topoisomerase 
S1223 Epirubicin HCl Topoisomerase 
S1225 Etoposide Topoisomerase 
S1231 Topotecan HCl Topoisomerase 
S1367 Amonafide Topoisomerase 
S1787 Teniposide  Topoisomerase 
S3035 Daunorubicin HCl Topoisomerase 

S1222 Dexrazoxane HCl (ICRF-187, 
ADR-529) Topoisomerase 

S2485 Mitoxantrone 2HCl Topoisomerase 
S2492 Novobiocin Sodium  Topoisomerase 
S1340 Gatifloxacin Topoisomerase 
S1465 Moxifloxacin HCl Topoisomerase 
S1756 Enoxacin  Topoisomerase 
S2064 Balofloxacin Topoisomerase 
S2328 Nalidixic acid  Topoisomerase 
S3181 Flumequine Topoisomerase 
S4119 Pefloxacin Mesylate Dihydrate Topoisomerase 
S4591 Nitroxoline Topoisomerase 
S4604 Levofloxacin hydrate Topoisomerase 
S2217 Irinotecan HCl Trihydrate Topoisomerase 
S1228 Idarubicin HCl Topoisomerase 
S1940 Levofloxacin Topoisomerase 
S5059 Pixantrone Maleate Topoisomerase 

 
 
A list of the 183 drugs used in the initial drug screen. Codes, alternate names, and targets are listed. All 
drugs came from SelleckChem. 
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3.2.1.2. Validation and Mechanistic Experiments 

 

Once the list of drugs had been narrowed down to five candidates, new stocks 

of these drugs were purchased to take forward for the remainder of the 

research. These drugs were CUDC-101, pracinostat, mocetinostat, genistein, 

and lidocaine HCl, and are detailed in table 3.4. These drugs were diluted to 

10 mM stock in DMSO and stored as 1 mM aliquots at -80 °C. 1 mM stocks 

were used periodically and aliquoted at 100 µM, then used at a concentration 

of 0.5 µM for experiments. 
 

 
List of the five inhibitors used during validation and mechanistic experiments. Name, code, and inhibitor 
target are listed. All inhibitors were acquired from SelleckChem.  
 

3.3. Cell Culture 

 

3.3.1. Cell Line Culture 

 

All cell culture work was carried out in class II hood cabinets with laminar 

flow, cleaned before and after each use with 70 % ethanol and sterilised with 

ultra-violet light exposure. A humidified cell culture incubator set to standard 

conditions of 37 °C, and 5 % CO2 was used for cell growth and maintenance, 

and all cells were cultured using tissue culture grade plastics.  

 

Table 3.4: List of drugs taken forward 
 

Drug Name Code Target 

CUDC-101 S1194 EGFR, HER2, HDAC 

Pracinostat (SB939) S1515 HDAC 

Mocetinostat (MGCD0103) S1122 HDAC 

Lidocaine HCl S4667 EGFR 

Genistein (NPI 031L) S1342 EGFR 
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FaDu and A253 cells came from ATCC (Teddington, UK), and UM-SCC-6, 

UM-SCC-12, UM-SCC-17A and UM-SCC-11b cells were provided by Prof. T. 

Carey, University of Michigan, USA. All cells were cultured as monolayers in 

either MEM or DMEM supplemented with 10 % fetal bovine serum (FBS), 1 x 

penicillin-streptomycin, 2 mM L-glutamine and 1 x non-essential amino acids. 

The identity of the cells was verified in our laboratory by short tandem repeat 

(STR) profiling.  Characteristics of each cell line are summarised in table 3.5. 

 

Table 3.5: Cell lines used in this research 
 

Cell Line Location Culture Medium P53 Status HPV Status 

FaDu Hypopharynx MEM mut - 

A253 Oral Cavity DMEM mut - 

UM-SCC-6 Tongue DMEM WT - 

UM-SCC-12 Oral Cavity DMEM mut - 

UM-SCC-17A Oral Cavity DMEM WT - 

UM-SCC-11b Oral Cavity DMEM mut - 

 
Cell lines used through this research and their characteristics, including location of origin site, culture 
medium, p53 status (mut: mutant p53, WT: wild-type p53), HPV status (-; negative).  
 

3.3.2. Thawing Cells 

 

Cells were frozen in cryovials containing 90 % FBS and 10 % dimethyl 

sulfoxide (DMSO) and kept in liquid nitrogen for long-term storage. Upon 

removal from nitrogen, they were thawed in a 37 °C water bath for 1 minute. 

1 ml of fresh medium was added dropwise to the vial before the cells had 

completely thawed and gently mixed with the pipette. This suspension was 

transferred into a 15 ml tube and mixed with 8 ml of media, then centrifuged 

at 300 x g for 5 minutes. After centrifugation, the supernatant was removed, 

and the pellet was resuspended in 1 ml of fresh medium. The suspension was 
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then transferred to a T75 cell culture flask containing 11 ml of medium, which 

was then kept in the incubator under standard conditions (37 °C, 5 % CO2) to 

allow cell growth.  

 

3.3.3. Passaging Cells 

 

Cells growing in T75 flasks eventually become confluent and need to be 

passaged into new flasks to allow room for growth and sufficient nutrients. 

When cells in the flask reached 80 % confluency, the media was removed and 

the cells were washed with 7 ml of PBS, which was also removed. 1 ml of 0.25 

% trypsin-EDTA was added, and the flask was incubated for 2 – 10 minutes at 

37 °C to allow enzyme activation and cell detachment. After incubation, 9 ml 

of fresh media was added to neutralise the trypsin, and the solution was mixed 

with the pipette to generate a cell suspension. A portion of this suspension was 

added to a new T75 flask, topped up to 12 ml total with fresh media, and 

placed in the incubator (37 °C, 5 % CO2) to allow continued growth. 

 

3.3.4. Freezing Cells 

 

After approximately 20 passages, cells need replacing with early passage cells. 

A supply of these cells was maintained and kept in long-term storage in liquid 

nitrogen. When cells were initially thawed, they are split into multiple flasks 

where they were grown to 80 % confluency. The media was removed, and the 

cells were washed with 7 ml of PBS. As described above, 0.25 % trypsin-EDTA 

solution was added for 2 – 10 minutes at 37 °C to promote cell detachment, 

and 9 ml of fresh medium was then added. This cell suspension was 

transferred to a 15 ml tube and centrifuged at 300 x g for 5 minutes. After 

removing the supernatant, the cell pellet was resuspended in 1 – 2 ml of 
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medium with 90 % FBS and 10 % DMSO. This was then transferred into 1 or 2 

cryovials, depending on the pellet size. The cryovials were placed into a -80 °C 

freezer for 24 hours in a CoolCell Freezing Container (Corning, New York, 

USA) to allow for a slow drop in temperature. After 24 hours, the vials were 

transferred to liquid nitrogen. 

 

3.4. Cell Irradiation 

 

Cell irradiations were carried out in the laboratory using a CellRad X-ray 

irradiator (Faxitron Bioptics, Tuscon, USA). A standard rate of 3 Gy/minute, 3 

mA, and 100 kV was used and radiation doses (1 – 4 Gy) were given in a time-

controlled manner. Plates were positioned in the centre of the irradiation field. 

 

3.5. Clonogenic Survival Assays 

 

Cell survival and proliferation following treatment with drugs and/or 

irradiation was analysed using colony formation (clonogenic) assays. 

Following the cell passaging steps as described in section 3.3.3, a 10 µl sample 

was counted on a haemocytometer under a light microscope. Cell 

concentration in the suspension was determined and the required volume for 

a specific number of cells was calculated. For 0 Gy conditions, each cell line 

was used at a density of 1000/cells per well.  Increased seeding densities were 

used for higher doses of IR to ensure enough cells survived to form colonies 

(table 3.6). 
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Table 3.6: Seeding densities for clonogenic assays 
 

Radiation Dose Seeding Number 

0 Gy 1000 

1 Gy 2000 

2 Gy 4000 

4 Gy 8000 

 
Relative seeding numbers for clonogenic assays for each radiation dose. The same seeding density was 
used for each cell line. 
 

After counting, a stock solution of cells was prepared, and a defined number 

of single cells (table 3.6) were seeded into 6-well plates (Thermo Fisher, 

Massachusetts). Plates were then left for 6 hours in the cell culture incubator 

(37 °C, 5 % CO2) to allow the cells to attach to the surface. After this time, the 

medium was removed and fresh medium containing either DMSO or drug 

treatment was added. The plates were then incubated for 24 hours before 

being irradiated as described in section 3.4 at increasing doses of 1 – 4 Gy. The 

treatment media was removed immediately after irradiation and replaced 

with fresh media. Plates were then incubated for another 6 – 10 days in the cell 

culture incubator to allow time for the single cells to form colonies (containing 

50 cells or more). After this time, the medium was removed from the wells and 

the plates were washed with PBS. The cells were then fixed and stained with 

crystal violet (6 % glutaraldehyde and 0.5 % crystal violet) for 30 minutes. 

After staining, plates were washed with water and left to air dry overnight. 

Colonies were counted using the GelCount colony counter (Oxford Optronics, 

Oxford, UK). The relative colony forming units (surviving fraction, SF) is the 

number of colonies per treatment relative to the number of colonies in the 

unirradiated control. Plating efficiencies and surviving fractions were 

calculated for each condition using equations 3.1 and 3.2. The plating 

efficiency was approximately 20 % for all cell lines used in this research. 
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Equation 3.1: Plating efficiency for clonogenic assays 
 

𝑃𝑙𝑎𝑡𝑖𝑛𝑔	𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = 	
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑐𝑜𝑙𝑜𝑛𝑖𝑒𝑠	𝑓𝑜𝑟	𝑢𝑛𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑡𝑒𝑑	𝑐𝑜𝑛𝑡𝑟𝑜𝑙
𝑆𝑒𝑒𝑑𝑖𝑛𝑔	𝑑𝑒𝑛𝑠𝑖𝑡𝑦	𝑜𝑓	𝑢𝑛𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑡𝑒𝑑	𝑐𝑜𝑛𝑡𝑟𝑜𝑙  

 

Equation 3.2: Surviving fraction for clonogenic assays 
 

𝑆𝑢𝑟𝑣𝑖𝑣𝑖𝑛𝑔	𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛 = 	
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑐𝑜𝑙𝑜𝑛𝑖𝑒𝑠	𝑓𝑜𝑟	𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑	𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛

𝑆𝑒𝑒𝑑𝑖𝑛𝑔	𝐷𝑒𝑛𝑠𝑖𝑡𝑦	𝑜𝑓	𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑	𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛	𝑥	𝑎𝑣𝑒𝑟𝑎𝑔𝑒	𝑝𝑙𝑎𝑡𝑖𝑛𝑔	𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦	 

 

 

3.6. Spheroid Growth Screen and Assays 

 

3D spheroid growth assays were used to analyse the impact of various 

inhibitors alone or in combination with X-ray irradiation. This technique 

involves using cells grown as microscopic 3D spheres in suspension as 

opposed to a monolayer of cells used in routine cell culture. After passaging 

FaDu cells as described in section 3.3.3, remaining cells were centrifuged in a 

15 ml tube at 300 x g for 5 minutes. The supernatant was removed, and the 

pellet was resuspended in 3 ml of spheroid medium – aDMEM/F12 (Sigma-

Aldrich, St Louis, USA) supplemented with 1 % B27, 0.5 % N2, 2 mM L-

glutamine, 1 x penicillin-streptomycin, and 5 µg/ml heparin, plus 0.02 % 

epidermal growth factor (EGF) and 0.01 % fibroblast growth factor (FGF) 

immediately before use. Cell concentration in the suspension was estimated 

using a 10 µl sample on a haemocytometer. A stock solution of cells was 

prepared with the cell suspension and fresh spheroid medium to ensure the 

correct number of 500 cells per well. The total volume of cell suspension was 

90 µl per well. The spheroids were seeded into 96-well ultra-low attachment 

found bottom plates (Costar, Sigma-Aldrich, St Louis, USA). Only the central 

wells in the plate were used in order to minimise any variability in the dose of 

X-rays given to the spheroids, and any empty wells on the plate were filled 
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with 100 µl PBS to prevent the spheroid wells drying out. The plates were then 

stored in the cell culture incubator under standard conditions (37 °C, 5 % CO2) 

to allow spheroid formation. 

 

24 hours after seeding, the spheroids were treated with inhibitors or DMSO as 

a control. The inhibitors were prepared as 10x stock solutions and 10 µl was 

added into the 90 µl already in the well. After 24 hours of inhibitor treatment, 

individual spheroids were imaged using a light microscope (AMG EVOS, 

Thermo Fisher Scientific, Massachusetts, USA) and then the plates were 

irradiated with 1 – 2 Gy X-rays as described in section 3.4. Immediately after 

irradiation, 50 µl of the medium in the well was removed and replaced with 

100 µl of fresh spheroid medium with no inhibitors or DMSO. Plates were then 

imaged on days 5, 8, 10, 12 and 15 post-seeding, and the images were analysed 

using ImageJ. Spheroid diameter was measured, converted to a radius (r), and 

the volume (v) of the spheroid was calculated using equation 3.3. The volume 

of the spheroids on each day was compared to the volume on day 3 to calculate 

fold increase in growth using equation 3.4. 

 

Equation 3.3: Volume of a spheroid 

𝑉 =
4
3𝜋𝑟

! 

 

Equation 3.4: Fold increase in spheroid growth 
 

𝐹𝑜𝑙𝑑	𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒	𝑖𝑛	𝐺𝑟𝑜𝑤𝑡ℎ = 	
𝑉𝑜𝑙𝑢𝑚𝑒	𝑜𝑛	𝑑𝑎𝑦	𝑋
𝑉𝑜𝑙𝑢𝑚𝑒	𝑜𝑛	𝑑𝑎𝑦	3 

 

For comparative analysis of spheroid growth under different treatment 

conditions, the fold increase in growth of the inhibitor-treated spheroids was 

normalised to the fold increase in growth of the DMSO control spheroids. 

Inhibitor alone treatments were normalised to DMSO alone, while inhibitor 
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plus IR spheroids were normalised to DMSO plus IR. The DMSO controls were 

set to 100 % growth. 

 

3.7. Western Blot 

 

3.7.1. Cell Harvesting  

 

Cells were seeded in 10 cm dishes and incubated at 37 °C, 5 % CO2 until ~80 % 

confluent. Cells were then treated with inhibitors for 24 hours, and then either 

irradiated with 4 Gy X-rays or left unirradiated before adding fresh media.  To 

harvest the cells, the medium was removed, and the cells were washed with 

ice-cold PBS. 5 ml of fresh ice-cold PBS was added to the dish, and the cells 

were scraped off the plastic and transferred into a 15 ml tube. This was 

repeated, and the cells were then centrifuged at 300 x g for 5 minutes at 4 °C 

to form a pellet. After removing the supernatant, the pellet was resuspended 

in 1 ml of ice-cold PBS, transferred to a 1.5 ml tube, and centrifuged again at 

300 x g for 5 minutes at 4 °C. After centrifugation, the supernatant was 

removed, and the pellet was stored at -80 °C for at least 1 hour.  

 

3.7.2. Acid Extraction of Histones 

 

To analyse histone acetylation sites in a more effective manner, acid extraction 

of histones was used as an alternative to using whole cell extracts, as 

previously used in the Parsons laboratory (414). Following cell harvesting as 

described in section 3.7.1., the cell pellet was resuspended in 100 µl of 

hypotonic buffer (10 mM Tris-HCl (pH 8.0), 1 mM KCl and 1.5 mM MgCl2) 

containing 1 µg/µl each of pepstatin, chymostatin, leupeptin and aprotinin, N-

Ethylmaleimide and 100 µM of PMSF. The suspension was then incubated for 
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30 minutes at 4 °C on a shaker. After incubation, the suspension was 

centrifuged at 10,000 x g for 10 minutes at 4 °C. The supernatant containing 

the cytoplasmic fraction was removed and the pellet containing the nuclei was 

resuspended in 80 µl of 0.4 M sulfuric acid and incubated overnight at 4 °C on 

a shaker. The next day, samples were centrifuged at 16,000 x g for 10 minutes 

at 4 °C. The supernatant containing the histones was transferred to a fresh 1.5 

ml tube, and trichloroacetic acid was added dropwise whilst inverting the tube 

to a final concentration of 33 %. The samples were incubated on ice for 30 

minutes, then centrifuged again at 16,000 x g for 10 minutes at 4 °C to pellet 

the histones. The histone pellet was washed with 100 µl ice-cold acetone, 

centrifuged again at 16,000 x g for 10 minutes at 4 °C, and the wash was 

repeated. The pellets were then left at room temperature for 10 – 15 minutes 

to air dry, dissolved in 50 µl of dH2O, and protein concentration was measured 

by Nanodrop. 

 

3.7.3. Sodium dodecyl sulphate-polyacrylamide gel electrophoresis (SDS-

PAGE) 

 

Sodium dodecyl sulphate-polyacrylamide gel electrophoresis (SDS-PAGE) 

was used in order to separate proteins in a whole cell extract or purified 

histones according to their molecular weight. To study proteins with a higher 

molecular weight, precast gradient gels of 4 – 12 % Tris-Glycine were used 

(Invitrogen, Thermo Fisher Scientific, Loughborough, UK), while 16 % Tris-

Glycine gels were used for lower molecular weight proteins. 16 % gels were 

prepared by making the separating portion with 377 mM Tris-HCl pH 8.8, 0.1 

% SDS, 2 mM ethylenediaminetetraacetic acid (EDTA), 16 % acrylamide/bis 

solution (30:0.8; Bio-Rad, Hemel, Hempstead, UK), 0.1 % ammonium 

persulphate (APS), and 0.1 % tetramethylethylenediamine (TEMED), and 

pouring it into a 1.5 mm gel cassette until it was ¾ full. The solution was 
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overlaid with 1 ml of 100 % ethanol to ensure a level separating gel without 

bubbles and left to set. After approximately 30 minutes, the gel was set, and 

the ethanol was removed. The cassette was washed with dH2O before the 5 % 

stacking gel solution – 125 mM Tris-HCl pH 6.8, 0.1 % SDS, 2 mM EDTA, 5 % 

acrylamide/bis solution (30:0.8; Bio-Rad, Hemel, Hempstead, UK), 0.1 % APS, 

and 0.1 % TEMED – was poured over the top of the separating gel. A 10- or 15-

well comb was inserted into the cassette, and the stacking portion was left to 

set for approximately 30 minutes.  

 

Purified histones (typically 20 µg) were prepared in SDS-PAGE sample buffer 

(25 mM Tris-HCl pH 6.8, 2.5 % mercaptoethanol, 1 % SDS, 10 % glycerol, 0.05 

mg/ml bromophenol blue, and 1 mM EDTA) and heated for 5 minutes at 95 °C 

to denature the proteins. The samples were then loaded into the wells on the 

polyacrylamide gel. Electrophoresis was performed in 1 x Tris-glycine SDS 

(TGS) running buffer (25 mM Tris-HCl pH 8.3, 192 glycine, and 0.1 % SDS; 

Fisher Scientific, Loughborough, UK) at 125 V for 2 hours in an SDS-PAGE 

Mini Gel Tank (Fisher Scientific, Loughborough, UK). In the first well, 1 µl of 

the Precision Plus Protein All Blue Prestained Protein Standards (10 kDa – 250 

kDa; Bio-Rad Laboratories, California, USA) was loaded as a protein marker. 

Protein levels were analysed following electrophoresis by immunoblotting. 

 

3.7.4. Immunoblotting 

 

Immunoblotting was used to visualise proteins of interest. To do this, the 

proteins were transferred from the SDS-PAGE gel to an Immobilon 

polyvinylidene difluoride (PVDF) membrane (Millipore, Watford, UK). The 

PVDF membrane was activated in 100 % methanol for 15 seconds, washed in 

dH2O for 1 minute, then washed in cold transfer buffer (1 x Tris-glycine (TG; 

25 mM Tris-HCl pH 8.3, 192 mM glycine; Fisher Scientific, Loughborough, 
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UK), 20 % methanol) for at least 1 minute. Two pieces of filter paper and two 

sponges were also soaked in cold transfer buffer for at least 1 minute.  One of 

the sponges was placed in the base of a Mini Blot Module (Fisher Scientific, 

Loughborough, UK), followed by a piece of filter paper, then the SDS-PAGE 

gel, which had been removed from the cassette and rinsed in transfer buffer. 

The PVDF membrane was placed on top of the gel, followed by the second 

piece of filter paper and the second sponge. The top of the module was then 

fixed into place and the module was transferred into the Mini Gel Tank. After 

filling the interior of the module with cold transfer buffer, and the tank with 

dH2O, the transfer was conducted at 20 V for 1.5 hours.  

 

Once the transfer was complete, the PVDF membrane was washed in PBS for 

5 minutes, and then blocked in Odyssey blocking buffer (LI-COR Biosciences, 

Cambridge, UK) diluted 1:1 in PBS for at least 1 hour at room temperature 

with rocking at 25 rpm. The blocking buffer was removed, and the membrane 

was incubated in the primary antibody (Table 3.1), which was diluted in 

Odyssey blocking buffer (previously diluted 1:1 in 1 x PBS) with 0.1 % Tween 

20, overnight at 4 °C with rocking at 25 rpm. The PVDF membrane was then 

washed three times in 1 x PBS with 0.1 % Tween 20, each wash lasted 5 minutes 

and was done at room temperature.  The PVDF membrane was then incubated 

with the secondary antibody (Table 3.2) diluted in Odyssey blocking buffer 

diluted 1:1 in 1 x PBS for 1 hour at room temperature with 25 rpm rocking. 

After blocking, the membrane was again washed three times in 1 x PBS with 

0.1 % Tween 20 as above. Finally, the membrane was scanned and quantified 

using the LI-COR Odyssey Infrared Imaging System (LI-COR Biosciences, 

Cambridge, UK).  
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3.8. Neutral Comet Assay 

 

The neutral comet assay was used to investigate DSB repair kinetics following 

the induction of IR-induced DNA damage (415). Microscope slides were 

prepared in advance by coating with 1 ml 1 % normal melting point agarose 

(NMPA; Fisher Scientific, Loughborough, UK) in dH2O. FaDu, UM-SCC-12, 

and UM-SCC-11b cells were seeded in 6 cm dishes at a seeding density of 

250,000 cells in 3 ml per dish. The cells were left to attach to the dish for 24 

hours, then the media was removed and replaced with fresh media containing 

either DMSO or 0.5 µM inhibitor. After 24-hour drug treatment, the cells were 

trypsinised, diluted to 100,000 cells per ml, and 250 µl of cell suspension was 

seeded into a 24-well plate (Greiner, CELLSTAR® multiwell culture plates, 

Sigma-Aldrich, St Louis, USA) on ice. DNA damage was induced with 4 Gy 

X-rays as described in section 3.4, and following this cells were mixed with 800 

µl of 1 % low melting point agarose (LMPA; Fisher Scientific, Loughborough, 

UK) in PBS, and loaded onto a pre-coated microscope slide. The agarose was 

allowed to set on ice, and slides were placed into a humidified incubator at 37 

°C for 0, 2 and 4 hours to permit DNA repair to occur. After the incubation 

period, the slides were lysed in coplin jars containing cold lysis buffer (2.5 M 

NaCl, 100 mM EDTA, 10 mM Tris base (pH 10.5), 1 % N-lauroylsarcosine (pH 

9.5), 10 % DMSO and 1 % Tween-20) at 4 °C for at least 1 hour.  Following this, 

the slides were washed 3 times for 5 minutes with 1 ml cold electrophoresis 

buffer (1 x TBE (18 mM Tris-borate, 0.4 mM EDTA, pH 8.3), then placed in a 

comet assay tank (Appleton Woods Ltc, Birmingham, UK) and the DNA was 

allowed to unwind for 30 minutes. After this time, electrophoresis was 

performed at 25 V, 20 mA for 25 minutes. The slides were subsequently 

washed 3 times for 5 minutes with 1 ml cold PBS, and then left to air dry 

overnight. The next day, the slides were rehydrated with dH2O (pH 8) for 30 

minutes, stained with 1 ml SYBR Gold (1:20,000 in dH2O (pH 8); Fisher 
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Scientific, Loughborough, UK) for 30 minutes, and left to air dry overnight 

again in a light protected environment. The slides were then imaged using the 

BX61 Olympus microscope at 10 x magnification (Olympus, Shinjuku, Japan). 

10 images were taken per slide containing at least 5 cells per image. The images 

were then analysed using the Komet 6.0 software (Andor Technology, Belfast) 

to calculate the percentage tail DNA values.  

 

3.9. Fluorescent Immunostaining 

 

Fluorescent immunostaining was used to visualise gH2AX foci at the sites of 

IR-induced DSB damage. Round glass coverslips with a diameter of 13 mm 

(Nunc Thermanox, Fisher Scientific, Loughborough, UK) were sterilised in 100 

% ethanol and placed in the bottom of 3.5 cm dishes. FaDu, UM-SCC-12 and 

UM-SCC-11b cells were seeded into the dishes at a seeding density of 200,000 

cells per dish in 2 ml. The cells were left to attach for 24 hours, then the media 

was removed and replaced with fresh media containing DMSO or 0.5 µM 

inhibitor. After 24-hour drug treatment, the dishes were irradiated, and the 

media was replaced. At 0, 1-, 4-, 8- and 24-hours post-irradiation, the media 

was removed from the dishes and the cells were washed with PBS before 

fixation with 1 ml 10 % formalin (Sigma-Aldrich, St Louis, USA) for 10 minutes 

at room temperature. The cells were once again washed with PBS, and single 

coverslips were removed from the dish and placed into 24-well plates 

(Greiner, CELLSTAR® multiwell culture plates, Sigma-Aldrich, St Louis, USA). 

The cells were permeabilised with 500 µl 0.2 % triton (200 µl Triton x-100, 100 

ml PBS) for 10 minutes and subsequently washed 3 times with 500 µl 0.1 % 

Tween (100 µl Tween, 100 ml PBS). The coverslips were then incubated with 

500 µl of 2 % BSA solution (500 mg BSA, 25 ml PBS) for 1 hour on a rocker at 

room temperature to prevent non-specific antibody binding. 200 µl of the 
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primary antibody (table 3.1) was then added, and the coverslips were 

incubated overnight at 4 °C on a rocker. The following day, coverslips were 

washed 3 times with PBS, then incubated with 200 µl of secondary antibody 

(table 3.2) for 1 hour at room temperature in a light protected environment. 

The coverslips were then washed in PBS for 10 minutes on a rocker and then 

left to dry for at least 1 hour, still in a light protected environment. Once dry, 

the coverslips were mounted on to a microscope slide using Fluoroshield 

containing DAPI (Sigma-Aldrich, St Louis, USA). A BX61 Olympus 

microscope (Olympus, Shinjuku, Japan) was used to capture images of the 

slides. 5 representative images were captured for each coverslip, and 2 

coverslips from each condition were imaged. Foci numbers were quantified 

using ImageJ. 
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CHAPTER 4: RESULTS I 

Comprehensive drug screen to identify candidate radiosensitisers of HPV-

negative HNSCC in vitro 

 

4.1. Introduction 

 

Radiotherapy is used as a successful treatment for HNSCC patients in both 

curative and palliative settings, however radioresistance is a common 

occurrence, particularly in HPV-negative disease. It is therefore imperative to 

identify novel methods of sensitising HPV-negative HNSCCs to ionising 

radiation in order to improve prognosis and survival. One such method of 

radiosensitisation is the combination of targeted drugs with radiation 

treatment to increase cell death, and for the initial stage of this research I aimed 

to utilise drug screening to identify novel radiosensitisers of HNSCC cells in 

vitro. From a library of 1954 FDA-approved drugs, I selected 183 to screen (see 

table 3.3), covering 29 cellular targets. These targets had a wide variety of 

cellular functions and have been associated with the development and 

progression of cancer.  

 

A large number of the drugs in the library target cellular components involved 

in cell growth, cell survival and the regulation of apoptosis, including the Bcl-

2 family of proteins, caspases, IAP proteins, NF- κB, peroxisome proliferator-

activated receptors (PPARs), TNF-α and platelet-derived growth factor 

receptor (PDGFR). Previous studies have demonstrated success in 

pharmacologically targeting these proteins to increase the effectiveness of 

radiotherapy and induce radiosensitivity in multiple cancer types in vitro (416-

423). Furthermore, several of the cellular targets are involved in maintaining 

correct regulation of the cell cycle, including CDKs, topoisomerase enzymes, 
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glycogen synthase kinase 3 (GSK-3), mouse double minute 2 homolog 

(MDM2), PLK-1, topoisomerase, and aurora kinases. Inhibitors of a number of 

these proteins, including some available in the drug library used in this 

research, have been shown to effectively radiosensitise a variety of cancer 

types (424-429). Moreover, proteins involved in various cell signalling 

pathways were also selected for targeting during this screen, including EGFR, 

AKT, mTOR, and mitogen-activated protein kinase-kinases (MEKs) (430-433). 

DNA associated proteins have also been selected for this drug screen. For 

example, drugs targeting DDR-associated proteins such as casein kinase 2 

(CK2), 2-hydroxy-dATP diphosphatase (MTH1), and PARPs, were all selected, 

and have previously been shown to have radiosensitisation potential (434-

436). Additionally, I also chose to screen drugs targeting proteins involved in 

the regulation of chromatin organisation, including DNMTs, HDACs and 

HnMTs, which have been demonstrated to radiosensitise cancer cells in vitro 

in previous research (412, 437). 

 

4.2. 3D Spheroid Model of HNSCC 

 

The first stages of this research employed a 3D spheroid model of HNSCC. 

Previous work in our laboratory by Dr. Chumin Zhou successfully established 

well-characterised spheroid models using multiple HNSCC cell lines (413), 

and it is understood that spheroids are a more accurate representation of in 

vivo and clinical tumours than 2D models due to their multi-layered 

composition. Particularly related to drug screening, factors such as oxygen 

gradients and growth kinetics, as well as drug penetrance, can have a 

substantial effect on the cellular response to drug treatment in vitro, however, 

cannot be replicated in 2D models. 3D models therefore have a more 

comparable response to solid tumours (438). FaDu cells were chosen for these 
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experiments, as they display relatively higher levels of radioresistance in 

contrast with other HNSCC cell lines, and were  previously shown by Dr. 

Chumin Zhou to grow extremely well as 3D spheroids enabling both small 

and large changes in growth to be monitored through radiation and/or drug 

treatment (413).  

 

As an initial starting point, the growth of 3D spheroids of FaDu cells were 

monitored over a period of 15 days, both in the absence and presence of 

radiation. As described in section 3.6, FaDu cells were seeded into 96-well 

plates (500 cells/well) and left overnight to form spheroids. On Day 3 post-

seeding, spheroids were treated with 1 Gy X-rays, or left untreated as a control. 

The spheroids were imaged on days 3, 5, 8, 10, 12 and 15 post-seeding, and the 

volume and fold increase in growth of the spheroids was calculated. In the 

absence of any inhibitor treatments or exposure to IR, spheroids grew 

approximately 80.6-fold over the course of 15 days post-seeding (figure 4.1). 

The rate of growth was initially slow, with only an average 3.45-fold increase 

between days 3 and 5. However, the rate of growth then began to increase 

exponentially, with an average 15.3-fold increase by day 8. By day 10, the 

spheroids had grown an average of 29.0-fold, 47.1-fold by day 12, and as 

mentioned above, an average of 80.6-fold by day 15. In comparison, spheroids 

treated with 1 Gy X-rays on day 3 post-seeding had a growth rate of, on 

average, 50 % lower than unirradiated with spheroids at each time point 

(figure 4.1). By 15 days post-seeding, the irradiated spheroids only had an 

average increase in growth of 47.5-fold.  
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Figure 4.1: FaDu spheroid growth 
 
FaDu cells were seeded at a density of 500 cells/well in ULA plates and left to form spheroids of 
approximately 200 µm in diameter. On day 3 post-seeding, spheroids were irradiated with 1 Gy X-rays. 
Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, and used to analyse 
the increase in growth. a) the fold increase in growth of FaDu spheroids alone and after 1 Gy X-ray 
treatment. b) spheroids on day 3 and 15 post-seeding after either control-only or IR treatment.  
 

 

4.3. Drug Screen and Identification of Candidate Radiosensitisers 

 

To assess the radiosensitisation potential of the 183 drugs selected, FaDu cells 

were seeded as described above, at a density of 500 cells per well and left 

overnight to form spheroids.  On day 2, individual spheroids were treated 

with the drugs (or a DMSO control) at high and low concentrations of 1 µM 

and 0.03 µM. 24 hours after drug treatment, the spheroids were irradiated with 

X-rays at 1 Gy, and subsequently imaged on days 3, 5, 8, 10, 12 and 15 post-

seeding. Spheroid volume and fold increase in growth was calculated to 

determine if the drugs displayed a radiosensitisation effect, however only 

single spheroids were analysed for each treatment, so statistical analysis was 

not performed at this stage. Percentage growth of treated spheroids compared 

to the control spheroids was calculated for both drug concentrations, and any 

drugs reducing growth by 50 % or more compared to DMSO were taken into 
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consideration to take forward to the next stage of research (figures 4.2, 4.3, 4.4 

and 4.5). 

 
Figure 4.2: Relative percentage growth of spheroids after 0.03 µM inhibitor and X-ray treatment 
 
The fold increase in spheroid growth on day 15 following 0.03 µM inhibitor plus 1 Gy X-rays was 
compared to DMSO plus 1 Gy X-rays to calculate a relative percentage growth. These graphs 
demonstrate the inhibitors that caused a reduction in growth of greater than 50 % relative to controls.  
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Figure 4.3: Relative percentage growth of spheroids after 0.03 µM inhibitor and X-ray treatment 
 
The fold increase in spheroid growth on day 15 following 0.03 µM inhibitor plus 1 Gy X-rays was 
compared to DMSO plus 1 Gy X-rays to calculate a relative percentage growth. These graphs 
demonstrate the inhibitors that caused a reduction in growth of less than 50 % relative to controls.  
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Figure 4.4: Relative percentage growth of spheroids after 1 µM inhibitor and X-ray treatment 
 
The fold increase in spheroid growth on day 15 following 1 µM inhibitor plus 1 Gy X-rays was compared 
to DMSO plus 1 Gy X-rays to calculate a relative percentage growth. These graphs demonstrate the 
inhibitors that caused a reduction in growth of greater than 50 % relative to controls.  
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Figure 4.5: Relative percentage growth of spheroids after 1 µM inhibitor and X-ray treatment 
 
The fold increase in spheroid growth on day 15 following 1 µM inhibitor plus 1 Gy X-rays was 
compared to DMSO plus 1 Gy X-rays to calculate a relative percentage growth. These graphs 
demonstrate the inhibitors that caused a reduction in growth of less than 50 % relative to controls.  
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Any drugs that reduced growth by 50 % or more at both 0 Gy and 1 Gy were 

removed, as the effect was likely to be due to the toxicity of the drug alone 

rather than a radiosensitisation effect. Using this approach, 17 candidate drugs 

(table 4.1) were identified as being potential radiosensitisers, the results of 

which are described in more detail below. 

 

Table 4.1: Radiosensitisation candidates identified in the initial drug screen 

 
From the 183 drugs tested for radiosensitising ability, 17 were identified as potential radiosensitisers and 
taken forward for further validation. These covered a variety of cellular targets, plus included drugs 
from all five categories that were covered in the initial drug screen. 
 

 

 

 

 

Catalog No. Drug Name Target Category 
S5733 Stearic Acid NF-kB 

Cell Growth and 
Survival S1470 Orantinib (TSU-68, 

SU6668) PDGFR 

S8034 Apremilast (CC-10004) TNF-alpha, PDE 

S1122 Mocetinostat 
(MGCD0103) HDAC 

Chromatin 
Organisation S1515 Pracinostat (SB939) HDAC 

S2693 Resminostat HDAC 
S2922 Icotinib EGFR 

Cell Signalling 

S7284 Rociletinib (CO-1686, 
AVL-301) EGFR 

S4667 Lidocaine 
Hydrochloride EGFR 

S1194 CUDC-101 EGFR, HDAC, HER2 
S1011 Afatinib (BIBW2992) EGFR, HER2 

S1342 Genistein EGFR, Topoisomerase Cell Signalling/Cell 
Cycle Regulation 

S1222 Dexrazoxane HCl 
(ICRF-187, ADR-529) Topoisomerase 

Cell Cycle Regulation S2492 Novobiocin Sodium Topoisomerase 
S1756 Enoxacin Topoisomerase 
S4227 Fidaxomicin DNA/RNA Synthesis 

DNA/RNA Synthesis 
S4297 Mupirocin DNA/RNA Synthesis 
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Table 4.2: Percentage growth of candidate drugs  
 

Category Drug Name 
Percentage Growth 

0.03 µM 0.03 µM + 
1 Gy 1 µM 1 µM + 

1 Gy 

Cell growth 
and survival 

Stearic Acid 106.081866 215.8819824 232.2555 40.512462 
Orantinib 70.61649338 44.93342914 65.334783 125.32001 
Apremilast 134.0293612 48.15604618 136.92029 194.19019 

Chromatin 
organisation 

Mocetinostat 98.77182742 63.46417747 299.49182 35.792426 
Pracinostat 245.8835247 204.8096028 212.9548 45.873678 
Resminostat 246.3650658 36.75511044 142.39668 87.559069 

Cell 
signalling 

Icotinib 82.91699713 42.56494135 125.50851 85.099391 
Rociletinib 86.19368281 98.39491705 72.796624 24.628714 
Lidocaine HCl 163.7614235 17.63874013 194.40902 63.20108 
CUDC-101 214.6416754 87.22260787 115.45913 33.022632 
Afatinib 411.1797484 29.06320977 200.16205 132.82327 
Genistein 56.52849158 52.10648951 60.327424 36.700763 

Cell cycle 
regulation 

Dexrazoxane 
HCl 268.2817205 44.83681495 262.29589 253.3539 

Novobiocin 
Sodium 192.4491895 45.13819166 130.13689 195.09392 

Enoxacin 84.39105103 29.38024569 68.038766 97.947437 
DNA/RNA 
synthesis 

Fidaxomicin 137.271577 149.1467641 105.46837 27.791293 
Mupirocin 116.6723565 43.32407806 96.531869 54.689534 

 
Percentage growth was calculated by comparing spheroid volume on day 15 to spheroid volume on day 
3. Any drugs causing a percentage growth lower than 50 % only when combined with 1 Gy X-rays 
(highlighted) were identified as potential radiosensitisers. 
 

 

4.3.1. Cell Growth and Survival Candidates 

 

It is well understood that a balance between cell death and survival is crucial, 

and that many cancer cells exhibit anti-apoptotic signalling to resist cell death. 

Thus, it makes sense that drugs impacting the function of vital proteins related 

to the processes of cell growth, survival and apoptosis could contribute to an 

increase in cancer cell death and cellular radiosensitisation. Three of the 

candidate drugs identified in the screen targeted proteins involved in 

regulating cell growth and survival: the NF-kB inhibitor stearic acid, the 

PDGFR inhibitor orantinib, and the TNF-alpha inhibitor apremilast.  
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Stearic acid as a single-agent therapy (at 0.03 µM) did not cause a decrease in 

spheroid growth, as this was comparable to the DMSO control over the 15 days 

post-seeding, with only a very minor percentage increase in growth of 106 % 

on day 15. Meanwhile, 1 µM stearic acid appeared to increase spheroid growth 

quite significantly at each time point, causing an increased percentage growth 

of 232 % compared to DMSO controls on day 15. Interestingly, 0.03 µM plus 1 

Gy X-rays was observed to slightly promote spheroid growth between days 

12 and 15 post-seeding compared to the DMSO + 1 Gy controls, and these 

spheroids had a percentage growth of 215 % compared to controls on day 15. 

On the other hand, 1 µM stearic acid combined with 1 Gy X-rays decreased 

spheroid growth, particularly on days 12 and 15 post-seeding. It is important 

to note here that, upon observation of the spheroid on day 15, there did not 

appear to be a marked reduction in growth compared to other conditions. 

However, the spheroid was larger on day 3 in comparison to those following 

other treatments, thus the overall growth was reduced and by day 15 this 

spheroid had a percentage growth of 40 % compared to irradiated controls 

(figure 4.5). 
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Figure 4.6: Spheroid growth following stearic acid treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Stearic acid was then added at either 0.03 µM and 1 µM. 24 hours after inhibitor treatment, spheroids 
were irradiated with 1 Gy or left unirradiated. Images of the spheroids were captured on days 3, 5, 8, 10, 
12 and 15 post-seeding, which were used to measure the fold increase in growth over time. b) Images of 
spheroids on days 3 and 15 post-seeding after each different treatment condition.  
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The PDGFR inhibitor orantinib appeared to have no significant impact on 

spheroid growth at either 0.03 µM or 1 µM when used as a single-agent 

treatment, although between days 12 and 15 post-seeding there did appear to 

be some variation. On day 15, orantinib alone caused a reduced percentage 

growth of 70 % and 65 % at concentrations of 0.03 µM and 1 µM respectively. 

When combined with 1 Gy X-rays, 0.03 µM orantinib appeared to successfully 

radiosensitise spheroids, particularly after day 10. The overall percentage 

growth of spheroids treated with 0.03 µM orantinib plus X-rays was 44 %, 

compared to X-rays alone. Interestingly, the high concentration of 1 µM did 

not appear to reduce spheroid growth when combined with X-rays. In fact, 

this treatment actually increased spheroid growth at all time points, with an 

overall percentage growth of 125 % compared to spheroids treated with X-rays 

(figure 4.6). 
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Figure 4.7: Spheroid growth following orantinib treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Orantinib was subsequently added at a concentration of either 0.03 µM and 1 µM. 24 hours after inhibitor 
treatment, spheroids were irradiated with 1 Gy or left unirradiated. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Images of spheroids on days 3 and 15 post-seeding after each different treatment 
condition. 
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Apremilast as a single agent treatment appeared to significantly promote 

spheroid growth. At a concentration of 0.03 µM, the drug consistently 

enhanced growth at all time points post-seeding, whereas 1 µM had an 

observable effect only after 8 days post-seeding. The overall growth of 

apremilast-treated spheroids relative to the DMSO controls was 134 % and 136 

% following 0.03 µM and 1 µM treatment, respectively. 0.03 µM apremilast in 

combination with 1 Gy radiation suppressed growth between days 12 and 15 

post-seeding, resulting in an overall growth of only 48 % compared to 

treatment with X-rays alone on day 15. As mentioned earlier, it is important to 

observe here that the spheroid treated with 0.03 µM apremilast plus X-rays 

was slightly larger on day 3 compared to the other treatments, so while the 

spheroids appear to be of similar sizes on day 15, the overall growth of this 

particular spheroid was notably less. On the other hand, 1 µM plus X-rays 

seemed to have little impact on spheroid growth initially, but from 10 days 

post-seeding appeared to significantly enhance growth, with an overall 

increase of 194 % compared to irradiated spheroids on day 15 (figure 4.7). 
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Figure 4.8: Spheroid growth following apremilast treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Apremilast was then added at either 0.03 µM and 1 µM, and 24 hours after inhibitor treatment, spheroids 
were irradiated with 1 Gy or left unirradiated. Images of the spheroids were captured on days 3, 5, 8, 10, 
12 and 15 post-seeding, which were used to measure the fold increase in growth over time. b) Images of 
spheroids on days 3 and 15 post-seeding after each different treatment condition. 
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4.3.2. Chromatin Organisation Candidates 

 

The addition of PTMs to histone subunits alters the structure of chromatin, 

influencing gene expression and allowing the cell to perform DNA-dependent 

processes, such as DNA damage repair. Due to the involvement of histone 

modifiers in the regulation of chromatin, inhibitors of these proteins can 

influence the response of cancer cells to radiotherapy and thus have the 

potential to increase cellular radiosensitivity. Four drugs with the same 

targets, HDACs, were identified as candidate radiosensitisers in this screen. 

These were CUDC-101, mocetinostat, pracinostat, and resminostat.  

 

CUDC-101 is a multi-targeting inhibitor of HDACs, EGFR, and HER2.  In the 

absence of radiation, 0.03 µM CUDC-101 treatment increased spheroid growth 

at all time points, resulting in a growth of 214 % relative to the DMSO controls. 

Until day 10 post-seeding, 1 µM treatment seemed to be comparable to 

controls, then there was a significant increase in growth at day 12, followed by 

a drop to a growth level 115 % relative to the DMSO-treated controls on day 

15. The combination treatment of 0.03 µM CUDC-101 plus 1 Gy X-rays seemed 

to mildly promote growth until 12 days post-seeding, but then between days 

12 and 15 there was a slight reduction in spheroid growth, but only bringing 

the overall growth down to 87 % relative to the irradiated spheroids. On the 

other hand, 1 µM CUDC-101 combined with X-rays had no impact on spheroid 

growth in the first 8 days post-seeding, but on days 12-15 the fold increase in 

growth reduced. As seen in other spheroids in this drug screen, the spheroid 

on day 3 following 1 µM CUDC-101 plus X-rays was observably larger than 

the other spheroids at this time point. While the spheroids on day 15 were a 

similar size, the overall growth of this spheroid was strikingly reduced to 33 

% relative to spheroids treated with X-rays alone due to its larger starting 

volume (figure 4.8).  
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Figure 4.9: Spheroid growth following CUDC-101 treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation, and 
subsequently CUDC-101 was added at a concentration of either 0.03 µM and 1 µM. 24 hours after 
inhibitor treatment, spheroids were irradiated with 1 Gy or left unirradiated. Images of the spheroids 
were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase 
in growth over time. b) Images of spheroids on days 3 and 15 post-seeding after each different treatment 
condition. 
 

 



 
 
 

139 

 

Mocetinostat is a potent inhibitor of class I HDACs. As a single-agent 

treatment, mocetinostat did not reduce spheroid growth. In fact, while the rate 

of growth for spheroids treated with either concentration of mocetinostat was 

relatively comparable to the DMSO controls up to 8 days post-seeding, on days 

10-12 there was a noticeable increase in spheroid growth using both 

concentrations of drug, particularly with 1 µM mocetinostat. By day 15 post-

seeding, the overall increase in size of spheroids treated with mocetinostat 

alone was 98 % and 299 % relative to controls after either 0.03 µM or 1 µM 

treatment, respectively. In contrast, the combination of mocetinostat and 1 Gy 

X-rays appeared to be effective in reducing overall spheroid growth. 0.03 µM 

plus IR resulted in comparable growth to irradiated controls up to 10 days 

post-seeding, after which there was a size decrease, particularly between days 

10 and 12. After day 15, the overall growth was 63 % relative to the spheroids 

treated with X-rays alone. 1 µM mocetinostat plus X-rays, on the other hand, 

consistently resulted in a lower rate of growth compared to irradiated 

spheroids across all time points, particularly noticeable on days 12 and 15 post-

seeding. In fact, 1 µM mocetinostat combined with 1 Gy X-rays led to a 

spheroid growth of only 35 % relative to irradiated DMSO controls (figure 4.9).  
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Figure 4.10: Spheroid growth following mocetinostat treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Following this, mocetinostat was then added at either 0.03 µM and 1 µM. 24 hours after inhibitor 
treatment, spheroids were irradiated with 1 Gy or left unirradiated. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Images of spheroids on days 3 and 15 post-seeding after each different treatment 
condition. 
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Pracinostat is a selective inhibitor of class I, II and IV HDACs. Similar to other 

HDAC inhibitors, pracinostat appeared to markedly enhance spheroid growth 

in the absence of radiation. Both 0.03 µM and 1 µM treatments caused an 

observable increase in growth compared to DMSO controls and followed a 

similar trend to one another. 0.03 µM treatment seemed to enhance growth 

slightly more than 1 µM treatment, and by day 15, the percentage growth 

relative to the controls was 245 % and 212 % for 0.03 µM and 1 µM, 

respectively. Intriguingly, 0.03 µM pracinostat also displayed enhanced 

spheroid growth when combined with IR, compared to X-rays alone. Up until 

day 8 post-seeding, growth rates of spheroids treated with 0.03 µM pracinostat 

plus 1 Gy X-rays were comparable to irradiated controls, however between 

days 8 and 15 post-seeding, the inhibitor-treated spheroids had a noticeably 

enhanced growth rate compared to controls. At day 15, the combination of 0.03 

µM pracinostat and 1 Gy X-rays resulted in a 204 % increase in spheroid 

growth relative to DMSO plus X-rays. In contrast, 1 µM pracinostat appeared 

to be effectively radiosensitising the spheroids. The growth rates between the 

combination treatment and the control (X-rays only) spheroids were 

comparable up to 8 days post-seeding., However from day 10 onwards the rate 

of spheroid growth following 1 µM pracinostat treatment plus IR was 

noticeably lower than spheroids irradiated only. By 15 days post-seeding, the 

overall growth of spheroids treated with 1 µM pracinostat plus 1 Gy X-rays 

was 45 % relative to irradiated controls (figure 4.10).  
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Figure 4.11: Spheroid growth following pracinostat treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Pracinostat was then added at either 0.03 µM and 1 µM. 24 hours after inhibitor treatment, spheroids 
were irradiated with 1 Gy or left unirradiated. Images of the spheroids were captured on days 3, 5, 8, 10, 
12 and 15 post-seeding, which were used to measure the fold increase in growth over time. b) Images of 
spheroids on days 3 and 15 post-seeding after each different treatment condition. 
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Resminostat is a targeted inhibitor of class I, IIb and IV HDACs. In a consistent 

manner with the other HDACi in this screen, resminostat as a single agent 

treatment did not reduce spheroid growth, and in fact had a significant 

enhancement effect across all time points. The spheroids treated with 0.03 µM 

resminostat demonstrated a steep increase in growth between days 10 and 12 

post-seeding, and the overall spheroid growth was 246 % relative to the DMSO 

controls on day 15. 1 µM resminostat had less of a marked impact, however 

still caused an enhancement of spheroid growth, particularly between days 10 

and 12 post-seeding, however this was less prominent after 0.03 µM treatment. 

By day 15, spheroids treated with 1 µM resminostat alone had an overall 

growth of 142 % relative to the DMSO controls. In contrast, 0.03 µM 

resminostat combined with 1 Gy X-rays caused a marked decrease in spheroid 

growth relative to irradiated controls. The growth between the two conditions 

was comparable up to day 8 post-seeding, after which there was an observable 

decrease in size of the inhibitor-treated spheroids. This was most noticeable 

on day 15, when the growth of treated spheroids was only 36 % relative to the 

irradiated controls. Once again, it is key to note here that the spheroid was 

larger on day 3 than the spheroids treated under other conditions, so while the 

spheroid may not look drastically smaller on day 15, the overall growth was 

less. On the other hand, 1 µM interestingly did not have any significant impact 

on growth when combined with radiation. In fact, the growth rate was 

comparable to irradiated controls throughout the experiment, with a slight 

decrease on day 15 to 87 % growth relative to the controls (figure 4.11).  

 

 

  



 
 
 

144 

 

 
 
Figure 4.12: Spheroid growth following resminostat treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. After 
this time, resminostat was added at a concentration of either 0.03 µM and 1 µM. 24 hours after inhibitor 
treatment, spheroids were irradiated with 1 Gy or left unirradiated. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Images of spheroids on days 3 and 15 post-seeding after each different treatment 
condition. 
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4.3.3. Cell Signalling Candidates 

 

Signalling cascades frequently display aberrant activity in human cancers and 

are involved in almost all cellular functions, including proliferation, growth, 

and survival. Incorrect functioning of proteins at any level of a signalling 

cascade can have catastrophic effects, such as the induction and progression 

of tumourigenesis. Six of the candidates identified in this screen specifically 

inhibit EGFR, the transmembrane receptor capable of initiating multiple 

signalling cascades. These are icotinib, rociletinib, lidocaine HCl, CUDC-101 

(see section 4.2.2), afatinib and genistein.  

 

In the absence of IR, icotinib enhanced spheroid growth. At 0.03 µM, spheroids 

treated with icotinib had a markedly higher increase in growth compared to 

DMSO controls from days 8 – 12 post-seeding. However. between days 12 and 

15, spheroid volume dropped dramatically to an overall fold increase lower 

than the controls, with a percentage growth of 82 %. On the other hand, 

spheroids treated with 1 µM icotinib displayed growth rates consistently 

higher than the DMSO controls at all time points. This was most observable 

on day 12 post-seeding, following a dramatic increase from day 10. By day 15, 

spheroids treated with 1 µM icotinib had a percentage growth of 125 % relative 

to the DMSO controls. An interesting observation was seen when icotinib was 

combined with 1 Gy X-rays. 0.03 µM plus IR seemed to be slightly enhancing 

spheroid growth in comparison to the irradiated controls up until day 12 post-

seeding, after which there was a slight decline in growth and on day 15 the 

combination treatment resulted in a growth of 42 % relative to irradiated 

controls. 1 µM icotinib caused growth rates comparable to 0.03 µM icotinib 

with X-rays up to day 10 post-seeding. However, between days 10 and 12, 

spheroids treated with 1 µM icotinib plus X-rays had a noticeable increase in 

growth, followed by a growth plateau. Therefore, on day 15 post-seeding, the 
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irradiated 1 µM-treated spheroids ended with an overall growth of 85 % 

relative to irradiated only controls (figure 4.12).  

 

Figure 4.13: Spheroid growth following icotinib treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Icotinib was then added at either 0.03 µM and 1 µM. 24 hours after inhibitor treatment, spheroids were 
irradiated with 1 Gy or left unirradiated. Images of the spheroids were captured on days 3, 5, 8, 10, 12 
and 15 post-seeding, which were used to measure the fold increase in growth over time. b) Images of 
spheroids on days 3 and 15 post-seeding after each different treatment condition. 
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In a contrast to many other drugs in this screen targeting EGFR, rociletinib 

caused a reduction in growth as a single agent treatment, particularly at 1 µM. 

0.03 µM-treated spheroids actually displayed growth comparable to the 

DMSO controls up until day 10 post-seeding, but there were some minor 

differences on days 12 and 15, and by the latter of which the fold increase in 

growth had dropped to 86 % relative to the DMSO controls. 1 µM rociletinib, 

on the other hand, had a more observable negative effect on spheroid growth. 

While growth rates were comparable to the DMSO controls up to day 10 post-

seeding, the drug significantly slowed growth between days 12 and 15. The 

overall percentage growth after 15 days was 72 % compared to the DMSO 

controls.  When combined with 1 Gy X-rays, 0.03 µM rociletinib initially 

appeared to enhance growth in comparison to the irradiated controls at most 

time points between days 8-12. However, by day 15, the overall increase in 

growth was almost identical comparing both conditions, with a relative 

growth of 98 % for the spheroids treated with 0.03 µM plus IR. The 

combination of 1 µM rociletinib with X-rays appeared to have a similar effect 

as the lower drug combination treatment up until day 8 post-seeding. 

However, the rate of spheroid growth then slowed between days 8 and 12, and 

further dropped on day 15. This was significantly lower than the fold increase 

in growth of the irradiated controls, with the treatment of 1 µM rociletinib with 

X-rays only growing 24 % relative to these (figure 4.13).  
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Figure 4.14: Spheroid growth following rociletinib treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. After this time, 
rociletinib was added at either 0.03 µM and 1 µM. 24 hours after inhibitor treatment, spheroids were irradiated 
with 1 Gy or left unirradiated. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, 
which were used to measure the fold increase in growth over time. b) Images of spheroids on days 3 and 15 post-
seeding after each different treatment condition. 
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Lidocaine HCl as a single agent treatment caused remarkable increases in 

overall spheroid growth. 0.03 µM Lidocaine HCl was comparable to the DMSO 

controls until 8 days post-seeding, however between days 8 and 12 there were 

steep increases in the fold increase in spheroid growth, to a significantly higher 

level than controls. There was a slight decrease between days 12 and 15, 

however the overall growth on day 15 following 0.03 µM lidocaine HCl 

treatment was still 163 % relative to DMSO controls. Similarly, 1 µM lidocaine 

HCl treatment also resulted in a dramatically higher rate of spheroid growth 

than controls. Between days 5 and 12, there was a significantly higher increase 

in growth of the spheroids compared to the DMSO controls. At 15 days post-

seeding, spheroids treated with 1 µM lidocaine HCl had an overall growth of 

194 % relative to the controls. In contrast, a reduction in spheroid growth was 

consistently observed upon combined treatment with lidocaine HCl and 1 Gy 

X-rays, compared to irradiation alone. 0.03 µM inhibitor plus IR had relatively 

little effect on spheroid growth until day 8, after which the increase in growth 

was noticeably lower than the irradiated controls. As a consequence, the 

overall increase in growth after this combined treatment was only 17 % 

relative to the irradiated controls. Interestingly, the effect observed following 

1 µM lidocaine HCl plus IR treatment was not as drastic as the lower 

concentration. Up until day 12 post-seeding, the growth rate of spheroids 

treated with DMSO plus X-rays and spheroids treated with 1 µM lidocaine 

HCl plus X-rays was comparable at all time points. However, between days 12 

and 15, there was a noticeable decrease in the inhibitor-treated spheroids, and 

their overall growth was 63 % compared to the irradiated controls (figure 4.14). 
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Figure 4.15: Spheroid growth following lidocaine HCl treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. At 
this point lidocaine HCl was added at a concentration of either 0.03 µM and 1 µM. 24 hours after inhibitor 
treatment, spheroids were irradiated with 1 Gy or left unirradiated. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Images of spheroids on days 3 and 15 post-seeding after each different treatment 
condition. 
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Following the pattern of the other EGFR inhibitors, afatinib significantly 

enhanced spheroid growth when given as a single treatment. After 5 days 

post-seeding, spheroids treated with 0.03 µM afatinib displayed an 

exponential increase in growth rate that was consistently higher than 

spheroids treated with DMSO. In fact, by day 15, afatinib-treated spheroids 

displayed growth to a relative size of 411 % compared to the controls. 1 µM 

inhibitor also enhanced growth, but to a lesser extent. The fold increase in 

growth of spheroids treated with 1 µM afatinib was comparable to controls 

until day 8 post-seeding, after which it increased slowly until day 15. Overall, 

the spheroids grew 200 % relative to the DMSO controls. In contrast, 0.03 µM 

afatinib combined with 1 Gy X-rays caused a significant impairment in 

spheroid growth from day 8 post-seeding onwards. There was very little 

change in spheroid size from days 8 to 15, and the overall growth was only 29 

% relative to the irradiated controls. 1 µM afatinib, meanwhile, was 

comparable to the irradiated controls at most time points when combined with 

IR. On day 10 post-seeding, there was a slight observable reduction in 

spheroid growth compared to controls, however on days 12 and 15 the growth 

rate actually increased compared to the irradiated DMSO controls. In fact, 

overall, the growth of spheroids treated with 1 µM afatinib with X-rays was 

132 % relative to the spheroids treated with DMSO plus IR (figure 4.15).  
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Figure 4.16: Spheroid growth following afatinib treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation, and 
afatinib was subsequently added at concentrations of either 0.03 µM and 1 µM. 24 hours after inhibitor 
treatment, spheroids were irradiated with 1 Gy or left unirradiated. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Images of spheroids on days 3 and 15 post-seeding after each different treatment 
condition. 
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Genistein alone was found to reduce the fold increase in spheroid growth, but 

only at day 15. Both concentrations of 0.03 µM and 1 µM genistein produced 

comparable growth rates from days 5 to day 12 post-seeding. However, with 

the steep drop in spheroid growth at day 15, the relative percentages of 56 % 

and 60 % following 0.03 µM or 1 µM treatment respectively reflect the negative 

impact of the drug on spheroid growth. Growth following 0.03 µM genistein 

in combination with 1 Gy X-rays followed a very similar pattern to growth 

following treatment with the drug alone. Up until day 12 post-seeding, the 

growth rate of inhibitor-treated spheroids was very similar, albeit slightly 

higher, than the irradiated controls. However, there was a significant drop in 

spheroid size between days 12 and 15, and therefore the overall growth of the 

combination treatment was 52 % relative to the irradiated controls. On the 

other hand, 1 µM genistein plus 1 Gy X-rays reduced spheroid growth 

compared to irradiation only. Growth rates were comparable until day 8, 

following which the inhibitor-treated spheroids grew very little over the final 

course of the experiment. The overall percentage growth of these spheroids 

was only 36 % relative to the irradiated controls (figure 4.16). 
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Figure 4.17: Spheroid increase following genistein treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation.  At 
this point, genistein was added, using concentrations of either 0.03 µM and 1 µM. 24 hours after inhibitor 
treatment, spheroids were irradiated with 1 Gy or left unirradiated. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Images of spheroids on days 3 and 15 post-seeding after each different treatment 
condition. 
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4.3.4. Cell Cycle Regulation Candidates 

 

Correct regulation of the cell cycle is vital to ensure cells remain healthy and 

do not contain any damage prior to cell division. There is a myriad of proteins 

involved in maintaining the cell cycle, and incorrect functioning of any of these 

proteins has the potential to disrupt the cycle and allow damaged cells to 

proliferate freely. Four of the candidate drugs identified in this screen inhibit 

topoisomerase enzymes, which are important enzymes that catalyses the 

unlinking of DNA strands during the S phase of the cell cycle. These specific 

enzymes are: genistein (see section 4.2.3), dexrazoxane HCl, novobiocin 

sodium, and enoxacin. 

 

In the absence of IR, dexrazoxane HCl caused a dramatic enhancement of 

spheroid growth in comparison to the DMSO controls. The two drug 

concentrations were comparable in terms of spheroid size at most time points, 

and significant increases in growth compared to the DMSO controls were seen 

between days 5 and 15 post-seeding. On day 15, the overall growth of 

spheroids treated with 0.03 µM and 1 µM dexrazoxane HCl was 268 % and 262 

% respectively, relative to the DMSO controls. Upon the addition of 1 Gy X-

rays, 0.03 µM dexrazoxane HCl did not seem to alter the rate of spheroid 

growth from irradiated control levels up to 12 days post-seeding. However, 

between days 12 and 15, while the spheroids treated with DMSO plus IR 

displayed an increase in growth rate, those treated with 0.03 µM inhibitor plus 

IR seemed to level off, resulting in growth being only 44 % relative to the 

irradiated controls. On the other hand, 1 µM appeared to enhance growth 

when combined with X-rays. Up until day 8 post-seeding, the growth rate of 

the combination treatment was comparable to the irradiated controls, 

however, the fold increase in growth from days 10 – 15 was then consistently 

higher following 1 µM dexrazoxane HCl plus IR treatment. The overall growth 
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of spheroids with 1 µM dexrazoxane HCl and X-rays was 253 % relative to the 

irradiated controls (figure 4.17).  

 
 

 Figure 4.18: Spheroid growth following dexrazoxane HCl treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid 
formation. Dexrazoxane HCl was then added at either 0.03 µM and 1 µM. 24 hours after 
inhibitor treatment, spheroids were irradiated with 1 Gy or left unirradiated. Images of the 
spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to 
measure the fold increase in growth over time. b) Images of spheroids on days 3 and 15 post-
seeding after each different treatment condition. 
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In a similar manner to dexrazoxane HCl, novobiocin sodium enhanced growth 

when given as a single agent treatment. 0.03 µM treatment resulted in a higher 

growth rate from day 5 onwards, with a slow increase in spheroid size 

between days 5 and 10 post-seeding, followed by a sharp increase between 

days 10 and 15. This treatment caused an overall spheroid growth of 192 % 

relative to the DMSO controls. 1 µM had a similar effect, and spheroids 

displayed a growth rate comparable to those treated with 0.03 µM novobiocin 

sodium up to 10 days post-seeding. After this, the 1 µM drug-treated spheroids 

also displayed a sharp increase in growth, which was significantly higher than 

the DMSO-treated controls, leading to a percentage increase of 130 % on day 

15. Meanwhile, 0.03 µM novobiocin sodium in combination with IR did cause 

a reduction in spheroid growth, although only later in the time course. The 

rate of growth of the combination treatment was comparable to the irradiated 

controls up to day 12 post-seeding. However, between days 12 and 15 post-

seeding, there was a very little increase in spheroid size after novobiocin 

sodium plus IR treatment, and the overall growth was therefore 45 % relative 

to the irradiation only. On the other hand, 1 µM inhibitor in combination with 

X-rays actually promoted spheroid growth compared to treatment with X-rays 

only. In fact, there was a steep increase in spheroid growth from days 10 – 15 

post-seeding, and the overall growth on day 15 after 1 µM novobiocin sodium 

plus IR was 195 % relative to the irradiated control spheroids (figure 4.18).   
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Figure 4.19: Spheroid growth following novobiocin sodium treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation, after 
which either 0.03 µM and 1 µM novobiocin sodium was then added. 24 hours after inhibitor treatment, 
spheroids were irradiated with 1 Gy or left unirradiated. Images of the spheroids were captured on days 
3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in growth over time. b) 
Images of spheroids on days 3 and 15 post-seeding after each different treatment condition. 
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Without the addition of IR, 0.03 µM enoxacin treatment produced comparable 

spheroid growth to the DMSO control treatment until day 10 post-seeding. On 

days 12 and 15, the increase in growth was then marginally lower in the 

inhibitor-treated spheroids. The overall percentage growth of spheroids on 

day 15 was 84 % relative to the DMSO controls. Similarly, 1 µM enoxacin 

treatment caused spheroid growth comparable to the controls until day 12, 

although no further changes in growth between days 12 and 15 was observed. 

Therefore, the overall change in percentage growth following 1 µM enoxacin 

treatment relative to the DMSO controls was 68 %. 0.03 µM enoxacin had a 

significant impact on spheroid growth at later times when combined with 1 

Gy X-rays. Despite displaying a similar growth rate to irradiated control 

spheroids up to day 12 post-seeding, there was very little change in growth 

between days 12 and 15. On day 15, the 0.03 µM enoxacin-treated spheroids 

only had an overall growth of 29 % relative to irradiated controls. In stark 

contrast to this observation, 1 µM enoxacin seemed to enhance spheroid 

growth when combined with IR in comparison to irradiated controls. This was 

observed at almost every time point, until day 15, when the increase in growth 

was almost identical between the two treatments. As a consequence, the 

percentage growth of spheroids treated with 1 µM enoxacin plus 1 Gy X-rays 

was 97 % relative to irradiation alone (figure 4.19).  
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Figure 4.20: Spheroid growth following enoxacin treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation, after 
which either 0.03 µM and 1 µM enoxacin was then added. 24 hours after inhibitor treatment, spheroids 
were irradiated with 1 Gy or left unirradiated. Images of the spheroids were captured on days 3, 5, 8, 10, 
12 and 15 post-seeding, which were used to measure the fold increase in growth over time. b) Images of 
spheroids on days 3 and 15 post-seeding after each different treatment condition. 
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4.3.5. DNA/RNA Synthesis Candidates 

 

Two candidates identified in this screen, fidaxomicin and mupirocin, target 

DNA/RNA synthesis, and thus can impair efficient DNA damage repair in 

cancer cells. This contributes to the accumulation of damage and genomic 

instability, which further promotes tumourigenesis. Moreover, inability to 

synthesise new DNA to repair IR-induced damage can increase cellular 

radiosensitivity.  

 

In the absence of radiation, 0.03 µM fidaxomicin appeared to be causing a 

significant enhancement of spheroid growth compared to the DMSO controls. 

This was evident from 5 days post-seeding onwards, with steep rises between 

days 5 and 10 post-seeding. There continued to be increases in spheroid 

growth following the drug treatment relative to the control, leading to an 

overall final percentage growth of 137 % relative to the spheroids treated with 

DMSO. Similar to the lower drug concentration, 1 µM fidaxomicin initially 

enhanced spheroid growth particularly on days 8 and 10 post-seeding where 

there were steep increases in growth rate. However, spheroid size 

dramatically decreased to a lower level comparable to the DMSO control on 

day 15. This led to an overall percentage growth of 105 % after 1 µM 

fidaxomicin treatment relative to the DMSO control-treated spheroids. When 

combined with 1 Gy X-rays, 0.03 µM fidaxomicin enhanced spheroid growth 

at all time points compared to the irradiated controls. On days 5 to 12 post-

seeding, there was a steady increase in growth that lay approximately halfway 

between the growth rates of the unirradiated and irradiated controls. Between 

days 12 and 15, the spheroids treated with 0.03 µM plus IR dramatically 

increased in growth to a value significantly higher than the irradiated controls 

and almost identical to the unirradiated controls. The percentage growth of 

the combination treatment relative to the irradiated controls was 149 %. On 



 
 
 

162 

 

the other hand, a decrease in growth was observed when combining 1 µM 

fidaxomicin and 1 Gy X-rays, although only at the latest time point. In fact, the 

observed fold increase in growth of the drug-radiation treatment was actually 

higher than the irradiated controls on days 8 and 10 post-seeding. However, 

the spheroid size began to decrease from day 12 and on day 15, the inhibitor 

plus IR-treated spheroids had grown significantly less than the irradiated 

controls, with a relative overall growth of only 27 % (figure 4.20).  
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Figure 4.21: Spheroid growth following fidaxomicin treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation, after which 
either 0.03 µM and 1 µM novobiocin sodium was then added. 24 hours after inhibitor treatment, spheroids 
were irradiated with 1 Gy or left unirradiated. Images of the spheroids were captured on days 3, 5, 8, 10, 12 
and 15 post-seeding, which were used to measure the fold increase in growth over time. b) Images of spheroids 
on days 3 and 15 post-seeding after each different treatment condition. 
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The final candidate identified in this drug screen, mupirocin, actually 

enhanced spheroid growth when used without radiation. 0.03 µM of the drug 

displayed consistently higher levels of growth across all time points when 

compared to the DMSO controls. There was an exponential rate of spheroid 

growth until day 12, although between days 12 and 15 post-seeding there was 

very little change in spheroid size. However, the overall growth of spheroids 

following drug treatment was still higher than the DMSO-treated controls, 

with a comparative percentage increased growth of 116 %. 1 µM mupirocin 

had a very similar effect than the lower concentration, following the same 

trend until day 12 post-seeding. Between days 12 and 15 however, the 

spheroids actually decreased in size, and at this point were in fact comparable 

to DMSO-treated spheroids, with a relative growth of 96 %. On the other hand, 

both concentrations of inhibitor reduced the overall growth of spheroids when 

combined with IR but only at day 15. Up until day 10 post-seeding, both 

concentrations actually seemed to promote growth compared to the irradiated 

controls. However, on day 12, the growth rate of spheroids treated with 0.03 

µM mupirocin plus irradiation levelled off, leading by day 15 to cause an 

overall growth of 43 % relative to the irradiated controls. 1 µM mupirocin plus 

IR still caused a higher rate of growth on day 12 post-seeding, but this had 

decreased by day 15, causing the overall percentage growth relative to the 

irradiated controls to be 54 % (figure 4.21). 
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Figure 4.22: Spheroid growth following mupirocin treatment 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation, after 
which either 0.03 µM and 1 µM mupirocin was then added. 24 hours after inhibitor treatment, spheroids 
were irradiated with 1 Gy or left unirradiated. Images of the spheroids were captured on days 3, 5, 8, 10, 
12 and 15 post-seeding, which were used to measure the fold increase in growth over time. b) Images of 
spheroids on days 3 and 15 post-seeding after each different treatment condition. 
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4.4. Summary 

 

Using a 3D spheroid model of HNSCC, 183 FDA-approved drugs were 

screened for potential radiosensitisation ability. Spheroids were treated with 

0.03 µM or 1 µM of each drug alone, in combination with either no irradiation 

or with 1 Gy X-rays. On days 3, 5, 8, 10, 12 and 15 post-seeding, images of the 

spheroids were captured, and spheroid volume was calculated at each time 

point. Overall fold increase in growth over 15 days was used as the endpoint 

to determine which candidates to take forward for further experimentation. 

 

In this chapter, I have identified 17 drugs as potential candidate 

radiosensitisers of HPV-negative HNSCC. These drugs have a variety of 

cellular targets, inhibiting proteins involved in processes such as cell growth 

and survival, chromatin remodelling, cell signalling, cell cycle regulation, and 

DNA/RNA synthesis. As this initial screen only utilised one spheroid per 

treatment condition, it was crucial to then validate these findings using 

replicate samples and independent biological experiments to eliminate any 

false positive candidates and narrow down the list of true radiosensitisers of 

HNSCC cells in vitro.  
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CHAPTER 5: RESULTS II 

Validation of candidate drugs and identification of three novel 

radiosensitisers of HNSCC in vitro 

 

5.1. Introduction 

 

Based on the results from the initial drug screen, I chose 17 candidate 

radiosensitisers to take forward for further study (see table 4.1). These 17 drugs 

covered a variety of cellular targets, including NF-kB, PDGFR, TNF-a, 

HDACs, EGFR, topoisomerases, and DNA/RNA synthesis.  

 

The NF-kB signalling pathway is implicated in a number of cellular processes, 

including stimulating the expression of anti-apoptosis genes, and human 

cancers are thought to utilise elevated levels of NF-kB signalling to avoid 

apoptosis and maintain tumour cell proliferation. This has been demonstrated 

in multiple types of HNSCC, for example one study of patients with OSCC 

showed that NF-kB levels were increased in tumour tissue compared to 

healthy tissue, and this increase correlated with high rates of tumour 

infiltration and decreased patient survival (439). Moreover, another study 

demonstrated through whole genome sequencing that NF-kB signalling is 

aberrantly regulated in 41 % of cases of nasopharyngeal carcinoma (52). In 

addition to contributing to tumour development and progression, NF-kB 

signalling has also been shown to play a role in intrinsic cellular sensitivity to 

IR. Upon exposure to IR, tumour cells have been shown to activate NF-kB 

signalling in order to reduce apoptosis (418), and research has demonstrated 

the effectiveness of inhibiting NF-kB in enhancing cellular radiosensitivity in 

several cancer types in vitro, including colorectal cancer, laryngeal squamous 

cell carcinoma, hepatocellular carcinoma, lung cancer, and transformed 
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prostate cells (419, 420, 440-442). One of the drugs identified in the initial drug 

screen was stearic acid, which has been shown to reduce the activation of NF-

kB (443). To date, there has been no research carried out into the 

radiosensitising ability of stearic acid, however it has been shown that it may 

be an effective therapy for colon cancer when combined with 5-FU (444) and 

can significantly inhibit the colony formation ability of rat hepatoma cell lines 

(445).  

 

PDGFR-a and -b are signalling receptors activated by platelet-derived growth 

factors (PDGFs) (446). Activation of the receptor initiates a cascade of 

downstream signalling through either the MAPK pathway, the 

PI3K/AKT/mTOR pathway, or the phospholipase-g pathway, all of which 

contribute to the balance of pro- and anti-apoptotic signalling in the cell (447), 

and thus mutations and incorrect activity of PDGFR can contribute to the 

progression and maintenance of cancers. Indeed, an overexpression of 

PDGFR-a has been observed in invasive breast cancers, where it is correlated 

with lymph node metastasis and expression of HER2 and BCL2 (448). More 

recently, a study of OSCCs demonstrated an increase in PDGFR-b expression 

in the cancer cells, which was associated with lymph node metastasis and a 

decrease in overall survival (449). Increases in PDGFR expression have also 

been observed in colorectal cancer, gastric cancer, and thyroid cancer, where 

increased PDGFR expression significantly reduced patient survival (450-452). 

Building on this, the inhibition of PDGFR-b has been shown to enhance 

radiosensitivity in glioblastoma cells both in vitro and in vivo in multiple 

studies, as well as increasing sensitivity in lower grade astrocytoma cells (453-

455). Furthermore, initial research into the multi-kinase inhibitors sorafenib 

and sunitinib, both of which block the activity of PDGFRs, demonstrates their 

potential as radiosensitisers in HNSCC cell lines (423). In the initial drug 

screen, orantinib, a potent inhibitor of PDGFR, was identified as a potential 
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radiosensitiser. Previous research has shown that orantinib can effectively 

radiosensitise endothelial cancer, prostate cancer, and glioblastoma cells to IR 

both in vitro and in vivo (456-458). The radiosensitising potential of orantinib 

has also been shown in a murine squamous cell carcinoma model (459), but to 

date, no research has been carried out into the specific effects of orantinib in 

HNSCCs.  

 

TNF-a is a transmembrane protein that can induce signalling through a 

variety of signalling cascades, including the ERK, MAPK, PI3K and NF-kB 

pathways (460). These pathways can influence survival and apoptosis 

signalling within the cell, thus TNF-a can have a significant role in 

tumourigenesis.  Indeed, it has been shown that TNF-a has a tumour-

promoting effect in breast cancers. One study demonstrated that TNF-a was 

expressed at the tumour site in breast cancer patients, and as the tumour grade 

increased, so did the number of cancer cells expressing the protein (461). 

Furthermore, TNF-a has been observed in the bloodstream of breast cancer 

patients, and levels of TNF-a correlated with lymph node involvement, 

suggesting there may be a role for TNF-a in metastasis (462). On the contrary, 

TNF-a has also been shown to have tumour-suppressive qualities and can be 

used as a therapeutic target. The addition of TNF-a can enhance the 

permeability of cancer cell vasculature, which increases the effectiveness of 

chemotherapeutic cytostatic drugs (463, 464). It has been proposed that 

significantly elevated levels of TNF-a can be an effective treatment, while 

lower levels are tumourigenic (465). Thus, both TNF-a inhibitors and TNF-a 

itself have been utilised as anti-cancer therapies. Apremilast, the TNF-a 

inhibitor identified in the initial stages of this research, has been shown to 

induce apoptosis in human colorectal cancer cells (466), however has not been 

investigated for its impact on radiosensitivity. In fact, the literature suggests 

that treatment with TNF-a itself can increase radiosensitivity of oesophageal 
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squamous cell carcinoma, melanoma, and lung cancer cells in vitro (467-469). 

To date, TNF-a inhibition has not been demonstrated to have any 

radiosensitising potential.  

 

HDACs alter gene expression by modifying the structure of chromatin (see 

section 1.4.2.). The acetylation status of histones has been implicated in DNA 

DSB repair pathways, both HR and NHEJ, and thus can influence the 

development of cancer and response to treatments (286, 287). For example, 

HDAC1/2-depleted cells have been shown to display significant defects in the 

NHEJ pathway, specifically resulting in the persistence of Ku70 and Artemis 

at DNA damage sites (387). Furthermore, HDAC4 interacts with 53BP1 during 

DSB repair (390), and HDAC6 interacts with two key MMR proteins, MLH1 

and MSH2, and can inhibit the MMR pathway (391). HDAC9 and HDAC10 

have been implicated in the HR pathways, as one study demonstrated that a 

reduction of HDAC9/10 led to significantly less HR activity and sensitised cells 

to mitomycin C (393). The role of HDACs in the DDR provides a solid basis 

for their potential as radiosensitisers. Indeed, multiple HDACi have been 

studied for their radiosensitising effects, including one of the inhibitors 

identified in this research: the class I HDACi mocetinostat. When given 

alongside X-ray irradiation, mocetinostat significantly reduced survival of 

bladder cancer cells in vitro, and decreased levels of MRE11, implying that this 

effect could be due to impaired DNA damage repair (405). This research also 

identified CUDC-101, a combined inhibitor of HDACs and EGFR, as a 

potential radiosensitiser. Research has shown that CUDC-101 has significant 

radiosensitising potential in pancreatic cancer, glioblastoma, and breast cancer 

cell lines (402, 403). To date there has been no evidence suggesting CUDC-101 

can radiosensitise HNSCC cells, although another HDACi, VPA, has been 

demonstrated to effectively radiosensitise oesophageal SCC cells in vitro (397). 
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EGFR is a transmembrane receptor and an upstream activator of a multitude 

of cellular signalling pathways, including MAPK, PI3K/AKT/mTOR and JNK 

pathways (470). These pathways control vital activities in the cell, including 

proliferation, angiogenesis, and survival, thus dysregulation of any protein in 

the cascade can lead to the development of the hallmarks of cancer and 

tumourigenesis. An overexpression of EGFR has been observed in 80 – 90 % 

of HNSCCs and is associated with poor survival rates (471, 472), making it a 

popular target for therapeutic inhibition. EGFR inhibitors have been used 

successfully to increase radiosensitivity of a variety of cancer types, and of the 

six EGFR inhibitors identified as candidates in this drug screen, four have been 

shown to act as radiosensitisers. Icotinib was demonstrated to radiosensitise 

lung cancer cells in vitro via the inhibition of MAPK and AKT activation (473), 

while CUDC-101 enhances the radiosensitivity of pancreatic cancer, breast 

cancer, and glioblastoma cells (402, 403). Afatinib has been shown to 

radiosensitise HNSCC and nasopharyngeal carcinoma cells (430, 474), and 

genistein improves radiosensitivity of oesophageal SCC cells in vitro (475). 

Despite the success of EGFR inhibitors in vitro, clinical trials have failed to 

replicate this effect, and EGFR inhibition does not appear to be an effective 

treatment in practice.  

 

Topoisomerase enzymes catalyse the unlinking of DNA strands to ensure 

correct separation during DNA replication, allowing DNA polymerases to 

move down the replication fork (476).  Inhibitors of topoisomerase therefore 

lead to stalled replication forks, DSB induction, and cell cycle arrest, and have 

consequently been used as an anti-cancer therapeutic (477). Four of the drugs 

identified as candidates in this drug screen inhibit topoisomerases: genistein, 

dexrazoxane HCl, novobiocin sodium and enoxacin, but to date only genistein 

– which also inhibits EGFR – has previously been shown to act as a 

radiosensitiser. The radiosensitising potential of genistein has been 
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demonstrated in a large number of cancer types, including oesophageal, 

colorectal, breast, prostate, and hepatocellular cancers, plus sarcoma and 

NSCLC cells (475, 478-483). Although this has not been demonstrated in 

HNSCC to date, research does suggest that genistein as a single agent 

treatment can induce apoptosis and reduce growth of HNSCC tumours (484-

486).   

 

In recent years, there has been significant development in the use of antibiotics 

as anticancer agents. The ability of antibiotics to inhibit DNA/RNA synthesis 

means they can effectively inhibit cell cycle progression and exert an anti-

proliferative effect on cancerous cells. It has also been shown that antibiotics 

have the potential to impede EMT, thus reducing the metastatic potential of 

cells (487). Two of the drugs identified in this screen, fidaxomicin and 

mupirocin, are antibiotics that interfere with DNA/RNA synthesis. The 

potential anticancer effect of fidaxomicin has not been investigated to date, 

however, it has been suggested that mupirocin may be cytotoxic to melanoma 

cells (488). Currently, there has been no research into how antibiotics can 

impact cancer cell radiosensitivity.  

 

The initial drug screen identified 17 candidate radiosensitisers, inhibiting the 

targets discussed above. Only one spheroid per treatment condition was used 

in this drug screen, and thus these candidates needed to be validated to ensure 

the observed radiosensitisation effect was genuine. In this chapter, I aimed to 

validate the findings of the drug screen through repeated spheroid 

experiments, and to further confirm these findings using clonogenic survival 

assays.  
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5.1. Validation of 17 Candidate Radiosensitisers 

 

The initial approach to validate the findings of the drug screen was to repeat 

the spheroid experiments.  Once again, as described in section 3.6, FaDu cells 

were seeded at a density of 500 cells/well into ultra-low attachment 96-well 

plates and left overnight to form spheroids. 0.03 and 1 µM concentrations of 

the 17 candidate drugs were used to treat the spheroids on day 2, and 24 hours 

later they were irradiated with X-rays at 1 Gy. Spheroid volume and fold 

increase in growth was calculated on days 3, 5, 8, 10, 12 and 15 post-seeding 

analyse the radiosensitisation ability of the drugs. The results of these 

validation experiments were surprising. Contrary to what was observed in the 

initial drug screen, the drugs did not exert a potent radiosensitisation effect. It 

was expected that some of the drugs identified in the screen may have been 

false positives, however it was anticipated that some of the drugs would show 

evidence of radiosensitisation. One explanation for these observations could 

be the stability and potency of the drugs, and therefore I repeated the spheroid 

experiments with higher concentrations of drugs, 5 µM and 10 µM, and an 

additional dose of X-rays, 2 Gy. All data was analysed using a two-tailed t-

test, all p-values can be found in supplementary section 10.1.  

 

From all 17 candidate drugs, only two, CUDC-101 and pracinostat, seemed to 

be successfully radiosensitising FaDu spheroids when used at the higher 

concentrations of 5 µM and 10 µM. These experiments are detailed below. The 

remaining 15 candidate experiments are discussed in Appendix I.  
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5.1.1. CUDC-101 

 

In the initial drug screen, CUDC-101 appeared to have a significant 

radiosensitisation effect at a concentration of 1 µM, however this was not 

replicated in the first set of validation experiments (figure 5.4a). 0.03 µM 

CUDC-101 as a single agent treatment enhanced spheroid growth at all time 

points compared to DMSO controls and had an overall increase of 140 % 

relative to the unirradiated controls on day 15 post-seeding. Meanwhile 10 µM 

alone slightly decreased overall growth, again consistently across all time 

points, but only to a relative 84 % overall growth. However, this was 

statistically significant on day 8 (p < 0.05; t-test, supplementary table 10.4). 

Upon addition of 1 Gy X-rays, both concentrations of CUDC-101 increased 

spheroid growth in comparison to the irradiated controls. 0.03 µM plus 1 Gy 

X-rays was comparable to 1 Gy controls up to 10 days post-seeding, following 

an observable – but not significant – increase on days 10 and 15 to an overall 

increase in growth of 123 % relative to controls. 1 µM plus 1 Gy caused a slight 

decrease in spheroid growth until day 12 post-seeding, and between day 2 and 

15 there was a slight increase compared to irradiated controls, but only to a 

relative 105 % overall growth. In contrast, 5 µM as a single agent treatment 

markedly reduced spheroid growth in comparison to DMSO controls across 

all time points of the experiment and was statistically significant at all time 

points (figure 5.4b; t-test, supplementary table 10.4). The spheroid growth rate 

was slow in the first 8 days post-seeding, followed by a steady increase 

between days 8 and 12. From day 12 to day 15, there was a sharper increase in 

growth, and the overall percentage growth following 5 µM CUDC-101 

treatment was 55 % relative to the control treatment. In sharp contrast to this, 

10 µM CUDC-101 was extremely toxic, and inhibited any spheroid growth 

across the 15 days post-seeding. By the end of the experiment, these spheroids 

had only grown to 3 % relative to controls, and as expected this was 
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statistically significant on all days except day 5 post-seeding. 5 µM CUDC-101 

combined with X-rays significantly reduced spheroid growth at both 1 Gy and 

2 Gy consistently across all time points. The two radiation doses produced 

almost identical growth rates up to 12 days post-seeding, however on day 15 

the spheroids treated with 5 µM CUDC-101 plus 1 Gy X-rays actually had the 

lower overall increase. Compared to the corresponding irradiated controls, 5 

µM CUDC-101 caused an overall growth increase of 23 % and 30 % at 1 Gy 

and 2 Gy respectively, and these differences were statistically significant on 

days 5 – 12 post-seeding (1 Gy) and days 8 and 10 post-seeding (2 Gy) (t-test, 

supplementary table 10.4). As predicted based on the observation of the high 

concentration of CUDC-101 alone, 10 µM plus IR was extremely toxic to the 

spheroids, with growth only reaching 5 % and 7 % relative to the controls 

following 1 Gy and 2 Gy respectively – this was statistically significant at all 

time points (t-test, supplementary table 10.4). From this data, it appears that 

CUDC-101 can radiosensitise FaDu spheroids.  
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Figure 5.1: Spheroid growth after CUDC-101 treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation, after 
which CUDC-101 was added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 24 hours 
of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy X-rays. Images 
of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure 
the fold increase in growth over time. The data are presented as mean ± SEM of triplicate wells and are 
representative of three independent experiments. 
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5.1.2. Pracinostat 

 

Pracinostat also appeared to be radiosensitising spheroids at 1 µM in the initial 

drug screen. In the first set of validation experiments (figure 5.6a), 0.03 µM 

caused an enhancement of growth at 0 Gy from day 8 post-seeding onwards, 

with an overall increase in growth of 138 % relative to unirradiated controls at 

day 15 post-seeding. In contrast, 1 µM caused a slight reduction in the growth 

of spheroids at all time points, to 85 % relative to the DMSO controls – this was 

statistically significant on days 8 and 10 post-seeding (p < 0.05; t-test, 

supplementary table 10.6). 0.03 µM plus 1 Gy X-rays caused an enhancement 

of growth compared to irradiated controls, with a relative percentage growth 

on day 15 of 116 %. 1 µM plus IR caused a reduction in growth rate up to 12 

days post-seeding, but on day 15 was comparable to controls, with an overall 

relative growth of 95 %. This was in contrast to the dramatic reduction seen in 

the initial drug screen. However, 5 µM pracinostat as a single agent treatment 

markedly reduced spheroid growth compared to the DMSO control at all time 

points across the experiment (figure 5.6b). By day 15, spheroids grew to an 

overall size of 57 % relative to the controls, and the difference was statistically 

significant on days 8 – 15 post-seeding. Interestingly, 10 µM pracinostat had a 

contrasting effect, causing an overall increase in spheroid growth of 107 % 

relative to the control. In combination with 1 Gy X-rays, 5 µM pracinostat 

significantly radiosensitised FaDu spheroids. Growth was steady – but much 

slower than control conditions – across all time points and consistently lower 

than the DMSO plus 1 Gy controls. Statistically, the difference between the 

spheroids treated with DMSO plus 1 Gy and 5 µM pracinostat plus 1 Gy was 

significant on days 5 – 10 post-seeding, with p < 0.05 at each time point (t-test, 

supplementary table 10.6). By day 15, the spheroids treated with 5 µM 

pracinostat plus 1 Gy X-rays had an overall percentage growth of 48 % relative 

to controls. Conversely, 10 µM pracinostat plus 1 Gy X-rays enhanced growth 
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compared to the irradiated controls. Up to 10 days post-seeding, the growth 

was actually lower following inhibitor treatment combined with 1 Gy, 

however there was a steep increase in growth between days 10 and 12 post-

seeding to a value observably higher than the irradiated controls. On day 15, 

inhibitor treated spheroids had an overall growth of 114 % relative to 1 Gy 

controls. When combined with 2 Gy X-rays, 5 µM pracinostat again 

significantly reduced spheroid growth. By day 15, the relative percentage 

growth to the 2 Gy irradiated controls was 21 %, and the difference between 

the two conditions was statistically significant on days 8 and 10 post-seeding 

(t-test, supplementary table 10.6). Meanwhile, 10 µM did slightly reduce 

growth compared to irradiated controls when combined with 2 Gy X-rays, 

however not to a significant level nor the extent of 5 µM combined with IR. In 

fact, the growth of spheroids treated with 10 µM pracinostat plus 2 Gy 

followed a very similar trend to the spheroids treated with 5 µM alone. 

Overall, 10 µM plus 2 Gy resulted in a total spheroid growth of 83 % relative 

to irradiated controls. From this data, I can conclude that 5 µM pracinostat can 

radiosensitise FaDu spheroids.  
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Figure 5.2: Spheroid growth following pracinostat treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Following this, pracinostat was added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 
24 hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy X-
rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were 
used to measure the fold increase in growth over time. The data are presented as mean ± SEM of 
triplicate wells and are representative of three independent experiments. 
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5.1.3. Summary 

 

In summary, these validation experiments highlighted that many of the 

inhibitors identified in the initial drug screen were in fact false positives. Out 

of the 17 candidates, only two appeared to be acting as radiosensitisers: 

CUDC-101 and pracinostat. Although these results do not conclusively prove 

that pracinostat and CUDC-101 are acting as radiosensitisers, the data is 

promising. Therefore, I carried out further experimentation using these 

inhibitors to gain more insight into their radiosensitisation potential. 

 

5.2. Confirmation of pracinostat and CUDC-101 as radiosensitisers 

 

5.2.1. Overview 

 

To further validate the roles of pracinostat and CUDC-101 as radiosensitisers, 

I carried out additional spheroid experiments along with clonogenic survival 

assays using multiple HPV-negative HNSCC cell lines. As CUDC-101 is a 

multi-targeting inhibitor of HDACs and EGFR, I elected to also investigate two 

EGFR inhibitors – lidocaine HCl and genistein - and one other HDAC inhibitor 

– mocetinostat. These drugs were chosen as, in the initial drug screen, they 

were all identified as possible radiosensitisers, and in the initial validation 

experiments, all three appeared to cause some slight radiosensitisation. 

Spheroid growth assays were performed using FaDu cells, as in earlier 

experiments. As new stocks of the 5 inhibitors of interest were used, the 

spheroids were treated using the original concentrations of 0.03 µM or 1 µM, 

combined with either 0 Gy, 1 Gy or 2 Gy X-rays. In addition, clonogenic assays 

were carried out in 6 HPV-negative HNSCC cell lines (see table 3.5), four of 

which had mutated p53 – FaDu, A253, UM-SCC-12 and UM-SCC-11b – and 
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two of which had wild-type p53 –UM-SCC-6 and UM-SCC-17A. A253, UM-

SCC-12, UM-SCC-11b and UM-SCC-17A cells all originated from the oral 

cavity, while UM-SCC-6 cells came from the tongue, and FaDu from the 

hypopharynx. UM-SCC-11b cells were used following the conclusion that only 

CUDC-101 and pracinostat were acting as radiosensitisers, and therefore only 

these two inhibitors were tested in this cell line. All cell lines were seeded at a 

density of 1000 cells per well for 0 Gy, with this value doubling for each 

subsequent dose of radiation. After allowing the cells to attach to the plate, 

fresh media containing 0.5 µM inhibitor was added to each well. 0.5 µM was 

chosen after a series of dose response experiments showing that 1 µM was too 

toxic to the cells at 0 Gy, while 0.3 µM did not have an observable impact on 

survival. 24 hours after inhibitor treatment, the plates were irradiated with 1, 

2 or 4 Gy X-rays, fresh media was added, and the cells were then left for 6-10 

days to allow colony formation to occur. The CFAssay was used for statistical 

analysis across the whole dataset for each cell line/inhibitor combination. 

Clonogenic survival assays are a gold standard for analysing radiosensitivity, 

and thus provide more confidence in the results. 

 

5.2.2. EGFR Inhibitors 

 

Lidocaine HCl 

 

Lidocaine HCl was tested once more in spheroid growth assays (figure 5.18a). 

Inhibitor treatment in the absence of IR seemed to enhance growth relative to 

DMSO controls at 0.03 µM, consistently across all 15 days post-seeding. By day 

15, 0.03 µM lidocaine HCl as a single-agent treatment caused an overall growth 

of 123 % relative to DMSO controls. 1 µM alone caused growth to be 

observably higher than controls on days 8 to 12 post-seeding, however on day 
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15 the inhibitor-treated spheroids grew slightly less, to a relative 97 %. Both 

0.03 µM and 1 µM lidocaine HCl enhanced spheroid growth when combined 

with IR. The spheroids treated with 0.03 µM lidocaine HCl plus X-rays 

followed a similar growth trend to the unirradiated DMSO controls, which 

was markedly higher than the 1 Gy controls. Overall, 0.03 µM lidocaine HCl 

plus 1 Gy resulted in a percentage growth of 149 % relative to DMSO plus 1 

Gy. 1 µM lidocaine HCl plus 1 Gy resulted in a similar trend in growth, just to 

a lower level compared to the 0.03 µM plus IR treatment. There was still an 

enhancement of spheroid growth, with an overall 131 % relative to the 

irradiated controls. 0.03 µM lidocaine HCl plus 2 Gy X-rays caused growth 

that was comparable to DMSO plus 2 Gy up to day 12 post-IR. Between day 

12 and 15, there was an increase to an overall 179 % relative to DMSO plus 2 

Gy controls. Spheroids treated with 1 µM plus 2 Gy X-rays grew to a 

comparable rate to the 2 Gy controls, just slightly lower at all time points. The 

overall percentage growth was 97 % relative to 2 Gy controls. Across this 

experiment, there was no statistical significance (t-test, table 5.1). Spheroid 

growth was also analysed as a function of X-ray dose (figure 5.18b). By 

comparing the increase in volume on day 15 relative to day 3 for each drug-

radiation combination, then normalising this to volume increase with the drug 

alone (set to 1.0), it was clear that there was no difference between the effects 

of DMSO and 0.03 µM lidocaine HCl on radiosensitivity. Interestingly 1 µM 

lidocaine HCl appeared to promote some degree of radioresistance.  
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Figure 5.3: Effect of lidocaine HCl on spheroid growth 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
After this time, lidocaine HCl was added at either 0.03 µM and 1 µM. Following 24 hours of inhibitor 
treatment, spheroids were irradiated with either 1 Gy or 2 Gy X-rays. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Spheroid growth was also analysed as a function of X-ray dose by comparing the 
increase in volume on day 15 relative to day 3 for each drug-radiation combination, then normalising 
this to volume increase with the drug alone. All data are presented as mean ± SEM of triplicate wells 
and are representative of three independent experiments. 
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Table 5.1: Statistical significance of lidocaine HCl treatment on spheroid growth 
 

 
A two-tailed t-test was used to compare various conditions of lidocaine HCl treatment with DMSO 
controls on FaDu spheroids. The p-values are based on triplicate wells in three independent experiments. 
 

Lidocaine HCl was also tested in clonogenic survival assays in FaDu, A253, 

UM-SCC-12, UM-SCC-6, and UM-SCC-17A cell lines (figure 5.19, all p-values 

in table 5.4). In FaDu cells, there was very little change in survival following 

lidocaine HCl treatment, regardless of the dose of X-rays. In A253 cells, 

lidocaine HCl treatment considerably reduced SF when combined with IR, 

with SF values of 0.633, 0.553, and 0.278 for 1, 2 and 4 Gy respectively. At 1 

and 2 Gy, this was a reduction in survival compared to DMSO-treated cells, 

which had SFs of 0.973 and 0.789 for each respective radiation dose. However, 

at 4 Gy, the SF of DMSO-treated cells dropped to 0.252, which was slightly 

lower than the corresponding SF after lidocaine HCl treatment. Across the 

whole dataset, lidocaine HCl did not cause a significant decrease in SF of A253 

cells (CFAssay, table 5.4). In UM-SCC-12 cells, lidocaine HCl treated-cells had 

lower SFs compared to DMSO-treated cells at all doses of X-rays. The SFs for 

lidocaine HCl-treated cells were 0.703, 0.367 and 0.081 following 1, 2 and 4 Gy 

respectively, while DMSO-treated cells had respective SFs of 0.858, 0.502 and 

0.120. While this suggests a slight radiosensitisation effect of the inhibitor, this 

was not statistically significant (CFAssay, table 5.2). In UM-SCC-17A cells, 

lidocaine HCl treatment resulted in an enhancement of survival at 1 Gy 

compared to DMSO controls, with respective SF values of 0.571 and 0.451. At 

2 Gy, the SF was comparable in the two treatment conditions, while at 4 Gy 

Day 0.03 µM 0.03 µM + 1 
Gy 

0.03 µM + 2 
Gy 

1 µM 1 µM + 1 Gy 1 µM + 2 Gy 

5 0.21153992 0.71285928 0.732152 0.24106104 0.90834872 0.67385212 

8 0.34893746 0.69502625 0.75984541 0.67343778 0.9133153 0.97670867 

10 0.13647202 0.40173528 0.76056719 0.50169061 0.53227226 0.82152742 

12 0.37324364 0.8518666 0.97648129 0.65147717 0.62943251 0.82191946 

15 0.77674837 0.29765355 0.9114881 0.90451681 0.28597579 0.58053382 
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the inhibitor-treated cells had a very slight reduction in survival, with a SF 

value of 0.042 compared to 0.051 following DMSO treatment. Again, there was 

no statistical significance across this dataset (CFAssay, table 5.4). Finally, in 

UM-SCC-6 cells, lidocaine HCl slightly enhanced survival at 1 Gy, with a SF 

of 0.675 compared to a value of 0.579 for DMSO-treated cells. However, the SF 

at 2 Gy was lower following inhibitor treatment compared to controls, with 

SFs of 0.397 and 0.334 for DMSO- and lidocaine HCl-treated cells, respectively. 

At 4 Gy, the SFs were slightly higher in cells treated with the inhibitor. As in 

other cell lines, there was no statistical significance between the inhibitor and 

DMSO treatments (CFAssay, table 5.4). These data suggest that lidocaine HCl 

cannot radiosensitise HNSCC cells, regardless of cell line and dose of X-rays. 

 

Table 5.2: Statistical significance of lidocaine HCl treatment on clonogenic survival 
 

Cell Line P-value 
FaDu 0.9134 
A253 0.3296 
UM-SCC-12 0.7337 
UM-SCC-17A 0.5884 
UM-SCC-6 0.6204 

 
The CFAssay was used to compare DMSO and lidocaine HCl treatments across 4 doses of X-rays (0-4 
Gy) in 5 cell lines. The P-values are based on three independent experiments. 
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Figure 5.4: Clonogenic survival following lidocaine HCl treatment 
 
Clonogenic survival in a) FaDu cells, b) A253 cells, c) UM-SCC-12 cells, d) UM-SCC-17A cells and e) UM-
SCC-6 cells following DMSO and lidocaine HCl treatments. Cells were seeded at a density of 1000 cells 
per well for 0 Gy, and this was doubled for each subsequent dose of radiation. Cells were allowed to 
attach to the plate, then fresh media containing 0.5 µM lidocaine HCl was added. 24 hours later, plates 
were irradiated with 1, 2 or 4 Gy X-rays and the cells were then left for 6-10 days to allow colony 
formation to occur. Data is based on three independent experiments ± SEM, and statistical analysis was 
performed using the CFAssay. 
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Genistein 

 

In spheroid assays (figure 5.20a), genistein alone at a concentration of 0.03 µM 

caused growth comparable to DMSO controls up to 8 days post-seeding, after 

which there was a slight increase compared to controls between days 8 and 10. 

The spheroids in the two conditions were comparable on day 12, and on day 

15 there was a small but observable decrease in growth of the spheroids 

treated with genistein. Overall, the percentage growth following 0.03 µM 

genistein treatment after day 15 was 86 % relative to DMSO controls. 1 µM 

genistein, on the other hand, considerably enhanced spheroid growth 

compared to DMSO controls, particularly on days 10, 12 and 15 post-seeding. 

The overall percentage growth relative to controls was 113 %. In combination 

with 1 Gy X-rays, 0.03 µM genistein was comparable to DMSO plus 1 Gy up 

to 12 days post-seeding, after which inhibitor-treated spheroids grew to an 

overall higher level, with 122 % relative growth. Following the same trend as 

the unirradiated control treatment, 1 µM plus 1 Gy X-rays markedly increased 

spheroid growth compared to 1 Gy controls. This was evident from day 8 

onwards, and by day 15 the relative percentage growth was 149 %. 0.03 µM 

plus 2 Gy was comparable to the 2 Gy irradiated controls at all time points, 

with a slight increase to a relative 105 % on day 15. 1 µM plus 2 Gy X-rays 

followed a similar growth trend to the spheroids treated with 2 Gy up to day 

10 post-seeding. On day 12, there was a slight enhancement of growth in the 

spheroids treated with 1 µM plus 2 Gy X-rays, and by day 15 these spheroids 

had increased to an overall percentage growth of 117 % relative to the 

spheroids treated with DMSO plus 2 Gy. There were no statistically significant 

differences between genistein and DMSO treatments, regardless of X-ray dose 

and inhibitor concentration (t-test, table 5.3). I also analysed spheroid growth 

as a function of X-ray dose (figure 5.20b). This analysis demonstrated that 

genistein does not cause synergistic radiosensitivity, and at the lower 
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concentration of 0.03 µM, there even appears to be an increase of 

radioresistance. 
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Figure 5.5: Effect of genistein on spheroid growth 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
After this time, genistein was added at either 0.03 µM and 1 µM. Following 24 hours of inhibitor 
treatment, spheroids were irradiated with either 1 Gy or 2 Gy X-rays. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Spheroid growth was also analysed as a function of X-ray dose by comparing the 
increase in volume on day 15 relative to day 3 for each drug-radiation combination, then normalising 
this to volume increase with the drug alone. All data are presented as mean ± SEM of triplicate wells 
and are representative of three independent experiments. 
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Table 5.3: Statistical significance of genistein treatment on spheroid growth 
 

Day 0.03 µM 
0.03 µM + 1 

Gy 
0.03 µM + 2 

Gy 1 µM 1 µM + 1 Gy 1 µM + 2 Gy 

5 0.55450575 0.70643321 0.94089792 0.5865096 0.34130247 0.80822881 

8 0.95405874 0.68443756 0.93792258 0.6132709 0.53380707 0.92698124 

10 0.41002129 0.77683951 0.81640677 0.24711387 0.24650336 0.88679998 

12 0.85679749 0.67872882 0.83749894 0.36738794 0.26294 0.54639049 

15 0.51894771 0.38677032 0.79508076 0.62215201 0.13459529 0.43735136 

 
A two-tailed t-test was used to compare various conditions of genistein treatment with DMSO controls 
on FaDu spheroids. The p-values are based on triplicate wells in three independent experiments. 
 

As with lidocaine HCl, genistein was also tested in clonogenic survival assays 

in FaDu, A253, UM-SCC-12, UM-SCC-6, and UM-SCC-17A cell lines (figure 

5.21, all p-values in table 5.4). In FaDu cells, genistein had very little impact on 

colony survival in comparison to DMSO treatment at all doses of IR. At 1 Gy, 

DMSO-treated cells had an SF of 0.751, while cells treated with genistein had 

a slightly higher SF of 0.866. At both 2 and 4 Gy X-rays, genistein slightly 

reduced SF compared to controls, with values of 0.543 and 0.209 for the 

respective radiation doses. In comparison, DMSO-treated cells had SFs of 0.619 

and 0.190 at 2 and 4 Gy, respectively. Across the dataset, there was no 

statistical significance (CFAssay, table 5.4). In A253 cells, SF following 

genistein treatment plus 1 Gy X-rays was slightly lower than DMSO controls, 

with values of 0.777 and 0.973 respectively. At 2 Gy, DMSO-treated cells had 

an SF of 0.788, which was higher than the SF in genistein-treated cells, which 

was 0.655. However, at 4 Gy, genistein appeared to increase survival, 

increasing the SF from 0.252 following DMSO treatment to 0.392 after inhibitor 

treatment. Although there was some trend towards sensitisation, there was no 

statistical significance across this dataset (CFAssay, table 5.4). Similarly, 

genistein slightly enhanced survival in UM-SCC-12 cells irradiated with 1 Gy 

X-rays in comparison to DMSO plus 1 Gy treatment, with SF values of 0.922 

and 0.858 following genistein and DMSO treatment, respectively. However, at 
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doses of both 2 Gy and 4 Gy, genistein considerably reduced survival 

compared to controls. At 2 Gy, the SF following DMSO treatment was 0.503, 

while genistein-treated cells had an SF of 0.400. The difference between the 

treatment conditions was more evident at a radiation dose of 4 Gy, where 

DMSO treatment resulted in an SF of 0.120, whereas genistein treatment 

reduced SF to 0.073. Once again, there was no statistical significance across this 

dataset (CFAssay, table 5.4). In UM-SCC-17A cells, genistein enhanced 

survival at all doses of radiation compared to the DMSO controls. At 1, 2 and 

4 Gy, genistein-treated cells had respective SF values of 0.755, 0.327 and 0.082, 

while DMSO treatment resulted in SFs of 0.451 at 1 Gy, 0.214 and 2 Gy and 

0.051 at 4 Gy. Although this difference was not significant across the dataset 

(CFAssay, table 5.4), there is a trend towards enhanced radioresistance. 

Finally, in UM-SCC-6 cells, at a radiation dose of 1 Gy, the SF between 

genistein- and DMSO-treated cells was comparable, with values of 0.579 for 

DMSO-treated cells, and a slightly higher value of 0.626 for genistein-treated 

cells. An important observation here was at 2 Gy, where there was a reduction 

in SF following genistein treatment compared to controls, with values of 0.397 

and 0.291, respectively. In fact, at this radiation dose, genistein reduced 

survival more than any other inhibitor tested. Interestingly, at 4 Gy X-rays, 

genistein considerably enhanced survival, with SFs of 0.067 and 0.209 for 

DMSO- and genistein-treated cells, respectively. Again, no statistical 

significance was observed (CFAssay, table 5.4). Taken together, these data 

suggest that genistein does not radiosensitise HNSCC cells to X-rays, although 

in A253 cells, there was a trend towards radiosensitisation at 1 Gy and 2 Gy.  
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Table 5.4: Statistical significance of genistein treatment on clonogenic survival 
 

Cell Line P-value 
FaDu 0.8842 
A253 0.812 
UM-SCC-12 0.5696 
UM-SCC-17A 0.3884 
UM-SCC-6 0.3025 

 
The CFAssay was used to compare DMSO and genistein treatments across 4 doses of X-rays (0-4 Gy) in 
5 cell lines. The P-values are based on three independent experiments. 
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Figure 5.6: Clonogenic survival following genistein treatment 
 
Clonogenic survival in a) FaDu cells, b) A253 cells, c) UM-SCC-12 cells, d) UM-SCC-17A cells and e) UM-
SCC-6 cells following DMSO and genistein treatments. Cells were seeded at a density of 1000 cells per 
well for 0 Gy, and this was doubled for each subsequent dose of radiation. Cells were allowed to attach 
to the plate, then fresh media containing 0.5 µM genistein was added. 24 hours later, plates were 
irradiated with 1, 2 or 4 Gy X-rays and the cells were then left for 6-10 days to allow colony formation to 
occur. Data is based on three independent experiments ± SEM, and statistical analysis was performed 
using the CFAssay. 
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5.2.3. HDAC Inhibitors 

 

Mocetinostat 

 

In the final spheroid growth assays (figure 5.22a), 0.03 µM mocetinostat alone 

slightly enhanced spheroid growth relative to controls at all time points up to 

12 days post-seeding. Between days 12 and 15, while the DMSO-treated 

spheroids continued to grow, the growth of mocetinostat-treated spheroids 

levelled off. At 15 days post-seeding, these spheroids grew to 89 % relative to 

the controls. 1 µM mocetinostat reduced spheroid growth at all time points, 

most starkly on days 12 and 15 post-seeding. The overall growth following 1 

µM inhibitor treatment alone was 73 % relative to the controls. 0.03 µM 

mocetinostat seemed to have a protective effect against 1 Gy X-rays, as 

spheroids following this treatment grew better compared to the 1 Gy controls 

consistently across the experiment. Overall, these spheroids grew to 125 % 

relative to the spheroids treated with DMSO plus 1 Gy. Meanwhile, 1 µM 

mocetinostat plus 1 Gy X-rays initially seemed to be slightly reducing spheroid 

growth, but on days 12 and 15 post-seeding had almost identical growth to the 

DMSO plus 1 Gy controls, with the overall relative growth being 101 %. In 

combination with 2 Gy X-rays, 0.03 µM caused a very slight reduction in 

spheroid growth compared to DMSO; however, the relative overall growth 

was only lowered to 94 % after day 15. In contrast, from 8 days post-seeding 

onwards, 1 µM mocetinostat plus 2 Gy X-rays reduced spheroid growth 

compared to the irradiated controls. This difference was statistically 

significant on days 8, 10 and 12, with p-values of < 0.05 (t-test, table 5.5), and 

most evident on days 10, 12 and 15. Although a statistical significance was 

observed, by the end of the experiment the treatment had only reduced overall 

spheroid growth to 64 %, which was greater than the 50 % cut-off used 

throughout this research. Moreover, when looking at the change in spheroid 
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growth relative to IR dose for each condition (figure 5.22b), it became clear that 

mocetinostat works additively with IR to reduce growth, rather than working 

synergistically.  
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Figure 5.7: Effect of mocetinostat on spheroid growth 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
After this time, mocetinostat was added at either 0.03 µM and 1 µM. Following 24 hours of inhibitor 
treatment, spheroids were irradiated with either 1 Gy or 2 Gy X-rays. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Spheroid growth was also analysed as a function of X-ray dose by comparing 
the increase in volume on day 15 relative to day 3 for each drug-radiation combination, then 
normalising this to volume increase with the drug alone. All data are presented as mean ± SEM of 
triplicate wells and are representative of three independent experiments. 
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Table 5.5: Statistical significance of mocetinostat treatment on spheroid growth 

 
A two-tailed t-test was used to compare various conditions of mocetinostat treatment with DMSO 
controls on FaDu spheroids. The p-values are based on triplicate wells in three independent experiments, 
and significant values are highlighted. 
 

Mocetinostat was also tested in clonogenic survival assays in FaDu, A253, UM-

SCC-12, UM-SCC-6, and UM-SCC-17A cell lines (figure 5.23, all p-values in 

table 5.6). In FaDu clonogenics, mocetinostat only had slight impact on 

survival. At a dose of 1 Gy X-rays, mocetinostat actually reduced survival 

more than any other inhibitor, however only to a SF of 0.609 compared to 

DMSO treated cells, which had a SF of 0.751. At 2 Gy, the difference between 

the two treatment conditions was even less, with SFs of 0.619 and 0.574 for 

DMSO- and mocetinostat-treated cells, respectively. At 4 Gy, there was an 

observable difference in survival following inhibitor treatment. The cells 

treated with mocetinostat had a SF of 0.125, while DMSO treatment resulted 

in a SF of 0.190. However, the difference between the two dose response curves 

was not significant (CFAssay, table 5.6). In A253 cells, mocetinostat markedly 

reduced survival at both 1 and 2 Gy compared to controls. The SF of 

mocetinostat-treated cells was 0.419 and 0.367 for 1 and 2 Gy respectively, 

while in DMSO-treated cells these values were 0.973 and 0.788. At 4 Gy, there 

was much less difference between the survival following either treatment 

condition, with SFs of 0.252 and 0.245 for DMSO and mocetinostat, 

respectively. These differences, however, were not statistically significant 

(CFAssay, table 5.6). In UM-SCC-12 cells, mocetinostat-treated cells had 

smaller SF values at each radiation dose than DMSO-treated cells. At 1, 2 and 

Day 0.03 µM 0.03 µM + 1 
Gy 

0.03 µM + 2 
Gy 

1 µM 1 µM + 1 Gy 1 µM + 2 Gy 

5 0.412634 0.308769 0.957516 0.96293 0.910247 0.157694 

8 0.740122 0.596569 0.8983 0.117245 0.928804 0.015742 

10 0.740122 0.249234 0.409909 0.549674 0.972242 0.014395 

12 0.681945 0.217074 0.760574 0.556883 0.517197 0.040842 

15 0.896864 0.320337 0.892221 0.237248 0.433409 0.232713 
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4 Gy, mocetinostat treatment resulted in SFs of 0.648, 0.348 and 0.089 for each 

respective dose. In contrast, DMSO-treated cells had SFs of 0.858, 0.503 and 

0.120, respectively. While observable, these differences were not statistically 

significant (CFAssay, table 5.6). In UM-SCC-17A cells, at doses of 1 Gy and 2 

Gy X-rays, mocetinostat-treated cells had a decrease in survival relative to 

controls, but these differences were not extensive. Mocetinostat treatment 

resulted in SFs of 0.378 and 0.159 at 1 and 2 Gy, respectively, while DMSO 

caused SFs of 0.451 and 0.214. However, at 4 Gy, the SF of cells treated with 

mocetinostat was slightly higher than DMSO, with SFs of 0.064 and 0.051, 

respectively. Across the dataset, there was no significant difference in survival 

(CFAssay, table 5.6). Finally, in UM-SCC-6 cells, the SF at 1 Gy in mocetinostat-

treated cells was slightly higher than controls, with values of 0.579 following 

DMSO treatment and 0.681 following mocetinostat. At 2 Gy, the survival was 

slightly lower in cells treated with mocetinostat, with SFs of 0.397 and 0.310 

for control and treated cells, respectively. However, at 4 Gy, mocetinostat 

appeared to considerably enhance survival, as the cells had a SF of 0.129 

compared to 0.068 in DMSO-treated cells. However, there was no statistical 

significance (CFAssay, table 5.6). Overall, mocetinostat appears to be exerting 

a slight radiosensitising effect in all cell lines except UM-SCC-6, however not 

to a significant degree. 

 

Table 5.6: Statistical significance of mocetinostat treatment on clonogenic survival 
 

Cell Line P-value 
FaDu 0.8206 
A253 0.1645 
UM-SCC-12 0.651 
UM-SCC-17A 0.6981 
UM-SCC-6 0.06031 

 
The CFAssay was used to compare DMSO and mocetinostat treatments across 4 doses of X-rays (0-4 Gy) 
in 5 cell lines. The P-values are based on three independent experiments. 
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Figure 5.8: Clonogenic survival following mocetinostat treatment 
 
Clonogenic survival in a) FaDu cells, b) A253 cells, c) UM-SCC-12 cells, d) UM-SCC-17A cells and e) UM-
SCC-6 cells following DMSO and mocetinostat treatments. Cells were seeded at a density of 1000 cells 
per well for 0 Gy, and this was doubled for each subsequent dose of radiation. Cells were allowed to 
attach to the plate, then fresh media containing 0.5 µM mocetinostat was added. 24 hours later, plates 
were irradiated with 1, 2 or 4 Gy X-rays and the cells were then left for 6-10 days to allow colony 
formation to occur. Data is based on three independent experiments ± SEM, and statistical analysis was 
performed using the CFAssay. 
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CUDC-101 

 

In spheroid experiments (figure 5.24a), CUDC-101 alone had very little impact 

on growth compared to the DMSO controls. Growth following 0.03 µM 

CUDC-101 alone was comparable – in fact very slightly higher – than controls, 

until day 15, when there was a reduction in overall growth. 1 µM CUDC-101 

alone, on the other hand, markedly reduced spheroid growth in comparison 

to DMSO treatment at all time points, and by day 15, the overall growth 

relative to DMSO controls was 94 % and 84 % following 0.03 µM and 1 µM 

treatment, respectively. 0.03 µM CUDC-101 plus 1 Gy X-rays enhanced 

spheroid growth compared to controls at all time points, resulting in an overall 

growth of 122 % relative to spheroids treated with DMSO plus 1 Gy. 1 µM 

CUDC-101, similar to the drug alone, reduced growth compared to the 

irradiated controls, but only up to 12 days post-seeding, after which there was 

an increase to a relative 100 % compared to controls. In combination with 2 

Gy, 0.03 µM CUDC-101 was comparable to the irradiated controls at each time 

point, having no impact on overall growth – the percentage growth relative to 

DMSO plus 2 Gy was in fact 100 %. 1 µM CUDC-101 plus 2 Gy was comparable 

to the irradiated controls until 8 days post-seeding, after which it observably 

reduced spheroid growth, to 68 % relative to the X-ray only controls on day 

15. The difference between spheroids treated with DMSO plus 2 Gy and 1 µM 

CUDC-101 plus 2 Gy was statistically significant on days 8 and 10 post 

seeding, with p-values of < 0.05 (t-test, table 5.7). When examining the overall 

change in spheroid growth relative to radiation dose following either 0.03 µM 

or 1 µM CUDC-101 treatment (figure 5.24b), at the higher concentration of 1 

µM there was a noticeable reduction in growth relative to the DMSO controls 

- this is a clear indication that at 1 µM, CUDC-101 is working synergistically 

with IR in reducing spheroid growth. 
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Figure 5.9: Effect of CUDC-101 on spheroid growth 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
After this time, CUDC-101 was added at either 0.03 µM and 1 µM. Following 24 hours of inhibitor 
treatment, spheroids were irradiated with either 1 Gy or 2 Gy X-rays. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Spheroid growth was also analysed as a function of X-ray dose by comparing the 
increase in volume on day 15 relative to day 3 for each drug-radiation combination, then normalising 
this to volume increase with the drug alone. All data are presented as mean ± SEM of triplicate wells 
and are representative of three independent experiments. 
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Table 5.7: Statistical significance of CUDC-101 treatment on spheroid growth 
 

Day 0.03 µM 
0.03 µM + 1 

Gy 
0.03 µM + 2 

Gy 1 µM 1 µM + 1 Gy 1 µM + 2 Gy 

5 0.1647838 0.419389 0.002126 0.065686 0.00145 0.08261 

8 0.530542 0.107326 0.796399 0.018715 0.031281 0.01263 

10 0.530542 0.055425 0.868178 0.244076 0.125562 0.033398 

12 0.713276 0.159265 0.952465 0.399695 0.203267 0.102995 

15 0.9079212 0.303199 0.604402 0.703292 0.975815 0.131578 
 
A two-tailed t-test was used to compare various conditions of CUDC-101 treatment with DMSO controls 
on FaDu spheroids. The p-values are based on triplicate wells in three independent experiments, and 
significant values are highlighted. 
 

CUDC-101 was also tested for its effect on survival in clonogenic assays using 

FaDu, A253, UM-SCC-12, UM-SCC-17A, UM-SCC-6 and UM-SCC-11b cells 

(figure 5.25, all p-values in table 5.8). In FaDu cells, there was little difference 

between the survival of DMSO- and CUDC-101-treated cells at 1 Gy and 2 Gy, 

with a slight decrease at 2 Gy. The SF values following CUDC-101 treatment 

were 0.778 and 0.535 at 1 and 2 Gy respectively, while DMSO-treated cells had 

values of 0.751 and 0.619. However, at 4 Gy, there was a dramatically reduced 

survival of FaDu cells treated with CUDC-101 compared to cells treated with 

DMSO. The SF following DMSO treatment was 0.190, and in comparison, the 

CUDC-101-treated cells had a SF of 0.057. This was a statistically significant 

difference, with a p-value of 0.04104 (CFAssay, table 5.8). In A253 cells, CUDC-

101 markedly reduced cell survival at 1 Gy and 2 Gy, with SF values of 0.721 

and 0.419 for each respective dose. In comparison, DMSO-treated cells had SFs 

of 0.973 and 0.788 at 1 Gy and 2 Gy, respectively. At 4 Gy, the SFs were 

remarkably similar, with values of 0.252 following DMSO treatment and 0.250 

following CUDC-101. Despite the observable difference at 1 Gy and 2 Gy, the 

overall results of A253 clonogenics were not statistically significant (CFAssay, 

table 5.8). In UM-SCC-12 cells, survival following CUDC-101 treatment was 

comparable to controls at a dose of 1 Gy X-rays, with SFs of 0.858 for controls 

and 0.838 for CUDC-101. At 2 Gy and 4 Gy, CUDC-101 treatment slightly 
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reduced survival compared to controls, however not to a considerable nor 

statistically significant degree (CFAssay, table 5.8). The relative SF values for 

CUDC-101-treated cells at 2 and 4 Gy were 0.348 and 0.090, while the cells 

treated with DMSO had respective SFs of 0.503 and 0.120. In UM-SCC-17A 

cells, survival following both treatments was comparable at a dose of 1 Gy X-

rays, with SFs of 0.451 and 0.481 following DMSO and CUDC-101 treatment, 

respectively. At both 2 and 4 Gy, CUDC-101 markedly reduced SF compared 

to DMSO. Following CUDC-101 treatment, the SF at 2 Gy and 4 Gy was 0.117 

and 0.040 respectively, while the SF following DMSO treatment was 0.214 and 

0.051 at 2 and 4 Gy, respectively. In spite of these considerable differences, 

there was no statistical significance observed for this cell line (CFAssay, table 

5.8). In contrast to all other results for this inhibitor, I observed an 

enhancement of growth following CUDC-101 treatment in UM-SCC-6 cells at 

all doses of IR. At 1 Gy, CUDC-101 actually promoted survival relative to the 

0 Gy cells, with an SF of 1.029. In comparison, DMSO-treated cells had an SF 

of 0.579 at 1 Gy. At 2 Gy, the SF values were 0.397 an 0.539 following DMSO 

and CUDC-101 treatment, respectively, while at 4 Gy the values were 0.067 

and 0.111. However, there was no statistical significance observed (CFAssay, 

table 5.8). CUDC-101 did appear to be acting as a radiosensitiser in p53-mut 

cell lines (FaDu; A253; UM-SCC-12), although it is worth noting there was only 

statistical significance in FaDu cells, and there seemed to be some kind of 

response in p53-WT UM-SCC-17A cells, and thus the effect may be dependent 

on factors other than p53 status. CUDC-101 was also tested in another p53-mut 

cell line, UM-SCC-11b, to gain a deeper insight into the effects of p53. 

However, CUDC-101 appeared to enhance survival compared to controls in 

this cell line at all doses of X-rays, with SF values of 0.746, 0.322 and 0.098 at 1, 

2 and 4 Gy respectively. Meanwhile, the DMSO-treated cells had SF values of 

0.539, 0.275 and 0.082 for each respective dose. Overall, these data suggest that 

CUDC-101 does have radiosensitising potential in FaDu, A253, UM-SCC-12 
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and UM-SCC-17A cells, although only to a significant degree in FaDu 

(CFAssay, table 5.8). 

 

Table 5.8: Statistical significance of CUDC-101 treatment on clonogenic survival 
 

Cell Line CUDC-101 
FaDu 0.04104 
A253 0.5328 
UM-SCC-12 0.6052 
UM-SCC-17A 0.4828 
UM-SCC-6 0.9308 
UM-SCC-11b 0.6461 

 
The CFAssay was used to compare DMSO and CUDC-101 treatments across 4 doses of X-rays (0-4 Gy) 
in 5 cell lines. The P-values are based on three independent experiments. Statistically significant results 
are highlighted. 
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Figure 5.10: Clonogenic survival following CUDC-101 treatment 
 
Clonogenic survival in a) FaDu cells, b) A253 cells, c) UM-SCC-12 cells, d) UM-SCC-17A cells e) UM-
SCC-6 cells and f) UM-SCC-11b cells following DMSO and CUDC-101 treatments. Cells were seeded at 
a density of 1000 cells per well for 0 Gy, and this was doubled for each subsequent dose of radiation. 
Cells were allowed to attach to the plate, then fresh media containing 0.5 µM CUDC-101 was added. 24 
hours later, plates were irradiated with 1, 2 or 4 Gy X-rays and the cells were then left for 6-10 days to 
allow colony formation to occur. Data is based on three independent experiments ± SEM, and statistical 
analysis was performed using the CFAssay (* = p < 0.05). 
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Pracinostat 

 

In spheroid experiments (figure 5.26a), treatment with 0.03 µM pracinostat 

slightly increased spheroid growth at all time points post-seeding compared 

to controls, with an overall growth of 102 % relative to the spheroids treated 

with DMSO. In contrast, 1 µM alone considerably reduced growth at all time 

points, reducing the overall growth to 79 % relative to the DMSO controls. In 

combination with 1 Gy X-rays, 0.03 µM pracinostat enhanced spheroid growth 

compared to the spheroids treated with DMSO plus 1 Gy. In fact, the growth 

was more comparable to unirradiated spheroids treated with 1 µM 

pracinostat, particularly on days 8 and 10 post-seeding. By day 15, the overall 

growth following 0.03 µM plus 1 Gy was 132 % relative to controls. 1 µM 

pracinostat plus 1 Gy did reduce growth compared to the irradiated controls, 

but not to a dramatic extent. By day 15, the growth of both treatments was 

almost identical, with a relative overall growth of 97 %. As expected, 0.03 µM 

pracinostat plus 2 Gy X-rays did not reduce spheroid growth compared to the 

irradiated controls. The growth between the two conditions was comparable, 

particularly on day 10 post-seeding, and slightly higher following pracinostat 

treatment on days 12 and 15. The overall growth of the combination treatment 

relative to the irradiated controls was 115 %. In contrast, 1 µM pracinostat plus 

2 Gy X-rays significantly reduced spheroid growth compared to the irradiated 

controls, notably on days 10, 12 and 15 post-seeding. The difference between 

DMSO plus 2 Gy and 1 µM pracinostat plus 2 Gy was statistically significant 

on days 8, 10 and 12 post-seeding, with p-values < 0.05 on days 8 and 10, and 

< 0.01 on day 12 (t-test, table 5.9). When analysing spheroid growth relative to 

the X-ray dose (figure 5.26b), it appears that pracinostat does radiosensitise 

FaDu spheroids at 1 µM, however, does not work in a synergistic manner with 

the IR and instead appears to be working additively. 
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Figure 5.11: Effect of pracinostat on spheroid growth 
 
a) FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
After this time, pracinostat was added at either 0.03 µM and 1 µM. Following 24 hours of inhibitor 
treatment, spheroids were irradiated with either 1 Gy or 2 Gy X-rays. Images of the spheroids were 
captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure the fold increase in 
growth over time. b) Spheroid growth was also analysed as a function of X-ray dose by comparing the 
increase in volume on day 15 relative to day 3 for each drug-radiation combination, then normalising 
this to volume increase with the drug alone. All data are presented as mean ± SEM of triplicate wells 
and are representative of three independent experiments. 
 



 
 
 

206 

 

Table 5.9: Statistical significance of pracinostat treatment on spheroid growth 
 

Day 0.03 µM 0.03 µM + 1 
Gy 

0.03 µM + 2 
Gy 

1 µM 1 µM + 1 Gy 1 µM + 2 Gy 

5 0.133205 0.182758 0.123585 0.071673 0.120715 0.129321 

8 0.482013 0.130822 0.244306 0.031308 0.020843 0.011002 

10 0.482013 0.07883 0.169487 0.361461 0.443102 0.014702 

12 0.585303 0.108384 0.126496 0.416711 0.506611 0.00994 

15 0.562283 0.161549 0.234793 0.514624 0.943016 0.144848 

 
A two-tailed t-test was used to compare various conditions of pracinostat treatment with DMSO controls 
on FaDu spheroids. The p-values are based on triplicate wells in three independent experiments, and 
significant values are highlighted. 
 

Pracinostat was also examined in clonogenic assays to test its effect on cell 

survival (figure 5.27, all p-values in table 5.10). In FaDu cells, pracinostat 

slightly enhanced survival when combined with 1 Gy X-rays, with an SF of 

0.924. DMSO-treated cells had an SF of 0.751 at the same IR dose. At 2 Gy, the 

survival was comparable, with SF values of 0.619 and 0.565 following DMSO 

and pracinostat treatment respectively. However, pracinostat reduced cell 

survival at a radiation dose of 4 Gy, bringing the SF down to 0.019 compared 

to DMSO, which resulted in an SF of 0.190. Using the CFAssay statistical 

analysis, this difference was statistically significant, with a p-value of 0.00231. 

In A253 cells, pracinostat did reduce survival at both 1 Gy and 2 Gy, however 

by 4 Gy the growth was comparable to the DMSO controls. The SF values 

following pracinostat treatment were 0.633, 0.434 and 0.247 for 1, 2 and 4 Gy 

respectively, while DMSO treatment resulted in values of 0.973, 0.788 and 

0.252 at each dose. While observable, these differences were not statistically 

significant (CFAssay, table 5.10). Similarly, pracinostat appeared to slightly 

reduce survival in UM-SCC-12 cells at all doses of IR. Following DMSO 

treatment, the SF was 0.858, 0.503 and 0.120 for doses of 1, 2 and 4 Gy 

respectively. In comparison, pracinostat-treated cells had values of 0.690, 0.335 

and 0.092. As in the A253 cells, these differences were not statistically 
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significant (CFAssay, table 5.10). In contrast, pracinostat mildly enhanced 

survival in UM-SCC-17A cells at IR doses of 1 Gy and 2 Gy. At 1 Gy, the SFs 

were 0.451 and 0.587 following either DMSO or pracinostat treatment 

respectively, while at 2 Gy the values were more similar, at 0.214 following 

DMSO and 0.266 following pracinostat. Pracinostat though, did actually 

reduce survival of UM-SCC-17A cells at 4 Gy, with SFs of 0.051 and 0.238 for 

DMSO and pracinostat, respectively. However, the differences were not 

statistically significant (CFAssay, table 5.10). In UM-SCC-6 cells, pracinostat 

enhanced survival at all doses of IR, most notably at 4 Gy. For pracinostat-

treated cells, the SF values were 0.915, 0.429 and 0.165 for 1, 2 and 4 Gy, 

respectively. Meanwhile, DMSO-treated cells had SFs of 0.579. 0.397 and 0.067 

at the respective radiation doses. Once again, no statistical significance was 

observed (CFAssay, table 5.10). As with CUDC-101, pracinostat was also 

investigated for its effect in UM-SCC-11b cells. At 1 Gy, the SFs were almost 

identical between the treatment conditions, with values of 0.539 and 0.547 for 

DMSO and pracinostat, respectively. However, pracinostat markedly reduced 

cell survival at both 2 and 4 Gy, with SF values of 0.152 and 0.035 for each 

radiation dose, respectively, while DMSO-treated cells had values of 0.275 and 

0.082. This difference was statistically significant, with a p-value of 0.01991.  

Overall, these data suggest that pracinostat has strong potential as a 

radiosensitiser for HNSCC, albeit in a cell line-dependent manner. 

 
Table 5.10: Statistical significance of pracinostat treatment on clonogenic survival 
 

Cell Line Pracinostat 
FaDu 0.00231 
A253 0.5391 
UM-SCC-12 0.717 
UM-SCC-17A 0.2662 
UM-SCC-6 0.8564 
UM-SCC-11b 0.01991 

 
The CFAssay was used to compare DMSO and pracinostat treatments across 4 doses of X-rays (0-4 Gy) 
in 5 cell lines. The P-values are based on three independent experiments. Statistically significant results 
are highlighted. 
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Figure 5.12: Clonogenic survival following pracinostat treatment 
 
Clonogenic survival in a) FaDu cells, b) A253 cells, c) UM-SCC-12 cells, d) UM-SCC-17A cells e) UM-
SCC-6 cells and f) UM-SCC-11b cells following DMSO and pracinostat treatments. Cells were seeded at 
a density of 1000 cells per well for 0 Gy, and this was doubled for each subsequent dose of radiation. 
Cells were allowed to attach to the plate, then fresh media containing 0.5 µM pracinostat was added. 24 
hours later, plates were irradiated with 1, 2 or 4 Gy X-rays and the cells were then left for 6-10 days to 
allow colony formation to occur. Data is based on three independent experiments ± SEM, and statistical 
analysis was performed using the CFAssay (* = p < 0.05; ** = p < 0.01). 
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5.3. Summary 

 

 

In this chapter, I have revealed the novel finding that the multi-targeting EGFR 

and HDAC inhibitor CUDC-101 and the class I, II and IV HDAC inhibitor 

pracinostat can radiosensitise selected HNSCC cells in both 3D spheroid 

models and 2D clonogenic survival assays. The variability in response 

between different HNSCC cell lines was an interesting development in this 

research. There are several factors that could be influencing the response of 

the cells to inhibitor treatment, including p53 status but also the site of origin 

of the tumour the cells were derived from. FaDu, A253 and UM-SCC-12 cells 

are all p53-mut cell lines, while UM-SCC-6 and UM-SCC17A are p53-WT. The 

positive results in FaDu spheroids and clonogenics suggest that CUDC-101 

works in a cell-line dependent manner, which may also be linked to the p53 

status of the cells. In the p53-mut cell lines, CUDC-101 did reduce clonogenic 

survival - although disappointingly this was not statistically significant in 

A253 or UM-SCC-12 - while CUDC-101 enhanced survival in the p53-WT UM-

SCC-6 following exposure to IR.  However, arguing against this theory, in UM-

SCC-17A cells, which are also p53-WT, CUDC-101 reduced cell survival, and 

actually enhanced survival in the p53-mut UM-SCC-11b cells. A similar effect 

was seen following pracinostat treatment, however this inhibitor also 

significantly radiosensitised UM-SCC-11b cells. Therefore, it is clear that p53 

is not the only important factor in radiosensitisation following CUDC-101 or 

pracinostat treatment. The HDAC inhibitor mocetinostat appears to have a 

slight negative impact on survival of p53-mut FaDu, A253 and UM-SCC-12 

cells post-irradiation, however this was not a statistically significant effect. 

Mocetinostat seemed to enhance survival in UM-SCC-6 cells, also p53-WT, and 

had no effect on FaDu spheroid response to IR. Moreover, I also confirmed 

that, in neither 2D nor 3D models, the EGFR inhibitors lidocaine HCl and 
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genistein do not effectively radiosensitise HNSCC cells, regardless of the cell 

line, concentration or dose of X-rays. This implies that it is the HDAC-

inhibiting potential of CUDC-101 that causes any radiosensitisation effect.  

 

The findings that HDAC inhibition with CUDC-101 or pracinostat can 

radiosensitise HNSCC are novel results. CUDC-101 has been shown to 

radiosensitise other cancer types, but no research to date has been published 

showing its effectiveness in HNSCC. Even more novel is the finding that 

pracinostat can significantly radiosensitise multiple HNSCC cell lines, as there 

has been no evidence to date of the radiosensitising ability of pracinostat in 

any cancer type. After confirming that these HDACi do in fact effectively 

increase radiosensitivity in HNSCC cells, I then wanted to elucidate the 

mechanisms behind this radiosensitisation. 
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CHAPTER 6: RESULTS III 

In vitro investigation of the mechanisms behind HDAC inhibitor-induced 

radiosensitisation of HNSCC cells 

 

6.1.  Introduction 

 

In chapter 5, I demonstrated that the HDAC inhibitors pracinostat and CUDC-

101 were effectively radiosensitising HNSCC cells in vitro.  

 

Pracinostat (SB939) is an extremely potent inhibitor of class I, II and IV 

HDACs. Early studies involving pracinostat demonstrated that it is 

approximately 2-fold more potent than other HDACis, such as vorinostat, and 

selectively accumulates in tumour tissue (489, 490). Multiple clinical trials have 

shown that pracinostat is well-tolerated in patients (491, 492), and it has been 

suggested that pracinostat is more effective against solid tumours than other 

HDACis due to its accumulation in tumour tissue, superior pharmacokinetic 

properties, and less dose-limiting side effects (489). Most research carried out 

to date focuses on the effect of pracinostat in haematological malignancies, and 

multiple studies have demonstrated that pracinostat effectively induces cell 

death in chronic myeloid leukaemia (CML) cells expressing the BCR-ABL 

fusion protein, and can overcome resistance to BCR-ABL kinase inhibitors 

(493, 494). Phase I and II clinical trials have confirmed that pracinostat is 

tolerated well and has modest single-agent activity in patients with 

haematological malignancies (495-497). More recently, there has been some 

investigation into pracinostat’s effects in solid tumours. In xenograft models 

of colorectal cancer, pracinostat has superior anti-tumour activity in 

comparison to other HDACis, and works in synergy with 5-FU to cause 

colorectal cancer cell death in vitro (489). Another study demonstrated that 
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pracinostat, at concentrations of 0.5 µM – 1 µM, inhibits the metastatic 

potential of breast cancer cells in vitro through altering the expression of EMT 

proteins such as E-cadherin and N-cadherin. This study also revealed that 

pracinostat inhibits the activity of signal transducer and activator of 

transcription 3 (STAT3), which is implicated in the formation of malignant 

tumours. These in vitro findings were also replicated in an in vivo mouse model 

(498). Most recently, pracinostat has been shown to inhibit the proliferation, 

migration, and invasion of glioblastoma multiforme (GBM) cells. In this study, 

it was found that treatment with pracinostat can inhibit angiogenesis and the 

expression of VEGF and HIF-1a, as well as altering expression of metastasis 

proteins MMP2 and MMP9 (499). To date, there has been no research into the 

potential of pracinostat as a radiosensitiser in any type of cancer.  

 

CUDC-101 inhibits HDAC1-10, EGFR, and HER2 in a potent and synergistic 

manner, and has been shown to have anti-cancer effects against a wide variety 

of cancer types, including head and neck cancer. Due to the inhibition of EGFR 

and HER2 activation, downstream signalling pathways, such as the PI3K/AKT 

pathway, are also repressed after CUDC-101 treatment (500). Similar to 

pracinostat, CUDC-101 has been shown to influence cancer cell migration and 

invasion. A 2013 study by Wang et al. showed that in lung and gastric cancer 

cells with amplifications of the oncogene MET, CUDC-101 treatment increased 

E-cadherin expression and induced changes in cell morphology to impair cell 

migration (501). In research involving anaplastic thyroid cancer, CUDC-101 

was shown to inhibit proliferation, and induce cell cycle arrest and caspase-

dependent apoptosis. Moreover, this study provided further evidence that 

CUDC-101 increases the expression of E-cadherin, and prevents tumour 

metastasis in vivo (502). In clinical trials of patients with advanced solid 

tumours, CUDC-101 has been shown to be well tolerated, and there is evidence 

of antitumour activity in patients (503). Unlike pracinostat, CUDC-101 has 
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been shown to have radiosensitisation potential. In pancreatic cancer cell lines, 

treatment with 0.5 µM CUDC-101 significantly radiosensitised cells to 5 Gy X-

rays in both clonogenic and spheroid models. This study also revealed that 

after combined CUDC-101 and X-ray treatment, there was an increase in 

apoptotic cells (402). Evidence from a scientific conference report suggests that 

treatment with CUDC-101 enhances the radiosensitivity of GBM and breast 

cancer cell lines, and this effect may be associated with a delay DSB repair 

(403). Currently, there is no data for the effects of CUDC-101 on the 

radiosensitivity of HNSCC cells. 

 

There is little to no research into the effects of pracinostat and CUDC-101 on 

the DNA damage response, however there is extensive research showing the 

impact of individual HDACs on DNA repair (385). For example, HDAC1 and 

HDAC2 have been shown to influence expression levels of key DDR proteins 

such as ATM, ATR and BRCA1 (386), as well as localising to sites of IR-induced 

DNA damage, where they regulate H3K56 acetylation (387). This is supported 

by data showing that siRNA-mediated depletion of HDAC1/2 leads to 

hypersensitivity to radiation and elevated phosphorylation levels of γH2AX, 

CHK1/2 and p53. Moreover, cells with reduced levels of HDAC1 and HDAC2 

exhibit persistence of Ku70 and Artemis at DNA damage sites, leading to 

severe deficiencies in DSB repair (387). Furthermore, the inactivation of 

HDAC3 in MEFs has been shown to cause inefficient DNA repair, potentially 

through the alteration of chromatin structure (388, 389).  Meanwhile, HDAC4 

and 53BP1 colocalise to nuclear foci post-irradiation during DSB repair, and it 

has been suggested that  HDAC4 and 53BP1 may maintain the stability of one 

another (390). HDAC6 interacts with the DDR proteins MLH1 and MSH2 to 

repress MMR (391, 392), and a decrease in HDAC9 and HDAC10 represses 

HR, though the mechanism behind this is yet to be elucidated (393).  
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Based on these findings, an assumption can be made that the 

radiosensitisation seen after HDACi treatment could be a consequence of 

impaired DNA damage repair. Thus, in this chapter, I used neutral comet 

assays and immunofluorescent staining to investigate repair kinetics post-

treatment and used western blotting to gain more in-depth insights into the 

cellular effects of HDAC inhibition. 

 

6.2. Confirmation of HDACi activity 

 

To support investigation into the mechanisms behind CUDC-101- and 

pracinostat-induced radiosensitisation, I confirmed that the inhibitors were in 

fact working in the expected way. Due to the time constraints in this work, I 

was only able to partially investigate this. FaDu and UM-SCC-11b cells were 

seeded into 10 cm dishes and left 24 hours to attach. 5 µM pracinostat was then 

added, and 24 hours later the cells were either irradiated with 4 Gy X-rays or 

left unirradiated. Unirradiated cells were harvested at 24 hours post-inhibitor 

treatment, while for the irradiated cells, fresh media was added at 24 hours 

post-inhibitor treatment before exposure to 4 Gy X-rays, and the cells were 

harvested 4 hours post-IR. Following this, the cell pellet was resuspended in 

100 µl of hypotonic buffer and incubated for 30 minutes at 4 °C on a shaker. 

The suspension was subsequently centrifuged at 10,000 x g for 10 minutes, the 

supernatant removed and the pellet – which contained the nuclei – was 

resuspended in 80 µl of 0.4 M sulfuric acid and incubated overnight at 4 °C. 

The next day, samples were centrifuged at 16,000 x g. Trichloroacetic acid was 

added dropwise to the supernatant and the samples were then incubated on 

ice for 30 minutes and centrifuged again at 16,000 x g to pellet the histones. 

The histone pellets were washed with 100 µl ice-cold acetone, centrifuged 

again at 16,000 x g, and the wash was repeated. The pellets were then left at 
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room temperature for 10 – 15 minutes to air dry, dissolved in 50 µl of dH2O, 

and protein concentration was measured by Nanodrop. Western blot was then 

performed (see section 3.6). As mentioned above, time constraints hindered 

the progress of these experiments, and I was only able to analyse various 

acetylation sites in FaDu and UM-SCC-11b cells following pracinostat 

treatment, and not after treatment with CUDC-101. From these experiments 

(figure 6.1) there is clear evidence in both FaDu and UM-SCC-11b cells that 

pracinostat successfully inhibits the activity of HDACs. Interestingly, in both 

cell lines, H4K5 appears to have an increased level of acetylation compared to 

other sites even in control conditions. Although more investigation is required 

to fully elucidate the effects of pracinostat – and also CUDC-101 – treatment 

on HNSCC cells, these immunoblots are sufficient to confirm that pracinostat 

is effectively inhibiting HDAC activity. 
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Figure 6.1: Western blot analysis of histone acetylation sites 
 
a) FaDu and b) UM-SCC-11b cells were treated with 5 µM pracinostat or a DMSO control, and either 
irradiated with 4 Gy X-rays or left unirradiated. Acid extraction was used to isolate the histones, and 
western blot was performed to visualise acetylation of specific histone sites. Data shown is from one 
experiment.  
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6.3. Investigation of DSB repair kinetics after HDACi treatment 

 

As the results of chapter 5 show, pracinostat and CUDC-101 appear to be 

radiosensitising two HNSCC cell lines, FaDu (pracinostat and CUDC-101) and 

UM-SCC-11b (pracinostat only), in vitro. Previous research has suggested a 

role for HDACs in the DDR, and thus I investigated the impact of HDACi on 

the repair kinetics of DNA DSBs following irradiation using the neutral comet 

assay. Cells were seeded into 6 cm dishes and grown until 70 – 80 % confluent, 

when they were then treated with either DMSO or 0.5 µM pracinostat or 

CUDC-101. After 24-hour drug treatment, DNA damage was induced with 4 

Gy X-rays and cells were then embedded in agarose on microscope slides. 

Cells were incubated for set time points to allow DNA repair to occur and 

following this were lysed. Electrophoresis was performed, cells were stained 

with SYBR Gold the following day and subsequently imaged using the BX61 

Olympus microscope at 10 x magnification. Analysis was performed using 

Komet 6.0 software. 

 

6.3.1. Neutral comet assay in UM-SCC-12 cells 

 

To further support the theory that radiosensitisation is caused, in part, by 

impaired DSB repair, I also performed the neutral comet assay using UM-SCC-

12 cells (figure 6.2), which are not radiosensitised by HDACi, as demonstrated 

in chapter 5. Neither pracinostat nor CUDC-101 was sufficient to significantly 

impair DSB damage repair in the UM-SCC-12 cells. The inhibitor-treated cells 

did have an increased level of damage in the unirradiated control condition 

and displayed only a slight delay in DSB repair compared to DMSO-treated 

cells, however these differences were not statistically significant (t-test, table 

6.1). Most DSBs in UM-SCC-12 cells were repaired during the first 2 hours 
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post-IR, and the majority of DSBs were repaired by 4 hours post-IR. These 

results give further proof to the theory that HDACi-induced radiosensitisation 

is linked to DSB repair, as the lack of significant difference in DSB repair in 

UM-SCC-12 cells corroborates the observed lack of radiosensitisation after 

HDACi treatment in clonogenic assays.  
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Figure 6.2: Neutral comet assay in UM-SCC-12 cells 
 
UM-SCC-12 cells were treated with either DMSO or 0.5 µM pracinostat/CUDC-101. 24 hours later, 
DNA damage was induced with 4 Gy X-rays and cells were then embedded in agarose on microscope 
slides. Cells were lysed at 0-, 2- and 4-hours post-IR, plus an unirradiated control. Electrophoresis was 
performed, cells were stained with SYBR Gold the following day and subsequently imaged using the 
BX61 Olympus microscope. Analysis of tail DNA was performed using Komet 6.0 software. Data is 
based on three independent experiments ± SEM, and statistical analysis was performed using the t-
test. 
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Table 6.1: Statistical significance of inhibitor treatment in UM-SCC-12 comets 
 

Time Post-IR P-Value 
CUDC-101 Pracinostat 

Control 0.226762 0.101948 
0 hours 0.690039 0.435154 
2 hours 0.127819 0.192792 
4 hours 0.414093 0.301007 

 
A t-test was used to compare the effect of DMSO treatment with either CUDC-101 or pracinostat on DSB 
repair in UM-SCC-12 cells. The P-values are based on three independent experiments.  
 

6.3.2. Neutral comet assay in FaDu cells 

 

As shown in figure 6.3, in the FaDu cells treated with DMSO, the vast majority 

of radiation-induced DNA DSBs were repaired by 4 hours post-IR, shown by 

a restoration of percentage tail DNA to levels similar to those of the 

unirradiated control. Most of this repair occurred within the first 2 hours 

following irradiation. Treatment with CUDC-101 or pracinostat prior to 

irradiation led to a significant depletion in DSB repair capacity in the FaDu 

cells, and interestingly both drugs also resulted in an increased amount of 

DNA damage in the control conditions. This implies that pracinostat and 

CUDC-101 are causing an impairment of the repair of endogenous DNA 

damage in FaDu cells. Immediately after irradiation, the levels of DNA 

damage in the inhibitor-treated cells were comparable to those treated with 

DMSO, suggesting that neither inhibitor impacts the amount of initial damage 

induced by IR. However, at 2 hours post-irradiation, there were significantly 

higher levels of DNA damage in the inhibitor-treated cells. This was more 

evident in the cells treated with CUDC-101, which had a 2.1-fold increase in 

the level of DNA damage compared to the DMSO treated cells at the same 

timepoint. Pracinostat still had a marked effect on DNA repair at this time 

point, causing a 1.7-fold increase in damage compared to DMSO. These 

differences were statistically significant, as shown by p-values of 0.003 

(CUDC-101) and 0.03 (pracinostat) (t-test, table 6.2). At 4 hours post-
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irradiation, HDACi treated cells still had significantly higher levels of DNA 

damage than the DMSO treated cells, which had returned to control levels. 

Unlike at 2 hours, the difference between the two inhibitors was marginal, 

with CUDC-101 and pracinostat respectively causing a 2.8- and 3-fold increase 

in DNA repair compared to controls. Once again, this was statically 

significant, as shown by p-values of 0.014 for both treatment conditions (t-test, 

table 6.2). These results demonstrate that in FaDu cells, inhibition of HDACs 

with pracinostat, and the dual inhibition of HDACs and EGFR with CUDC-

101, result in higher levels of DNA DSBs without irradiation, and 2 hours after 

irradiation the HDACi-treated cells display decreased levels of damage repair 

compared to DMSO-treated cells. By 4 hours post-IR, levels of damage had 

returned to levels similar to the unirradiated controls, however this was still 

significantly higher in the inhibitor-treated cells (t-test, table 6.2). Taken 

together, these results implicate a role for impaired DSB repair in the HDACi-

induced radiosensitisation of FaDu cells. 
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Figure 6.3: Neutral comet assay in FaDu cells 
 
FaDu cells were treated with either DMSO or 0.5 µM pracinostat/CUDC-101. 24 hours later, DNA 
damage was induced with 4 Gy X-rays and cells were then embedded in agarose on microscope slides. 
Cells were lysed at 0-, 2- and 4-hours post-IR, plus an unirradiated control. Electrophoresis was 
performed, cells were stained with SYBR Gold the following day and subsequently imaged using the 
BX61 Olympus microscope. Analysis of tail DNA was performed using Komet 6.0 software. Data is based 
on three independent experiments ± SEM, and statistical analysis was performed using the t-test (* = p < 
0.05; ** = p < 0.01, *** = p < 0.001). 
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Table 6.2: Statistical significance of inhibitors in FaDu comets 
 

Time Post-IR P-Value 
CUDC-101 Pracinostat 

Control 0.030005 0.000366 
0 hours 0.725454 0.838698 
2 hours 0.001304 0.0081 
4 hours 0.006495 0.006264 

 
A t-test was used to compare the effect of DMSO treatment with either CUDC-101 or pracinostat on DSB 
repair in FaDu cells. The P-values are based on three independent experiments. Statistically significant 
values are highlighted. 
 

6.3.3. Neutral comet assay in UM-SCC-11b cells 

 

In UM-SCC-11b cells, pracinostat appeared to induce DNA DSB damage 

independent of the addition of X-rays, with damage levels 2.3-fold higher after 

pracinostat treatment in comparison to DMSO controls (figure 6.4). 

Immediately following irradiation with 4 Gy X-rays, the amount of DSB 

damage in both treatment conditions markedly increased to comparable levels 

as expected. However, at 2-hours post-IR, while damage levels in DMSO-

treated cells dropped by 60 %, pracinostat treatment caused the DSB damage 

to persist, with levels 1.5-fold higher than controls. 4 hours following 

irradiation, the damage levels in the DMSO control-treated conditions had 

returned to control levels, however this was still significantly higher in cells 

treated with pracinostat. The difference in damage levels between the two 

treatment conditions at all time points except immediately post-IR were 

statistically significant, with p-values of 0.017, 0.03 and 0.004 for the 

unirradiated controls, 2-hours post-IR and 4-hours post-IR respectively (t-test, 

table 6.3).  
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Figure 6.4: Neutral comet assay in UM-SCC-11b cells 
 
UM-SCC-11b cells were treated with either DMSO or 0.5 µM pracinostat. 24 hours later, DNA damage 
was induced with 4 Gy X-rays and cells were then embedded in agarose on microscope slides. Cells 
were lysed at 0-, 2- and 4-hours post-IR, plus an unirradiated control. Electrophoresis was performed, 
cells were stained with SYBR Gold the following day and subsequently imaged using the BX61 
Olympus microscope. Analysis of tail DNA was performed using Komet 6.0 software. Data is based 
on three independent experiments ± SEM, and statistical analysis was performed using the t-test (* = 
p < 0.05; ** = p < 0.01). 
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Table 6.3: Statistical significance of pracinostat treatment in UM-SCC-11b comets 
 

Time Post-IR P- Value 
Pracinostat 

Control 0.017364 
0 hours 0.629842 
2 hours 0.030959 
4 hours 0.004833 

 
A t-test was used to compare the effect of DMSO treatment with pracinostat on DSB repair in UM-SCC-
11b cells. The P-values are based on three independent experiments. Statistically significant values are 
highlighted. 
 

 

6.4. Investigation of gH2AX foci after HDACi treatment 

 

To further prove that the radiosensitising effect of HDACi treatment is related 

to an impairment in DNA DSB repair, I analysed gH2AX foci in FaDu and UM-

SCC-11b cells following treatment with HDACi. The cells were seeded on to 

glass coverslips in the bottom of 3.5 cm dishes, and left to attach for 24 hours, 

after which fresh media containing DMSO or 0.5 µM inhibitor was added. 

After 24-hour drug treatment, the dishes were irradiated with 4 Gy X-rays, and 

the media was replaced. At defined time points post-irradiation, the cells were 

fixed, permeabilised with Triton x-100, and the coverslips were then incubated 

with 2 % BSA solution to prevent non-specific binding. The primary antibody 

was then added, and coverslips were incubated overnight at 4 °C. The 

following day, coverslips were incubated with the secondary antibody for 1 

hour at room temperature in a light protected environment. The coverslips 

were then washed in PBS, left to dry for at least 1 hour, and then mounted on 

to a microscope slide using Fluoroshield containing DAPI (Sigma-Aldrich, St 

Louis, USA). A BX61 Olympus microscope (Olympus, Shinjuku, Japan) was 

used to capture images of the slides. 5 representative images were captured 

for each coverslip, and 2 coverslips from each condition were imaged. gH2AX 

foci were counted using ImageJ. 
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6.4.1. Immunofluorescent staining in FaDu cells 

 

As shown in figure 6.5, the average number of gH2AX foci per cell remains less 

than 5 in unirradiated cells regardless of control or inhibitor treatment. The 

number is slightly higher in cells treated with CUDC-101, with an average 4.2 

foci per cell compared to 2.4 foci per cell following both DMSO and pracinostat 

treatment. However, this difference was not statistically significant (t-test, 

table 6.4). 1-hour post-irradiation, average foci numbers dramatically 

increased in all treatment conditions, to average foci counts of 16.1 (DMSO), 

14.9 (CUDC-101) and 18.4 (pracinostat). Again, there was no statistically 

significant difference between the treatment conditions (t-test, table 6.4). By 4 

hours post-irradiation, the number of gH2AX foci in DMSO-treated cells 

dropped to an average of 7.3 foci per cell, while both CUDC-101 and 

pracinostat caused a persistence in foci number, with averages of 10.8 and 13.3 

respectively. These differences were both statistically significant, with p-

values of < 0.05 (t-test, table 6.4). At 8 hours post-irradiation, DMSO-treated 

cells had average foci counts of 6.2 per cell, and this was comparable in the 

CUDC-101-treated cells, which had 7.1 gH2AX foci per cell on average. 

However, average foci numbers remained higher in the pracinostat treated 

cells, with approximately 9.1 foci per cell. The difference between DMSO- and 

pracinostat-treated cells was statistically significant, with a p-value of < 0.05 

(t-test, table 6.4). At 24 hours post-irradiation, the average number of foci/cell 

had returned to levels comparable to the unirradiated controls in all three 

treatment conditions. This data is consistent with that from the neutral comet 

assay, described in section 6.3.1., and suggests that HDACi treatment causes 

an impairment of DSB repair in FaDu cells, resulting in a persistence of DSBs 

and gH2AX foci up to 8 hours post-irradiation compared to DMSO-treated 

control cells.  
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Figure 6.5: gH2AX staining in FaDu cells 
 
FaDu cells were seeded on to glass coverslips incubated to allow attachment, after which DMSO or 0.5 
µM inhibitor was added. After 24-hour drug treatment, cells were irradiated with 4 Gy X-rays or left 
unirradiated, and at 1-, 4-, 8- and 24-hours post-IR, the cells were fixed, permeabilised with Triton x-100, 
and the coverslips were then incubated with 2 % BSA solution. The coverslips were then incubated 
overnight at 4°C with the primary antibody, and the following day were incubated with the secondary 
antibody for 1 hour at room temperature. The coverslips were then washed in PBS and mounted on to 
a microscope slide using Fluoroshield containing DAPI (Sigma-Aldrich, St Louis, USA). A BX61 
Olympus microscope (Olympus, Shinjuku, Japan) was used to capture images of the slides, and gH2AX 
foci were counted using ImageJ. Data is based on three independent experiments ± SEM, and statistical 
analysis was performed using the t-test (* = p < 0.05). 
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Table 6.4: Statistical significance of inhibitor treatment on gH2AX foci in FaDu cells 
 

Time Post-IR P-Value 

CUDC-101 Pracinostat 

Control 0.11208461 0.97519629 

1 hour 0.71041763 0.3606694 

4 hours 0.026692 0.01546016 

8 hours 0.549083 0.03815005 

24 hours 0.71057686 0.4580992 

 
A t-test was used to compare the effect of DMSO treatment with either CUDC-101 or pracinostat on the 
average number of gH2AX foci in FaDu cells. The P-values are based on three independent experiments. 
Statistically significant values are highlighted. 
 

6.4.2. Immunofluorescent staining in UM-SCC-11b cells 

 

As in FaDu cells, the average number of gH2AX foci per cell remains less than 

5 in unirradiated cells regardless of control or inhibitor treatment in UM-SCC-

11b cells (figure 6.6).  The average number of gH2AX foci per cell following 

DMSO treatment was only 1 foci on average, while pracinostat-treated cells 

had an average of 2.6 foci per cell.  1-hour post-irradiation with 4 Gy X-rays, 

the average number of foci markedly increased in both treatment conditions, 

to average numbers of 10.2 and 12.3 foci per cell for DMSO- and pracinostat-

treated cells, respectively. Despite the observable differences in both 

unirradiated cells and 1-hour post-irradiation, no statistical significance was 

observed (t-test, table 6.5). After 4 hours, the DMSO-treated cells had repaired 

approximately half of the DNA DSB damage, as the average number of foci 

dropped to 6.2 per cell. Pracinostat, on the other hand, caused a significant 

persistence of gH2AX foci, with only a small decrease compared to 1-hour 

post-irradiation, with an average of 11.2 foci per cell. A similar pattern was 

seen at 8 hours post-IR, with DMSO-treated cells having an average count of 

3.9 and pracinostat-treated cells maintaining a higher count of 9.1 foci per cell. 

By 24 hours, DMSO-treated cells had decreased to an average foci count 

comparable to control levels, but cells treated with pracinostat still maintained 
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a higher level of damage, with an average of 7.2 foci per cell. The differences 

at 4-, 8- and 24-hours post-IR were significant, with p-values of 0.04, 0.002 and 

0.02 for each respective timepoint (t-test, table 6.5). As in the FaDu cells, this 

data is consistent with the results of neutral comet assays as another 

measurement of DSBs, as described in section 6.3.2. In UM-SCC-11b cells, it is 

clear that treatment with pracinostat is sufficient to induce DNA DSB damage 

as a single agent, and repair of this damage is significantly slowed in 

comparison to DMSO treatment, even at 24-hours post-irradiation. 
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Figure 6.6: gH2AX staining in UM-SCC-11b cells 
 
UM-SCC-11b cells were seeded on to glass coverslips incubated to allow attachment, after which 
DMSO or 0.5 µM pracinostat was added. After 24-hour drug treatment, cells were irradiated with 
4 Gy X-rays or left unirradiated, and at 1-, 4-, 8- and 24-hours post-IR, the cells were fixed, 
permeabilised with Triton x-100, and the coverslips were then incubated with 2 % BSA solution. 
The coverslips were then incubated overnight at 4°C with the primary antibody, and the following 
day were incubated with the secondary antibody for 1 hour at room temperature. The coverslips 
were then washed in PBS and mounted on to a microscope slide using Fluoroshield containing 
DAPI (Sigma-Aldrich, St Louis, USA). A BX61 Olympus microscope (Olympus, Shinjuku, Japan) 
was used to capture images of the slides, and gH2AX foci were counted using ImageJ. Data is based 
on three independent experiments ± SEM, and statistical analysis was performed using the t-test 
(* = p < 0.05; ** = p < 0.01). 
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Table 6.5: Statistical significance of pracinostat treatment on gH2AX foci in UM-SCC-11b cells 
 

Time Post-IR P-Value 

Pracinostat 

Control 0.28122081 

1 hour 0.55938343 

4 hours 0.04369577 

8 hours 0.00202102 

24 hours 0.02249499 

 
A t-test was used to compare the effect of DMSO treatment with pracinostat on the average number of 
gH2AX foci in UM-SCC-11b cells. The P-values are based on three independent experiments. Statistically 
significant values are highlighted. 
 

6.5. Summary 

 

In this chapter, I initially demonstrated that pracinostat can inhibit HDAC 

activity, by showing through Western blot analysis that acetylation levels of 

key histone sites are maintained following HDACi treatment. Due to technical 

problems and time constrains, I was unable to examine each acetylation site in 

multiple cell lines, and I was also unable to look at the effects of CUDC-101. 

Furthermore, I have effectively demonstrated exert a radiosensitisation effect 

via an impairment of the cellular DDR. Using both the neutral comet assay and 

immunofluorescent staining, I confirmed that there is a persistence of DNA 

DSBs and gH2AX foci in HDACi-treated FaDu and UM-SCC-11b cells 

following exposure to 4 Gy X-rays, suggesting that DSB repair is impacted in 

some manner upon HDAC inhibition.  
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CHAPTER 7: DISCUSSION 

 

7.1.Overview 

 

Head and neck cancer (HNC) is the sixth most common cancer worldwide. 

According to data from 2020, there are approximately 890,000 new cases and 

470,000 deaths caused by HNC every year (103).  The incidence of HNC is 

rising – on average, there has been a 24 % increase over the last decade (105). 

Survival of patients with HNC can vary, with 10- and 5-year survival ranging 

between 19 – 59 % and 28 – 67 % respectively (105).  Most HNCs are squamous 

cell carcinomas and arise in the epithelial linings of several regions in the head 

and neck, including the oral cavity, nasal cavity, pharynx, larynx, salivary 

glands, and sinuses. The main risk factors for HNSCC are tobacco and alcohol 

consumption, and infection with HPV, particularly HPV type 16. The HPV 

genome carries two tumour-promoting genes, called E6 and E7. The E6 protein 

has a role in sustaining proliferative signalling in cells via the degradation of 

the p53 protein (127), while the E7 protein alters the activity of the Rb tumour 

suppressor protein (130, 131). Together, disruption of the p53 and Rb proteins 

results in the uncontrolled proliferation of cells carrying DNA damage, thus 

contributing to carcinogenesis (132). Infection with HPV-16 leads to a 14-fold 

increase in risk for developing HNSCC, particularly in the oropharynx, 

however HPV-positive HNSCC has a better prognosis than its HPV-negative 

counterpart (133).  Treatment modalities for HNSCC are chemotherapy, 

radiotherapy, and surgical resection. Radiotherapy is used in both curative 

and a palliative setting, and normally utilises IMRT, in which the radiation 

beam is shaped to accurately fit the tumour and minimise dose to healthy 

tissue (143). Although radiotherapy can be a success, radioresistance is a 

common occurrence and patients can experience either a lack of response, a 
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partial response, or recurrence after an initial response to radiation treatment 

(152). Research shows that approximately 25 % of HNSCC patients exhibit 

local relapses after treatment, and if radiotherapy treatment fails, patients 

must often undergo surgical salvage (153). A variety of characteristics have 

been implicated in HNSCC radiosensitivity, including an enhancement of the 

DDR (154-158), the p53 status of the tumour (159), overexpression of EGFR 

and its downstream pathways (161-164), and tumour hypoxia (165-167). HPV-

negative HNSCCs also display increased radioresistance compared to their 

HPV-positive counterparts. This could be linked to mutations in the TP53 gene 

(160), and, as has been shown previously in the Parsons laboratory, changes in 

the DDR (504). However, the full relationship between HPV and 

radiosensitivity is yet to be uncovered. IR deposits energy in cells as it passes 

through the tissues in the body during radiotherapy. This causes DNA 

damage, predominantly base damage and SSBs, but also DSBs and complex 

DNA damage (CDD) which are considered the major contributors to IR-

induced cell death (144). The DDR is activated upon the generation of damage. 

The BER pathway is utilised for the repair of base damage and SSBs (199), 

while DSBs are repaired by NHEJ or HR (216). The repair mechanism for CDD 

is yet to be elucidated, however the Parsons laboratory have recently 

demonstrated a critical role for proteins involved in SSB repair (414, 505).  

 

The research presented in this thesis aimed to carry out a targeted drug screen 

to identify candidate radiosensitisers of HPV-negative HNSCC, to validate 

these findings in both 2D and 3D cell models, and to elucidate the mechanisms 

behind any observed radiosensitisation effects.  
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7.2. Screening of FDA-approved drugs 

 

The significant number of patients that have radioresistant tumours and 

therefore experience disease recurrence means there is a critical need for 

identifying new treatment modalities to improve the response to 

radiotherapy. With this in mind, the first stage of my research comprised a 

targeted drug screen of 183 FDA-approved inhibitors, aiming to identify those 

that could be repurposed as novel HNSCC radiosensitisers.  

 

For the drug screen, I utilised a 3D model of HNSCC in the form of FaDu 

spheroids. FaDu cells were chosen as they grow well as spheroids in vitro, 

meaning there is a large scope to examine relative changes in growth after 

inhibitor and radiation treatments. Moreover, FaDu spheroids display a  

relatively higher radioresistance compared to other HNSCC cell lines, and 

previous work in our laboratory by Dr. Chumin Zhou had established FaDu 

cells as a successful spheroid model (413). Spheroid models are highly 

beneficial for the purposes of drug screening, as they more closely mimic and 

the structure and environment of in vivo tumours in comparison to 2D cell 

culture. Spheroids are composed of three layers: a necrotic core, a quiescent 

intermediate layer made up of non-proliferating cells, and finally an outer 

layer of proliferating cells. Due to this composition, there is active transport of 

oxygen and nutrients through the spheroid comparable to that of tumours 

(506). Importantly, the growth kinetics, proliferation and oxygen gradients 

that are generated in spheroids cannot be replicated in 2D models but have 

significant impacts on the response of the cells to drug and radiation treatment 

(438). This is comparable to the treatment resistance observed in solid 

tumours, and therefore provides more confidence in the data. In the 

preliminary drug screen, 183 drugs covering 29 different cellular targets were 

investigated for radiosensitisation potential. A number of the proteins 
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targeted in this screen had previously been associated with radiosensitivity in 

different cancer types, while others were related to the hallmarks of cancer but 

had no previous links to radiosensitivity (table 7.1).  

 
Table 7.1: Drug screen targets and their links to radiosensitivity 
 

Target Radiosensitisation ability Reference 
Bcl-2 Bcl-2 inhibitors AT-101 and venetoclax both 

shown to radiosensitise HNSCCs in vitro and in 
vivo. 

(416, 417) 

Caspase Caspase-8 loss linked to radioresistance in 
HNSCC, loss of caspase-8 sensitises HNSCC cells 
to radiosensitisation by the IAP inhibitor 
birinapant, caspase-9 activated by high-LET 
radiation to induce apoptosis. 

(507, 508) 

IAP Birinapant sensitises GBM cells to IR, combined 
IAP and WEE1 inhibition increases TNF-α-
induced cell death following IR. 

(509, 510) 

NF-κB Inhibition of NF-κB increases radiosensitivity in 
hepatocellular, renal cell and laryngeal SC 
carcinomas 

(440, 511, 512) 

PPAR Rosiglitazone increases radiosensitivity in 
pancreatic and colorectal cancer cells by acting as 
an agonist of PPAR 

(422, 513) 

PDGFR Inhibition of multiple tyrosine kinase receptors, 
including PDGFR, radiosensitises breast cancer 
cells, glioma cells, and nasopharyngeal SCC cells 

(453, 514, 515) 

TNF-α Blocking of TNF-a signalling increases 
radiosensitivity in tumour-associated 
macrophages  

(516) 

CDK Inhibiting various CDKs increases radiosensitivity 
in HNSCC, NSCLC and oesophageal SCC in vitro 

(424, 517, 518) 

GSK-3 Restoration of GSK-3 expression in GBM cells 
increases radiosensitivity, indirectly inhibiting 
GSK-3 activity through PDK1 inhibition 
radiosensitises nasopharyngeal cells 

(519, 520) 

MDM2 Oesophageal SCC and lung cancer cells are both 
radiosensitised by impairment of MDM2 function 

(521, 522) 

PLK-1 Pharmacological inhibition of PLK-1 
radiosensitises breast cancer, medulloblastoma 
and HNSCCs in vitro 

(523-526) 
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Aurora kinase Aurora kinase inhibition has been shown to 
radiosensitise OSCC, colorectal cancer, NSCLC, 
hepatocellular carcinoma and androgen-resistant 
prostate cancer 

(428, 429, 527-531) 

PI3K-AKT-
mTOR 
pathway 

Many cancer types, including nasopharyngeal 
carcinoma, HNSCC, rectal cancer, pancreatic 
cancer, oesophageal SCC, gastric cancer, OSCC, 
GBM and lung cancer, amongst many others, are 
radiosensitised by blocking the PI3K-AKT-mTOR 
pathway 

(431, 473, 532-539) 

MEK Pancreatic and prostate cancers, 
rhabdomyosarcomas and lung cancers are all 
radiosensitised by MEK inhibition 

(432, 540-542) 

CK2 Lung cancer cells are radiosensitised by CK2 
inhibition 

(434, 543) 

MTH1 MTH1 inhibition radiosensitises colorectal cancer 
cells in hypoxia 

(544) 

PARP 3D models of HNSCC are effectively 
radiosensitised by PARP inhibition 

(413) 

Topoisomerase Topoisomerase inhibitor etoposide impairs the 
DDR and radiosensitises HNSCC cells, while 
amrubicin induces necrosis and increases the 
radiosensitivity of lung cancer cells in vitro  

(545, 546) 

DNMT GBM and lung cancer cells were radiosensitised 
by DNMT inhibitor MA17 

(547, 548) 

HnMT No evidence of radiosensitisation potential  

 

Many of the inhibitors screened in this initial stage of research target 

components involved in cell growth, cell survival and the regulation of 

apoptosis, such as Bcl-2, caspases, IAPs, NF-κB, PPARs, PDGFR and TNF-α.  

Bcl-2 proteins regulate Bax and Bak, which induce apoptosis. Overexpression 

of Bcl-2 is commonly seen in many cancers, and results in a decreased level of 

apoptosis. Specifically in HNSCCs, Bcl-2 overexpression is a marker of a more 

aggressive form of the disease – albeit with a more favourable prognosis (549), 

and Bcl-2 inhibitors have previously been shown to successfully radiosensitise 

HNSCC in vitro and in vivo (416, 417). Caspase proteins have a paradoxical role 

in tumour radiosensitivity, as IR activates the caspase cascade to induce 

apoptosis in cancer cells, however the caspase cascade can also stimulate the 
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repopulation of tumour cells, and thus reduce the success of radiotherapy 

(550). Caspase-8 is frequently mutated in HNSCCs and is associated with 

radioresistance and poor survival (507, 551). High-LET radiation has been 

shown to activate caspase-9 to increase apoptosis in p53-mut oral SCC Ca9-22 

cells (508), however it is also interesting to note that the loss of caspase-8 has 

been shown to increase the susceptibility of HNSCC cells to birinapant, an 

inhibitor of IAPs, in combination with IR (507).  IAP bind to caspases, blocking 

their activation and thus preventing the initiation of pro-apoptotic pathways 

(45).  Increased expression of IAP proteins has been associated with tumour 

progression and treatment failure (46), and in GBM cells, IAP inhibition with 

birinapant increases radiosensitivity via the activation of TNF-α (509). A 

similar result was seen in HNSCCs, in which TNF-α-induced cell death was 

enhanced following combined inhibition of IAP and WEE1 (510). NF-κB 

stimulates the expression of anti-apoptosis genes, such as caspase inhibitors 

and IAPs (50), and thus increased expression of these proteins results in cell 

proliferation and tumour development (51). NF-κB is therefore elevated in a 

variety of cancer types, including approximately 41 % of nasopharyngeal 

cancers (52). Moreover, research has demonstrated that suppression of the NF-

κB pathway in a large number of cancers, including hepatocellular carcinoma, 

renal cell carcinoma, and laryngeal SCC increases radiosensitivity both in vitro 

and in vivo (440, 511, 512). PPARs are nuclear receptor proteins that perform 

complex, cell-specific regulation of cell survival, proliferation, and 

differentiation (552). PPAR-g expression in tongue SCC patients was found to 

be elevated in cases with reduced invasion depth, no evidence of muscular 

infiltration, and was associated with improved survival (553). Furthermore, 

rosiglitazone, an agonist of PPAR, has been shown to enhance radiosensitivity 

in pancreatic and colorectal cancer cells (422, 513). PDGFRs are tyrosine kinase 

receptors involved in the regulation of many cellular processes. Activation of 

PDGFR-mediated signalling pathways has been demonstrated to suppress 
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apoptosis in oral SCC (554), and inhibition of PDGFR along with other tyrosine 

kinase receptors has been shown to radiosensitise breast cancer cells (514). 

Furthermore, silencing of PDGFR increases radiosensitivity of glioma cells 

both in vitro and in vivo (453), and research has also demonstrated that the 

tyrosine kinase inhibitor famitinib can augment the radiosensitivity of 

nasopharyngeal carcinoma by decreasing PDGFR phosphorylation (515). The 

TNF-a receptor is involved in the extrinsic apoptosis pathway, where it 

recruits adaptor proteins, which in turn bind to procaspase-8 and procaspase-

10 to form the DISC (38), activates caspase-8 to trigger cell death (39). Studies 

show that blocking TNF-a signalling in tumour-associated macrophages can 

increase radiosensitivity (516).  

 

Furthermore, several of the cellular targets are involved in maintaining correct 

regulation of the cell cycle, including CDKs, GSK-3, MDM2, PLK-1, and aurora 

kinases. CDKs, small kinases that rely on cyclin binding to function, 

phosphorylate crucial cellular substrates to stimulate progression through the 

cell cycle (2). CDKN2A is one of the most frequently altered genes in HNSCC, 

in 22 % of cases, according to The Cancer Genome Atlas (115). CDK inhibitors 

have previously been shown to increase radiosensitivity in HNSCC, NSCLC 

and oesophageal SCC in in vitro studies (424, 517, 518). GSK-3 is a protein 

kinase involved in a number of different cellular processes, including cell cycle 

regulation. One study revealed that 73 % of HNSCC samples displayed 

erroneous expression of GSK-3, while another revealed that GSK-3 is involved 

in Rab1A-mediated radioresistance in nasopharyngeal carcinomas (555, 556). 

Interestingly, GSK-3 is downregulated in radioresistant GBM cells and its 

restoration has been shown to increase radiosensitivity, while indirect 

impairment of GSK-3 function in nasopharyngeal carcinoma by PDK1 

inhibition increases sensitivity to IR (519, 520). MDM2 is a negative regulator 

of TP53, and is frequently upregulated in between 40 – 80 % of HNSCC cases 
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(557). Targeting MDM2 has been shown to increase cancer cell 

radiosensitivity. For example. An antagonist of MDM2 increases the 

radiosensitivity of p53-WT oesophageal SCC cells, while siRNA-mediated 

blocking of MDM2 activity radiosensitises A549 lung cancer cells (521, 522).  

PLK-1 is a serine/threonine protein kinase involved in G2/M transition, with 

roles in centrosome and spindle establishment and maintenance (6, 7). With 

such a key function in cell cycle regulation, PLK-1 is broadly implicated in 

cancer development, and numerous studies have focused on the anti-cancer 

effects of PLK-1 inhibition. Pharmacologically inhibiting PLK-1 has been 

demonstrated to increase sensitivity to IR in a variety of cancer types, 

including breast cancer, medulloblastoma, and HNSCC (523-526). Aurora 

kinase enzymes AURKA and AURKB are key enzymes involved in cycle 

progression and cellular proliferation, with roles in entering mitosis and 

attachment of the mitotic spindle (9, 10). Increases in the expression of aurora 

kinases therefore causes genetic instability, and increased levels of AURKA 

have been linked to a decrease in overall and disease-free survival in HNSCC 

patients (16). Inhibition of AURKB by Tanshinone IIA has been shown to 

radiosensitise OSCC in in vivo mouse models, while knockdown of AURKA 

increases the sensitivity of colorectal cancers to IR (527, 529). Aurora kinase 

inhibition has also been demonstrated to increase radiosensitivity in NSCLC, 

hepatocellular carcinoma, and androgen-resistant prostate cancer (428, 429, 

528, 530, 531). 

 

In addition, proteins involved in various cell signalling pathways were also 

selected for targeting during this screen, including the PI3K-AKT-mTOR 

pathway and MEKs. The PI3K-AKT-mTOR pathway is a key signalling 

pathway that is overactive in many cancers, including HNSCCs, where it is 

related to radiotherapy responses (558, 559). Inhibition of signalling through 

this pathway can radiosensitise a huge variety of cancers, including but not 
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limited to nasopharyngeal carcinoma, HNSCC, rectal cancer, pancreatic 

cancer, oesophageal SCC, gastric cancer, OSCC, GBM and lung cancer (431, 

473, 532-539). Mitogen-activated protein kinase (MAPK) signalling cascades 

exert control over several cellular pathways, including proliferation, growth 

and survival, and are overactivated in many cancers, including over 50 % of 

OSCCs (560). MEKs are one of the downstream proteins in MAPK cascades, 

and inhibition of MEK – and therefore the entire signalling cascade – can 

induce radiosensitivity. For example, one study demonstrated the 

effectiveness of inhibiting MEK on the radiation response in pancreatic cancer 

cells in vitro (432). Moreover, disruption of MEK signalling can radiosensitise 

prostate cancer cells both in vitro and in vivo and increase sensitivity to IR in 

rhabdomyosarcomas (540, 541). Interestingly, combining trametinib, a MEK 

inhibitor, with Temsirolimus, an mTOR inhibitor, can radiosensitise lung 

cancer xenografts (542).  

 

DNA associated proteins have also been selected for this drug screen. For 

example, drugs targeting DDR-associated proteins such as CK2, MTH1, and 

PARPs, were all selected, as well as topoisomerase enzymes and other 

DNA/RNA synthesis proteins. CK2 is a serine/threonine-selective protein 

kinase that regulates important phosphorylation events – such as that of p53 

or MAPK – that can alter the DDR (561). CK2 expression has been shown to be 

altered in many cancer types, including HNSCC (562-564). CK2 has also been 

shown to play an important role in the radiation response of nasopharyngeal 

carcinoma cells (565), and inhibition of CK2 in lung cancer cells increases the 

response to IR (434, 543). MTH1 is an enzyme involved in the hydrolysation 

of oxidised purines, preventing their addition into the DNA chain (566). It is 

well known that cancer cells have higher levels of ROS than normal cells, and 

thus MTH1 is a crucial enzyme for cancer cell survival (567). Increased 

expression of MTH1 has been found in gastric cancer, osteosarcoma, lung 
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cancer, breast cancer, renal cell carcinoma and colorectal cancer (568-572). 

Furthermore, MTH1 inhibition increases the sensitivity of colorectal cancer 

cells to IR (544). The PARP family of enzymes are crucial for the DDR. Upon 

the induction of DNA damage, there is an increase in PARP activity, and it is 

well known that PARP1 is a key component of the BER pathway, where it 

catalyses the PARylation of repair proteins including Polβ and XRCC1, 

increasing the efficiency of their recruitment to damage sites (232, 573). The 

effectiveness of inhibiting PARP in 3D models of HNSCC has previously been 

demonstrated in the Parsons laboratory (413). Topoisomerase enzymes 

catalyse any changes in the topology of DNA during processes such as 

replication and transcription. Topoisomerase-IIa has a been demonstrated to 

have a high expression level in HNSCC and is related to tumour 

differentiation. There is also an association of topoisomerase-IIa expression 

with disease stage, recurrence, and survival of HNSCC patients – however this 

was not statistically significant (546). Building on this, topoisomerase-IIa 

inhibition by the drug etoposide has been shown to radiosensitise FaDu 

HNSCC cells in vitro by impairing the DNA damage response (545). Moreover, 

the topoisomerase-II inhibitor amrubicin has been demonstrated to increase 

the radiosensitivity of lung cancer cells in vitro as a result of necrosis induction 

(574).  

 

Finally, I also chose to screen drugs targeting proteins involved in the 

regulation of chromatin organisation, including DNA methyltransferases 

(DNMTs) and HnMTs. DNMTs and HnMTs catalyse the addition of a methyl 

group onto cytosine residues of DNA or histone tails, respectively, altering 

chromatin architecture and thus modifying expression patterns. It is well 

understood that hypermethylation occurs on the promoter regions of tumour 

suppressor genes, thus silencing their activity (575). Furthermore, the activity 

of DNMTs has been linked to alcohol consumption, which is a key risk factor 
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for developing a multitude of cancer types, including HNSCC (576). There are 

several studies highlighting the importance of DNA/histone methylation on 

the tumour radiation response (577-581), and the DNMT inhibitor MA17 has 

been demonstrated to enhance radiosensitivity in lung cancer and GBM cells 

(547, 548). However, there is currently no evidence of HnMT inhibitors 

increasing radiosensitivity.  

 

7.3. Identification of novel radiosensitisers of HPV-negative 

HNSCC 

 

7.3.1. Validation of candidate radiosensitisers 

 

Through this screen, 17 initial candidate drugs (table 4.1) were identified as 

possible radiosensitisers. These drugs covered a variety of the targets 

discussed above, with some previously being shown to successfully act as 

radiosensitisers. For example, the PDGFR inhibitor orantinib has been shown 

to increase radiosensitivity in murine carcinoma models, as well as in lung 

cancer, endothelial cancer, prostate cancer and GBM both in vitro and in vivo 

(456-459). Furthermore, the HDACi mocetinostat radiosensitises bladder 

cancer cells, while resminostat has previously been demonstrated to increase 

radiosensitivity in HNSCC (394, 405). Icotinib, an EGFR inhibitor, has been 

shown to radiosensitise lung cancer cells, and the combined EGFR and HDAC 

inhibitor CUDC-101 radiosensitises pancreatic cancer, breast cancer and 

glioblastoma cells in vitro (402, 403, 473). Further research has revealed that 

afatinib, another EGFR inhibitor, can radiosensitise HNSCC and 

nasopharyngeal carcinomas in vitro, and the non-specific tyrosine kinase 

inhibitor genistein radiosensitises many cancer types in experimental settings, 

including oesophageal SCC, colorectal cancer, sarcoma, prostate cancer, 
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hepatocellular carcinoma and NSCLC (430, 474, 475, 478-483). However, 

several of the drugs in the screen have not previously been linked to cancer 

cell radiosensitivity, including orantinib, apremilast, pracinostat, lidocaine 

HCl, dexrazoxane HCl, enoxacin, novobiocin sodium, fidaxomicin and 

mupirocin. These candidates were used to repeat the spheroid experiments; 

however, the results were largely negative, and it appeared that the inhibitors 

were false positive results. This could have been a result of the inhibitors losing 

their stability, so higher concentrations of 5 µM and 10 µM were used to repeat 

the experiments, along with a higher dose of X-rays.  

 

Disappointingly, these results revealed that the majority of candidates did not 

in fact exert a radiosensitising effect on FaDu spheroids (appendix I). 

However, two inhibitors, CUDC-101 and pracinostat, did appear to be 

increasing radiosensitivity. CUDC-101 is a multitargeting inhibitor of EGFR 

and HDACs, while pracinostat is a potent HDACi.  

 

7.3.2. Histone deacetylases and EGFR 

 

HDACs are important enzymes that can modify the structure of chromatin, 

the condensed structure in which genomic DNA is packaged in eukaryotic 

cells. At its basic level, chromatin is formed from ~145 – 147 base pairs of DNA 

wrapped around a histone octamer (237). Histone subunits can carry PTMs 

which regulate and remodel the chromatin structure (242). There are a variety 

of histone PTMs, and of these, histone acetylation is one of the most well 

understood. Histone acetylation and deacetylation is controlled by HATs and 

HDACs. The addition of acetyl groups by HATs weakens the interaction 

between the histone and DNA, thus activating gene expression. Conversely, 

HDACs remove the acetyl groups, which restores the strong interaction 

between the histone and DNA and therefore silences gene expression. The 
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acetylation and deacetylation of histones has also been associated with the 

regulation of DNA repair, in particular the repair of DSBs (286, 287). In 

response to IR, histone acetylation levels change to allow repair factors to 

access the DNA, and once repair is complete, chromatin is restored to its 

original state. HDACs have been implicated in the maintenance of dynamic 

acetylation equilibrium of DDR proteins (385, 387, 389-391, 393). Aberrant 

HDAC expression has been associated with a large variety of cancer types (see 

table 1.1), including gastric, pancreatic, colorectal, prostate, hepatocellular, 

lung, breast, cervical, oesophageal, and ovarian cancers, as well as GBM, 

leukaemia and neuroblastoma (293-360). Importantly HDAC6, HDAC7 and 

HDAC9 have all been linked to HNSCC (340, 343, 350). Based on this evidence, 

it appears logical to combine HDACi with IR, resulting in altered DNA 

accessibility and a change in either the induction or repair efficiency of DNA 

damage, or changes in the gene expression profile to improve radiosensitivity 

in cancer cells. EGFR is a transmembrane protein with key functions in many 

cellular processes. Expression levels of EGFR have been associated with 

tumour radioresistance (161-164), and as a result there has been a large amount 

of research into targeting EGFR for radiosensitisation.  

 

Both HDACis and EGFR inhibitors have been studied for radiosensitisation 

potential (table 7.2). EGFR inhibition has been demonstrated to radiosensitise 

HNSCCs, colorectal cancer, nasopharyngeal carcinoma, oesophageal SCC, 

GBM and breast cancer cells (474, 478, 514, 533, 534, 582). Furthermore, HDACi 

have been shown to be effective radiosensitisers in a variety of cancer types 

(table 1.2). For example, the class I HDACi VPA has been shown to effectively 

radiosensitise colorectal, oesophageal and thyroid cancer to photons, as well 

as increasing the response of hepatocellular carcinoma cells to protons (395-

398). Vorinostat is a non-selective HDACi, and increases the sensitivity of 

melanomas as well as lung, breast, and colorectal cancer cells to photons (399-
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401). Another non-selective HDACi, panobinostat, has also been shown to 

increase the sensitivity of hepatocellular carcinoma cells to protons, as well as 

bladder and prostate cancer cells to photons (404-406). Romidepsin and 

mocetinostat are both class I HDACi that radiosensitise bladder cancer cells to 

photons, and the non-selective HDACi belinostat increases the 

radiosensitivity of rhabdomyosarcoma, cervical and colorectal cancer cells 

(405, 410, 411). 

 

Table 7.2: EGFR and HDAC inhibition and the links to radiosensitivity 
 

Target Radiosensitisation ability Reference 
EGFR Inhibiting EGFR can radiosensitise many cancer 

types, including HNSCCs, colorectal cancer, 
nasopharyngeal carcinoma, oesophageal SCC, GBM 
and breast cancer 

(474, 478, 514, 533, 534, 

582) 

 

HDAC A variety of HDACi can sensitise colorectal, 
oesophageal, thyroid, lung, breast, pancreatic, 
prostate, bladder, and cervical cancers, as well as 
GBM, melanoma, hepatocellular carcinoma, HNSCC 
and rhabdomyosarcoma to both photons and protons 

(394-407, 410, 411) 

 

7.3.2.1. CUDC-101 

 

CUDC-101 is a small-molecule multi-targeting inhibitor of HDAC1-10, EGFR 

and HER2. In pancreatic cancer cells, CUDC-101 treatment increased 

radiosensitivity of 3D spheroids, reduced PARP-1 levels and increased the 

population of apoptotic cells compared to either inhibitor or radiation 

treatment alone (402). Evidence from a scientific conference report also 

suggests that CUDC-101 can radiosensitise glioblastoma and breast cancer 

cells, and this effect may be associated with a delay in DSB repair (403).  
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7.3.2.2. Pracinostat 

 

Pracinostat is a potent inhibitor of class I, II and IV HDACs that selectively 

accumulates in tumour tissue and has been shown to be approximately 2-fold 

more potent than other HDACi (489, 490). To date, there has been no research 

published into the potential of pracinostat has a radiosensitiser, however it has 

been demonstrated to have anti-cancer effects, and has been tested in clinical 

trials, particularly in haematological malignancies (493-497). More recently, 

there has been some investigation into pracinostat’s effects in solid tumours, 

revealing that pracinostat can cause cell death and inhibit migration and 

invasion in colorectal cancer, breast cancer, and GBM cells (489, 498, 499).  

 

7.4. Confirmation of radiosensitisers 

 

Further validation experiments were carried out in both 2D and 3D models to 

confirm the observation that CUDC-101 and pracinostat can act as 

radiosensitisers (summarised in Table 7.3). In spheroid experiments, 1 µM 

CUDC-101 observably reduced spheroid growth in combination with a 

clinically relevant dose of 2 Gy X-rays to a statistically significant level. 

Similarly, 1 µM pracinostat plus 2 Gy X-rays significantly reduced spheroid 

growth compared to the irradiated controls. Analysis of spheroid growth 

relative to radiation dose following inhibitor treatment revealed that 1 µM 

CUDC-101 caused a clear reduction in growth relative to the DMSO controls, 

indicating that CUDC-101 is working synergistically with IR to reducing 

spheroid growth. On the other hand, this similar method of analysis shows 

that pracinostat does radiosensitise FaDu spheroids at 1 µM, but in an additive 

manner. Clonogenic survival assays were also used to assess the potential of 

CUDC-101 and pracinostat as radiosensitisers, using multiple HPV-negative 
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HNSCC cell lines: FaDu, A253, UM-SCC-11b and UM-SCC-12 (p53-mut), UM-

SCC-6 and UM-SCC-17A (p53-WT). In FaDu cells, CUDC-101 dramatically 

reduced colony survival, particularly at a dose of 4 Gy X-rays, and this was 

statistically significant across the whole dataset. In a similar manner, 

pracinostat also dramatically reduced SF compared to controls, particularly at 

a 4 Gy dose, and this was statistically significant. In A253 cells, both inhibitors 

reduced SF compared to controls, however the differences were not 

statistically significant for either drug, most likely as a result of variation in the 

results. In UM-SCC-12 cells, CUDC-101 treatment slightly reduced survival 

compared to controls, however not to a statistically significant degree. 

Pracinostat appeared to slightly reduce SF in UM-SCC-12 cells at all doses of 

IR, although the difference was not statistically significant. In UM-SCC-17A 

cells, CUDC-101 markedly reduced SF compared to controls, and pracinostat 

caused a decrease in SF particularly at 4 Gy, albeit neither of these were 

significant. In UM-SCC-6 cells at all doses of IR, both CUDC-101 and 

pracinostat treatments enhanced survival compared to controls – although 

neither to a statistically significant degree. CUDC-101 enhanced SF in UM-

SCC-11b cells at all doses of X-rays, again not to a significant degree, while in 

contrast pracinostat markedly reduced SF in UM-SCC-11b cells at IR doses to 

a statistically significant degree.  

 

As CUDC-101 is a multi-targeting inhibitor of HDACs and EGFR, two EGFR 

inhibitors were also analysed, as was the HDACi mocetinostat. In both 2D and 

3D models, the EGFR inhibitors lidocaine HCl and genistein did not exert any 

radiosensitisation effect on HNSCC cells, regardless of the cell line, inhibitor 

concentration or dose of X-rays. This observation replicates what has been 

seen in clinical trials, in which EGFR inhibitors plus IR results in inferior 

survival in comparison to the standard of care, cisplatin plus IR (583, 584).  

Mocetinostat only slightly radiosensitised FaDu spheroids, and also 
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somewhat reduced clonogenic survival in FaDu, A253 and UM-SCC-12 cells, 

although not to a significant degree. These data imply that the 

radiosensitisation of FaDu cells seen following CUDC-101 treatment is likely 

due to the HDAC-inhibiting activity of the drug, as opposed to the EGFR-

inhibiting capacity. Furthermore, the cell line-dependent manner in which 

CUDC-101 and pracinostat appear to be working seems to be linked to the p53 

status of the cells. In the p53-mut cell lines FaDu, A253, and UM-SCC-12, both 

pracinostat and CUDC-101 did reduce clonogenic survival - although 

disappointingly the overall reduction in SF was not statistically significant in 

either A253 or UM-SCC-12 cell lines. Both inhibitors enhanced survival in the 

p53-WT cell line UM-SCC-6, however, in UM-SCC-17A cells, which are also 

p53-WT, both CUDC-101 and pracinostat seemed to exert a slight 

radiosensitisation effect – albeit not significantly. Interestingly, CUDC-101 

enhanced survival in p53-mut UM-SCC-11b cells, while pracinostat caused a 

significant radiosensitisation effect. These observations suggest that, while p53 

status may be an important factor in the effectiveness of CUDC-101 and 

pracinostat treatments, there are other conditions involved that are 

influencing the cell line-dependent manner in which these inhibitors are 

working.  

 

These observations have generated some interesting and novel findings. 

CUDC-101 has been shown to radiosensitise other cancer types (402, 403), but 

no research to date has been published showing its effectiveness in HNSCC. 

Here, I have demonstrated its effectiveness in radiosensitising FaDu cells in 

vitro.  The radiosensitising potential of pracinostat has not been shown 

experimentally in any tumour type, and in this research, I have demonstrated 

its ability to significantly radiosensitise both FaDu and UM-SCC-11b cell lines 

in vitro.  
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Table 7.3: Summary of inhibitors in various cell models 
 
Summary of the effects of each of the five final drugs tested in each of the various cell models. + : 
radiosensitisation observed to a statistically significant degree; - : no radiosensitisation observed 

 

7.5. HDACi Alter the DNA Damage Response in HNSCC Cells 

 

As mentioned above, HDACs have been implicated in the regulation of the 

DDR. HDAC1 and HDAC2 swiftly localise to sites of IR-induced DNA 

damage, where they regulate H3K56 acetylation, which decreases following 

damage induction. Class I/II HDAC inhibitors can impact this localisation 

(387). Moreover, siRNA-mediated depletion of HDAC1/2 has been shown to 

cause hypersensitivity to IR, DNA damage-induced phosphorylation of 

CHK1/2 and p53, and increased levels of γH2AX. In the same study, it was 

found that in HDAC1/2-depleted cells, there is a persistence of Ku70 and 

Artemis at DNA damage sites (387). Research has also demonstrated the 

importance of HDAC3 function for efficient DSB repair. In MEFs, the 

inactivation of HDAC3 results in a higher sensitivity to DNA-damaging 

agents doxorubicin and cisplatin (388). Interestingly, research also shows that 

HDAC3 is not recruited to sites of DNA damage, nor does the loss of HDAC3 

affect the localisation of key DDR proteins, including RAD51, BRCA1, and 

MRE11, suggesting that the loss of HDAC3 impedes the DDR by targeting the 

chromatin structure rather than impacting specific repair proteins (389). 

Meanwhile, HDAC4 has been shown to localise to nuclear foci post-

irradiation, and these foci demonstrate similar kinetics to 53BP1 foci. In fact, 

further investigation revealed that HDAC4 and 53BP1 colocalise to sites of 

Drug 
Spheroids Clonogenics 

FaDu FaDu A253 
UM-

SCC-12 
UM-

SCC-6 
UM-

SCC-17A 
UM-

SCC-11b 
Lidocaine HCl - - - - - - - 

Genistein - - - - - - - 
CUDC-101 + + - - - - - 

Mocetinostat - - - - - - - 
Pracinostat + + - - - - + 
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DSBs and may maintain the stability of one another, as a reduction in levels of 

53BP1 were observed upon HDAC4 silencing, and vice versa. Additionally, 

either HDAC4 or 53BP1 silencing decreases 53BP1 foci upon DNA damage, 

further supporting the notion that HDAC4 is involved in the repair of DSBs 

(390). HDAC6 has been demonstrated to have a significant role in DNA MMR, 

via interactions with MLH1 and MSH2, while HDAC9/10 have been 

implicated in the HR pathway, as siRNA-mediated reduction of HDAC9/10 

reduced HR activity and sensitised cells to mitomycin C (393). The 

mechanisms behind the roles of HDAC9/10 in HR, however, are yet to be 

elucidated. 

 

Despite the lack of evidence regarding CUDC-101 and pracinostat specifically, 

there is research suggesting that inhibition of HDAC1 and HDAC3 with the 

drug entinostat alters the expression of several DDR proteins, including 

BRCA1, PolB, MRE11A and RPA1 (585). HDAC1 has also been linked to the 

expression of ATM, ATR and BRCA1 (387). Another HDACi, vorinostat, has 

been shown to downregulate BRCA1, CHK1, Rad51, Rad50 and MRE11 in 

cancer cells (586, 587) and deacetylates MLH1 on lysines 33, 241, 361 and 377, 

which prevents the formation of the MutL⍺-MutS⍺ complex, thus inhibiting 

the MMR pathway (391). In addition to this, HDAC6 has been reported to 

reduce the stability of the MSH2 via its deacetylation (392). Finally, there is 

some evidence to suggest that HDAC9 and HDAC10 are involved in the DDR, 

specifically HR. One study demonstrated that an siRNA-mediated decrease in 

levels of HDAC9/10 significantly reduced the activity of the HR pathways, and 

sensitised cells to mitomycin C (393). However, the mechanism behind this is 

currently unclear. As both CUDC-101 and pracinostat are broad spectrum 

inhibitors of HDACs, their activity could therefore be impairing correct 

expression of DDR proteins, which could then be linked to the observed 
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radiosensitisation seen following CUDC-101 and pracinostat treatments in 

HNSCC. There has been some previous research to suggest that CUDC-101 

can impair the DDR, for example, data from a scientific conference report 

showed that gH2AX foci were retained in breast cancer and GBM cells 

following combined CUDC-101 and IR treatment (403). On the other hand, 

there has been no research to date linking pracinostat to impaired DNA repair. 

However, as discussed in chapter 6, my research uncovered the novel finding 

that in HNSCC cells, both pracinostat and CUDC-101 impair the DDR, 

specifically DSB repair, following X-ray irradiation.  

 

Utilising the neutral comet assay, I demonstrated that DSB repair is delayed in 

FaDu cells following HDACi treatment via CUDC-101 and pracinostat. 

Intriguingly, the data also showed that HDACi induces DNA damage in an 

IR-independent manner, as the amount of endogenous DNA damage in 

unirradiated cells was significantly higher in both CUDC-101 and pracinostat-

treated cells in comparison to controls. A similar result was observed in UM-

SCC-11b cells, in that pracinostat caused a significant impairment of DSB 

repair following X-ray irradiation. To further support the theory that 

impairments in the DDR were causing the observed HDACi-induced 

radiosensitisation, I also carried out neutral comet assays using UM-SCC-12 

cells, which were not radiosensitised by HDAC inhibition. As expected, there 

was no significant difference in DSB repair kinetics between the cells treated 

with HDACi and the DMSO controls. As well as analysing DSB repair kinetics 

with the neutral comet assay, I also assessed gH2AX foci as a marker of DNA 

damage. In FaDu cells, both pracinostat and CUDC-101 treatment resulted in 

a persistence of gH2AX foci. Cells treated with either inhibitor had a 

significantly higher number of foci per cell compared to controls, specifically 

at 4-hours post-IR. These data strongly support the data from neutral comet 
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assays, proving that these inhibitors do impair the DDR in FaDu cells. In UM-

SCC-11b cells, the differences observed between pracinostat-treated cells and 

controls were even more striking. At all the time points analysed post-IR, there 

were significantly higher numbers of gH2AX foci per cell after pracinostat 

treatment in comparison to DMSO controls. Again, this provides further 

validation that pracinostat alters the DDR in UM-SCC-11b cells.  Thus, I can 

conclude that pracinostat and CUDC-101 impair DSB repair following IR in a 

cell line-dependent manner. Moreover, there is also evidence to suggest that 

these inhibitors may induce DNA damage as a single-agent therapy.   
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CHAPTER 8: CONCLUSIONS AND FUTURE 

PERSPECTIVES 

 

8.1. Conclusions 

 

In summary, over the course of this research I have successfully performed a 

screen of 183 FDA-approved drugs, examining their impact on the 

radiosensitivity of HPV-negative HNSCC. Following multiple validation 

experiments in both 2D and 3D models, I confirmed the novel observation that 

two drugs, pracinostat – a potent HDAC inhibitor – and CUDC-101 – a 

multitargeting HDAC and EGFR inhibitor – can successfully radiosensitise 

FaDu (both inhibitors) and UM-SCC-11b (pracinostat only) cells. Further 

investigation into the mechanisms behind this observation revealed that both 

drugs had a significant impact on the cellular DDR, causing an impairment of 

repair and persistence of DSB damage.  

 

At the start of this research, I hypothesised that, by analysing an FDA-

approved drug library, I could identify specific inhibitors that had potential to 

be used as effective radiosensitisers of relatively radioresistant HPV-negative 

HNSCC. Within this project, I have successfully completed the aims I set out 

to achieve: 

 

• Utilising a 3D spheroid model, through drug screening I identified 17 

candidate inhibitors that seemed to be radiosensitising FaDu cells. 

• I used 2D and 3D models to validate the effects of these candidates, and 

identified two inhibitors, CUDC-101 and pracinostat, that appeared to act as 

radiosensitisers. 
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• I successfully demonstrated that CUDC-101 radiosensitises FaDu cells 

in both a 3D spheroid model and a 2D clonogenic model, however, does not 

exert a significant radiosensitisation effect on other HNSCC cell lines tested. 

• I successfully revealed the novel finding that pracinostat can 

radiosensitise FaDu spheroids, as well as reduce survival in FaDu and UM-

SCC-11b cells following IR exposure. 

• Through analysis of DNA repair kinetics, I showed that CUDC-101 and 

pracinostat can induce damage as single agent treatments, as well as impairing 

the repair of DNA DSBs following exposure to X-rays. 

 

8.2. Future Perspectives 

 

This research has provided crucial advancements in the field of HNSCC 

radiosensitivity. It is vital that more methods of improving patient response to 

radiotherapy are identified to improve survival and quality of life. The next 

stages of this work would be to carry out further investigation of the 

mechanisms behind the impairment of DNA repair following HDACi, and to 

test the effects of these drugs on healthy cells. Ideally, these inhibitors would 

be tested in non-cancerous cell lines from the same sites of origin as the 

HNSCC cells, allowing for direct comparisons in survival. Previous research 

has suggested that HDACi can alter the expression of several key DDR 

proteins (385, 387, 389-391, 393), and it would be crucial to understand the 

specific manner in which CUDC-101 and pracinostat could be altering the 

DDR. For example, techniques such as immunoblotting can be used to analyse 

the impact of HDAC inhibition on the expression or activation of key proteins 

involved in the DDR. Furthermore, CUDC-101 and pracinostat, through their 

HDAC-inhibiting activity, can alter the structure of chromatin, which is highly 

dynamic depending on the needs of the cell. PTMs alter the structure of 

chromatin by changing the amount of interaction between the double helix 
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and histone complexes. Histone acetylation neutralises the positive charge of 

the histone octamer, thus weakening the histone-DNA interactions and 

resulting in the open, euchromatic structure (285). On the other hand, 

deacetylation preserves the stronger attraction between the DNA and the 

histones, maintaining a closed heterochromatic structure. Upon exposure to 

IR, any DNA within euchromatic regions is more accessible, and consequently 

much more sensitive to IR-induced damage. In order to elucidate the structure 

of chromatin to confirm this hypothesis, a variety of sequencing techniques 

can be used, including chromatin immunoprecipitation followed by 

sequencing (ChIP-seq), in which DNA sequences associated with specific 

histone modifications can be identified, allowing the determination of either 

euchromatin or heterochromatin structure (588). Moreover, the assay for 

transpose-accessible chromatin using sequencing (ATAC-seq) allows for the 

assessment of chromatin accessibility at a genome wide level (589). There has 

been a significant number of studies linking cellular radiosensitivity to 

chromatin structure (590-594). HDAC inhibitors, by preventing the removal of 

acetyl groups and the transition to the closed heterochromatin structure, 

increase the proportion of DNA that is exposed to IR, thus increasing cellular 

radiosensitivity. In fact, the results from neutral comet assays and 

immunofluorescent staining carried out in this research did suggest that 

CUDC-101 and pracinostat as single-agent treatments are sufficient to increase 

DNA damage, and this could be a result of increased susceptibility to 

endogenous sources of damage.  

 

As a cell line-dependent effect was seen in this research, it will be important 

to fully understand the conditions under which CUDC-101 and pracinostat 

can effectively radiosensitise HNSCC cells. This will involve testing a wider 

variety of cell lines, including those from more sites of origin – the majority of 

cell lines used in this research came from the oral cavity, with the exception of 
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FaDu and UM-SCC-6, which originated in the hypopharynx and tongue, 

respectively. Moreover, it is important to study the effects of these inhibitors 

in cell lines with differing p53 statuses, as this research revealed that p53-mut 

cell lines may be more sensitive to HDACi – however it is clear more factors 

are involved, such as the origin site of the tumour. This research only focused 

on HPV-negative cell lines, as HPV-negative cases of HNSCC are known to be 

more radioresistant. However, CUDC-101 and pracinostat may also be 

effective at radiosensitising HPV-positive HNSCCs, and thus it is important 

that these cell lines are also represented in future experiments. Utilising more 

advanced 3D models of HNSCC will be highly beneficial for future research, 

as the observations would be more representative of those seen in patient 

tumours. This includes the use of patient-derived organoids, which have 

previously been successfully established, and have been shown to predict 

drug sensitivity as well as accurately represent the original tumours from 

which they were derived (595). This would eventually develop into in vivo 

animal models, particularly xenografts on mice, followed by human clinical 

trials in the future.  

 

Furthermore, researching the activity of these drugs under hypoxic conditions 

will also be of high importance, due to the hypoxic cores present in most solid 

tumours. Tumour hypoxia develops as a result of imbalances between oxygen 

supply and demand. In HNSCC, hypoxia has been shown to contribute to 

radioresistance and treatment failure (596), and hypoxic conditions in the 

tumour core result in reduced levels of IR-induced DNA damage (165-168). 

Experimentally, cells should be grown and irradiated under different hypoxic 

conditions, such as mild and severe (1 % and 0.1 % O2, respectively), and 

compared to normoxia (21 % O2), and the effects of CUDC-101 and pracinostat 

on growth, survival, and the expression of hypoxia-related proteins, such as 

HIF, should be analysed. 
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These inhibitors should also be investigated with other forms of radiotherapy, 

including PBT and ultra-high dose FLASH radiotherapy, both of which can 

reduce normal tissue toxicity and thus have a significant impact on patient 

quality of life. PBT is a more targeted treatment than conventional 

radiotherapy due to the low entrance dose, which then increases along the 

radiation track, and peaks at the Bragg peak, after which there is a rapid distal 

fall-off of energy (144). This allows the dose to be targeted to specific regions, 

as well as minimising the dose deposited in healthy tissues. Particle therapy, 

such as PBT, has an increasing LET at and around the Bragg peak, meaning 

there is a large energy deposit within a short distance (597, 598). This is directly 

opposed to low LET radiation, such as X-rays, which deposits a small amount 

of energy over a small distance. Higher LET radiation increases the formation 

of DSBs and CDD compared to low LET radiation, which mostly generates 

base lesions and SSBs (144, 414, 599, 600). There are many biological 

uncertainties associated with PBT as a result of the variable LET, resulting in 

changes to the DNA damage profile induced by the radiation (144, 414). The 

HDACi VPA and panobinostat have previously been shown to radiosensitise 

hepatocellular carcinoma to protons (398, 404), and thus there is justification 

for testing the effects of CUDC-101 and pracinostat in combination with PBT 

for HNSCC. FLASH radiotherapy utilises ultra-high dose rates greater than 40 

Gy/s – this is a stark contrast to conventional dose rates, which are 

approximately 2 Gy/min (601). This ultra-high dose rate results in the so-called 

‘FLASH effect’, which is the decrease in IR-induced toxicities in normal tissue 

with the maintenance of tumour cytotoxicity compared to conventional 

radiotherapy (602, 603). The mechanisms behind this FLASH effect are yet to 

be fully elucidated, although there are a number of hypotheses, including the 

oxygen depletion hypothesis, the involvement of ROS, and the inflammatory 

and immune responses (604-611). There are still several uncertainties 
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surrounding FLASH radiotherapy and its potential for clinical translation, as 

there are a variety of factors that must be taken into consideration, including: 

source of radiation, overall radiation dose, pulse rate, duration, width, and 

number, and the total delivery time (601).  

 

In conclusion, the identification of two novel radiosensitisers of HPV-negative 

HNSCC through this research is a key step in improving patient treatment, 

and the cell line-dependent manner in which these inhibitors work presents 

an opportunity for developing personalised radiosensitisation treatment in the 

future.  
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CHAPTER 10: SUPPLEMENTARY DATA 

 

10.1. Validation screen statistical analysis 

 

Statistical analysis was performed on three independent experiments using a 

two-tailed t-test. P-values for each drug are displayed in the tables below, with 

statistically significant values highlighted. 

 

Table 10.1: Stearic Acid 
Day 5 8 10 12 15 
0.03 µM 0.869068585 0.42593498 0.961771415 0.79900158 0.767865666 
0.03 µM + 1 Gy 0.47162588 0.22307478 0.38603808 0.91983136 0.82980938 
1 µM 0.32440362 0.02535171 0.01174329 0.1874652 0.13846981 
1 µM + 1 Gy 0.05877205 0.17378424 0.0460478 0.05634426 0.20723958 
5 µM 0.1113435 0.0883221 0.7225418 0.1305668 0.5850047 
5 µM + 1 Gy 0.1420734 0.3106291 0.7829946 0.1526922 0.0749842 
5 µM + 2 Gy 0.7282571 0.2636631 0.4087946 0.5483649 0.023555 
10 µM 0.2532577 0.1419449 0.5781187 0.5852537 0.0489348 
10 µM + 1 Gy 0.0802221 0.4590108 0.1647714 0.0834042 0.0710191 
10 µM + 2 Gy 0.6234922 0.1996604 0.8808159 0.9344179 0.0489348 

 
Table 10.2: Orantinib 

Day 5 8 10 12 15 
0.03 µM 0.679788875 0.145063902 0.993659529 0.610117027 0.798284237 
0.03 µM + 1 Gy 0.40680739 0.23968579 0.58135948 0.72336734 0.76592271 
1 µM 0.0758672 0.00704198 0.02152624 0.06311611 0.11175854 
1 µM + 1 Gy 0.18407474 0.29461927 0.19177688 0.12760955 0.2427853 
5 µM 0.07844784 0.05078516 0.00215467 0.0184097 0.0174771 
5 µM + 1 Gy 0.81162773 0.18931032 0.02825051 0.05559315 0.04686633 
5 µM + 2 Gy 0.1998743 0.09283748 0.02753744 0.04122783 0.05535132 
10 µM 0.9895645 0.81410708 0.19098046 0.83393619 0.77827266 
10 µM + 1 Gy 0.38281368 0.40010378 0.30413023 0.05533107 0.01703837 
10 µM + 2 Gy 0.46191332 0.23912447 0.82447575 0.81045805 0.77827266 

 
Table 10.3: Apremilast 

Day 5 8 10 12 15 
0.03 µM 0.59709196 0.842218489 0.936284142 0.340741614 0.702230528 
0.03 µM + 1 Gy 0.05176635 0.13308291 0.73404068 0.87610488 0.93962271 
1 µM 0.94186176 0.34612366 0.3020403 0.83391424 0.2007717 
1 µM + 1 Gy 0.38845061 0.47641458 0.88733178 0.90920453 0.76283255 
5 µM 0.60894111 0.12801892 0.18732065 0.09153893 0.89457189 
5 µM + 1 Gy 0.33963028 0.84837121 0.60735419 0.42826373 0.79592363 
5 µM + 2 Gy 0.21897117 0.17208721 0.18262735 0.47235291 0.38126055 
10 µM 0.3653701 0.31047819 0.44369988 0.10452098 0.92084186 
10 µM + 1 Gy 0.78967346 0.44435298 0.10955082 0.07814959 0.27496267 
10 µM + 2 Gy 0.86752525 0.93361513 0.99842298 0.76966589 0.92084186 
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Table 10.4: CUDC-101 
Day 5 8 10 12 15 
0.03 µM 0.717155061 0.829326995 0.760758998 0.154804725 0.061504604 
0.03 µM + 1 Gy 0.31915767 0.22430068 0.78784973 0.6722695 0.35331863 
1 µM 0.15169598 0.03628025 0.07542215 0.72767839 0.41980309 
1 µM + 1 Gy 0.13670468 0.5632376 0.36909183 0.68904007 0.83520883 
5 µM 0.00586599 0.00150166 0.00054233 0.00010794 0.01071439 
5 µM + 1 Gy 0.01599115 0.02364585 0.01230643 0.0275451 0.07505204 
5 µM + 2 Gy 0.18227549 0.02241285 0.04210721 0.0622708 0.05221772 
10 µM 0.26354678 0.00066792 5.7037E-06 1.9629E-05 0.01985212 
10 µM + 1 Gy 0.00795797 0.00941584 0.00797746 0.01634174 0.04127623 
10 µM + 2 Gy 0.04500215 0.00618875 0.01649757 0.03406131 0.01985212 

 
 
Table 10.5: Mocetinostat 

Day 5 8 10 12 15 
0.03 µM 0.19168111 0.580277293 0.938822392 0.228500679 0.646367745 
0.03 µM + 1 Gy 0.30031205 0.19493013 0.69526791 0.70310449 0.30685036 
1 µM 0.90517212 0.00034319 0.00088001 0.00155016 0.00260339 
1 µM + 1 Gy 0.34393526 0.30739676 0.07127442 0.10975227 0.06943291 
5 µM 0.41868971 0.2022418 0.75522013 0.00723922 0.36058318 
5 µM + 1 Gy 0.60558174 0.81594664 0.19378617 0.38191027 0.42554279 
5 µM + 2 Gy 0.98915764 0.98440913 0.30523616 0.97065562 0.52147923 
10 µM 0.05890764 0.14086028 0.82064582 0.40924429 0.47337129 
10 µM + 1 Gy 0.50384861 0.88280285 0.35404846 0.41232969 0.81140733 
10 µM + 2 Gy 0.47006263 0.61574542 0.80785469 0.99203502 0.47337129 

 
 
Table 10.6: Pracinostat 

Day 5 8 10 12 15 
0.03 µM 0.884916502 0.722176005 0.430629814 0.217728652 0.059909318 
0.03 µM + 1 Gy 0.35283744 0.24590626 0.39408425 0.23659893 0.39899224 
1 µM 0.05935883 0.01965221 0.01460409 0.18799874 0.52211657 
1 µM + 1 Gy 0.56912662 0.17081703 0.38744829 0.18029841 0.84175416 
5 µM 0.16458001 0.00199349 3.4049E-05 0.00052889 0.0213011 
5 µM + 1 Gy 0.04665844 0.02709826 0.01306457 0.03448191 0.01225889 
5 µM + 2 Gy 0.18446269 0.02312514 0.03421619 0.00925416 0.02179595 
10 µM 0.91767168 0.10934211 0.71372429 0.69383547 0.50777078 
10 µM + 1 Gy 0.9320723 0.59480982 0.25331151 0.2921685 0.59536801 
10 µM + 2 Gy 0.66525843 0.18046933 0.67563717 0.07763506 0.50777078 

 
 
Table 10.7: Resminostat 

Day 5 8 10 12 15 
0.03 µM 0.745502318 0.243300824 0.646232849 0.411703656 0.664119464 
0.03 µM + 1 Gy 0.82071464 0.25440043 0.26013319 0.74776235 0.82998593 
1 µM 0.31103111 0.02500091 0.03122686 0.28382217 0.22601472 
1 µM + 1 Gy 0.06417847 0.65017612 0.13500471 0.2162467 0.35127285 
5 µM 0.03862241 0.50621991 0.0825941 0.28335989 0.15124777 
5 µM + 1 Gy 0.63525636 0.21058868 0.06612058 0.03153221 0.10558422 
5 µM + 2 Gy 0.68943448 0.48852843 0.06394746 0.22428291 0.04114646 
10 µM 0.11101405 0.97376757 0.17699578 0.73069015 0.02498701 
10 µM + 1 Gy 0.49522878 0.45566318 0.93227892 0.11405977 0.10656341 
10 µM + 2 Gy 0.6623229 0.2350171 0.08809798 0.09684896 0.02098187 
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Table 10.8: Icotinib 
Day 5 8 10 12 15 
0.03 µM 0.125683359 0.389430412 0.749802776 0.756335038 0.695836594 
0.03 µM + 1 Gy 0.33441003 0.22299738 0.64716301 0.47093845 0.50105195 
1 µM 0.99784915 0.14359161 0.22199342 0.6638152 0.50164305 
1 µM + 1 Gy 0.26635311 0.74641405 0.71309027 0.38936066 0.80326788 
5 µM 0.31646629 0.33333586 0.80798288 0.11685324 0.68527962  
5 µM + 1 Gy 0.37530064 0.81627052 0.7637716 0.98132965 0.96510395 
5 µM + 2 Gy 0.4089506 0.75805244 0.44289272 0.95512384 0.90268519 
10 µM 0.92069586 0.2241405 0.30900133 0.73149233 0.42857896 
10 µM + 1 Gy 0.33305204 0.06354717 0.40285649 0.34524501 0.71234859 
10 µM + 2 Gy 0.23750119 0.39438067 0.14884705 0.71858753 0.42857896 

 
 
Table 10.9: Rociletinib 

Day 5 8 10 12 15 
0.03 µM 0.204562792 0.132018955 0.516385449 0.874524204 0.994334812 
0.03 µM + 1 Gy 0.39299973 0.25130793 0.73113806 0.33398732 0.48991855 
1 µM 0.0159314 0.08492461 0.12761216 0.23133046 0.06219199 
1 µM + 1 Gy 0.23516645 0.58756035 0.80305431 0.7860582 0.76445267 
5 µM 0.3856645 0.2145613 0.0728635 0.7011189 0.1642757 
5 µM + 1 Gy 0.9790477 0.503114 0.0721695 0.0692051 0.0607501 
5 µM + 2 Gy 0.163599 0.122448 0.1067678 0.15007 0.1396449 
10 µM 0.3443519 0.58989 0.0879845 0.6577108 0.0046169 
10 µM + 1 Gy 0.9167383 0.6986342 0.0910446 0.0205159 0.1005725 
10 µM + 2 Gy 0.1172226 0.0589182 0.0100831 0.0441895 0.0046169 

 
 
Table 10.10: Lidocaine HCl 

Day 5 8 10 12 15 
0.03 µM 0.192757046 0.915992973 0.906573056 0.574265448 0.884946614 
0.03 µM + 1 Gy 0.54960465 0.25124795 0.56003228 0.76223939 0.70860667 
1 µM 0.01326276 0.00310119 0.00194322 0.01397275 0.00238619 
1 µM + 1 Gy 0.06866937 0.2609029 0.11527928 0.12832289 0.29034351 
5 µM 0.3427304 0.630182 0.0438548 0.7054476 0.1272723 
5 µM + 1 Gy 0.4790256 0.229396 0.1115552 0.0473709 0.1018078 
5 µM + 2 Gy 0.5009077 0.4814635 0.0491461 0.1875482 0.07422 
10 µM 0.0023537 0.1340693 0.0356791 0.456842 0.0068983 
10 µM + 1 Gy 0.3622161 0.0603121 0.061077 0.0767258 0.1201946 
10 µM + 2 Gy 0.0268349 0.017791 0.0067247 0.0185028 0.0068983 

 
 
Table 10.11: Afatinib 

Day 5 8 10 12 15 
0.03 µM 0.741624566 0.603226911 0.871263549 0.678708059 0.729387642 
0.03 µM + 1 Gy 0.22533275 0.22087587 0.89896473 0.87450644 0.73240046 
1 µM 0.00528982 0.00149891 0.00158099 0.01658008 0.00701846 
1 µM + 1 Gy 0.07387304 0.12270577 0.03217719 0.07245792 0.21167253 
5 µM 0.08078079 0.05946831 0.07263139 0.09484175 0.01959006 
5 µM + 1 Gy 0.53912329 0.77106702 0.9606423 0.50229721 0.52035762 
5 µM + 2 Gy 0.52559701 0.23710876 0.66346117 0.83446296 0.55540286 
10 µM 0.13217265 0.02486138 0.00932653 0.0033821 0.83588274 
10 µM + 1 Gy 0.29135076 0.02512479 0.06052232 0.91471605 0.6610442 
10 µM + 2 Gy 0.90403865 0.55988466 0.90069487 0.6138535 0.83588274 
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Table 10.12: Genistein 
Day 5 8 10 12 15 
0.03 µM 0.19057389 0.446681843 0.289880704 0.030022302 0.05519134 
0.03 µM + 1 Gy 0.27954339 0.16298557 0.20978986 0.65216475 0.54585349 
1 µM 0.06371076 0.06365934 0.05214467 0.10102562 0.1783287 
1 µM + 1 Gy 0.27942912 0.79356065 0.09746788 0.21930916 0.57773405 
5 µM 0.6366155 0.525491 0.1709202 0.5805211 0.322862 
5 µM + 1 Gy 0.6491608 0.1837904 0.0662892 0.0459113 0.0744657 
5 µM + 2 Gy 0.3005236 0.0442919 0.0200957 0.1314902 0.0560279 
10 µM 0.0758455 0.3628533 0.697595 0.2309061 0.0989375 
10 µM + 1 Gy 0.6821156 0.9663203 0.9940496 0.0940113 0.1460341 
10 µM + 2 Gy 0.4764567 0.3633363 0.0933513 0.221912 0.0989375 

 
 
Table 10.13: Dexrazoxane HCl 

Day 5 8 10 12 15 
0.03 µM 0.658704223 0.739779023 0.758358115 0.595371009 0.888039148 
0.03 µM + 1 Gy 0.33994679 0.19153679 0.33937269 0.39062608 0.24538158 
1 µM 0.65222761 0.07230254 0.15546165 0.25202698 0.34811808 
1 µM + 1 Gy 0.74010134 0.2265484 0.47878215 0.4384984 0.2186797 
5 µM 0.21940548 0.60560923 0.0795479 0.06384014 0.09156486 
5 µM + 1 Gy 0.80659672 0.44623881 0.19966832 0.3219796 0.09062806 
5 µM + 2 Gy 0.0625083 0.10507364 0.04367515 0.14254856 0.04712934 
10 µM 0.81471848 0.77019039 0.79605788 0.65133984 0.33292732 
10 µM + 1 Gy 0.36103906 0.16381792 0.26759688 0.20742321 0.2277727 
10 µM + 2 Gy 0.4688151 0.38953402 0.38822385 0.92138735 0.33292732 

 
 
Table 10.14: Novobiocin Sodium 

Day 5 8 10 12 15 
0.03 µM 0.408934727 0.558455503 0.987059966 0.282254821 0.623242404 
0.03 µM + 1 Gy 0.62394217 0.1790186 0.95979446 0.59925301 0.38184396 
1 µM 0.85626558 0.14487986 0.40376547 0.90599359 0.93187059 
1 µM + 1 Gy 0.51905716 0.31479152 0.71746055 0.8331599 0.76267723 
5 µM 0.76472794 0.22750698 0.00165713 0.54366719 0.22008294 
5 µM + 1 Gy 0.41024524 0.36875047 0.53726066 0.45699018 0.6931965 
5 µM + 2 Gy 0.49936619 0.18230859 0.11051275 0.48996721 0.09534479 
10 µM 0.27970712 0.94208869 0.83873832 0.58714821 0.11258549 
10 µM + 1 Gy 0.70633395 0.3848775 0.47980967 0.04727221 0.05667627 
10 µM + 2 Gy 0.69788938 0.36937313 0.12004549 0.46834763 0.11258549 

 
 
Table 10.15: Enoxacin 

Day 5 8 10 12 15 
0.03 µM 0.414573736 0.567910608 0.958073227 0.365644396 0.846951151 
0.03 µM + 1 Gy 0.49178285 0.21836025 0.43572965 0.24892771 0.19773134 
1 µM 0.96426867 0.02265345 0.13919514 0.22277799 0.15623799 
1 µM + 1 Gy 0.65687825 0.38779436 0.6803282 0.79975655 0.92045854 
5 µM 0.6135752 0.2202 0.2476182 0.4548481 0.7146758 
5 µM + 1 Gy 0.4785445 0.547819 0.6043829 0.8100522 0.9591176 
5 µM + 2 Gy 0.4554216 0.7328783 0.2543391 0.8393757 0.4594255 
10 µM 0.7290987 0.6789527 0.4154612 0.6296395 0.0299739 
10 µM + 1 Gy 0.3341821 0.2887452 0.146972 0.1340475 0.0852249 
10 µM + 2 Gy 0.0692271 0.0179104 0.0221754 0.2002852 0.0299739 
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Table 10.16: Fidaxomicin 

Day 5 8 10 12 15 
0.03 µM 0.403043572 0.82797784 0.280013317 0.201492257 0.18884375 
0.03 µM + 1 Gy 0.14697125 0.16185827 0.95994911 0.62337314 0.2815301 
1 µM 0.45925944 0.13373865 0.04941407 0.24123171 0.10245529 
1 µM + 1 Gy 0.06528279 0.65815294 0.27885234 0.3670519 0.63388336 
5 µM 0.59448026 0.8108174 0.00189633 0.22052819 0.09744302 
5 µM + 1 Gy 0.50650155 0.86983488 0.96392268 0.51119896 0.55595389 
5 µM + 2 Gy 0.58539041 0.9815267 0.22866421 0.76896305 0.32294661 
10 µM 0.42766256 0.71571106 0.04397072 0.88436173 0.00688249 
10 µM + 1 Gy 0.59274591 0.90163065 0.0214468 0.08727358 0.03384106 
10 µM + 2 Gy 0.27441876 0.01816732 0.01910918 0.02911735 0.00688249 

 
 
Table 10.17: Mupirocin 

Day 5 8 10 12 15 
0.03 µM 0.221147684 0.393815234 0.455748791 0.896664243 0.676817424 
0.03 µM + 1 Gy 0.2817653 0.19299278 0.88268693 0.72694715 0.84836682 
1 µM 0.13632727 0.08063807 0.08295081 0.4899615 0.38284003 
1 µM + 1 Gy 0.56156101 0.49489094 0.40401077 0.45172962 0.54758354 
5 µM 0.57978965 0.24781225 0.19682725 0.78479456 0.6570467 
5 µM + 1 Gy 0.66674813 0.6461824 0.80322765 0.384769 0.38665262 
5 µM + 2 Gy 0.3641803 0.2950914 0.12678019 0.30267169 0.23101489 
10 µM 0.8723086 0.76513273 0.03193313 0.14603922 0.14037381 
10 µM + 1 Gy 0.79161284 0.22458439 0.06172174 0.06012126 0.24105379 
10 µM + 2 Gy 0.49626198 0.19581805 0.06503543 0.17810914 0.14037381 
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CHAPTER 11: APPENDIX I 

 

11.1.1. Cell Growth and Survival Candidates 

 

In the initial drug screen, the NF-kB inhibitor stearic acid appeared to 

radiosensitise FaDu spheroids at 1 µM, with a relative percentage growth of 

40 % in comparison to X-ray controls. However, this effect was not seen in the 

initial validation experiments (figure 11.1a). 0.03 µM stearic acid treatment 

resulted in a growth rate comparable to DMSO controls at both 0 Gy and 1 Gy 

while 1 µM alone only slightly reduced overall growth, but to a statistically 

significant degree in both unirradiated and irradiated conditions (p < 0.05; t-

test, see supplementary table 10.1). Interestingly, the higher concentrations of 

stearic acid appeared to markedly enhance growth at all radiation doses 

(figure 11.1b). Both 5 µM and 10 µM plus 2 Gy x-rays were significantly higher 

than DMSO controls on day 15 (p < 0.05; t-test, supplementary table 10.1). 

Overall, there is no strong evidence from this data that stearic acid is 

radiosensitising FaDu spheroids.  

 
Orantinib appeared to radiosensitise spheroids at the low concentration of 0.03 

µM in the initial drug screen. In the initial validation experiments (figure 

11.2a), 0.03 µM treatment resulted in spheroids with comparable growth levels 

to the relevant controls at both 0 Gy and 1 Gy, while 1 µM orantinib was 

slightly impairing spheroid growth – this difference was statistically 

significant on days 8 and 10 post-seeding (p < 0.05, respectively; t-test, 

supplementary table 10.2). As with stearic acid treatment, the high 

concentrations of 5 µM and 10 µM orantinib unexpectedly seemed to be 

promoting growth more than the low concentrations (figure 11.2b). 5 µM 

significantly promoted growth at both doses of IR (p < 0.05; t-test, 

supplementary table 10.2). 10 µM had a similar effect, but only at a radiation 
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dose of 1 Gy (p < 0.05; t-test, supplementary table 10.2). Overall, I cannot 

conclude from this data that orantinib can radiosensitise FaDu spheroids. 

 

Similar to orantinib, apremilast appeared to radiosensitise spheroids in the 

initial drug screen at the low concentration of 0.03 µM, however, the inhibitor 

did not have this effect in the initial validation experiments, where neither 

concentration of apremilast did not cause a statistically significant difference 

in growth at any time point (figure 11.3a; t-test, supplementary table 10.3).5 

µM apremilast enhanced spheroid growth compared to controls at all 

radiation doses, while 10 µM decreased growth at both x-ray doses – but 

enhanced growth as a single agent (figure 11.3b). None of these differences 

were statistically significant, and  I can conclude from this data that apremilast 

does not radiosensitise FaDu spheroids. 
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Figure 11.1: Spheroid growth following stearic acid treatment 

 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. Stearic 
acid was then added at two concentrations, either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. 24 hours 
after inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy X-rays. 
Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to 
measure the fold increase in growth over time. The data are presented as mean ± SEM of triplicate wells 
and are representative of three independent experiments. 
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Figure 11.2: Spheroid growth following orantinib treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Orantinib was then added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 24 hours of 
inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy X-rays. Images 
of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to measure 
the fold increase in growth over time. The data are presented as mean ± SEM of triplicate wells and are 
representative of three independent experiments. 
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Figure 11.3: Spheroid growth following apremilast treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Afatinib was then added at two concentrations: either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 
µM. Following 24 hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or 
(b) 1 Gy and 2 Gy X-rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 
post-seeding, which were used to measure the fold increase in growth over time. The data are 
presented as mean ± SEM of triplicate wells and are representative of three independent 
experiments. 
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11.1.2. Chromatin Organisation Candidates 

 

Mocetinostat appeared to be radiosensitising spheroids at 1 µM in the initial 

drug screen. In the first set of validation experiments (figure 11.4a), 0.03 µM 

mocetinostat increased spheroid growth when combined with IR, while 1 µM 

mocetinostat plus X-rays reduced growth, although not to a statistically 

significant level.  When using higher concentrations, both concentrations of 

mocetinostat when combined with X-rays observably enhanced spheroid 

growth in comparison to irradiated controls (figure 11.4b), and overall, there 

is no significant data to suggest this inhibitor can act as a radiosensitiser.  

 

Resminostat appeared to be radiosensitising spheroids in the initial screen at 

the low concentration of 0.03 µM, however, in the first validation experiments, 

neither concentration of resminostat caused a dramatic reduction of growth 

when combined with 1 Gy X-rays (figure 11.5a). When the more intense 

treatments of 5 µM and 10 µM inhibitor were used, resminostat enhanced 

spheroid growth regardless of treatment condition (figure 11.5b). Based on 

these data, it appears that resminostat cannot radiosensitise FaDu spheroids. 
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Figure 11.4: Spheroid growth following mocetinostat treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Following this, mocetinostat was added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. 
Following 24 hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy 
and 2 Gy X-rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, 
which were used to measure the fold increase in growth over time. The data are presented as mean ± 
SEM of triplicate wells and are representative of three independent experiments. 
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Figure 11.5: Spheroid growth following resminostat treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Following this, resminostat was added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 
24 hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy X-
rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were 
used to measure the fold increase in growth over time. The data are presented as mean ± SEM of 
triplicate wells and are representative of three independent experiments. 
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11.1.3. Cell Signalling Candidates 

 

In the initial drug screen, the EGFR inhibitor icotinib appeared to be 

radiosensitising spheroids at a concentration of 0.03 µM, while in the first set 

of validation experiments, neither concentration had a marked impact on 

growth (figure 11.6a). 5 µM icotinib plus X-rays – both 1 Gy and 2 Gy – had 

almost no effect on spheroid growth, while 10 µM treatment markedly 

increased spheroid growth at both doses of X-rays (figure 11.6b). None of these 

differences were statistically significant (t-test, supplementary table 10.8), and 

from this data, I cannot draw a conclusion that icotinib can radiosensitise FaDu 

spheroids. 

 

Rociletinib seemed to have radiosensitising ability at a concentration of 1 µM 

in the initial drug screen, however this was not replicated in the initial 

validation experiments, where both concentrations of rociletinib enhanced 

spheroid growth when combined with X-rays (figure 11.7a). Similarly, the 

higher concentrations of 5 µM and 10 µM were also found to markedly 

enhanced spheroid growth compared to the DMSO controls (figure 11.7b). 

This enhancement was statistically significant following 5 µM plus 1 Gy X-rays 

and 10 µM plus 2 Gy X-rays (p < 0.05; t-test, supplementary table 10.9). From 

this data, I can conclude that rociletinib does not radiosensitise FaDu 

spheroids, and in fact may be promoting spheroid radioresistance. 

 

Lidocaine HCl appeared to be having a striking radiosensitisation effect in the 

initial drug screen, as at a low concentration of 0.03 µM the spheroid growth 

was reduced to 17 % relative to controls following exposure to IR. In contrast, 

no radiosensitisation was observed in the first set of validation experiments 

(figure 11.8a). 0.03 µM lidocaine HCl plus 1 Gy X-rays enhanced spheroid 

growth compared to controls, while 1 µM caused a slight reduction. In the 
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second set of validation experiments (figure 11.8b), neither 5 µM nor 10 µM 

caused a reduction in spheroid growth. Quite the opposite, both treatments 

caused a striking and statistically significant increase in spheroid growth by 

the end of the experiment – except 10 µM plus 1 Gy X-rays, which did not show 

statistical significance (p < 0.05; t-test, supplementary table 10.10).  From this 

data, I can conclude that while lidocaine HCl combined with IR is a more 

effective treatment than IR alone when used at a concentration of 1 µM, there 

is no observed radiosensitisation following use of this inhibitor.  

 

In the initial drug screen, afatinib appeared to be radiosensitising FaDu 

spheroids at the low concentration of 0.03 µM, however, in the first set of 

validation experiments, 0.03 µM afatinib plus 1 Gy X-rays was comparable to 

the irradiated controls at all time points (figure 11.9a). The addition of 1 Gy X-

rays to 1 µM afatinib only slightly reduced overall growth, however this was 

statistically significant (p < 0.05; t-test, supplementary table 10.11). In the 

second set of validation experiments (figure 11.9b), 5 µM afatinib plus 1 Gy X-

rays seemed to enhance growth in comparison to DMSO plus 1 Gy, while in 

contrast, 10 µM afatinib reduced spheroid growth when combined with 1 Gy 

X-rays, but only to a minor degree, although this was statistically significant 

(p < 0.05; t-test, supplementary table 10.11). When combined with 2 Gy, both 

concentrations of afatinib caused a higher overall growth relative to controls 

by the end of the experiment. At this point, there is insufficient evidence to 

support the hypothesis that afatinib can radiosensitise FaDu spheroids. 

 

In the initial drug screen, genistein appeared to be radiosensitising spheroids 

at a concentration of 1 µM. In the first set of validation experiments, both 0.03 

µM and 1 µM reduced overall spheroid growth when combined with X-rays, 

but not to a marked or statistically significant degree (figure 11.10a). In the 

second set of validation experiments (figure 11.10b), spheroids treated with 5 
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µM genistein plus both 1 Gy and 2 Gy X-rays grew at a consistently higher rate 

than controls, and the enhancement of growth was statistically significant (p < 

0.05; t-test, supplementary table 10.12). 10 µM genistein in combination with 1 

Gy X-rays also enhanced growth when combined with either dose of X-rays, 

although there was a lack of statistical significance. From these experiments, it 

appears clear that genistein does not radiosensitise FaDu spheroids. 
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Figure 11.6: Spheroid growth following icotinib treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation, after 
which icotinib was added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 24 hours 
of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy X-rays. 
Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to 
measure the fold increase in growth over time. The data are presented as mean ± SEM of triplicate wells 
and are representative of three independent experiments. 
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Figure 11.7: Spheroid growth following rociletinib treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. After 
this time, rociletinib was added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 24 
hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy X-rays. 
Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were used to 
measure the fold increase in growth over time. The data are presented as mean ± SEM of triplicate wells 
and are representative of three independent experiments. 
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Figure 11.8: Spheroid growth following lidocaine HCl treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. After 
this time, lidocaine HCl was added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 
24 hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy X-
rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were 
used to measure the fold increase in growth over time. The data are presented as mean ± SEM of 
triplicate wells and are representative of three independent experiments. 
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Figure 11.9: Spheroid growth following afatinib treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Afatinib was subsequently added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 
24 hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy 
X-rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which 
were used to measure the fold increase in growth over time. The data are presented as mean ± SEM 
of triplicate wells and are representative of three independent experiments. 
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Figure 11.10: Spheroid growth following genistein treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Genistein was subsequently added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 
24 hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy X-
rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were 
used to measure the fold increase in growth over time. The data are presented as mean ± SEM of 
triplicate wells and are representative of three independent experiments. 
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11.1.4. Cell Cycle Regulation Candidates 

 

The topoisomerase inhibitor dexrazoxane HCl appeared to radiosensitise 

FaDu spheroids in the initial drug screen at the low concentration of 0.03 µM, 

but in contrast to this, in the first set of validation experiments both 0.03 µM 

and 1 µM plus 1 Gy X-rays markedly enhanced growth compared to controls 

(figure 11.11a). However, this enhancement was not statistically significant (t-

test, supplementary table 10.13). When using higher concentrations of 5 µM 

and 10 µM, all the irradiated spheroids had a similar growth up to 8 days post-

seeding, regardless of inhibitor concentration or radiation dose, and by the end 

of the experiment, all spheroids had a higher overall growth than their 

respective controls (figure 11.11b). Overall, this data suggests that 

dexrazoxane HCl increases radioresistance in FaDu spheroids. 

 

Novobiocin sodium also seemed to be radiosensitising spheroids at 0.03 µM 

in the initial drug screen, reducing overall growth to 45 % relative to the 

irradiated controls. However, in the first set of validation experiments, all 

treatment conditions enhanced spheroid growth compared to the controls 

(figure 11.12a). In the second set of validation experiments (figure 11.12b), 5 

µM plus 1 Gy X-rays reduced overall spheroid growth, however, the variation 

within these experiments meant there was a lack of statistical significance for 

this treatment condition (t-test, supplementary table 10.14). 10 µM plus 1 Gy 

caused a dramatic and statistically significant enhancement of spheroid 

growth compared to the 1 Gy controls (p < 0.05; t-test, supplementary table 

10.14). Both concentrations of novobiocin sodium caused a remarkably similar 

enhancement of spheroid growth when combined with 2 Gy. Overall, this is 

not sufficient evidence to draw any conclusions from regarding novobiocin 

sodium and its role as a radiosensitiser. Although the results are largely 
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suggesting novobiocin promotes radioresistance, the large error bars in this 

dataset mean further evidence would be required. 

 

Enoxacin, similar to the other topoisomerase inhibitors, appeared to be 

radiosensitising at 0.03 µM in the initial drug screen. In contrast, 0.03 µM 

actually enhanced spheroid growth in the first set of validation experiments 

(figure 11.13a). In the second set of validation experiments (figure 11.13b) 5 

µM enoxacin plus 1 Gy X-rays caused an observable, but not significant, 

decrease in spheroid growth, while 10 µM enoxacin plus 1 Gy X-rays resulted 

in spheroid growth that was dramatically higher than DMSO controls – 

although again, not statistically significant (t-test, supplementary table 10.15). 

Both concentrations of enoxacin plus 2 Gy X-rays enhanced growth compared 

to the irradiated controls, and therefore from this data, there is insufficient 

evidence to claim that enoxacin can radiosensitise FaDu spheroids. 
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Figure 11.11: Spheroid growth following dexrazoxane HCl treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Following this, dexrazoxane HCl was added at two concentrations: either (a) 0.03 µM and 1 µM or (b) 
5 µM and 10 µM. Following 24 hours of inhibitor treatment, spheroids were irradiated with either (a) 
1 Gy or (b) 1 Gy and 2 Gy X-rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 
post-seeding, which were used to measure the fold increase in growth over time. The data are 
presented as mean ± SEM of triplicate wells and are representative of three independent experiments. 
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Figure 11.12: Spheroid growth following novobiocin sodium treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Novobiocin sodium was subsequently added at two concentrations: either (a) 0.03 µM and 1 µM or (b) 
5 µM and 10 µM. Following 24 hours of inhibitor treatment, spheroids were irradiated with either (a) 
1 Gy or (b) 1 Gy and 2 Gy X-rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 
post-seeding, which were used to measure the fold increase in growth over time. The data are 
presented as mean ± SEM of triplicate wells and are representative of three independent experiments. 
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Figure 11.13: Spheroid growth following enoxacin treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation. 
Enoxacin was then added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 24 
hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy 
X-rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which 
were used to measure the fold increase in growth over time. The data are presented as mean ± 
SEM of triplicate wells and are representative of three independent experiments. 
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11.1.5. DNA/RNA synthesis Candidates 

 

Fidaxomicin, an inhibitor of DNA/RNA synthesis, appeared to be 

radiosensitising FaDu spheroids at a concentration of 1 µM in the initial drug 

screen. However, this observation was not replicated in validation 

experiments (figure 11.14a). 0.03 µM fidaxomicin enhanced growth when 

combined with X-rays, and while it did reduce growth at 1 µM, it was only 

slight and not to a statistically significant level (t-test, supplementary table 

10.16). In the second set of validation experiments (figure 11.14b), When 

combined with 1 Gy X-rays, 5 µM slightly enhanced growth compared to the 

controls, while 10 µM plus 1 Gy X-rays caused a marked and statistically 

significant increase in spheroid growth (p < 0.05; t-test, supplementary table 

10.16). 5 µM fidaxomicin plus 2 Gy X-rays resulted in slightly higher growth, 

and once again 10 µM fidaxomicin plus 2 Gy X-rays caused a dramatic and 

significant enhancement of growth compared to the irradiated controls (p < 

0.05; t-test, supplementary table 10.16). Based on this data, I can conclude that 

fidaxomicin can increase resistance of FaDu spheroids to X-rays.  

 

Mupirocin, an RNA synthetase inhibitor, appeared to be radiosensitising 

FaDu spheroids when used at the low concentration of 0.03 µM in the initial 

drug screen. In the first set of validation experiments (figure 11.15a), growth 

following 0.03 µM mupirocin plus 1 Gy X-rays was comparable – even slightly 

higher – to the irradiated controls. 1 µM mupirocin did reduce growth in 

combination with IR, but only very slightly. In the second set of validation 

experiments (figure 11.15b), both 5 µM and 10 µM mupirocin combined with 

both 1 Gy and 2 Gy X-rays enhanced spheroid growth, although this was only 

statistically significant following 10 µM plus 2 Gy treatment (p < 0.05; t-test, 

supplementary table 10.17). Overall, I can conclude from this data that 

mupirocin cannot radiosensitise FaDu spheroids. 
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Figure 11.14: Spheroid growth following fidaxomicin treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation, 
after which fidaxomicin was added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 
24 hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy 
X-rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which 
were used to measure the fold increase in growth over time. The data are presented as mean ± SEM 
of triplicate wells and are representative of three independent experiments. 
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Figure 11.15: Spheroid growth following mupirocin treatment 
 
FaDu cells were seeded into ULA plates and incubated for 24 hours to allow spheroid formation, and 
mupirocin was subsequently added at either (a) 0.03 µM and 1 µM or (b) 5 µM and 10 µM. Following 
24 hours of inhibitor treatment, spheroids were irradiated with either (a) 1 Gy or (b) 1 Gy and 2 Gy X-
rays. Images of the spheroids were captured on days 3, 5, 8, 10, 12 and 15 post-seeding, which were 
used to measure the fold increase in growth over time. The data are presented as mean ± SEM of 
triplicate wells and are representative of three independent experiments. 
 


