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Abstract

Developing Markov Chain Monte Carlo (MCMC) algorithms has been an active area of
research. Extensions of the original Metropolis-Hastings random walk (MHRW) algo-
rithm, such as Metropolis-adjusted Langevin algorithm (MALA), Hamiltonian Monte Carlo
(HMC) and the No-U-Turn Sampler (NUTS), include gradient information about the pos-
terior when proposing parameters in areas of higher probability within the target. Particle-
Markov Chain Monte Carlo (p-MCMC) is a similar parameter estimation algorithm that
utilises a particle filter to calculate an unbiased estimate of the log-likelihood which can be
used in the MHRW algorithm. However, as noted in the literature, obtaining gradients of
the log-likelihood w.r.t the parameters is difficult due to operations inherent to the particle
filter being non-differentiable. This obstacle has hindered the use of gradient based propos-
als within p-MCMC. Therefore, in this thesis, a novel method for obtaining the gradient
of the log-likelihood w.r.t the parameters by fixing the random number seed within the
particle filter is considered. This allows the particle filter to be posed as a deterministic
function, i.e. running the particle filter multiple times will result in the same resampling
realisations, log-likelihood and associated gradient estimates. When a different resampling
realisation occurs between two parameter values, a piecewise continuous estimate of the
log-likelihood and gradient occurs.

It is shown that these estimates are still compatible with gradient based proposals such
as MALA, HMC and NUTS. A comparison of these samplers is made when estimating
the parameters of two state-space models. Results indicate that although NUTS can make
multiple gradient evaluations per MCMC iteration, it can produce more accurate estimates
in shorter computation time. Frameworks for describing the differentiable particle filter and
NUTS in PyTorch and PyMC3, respectively are also provided. This allows the derivatives
and partial derivatives to be calculated via automatic differentiation. Particle filters have
been used extensively to model and track infectious disease epidemics, with p-MCMC
used to estimate the parameters of these models. Although gradient based proposals
are used in non-particle methods when modelling epidemiology, the standard proposal
when using p-MCMC is the MHRW. Applying the novel differentiable particle filter to
two epidemiological models, NUTS can recover the correct parameters in shorter run time
when compared to the MHRW proposal.

In the context of epidemiological modelling it is essential for public health officials to
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understand how a disease spreads through a population. This has recently come to the
forefront with the emergence of COVID-19. At the beginning of the pandemic it was vital
to gather accurate open-source datasets from which to infer how quickly the virus was
spreading. As well as parameter estimation, MCMC algorithms have the ability to make
forecasts of quantities of interest. Evaluating these predictions with simple scoring rules
gives an indication of how well the model represents reality. The scoring rule normalised
estimation error squared (NEES) can detect shortcomings within a model such as incorrect
parameters, resulting in forecasts that are over-confident or over-cautious. A detailed
description of why being cautious rather than confident is more desirable is provided.

NEES can also be used when evaluating the effectiveness of different open-source
datasets when making future predictions. A novel machine learning framework for de-
tecting COVID-19 symptomatic tweets in real-time in multiple languages is outlined. By
collating the tweets from the previous 24 hours a time series of symptomatic tweets can
be set up per geographic region. It is shown that, when compared with other traditional
data sources, such as positive test results, ingesting tweet data can result in more consis-
tent and accurate COVID-19 death predictions in the United States, United Kingdom and
European and South American countries.
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Probability Distributions

Distribution Notation Parameters Mass Function

Binomial B(n, p) n ∈ N, p ∈ [0, 1]
(
n
k

)
pk(1− p)n−k

Negative Binomial NB(r, p) r ∈ N+, p ∈ [0, 1]
(
k+r−1

k

)
pr(1− p)k

Poisson P(λ) λ > 0 λk

k! e
−λ

Table 1: Parameterisation of discrete probability distributions used in the analysis of this
thesis.

Distribution Notation Parameters Density Function

Gamma G(α, β) α > 0, β > 0 βα

Γ(α)x
α−1e−βx

Normal N (µ, σ) µ ∈ (−∞,∞), σ > 0 1
σ
√
2π
e
− 1

2

(
x−µ

σ2

)

Uniform U(a, b) −∞ < α < b <∞
{

1
b−a , x ∈ [a, b]

0, otherwise

Table 2: Parameterisation of continuous probability distributions used in the analysis of
this thesis.
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Chapter 1

Introduction

1.1 Epidemiological Modelling

Two methods for modelling diseases include: Agent-based models (ABMs) [1] which sim-

ulate interactions with individuals within the population based on a set of rules; and the

compartmental approach of splitting the population into unobservable compartments, for

example Susceptible, Infected and Recovered (SIR) [2] and allowing a fraction at every

timestep t, to progress to the next compartment. Although compartmental models do sim-

ulate interactions with individuals in a population, they don’t represent them explicitly like

ABMs. The compartmental model was utilised as far back as 1665 in London to describe

the rise of infected patients during the plague [3]. The model consists of three nonlinear

ordinary differential equations (ODE) and a set of parameters which govern how quickly

individuals progress through the compartments. The standard SIR model is described in

Section 3.1.4 and contains two parameters, β and γ which are the infection and recovery

rates, respectively. Knowing these parameters of a specific disease allows public health

officials and researchers to ascertain the reproductive number Rt at time t. This metric

quantifies the average number of secondary infections produced by a single infected person

and can be calculated by

Rt = β/γ. (1.1)

This gives an indication of how fast a disease is spreading through the population.

A popular method for representing the traditional SIR model is in a state-space model

4



Chapter 1. Introduction 5

(SSM) framework. SSMs are a favoured method for representing the dependence of latent

states in non-linear dynamical systems and have been widely used to model the dynamics

of communicable diseases in populations of interest by fitting to time series data. A SSM

consists of a state equation,

xt | xt−1 ∼ f(xt | xt−1, θ), (1.2)

which is parameterised by θ, where f is an arbitrary function that describes how the

dynamical system moves from the previous state to the current state, xt, at time t. The

SSM also includes an observation equation

yt | xt ∼ g(yt | xt, θ), (1.3)

where the arbitrary function g describes how the observation, yt, is linked to the state

equation. One of the advantages of the SIR model is its ability to model a wide range

of communicable diseases such as Ebola [4], influenza [5], HIV/AIDS [6] and COVID-19

[7]. However, not all communicable diseases or infections manifest at the same rates.

Extensions of the original SIR model attempt to account for this. For example the SEIR

model contains an extra exposed compartment which describes individuals that have been

exposed to the infection but are not themselves infectious yet. This mean latent period for

the disease is accounted for by an additional parameter, δ. Some examples can be found

here [8, 9, 10].

Particle filters [11, 12, 13] are a popular method for inferring the time-dependent hidden

states of SSM and have been previously applied to compartmental disease transmission

models [14, 15, 16, 17]. Particle filters estimate the states of an SSMs via a set of weighted

samples (particles). Each sample is a different hypothesis of the state of the system and the

combination of these samples at every timestep is an estimation of the posterior distribution

over the states. One of the benefits to using a particle filter is the ability to use stochastic

models such as stochastic differential equations (SDE) in place of an ODE. For example,

noise parameters can be added to the SIR ODE model as seen in [14, 15, 16, 17]. Another

popular method for stochastically modelling epidemics is described by Reed-Frost [18]

and assumes that people becoming infected with a disease follows a Binomial distribution

[19, 20].
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1.2 Calibration

Calibration of epidemiological models using disease specific data is important when striving

to understand how a disease evolves with time. Inferring parameters such as the effective

contact and recovery rates, especially at the beginning of an outbreak, is vital for public

health officials when assessing how a disease spreads through a population. Two overarch-

ing methods used for estimating parameters in the context of epidemiological models, as

outlined in a recent systematic review [21], are optimisation and sampling algorithms. Op-

timisation algorithms include grid search and iterative, descent-guided optimisation while

sampling methods include MCMC techniques (see Section 3.3), p-MCMC (see Section 3.4),

Approximate Bayesian Computation (ABC) and history matching. One difference between

these two groups of techniques is that optimisation algorithms typically find point estimates

of the parameters1 while sampling methods can produce full Bayesian parameter estimates

which in-turn capture parameter uncertainty. A comparison of software packages that

include some of these optimisation and sampling algorithms can be found here [22].

MCMC methods sample from a probability distribution where the current sample de-

pends on the previous. Sampling in this manner produces a Markov Chain which gives

a distribution around the quantity being estimated. Bayesian calibration of the SSMs in

(1.2) and (1.3) is undertaken with the goal of estimating the parameter posterior distribu-

tion p(θ|y). This involves finding the set θ that best represents the data, y, using Bayes

theorem:

p(θ|y) = p(y|θ)p(θ)
p(y)

=
p(y|θ)p(θ)∫

θ p(y|θ)p(θ)dθ
, (1.4)

where p(θ) is the prior, p(y|θ) the likelihood and p(y) the evidence. The likelihood and

the prior are easily calculated if their explicit forms are known. However, the integral in

(1.4) often becomes intractable in high dimensions. Therefore, the posterior is typically

estimated up to a normalisation constant, given by the integral.

The time until stationarity of the Markov chain is reached is dependent on its initial

starting point. It is therefore common practice to discard the first portion of the Markov

chain as burn-in. Burn-in is sometimes referred to as warm up which allows the sampler

to get to an acceptable part of the parameter space to start sampling. Hyper-parameter

1We note that optimisation algorithms can indeed provide uncertainty through methods such as likeli-
hood ratio.
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tuning also occurs which ensures sampling is efficient (eg the mass matrix and step size

used in NUTS). Ensuring convergence to the correct posterior distribution, the Markov

chains are ergodic. Three popular MCMC algorithms are described in Section 3.3.

In the well understood MHRW proposal a set of parameters θ′ is drawn from a proposal

distribution which is commonly chosen to be a Gaussian centered around the current

position, θ, and a variance parameter, also known as step size, which is chosen by the

user. An accept or reject step is introduced that determines whether to accept θ′ as part

of the Markov chain or reject and revert back to θ. Such proposals can struggle to enable

the Markov chain to reach the stationary distribution when estimating large numbers of

parameters. A related issue can occur with Gibbs samplers when the correlation between

parameters is high. These issues can result in the sampler getting stuck in local maxima

within the target distribution, π(θ). HMC is a a gradient based sampler and is better at

proposing samples than a random-walk proposal due to the use of gradients. It was first

developed in the late 1980s [23] and in the last decade has become a popular approach when

implementing MCMC [24, 25]. It is an approach that simulates from a problem-specific

Hamiltonian system to generate samples. HMC is effective when the target distribution is

complex or multi-modal but is sensitive to hyperparameters which have to be determined

by the user. The No-U-Turn Sampler (NUTS) [26] is an adaptive version of HMC which

automates the selection of these hyperparameters. Probabilistic programming languages

(ppls) such as Stan [27] and PyMC3 [28] are tools that have been developed to allow users

to define and make inferences about probabilistic models using NUTS.

P-MCMC [29] combines the particle filter and MCMC to make state and parameter

estimates by performing Bayesian inference on non-linear non-Gaussian scenarios where

standard MCMC methods can fail. P-MCMC has been used to infer parameters of sim-

ulated genealogies and time series data [30], a dengue outbreak [31], non-communicable

diseases in Egypt [32], cholera in Bangladesh [33], COVID-19 in the United Kingdom (UK)

[34], the 2009 A/H1N1 pandemic in England [35] and an ABM in [36]. It has been sug-

gested in [37, 38] that a potential reason why p-MCMC has yet to become a mainstream

method for modelling epidemics is due to the complexity of the mathematics behind the

algorithm: [38] make the methodology more accessible by providing a step-by-step tutorial.

The standard proposal used in calibration of epidemiological models when using p-MCMC

is the MHRW [30, 32, 33, 34, 35, 36, 38] which inherits the same drawbacks as explained

above for MCMC.

In order to use gradient based proposals within p-MCMC, the gradient of the log-
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likelihood w.r.t θ needs to be calculated. In order to obtain these gradients the particle

filter needs to differentiated. However, it has been noted in [39, 40, 41] that the stochastic

nature of both the sampling and resampling steps, that are inherently part of the particle

filter, are not differentiable. The reparameterisation trick was proposed in [42] to refor-

mulate the sampling operation into a differentiable function by sampling a noise vector in

advance and defining the likelihood for θ as being a deterministic function of this sampled

noise vector. However, resampling remains problematic. Differentiable resampling that is

compatible with Automatic Differentiation (AD) has been an active area of research in

machine learning. These include: leveraging the ideas of optimal transport to produce a

continuous approximation to the discrete distribution [43], a differentiable approximation

based on importance sampling (referred to as soft-resampling [44]) and continuous relax-

ations of discrete distributions [45, 46] (referred to as the Gumbel-Softmax). An overview

and comparison of these methods can be found here [47].

Extensions of the original p-MCMC algorithm described in Section 3.4 have focused

on including gradient information when proposing new parameters. Reference [48] shows

how to estimate the score (gradient) of the log-likelihood and the observed information

matrices at θ in SSMs using particle filter methods. The two methods proposed run

with computational complexity O(N) and O(N2), respectively. The first has a linear

computation cost but the performance decreases over time. The second has a computation

cost that increases quadratically with the number of particles N but performance does not

deteriorate over time, with [49] theoretically substantiating this claim. Reference [50] built

on this work to compute these terms with computational complexity O(N) and avoids

the quadratically increasing variance caused by particle degeneracy. In [51, 52, 53, 54]

the authors utilise the previous work of [50] to recursively estimate the score (gradient)

of the log-likelihood at θ. References [51] and [52] include Langevin Monte Carlo (LMC)

methods seen in [55] whilst [53] and [54] include first- and second-order Hessian information

about the posterior in the proposal. Use of the Hessian is shown to improve the mixing

of the Markov chain at the stationary phase and decrease the length of burn-in. However,

calculating a d×dmatrix of the second-order partial derivatives can become infeasible when

the dimensionality, d, becomes large. While [53], [54] do mention using HMC dynamics

within p-MCMC, no implementation of this approach has been described in the literature.
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1.3 Evaluating Forecasts

Short-term forecasts of certain metrics can be useful when determining how well a model

represents reality. Calibration techniques can be compared in terms of accuracy e.g. death

forecasts can be compared against true deaths. By January 2020, new cases of the novel

coronavirus (COVID-19) had been seen throughout Asia, and by the time the World Health

Organisation (WHO) declared a global pandemic in March 2020, COVID-19 had spread

to over 100 countries. Therefore, it was imperative to establish reliable data feeds relating

to the pandemic so researchers and analysts could model the ongoing spread of the disease

and inform decision-making by government and public health officials. These datasets and

models must be open-source to facilitate collaboration between researchers and allow for

published results to be replicated and scrutinised. A popular interactive dashboard that

collates total daily counts of confirmed cases and deaths for countries, and in some cases,

regions within countries exists here [56]. These variables are traditionally used to calculate

metrics such as the reproduction number Rt, which is vital in understanding both the

number of people on average an infected person infects and the infection growth rate or

daily rate of new infections. The quality of the metrics calculated is heavily dependent on

the model and ingested data. Challenges do exist when ingesting multiple data streams at

once [57].

While it is possible to use deaths to provide a reliable information feed, the latency

of data derived from deaths is significant. In the context of COVID-19, confirmed cases

derived from positive test results potentially provide a lower latency data feed. However,

the sampling of those tested varies with time and the reason for testing is often not recorded.

Hospital admissions typically occur around 1-2 weeks after infection and can be considered

out of date in relation to the time of initial infection [58]. The extent to which these issues

are problematic is likely to vary over time and between countries. For example at the

beginning of the COVID-19 pandemic it took months for a reliable test which was available

to the public to be created so information about the spread was limited. Therefore, certain

countries may have had different testing capacities compared with others. Tweets relating

to influenza have been seen to correlate with actual influenza counts [59, 60, 61]. A pipeline

for collecting and analysing COVID-19 tweets could be set up in a short amount of time

and can be scaled up to multiple countries.



Chapter 2

Motivation, Contribution and

Thesis Structure

In the subsequent paragraphs, the main motivations and contributions of this thesis are

outlined and a description of the published works provided.

2.1 Chapter 3

Chapter 3 provides a summary of the main topics utilised throughout this thesis.

2.2 Chapter 4

The main motivation of this thesis was to provide an extension of p-MCMC that uses the

gradient of the log-likelihood w.r.t θ within the MCMC proposal. A recent published jour-

nal article proposed using first- and second-order Hessian information about the posterior

in a MALA proposal [54]. This prompted a meeting at Uppsala University, Sweden with

Professor. Thomas Schön, a co-author of [54]. We discussed how to develop their methods

to include HMC and NUTS proposals. This led to a novel implementation of the differ-

entiable particle filter which is described in Chapter 4. I used initial derivations provided

by Dr. Paul Horridge and Professor. Simon Maskell and calculated the gradients from

a particle filter which modelled different SSMs. These gradients enable use of gradient

based proposals such as MALA, HMC and NUTS. The work on which Chapter 4 is based

is published in the journal IEEE Transactions of Signal Processing [47]:

10
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• C. Rosato., L. Devlin., V. Beraud., P. Horridge., T. B. Schön. and S. Maskell.

“Efficient Learning of the Parameters of Non-Linear Models Using Differentiable

Resampling in Particle Filters,” in IEEE Transactions on Signal Processing, vol. 70,

pp. 3676-3692, 2022, doi: 10.1109/TSP.2022.3187868.

An application of the differentiable particle filter with NUTS, applied to epidemiological

models, is presented in Section 4.7.3. A comparison is made between the MHRW proposal,

the commonly chosen method when tracking diseases, and NUTS, when estimating the

parameters of the SIR and SEIR models. I coded the entirety of these algorithms, collected

and analysed the experimental results. The published version of these results appears in

[62]:

• C. Rosato., J. Harris., J. Panovska-Griffiths. and S. Maskell, “Inference of Stochas-

tic Disease Transmission Models Using Particle-MCMC and a Gradient Based Pro-

posal,” 2022 25th International Conference on Information Fusion (FUSION), 2022,

pp. 1-8, doi: 10.23919/FUSION49751.2022.9841249.

2.3 Chapter 5

The version of NUTS used in Chapter 4 is the original algorithm described in [26]. The

NUTS algorithm has been extensively developed in Stan and PyMC3, resulting in more

efficient samplers. Chapter 5 outlines a number of these developments, in addition to a

framework for calculating the gradients of a particle filter using AD and PyTorch. These

gradients can be used within a PyMC3 implementation of NUTS. A comparison between

NUTS and MHRW, when estimating the parameters of three SSMs using real datasets, is

presented. This work will be extended and submitted to a signal processing and machine

learning conference.

2.4 Chapter 6

Chapter 6 outlines a novel extended SEIR epidemiological model used to infer the spread

of COVID-19 in England. This model will be referred to as the University of Liverpool

(UoL) model throughout the remainder of this thesis. This work is published in [63]:
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• R. E. Moore., C. Rosato. and S. Maskell. “Refining epidemiological forecasts with

simple scoring rules.” Philosophical Transactions of the Royal Society A 380.2233

(2022): 20210305.

My contribution to this work outlines how simple scoring rules can detect shortcomings in a

model when estimating COVID-19 deaths. In particular, using the scoring rule Normalised

Estimation Error Squared (NEES) it is possible to observe whether predictions are over-

confident or over-cautious. The model was used by the United Kingdom Health Security

Agency (UKHSA) (formerly known as the Joint Bio-security Centre (JBC)) to provide

weekly estimates of the reproductive number [64]. A brief summary of the UoL model is

published on the UK government website [65].

2.5 Chapter 7

During the initial phase of the epidemic, the availability of accurate and up-to-date data

sources was essential. One such method of data collection, previously used to detect disease

outbreaks such as measles and influenza, is via social media. In particular, Twitter and the

content of individual tweets has been found to be effective when detecting and localising

outbreaks of diseases in real-time. Chapter 7 outlines a method to detect symptomatic

COVID-19 tweets by training machine learning algorithms. Using the geo-location attached

to each tweet, time series consisting of aggregated counts can be collated and attributed to

a given country or region within a country. In the analysis of this chapter, 50 U.S states, 13

Latin American countries, 2 European countries and the 7 National Health Service (NHS)

areas in the UK were considered. This analysis necessitated machine learning classifiers

trained in English, Spanish, Italian, German and Portuguese. The flexibility of the UoL

model allows for different data sources to be ingested when making inferences pertinent to

the spread of COVID-19. Chapter 7 focuses on the usefulness of different publicly available

data sources when making predictions of COVID-19 related deaths. The work on which

Chapter 7 is based is published in the journal Information [66]:

• C. Rosato., R. E. Moore., M. Carter., J. Heap., J. Harris., J. Storopoli. and S.

Maskell. “Extracting Self-Reported COVID-19 Symptom Tweets and Twitter Move-

ment Mobility Origin/Destination Matrices to Inform Disease Models.”, Information

2023, 14, 170., doi: 10.3390/info14030170



Chapter 3

Technical Information

The aim of this chapter is to introduce the main topics utilised throughout this thesis.

These topics include SSMs and epidemiological models, particle filters and parameter es-

timation techniques such as MCMC and p-MCMC.

3.1 State-Space Models

SSMs have been used to model dynamical systems in a wide range of research fields (see [67]

for numerous examples). They are represented by two stochastic processes, {xt}t≥0 and

{yt}t≥0. The hidden state, xt, evolves according to a Markov process which is determined

by p (xt|xt−1, θ), and the observation is given by yt. The model can then be defined such

that

xt|xt−1 ∼ p (xt|xt−1, θ) (3.1)

and

yt|xt ∼ p (yt|xt, θ) , (3.2)

where the arbitrary functions f and g in (1.2) and (1.3) are given by probability distribu-

tions. The density of the initial latent state x0 is denoted µθ(x0). The SSM is parameterised

by an unknown vector of parameters θ contained in the parameter space Θ. The transition

and observation densities are given by (3.1) and (3.2), respectively. The SSMs used as

examples in the chapters of this thesis are presented below.

13
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Figure 3.1: (a) The latent state and (b) observations for the LGSSM in Section 3.1.1 for
T =250 and true parameter values θ = {0.75, 1.2, 1}.

3.1.1 Linear Gaussian State-Space Model

The linear Gaussian state-space model (LGSSM) is one of the simplest SSMs. The latent

state and observation processes evolve according to a Gaussian distribution. The following

example of an LGSSM is presented in [68]:

xt | xt−1 ∼ N
(
xt;ϕxt−1, σ

2
v

)
, (3.3)

yt | xt ∼ N
(
yt;xt, σ

2
e

)
, (3.4)

where θ = {ϕ, σv, σe} are parameters with prior densities Normal(0, 1), Gamma(1, 1) and

Gamma(1, 1), respectively. The subplots (a) and (b) in Figure 3.1 show the latent state

and observations, respectively.

3.1.2 Stochastic Volatility Model

Stochastic volatility (SV) models are widely used to evaluate financial prices and securities

[69], since the variance of the latent process changes over time and is not constant. The

state xt is defined to be a monotonic function of the observation noise. SV models have

been represented by SSMs extensively in the literature. One example, presented in [68], is
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Figure 3.2: Daily log-returns from the stochastic volatility model.

defined as follows:

x0 ∼ N
(
x0;µ,

σ2
v

1− ϕ2

)
, (3.5)

xt+1 | xt ∼ N
(
xt+1;µ+ ϕ (xt − µ) , σ2

v

)
, (3.6)

yt | xt ∼ N (yt; 0, exp (xt)) , (3.7)

where θ = {µ, ϕ, σv} are parameters with prior densities Normal(0, 1), Normal(0, 1) and

Gamma(2, 10), respectively. The observations (log-returns), yt are then given by

yt = 100 log

[
st
st−1

]
= 100 [log (st)− log (st−1)] , (3.8)

where st is the closing price. The daily log-returns corresponding to the closing prices

of the NASDAQ OMXS30 index are presented in Figure 3.2, where the index gives a

weighted average of the 30 most traded stocks at the Stockholm stock exchange. The data

is extracted from Quandl1 for the period between January 2, 2012 and January 2, 2014.

3.1.3 Earthquake Model

This example considers the annual number of earthquakes that occurred between 1900 and

2007 that reached over seven on the Richter scale.2 A time series representation of the

data is presented in Figure 3.3. The SSM is as described in [54, 70] and is presented below:

xt+1 | xt ∼ N (xt+1;ϕxt, σ) , (3.9)

yt | xt ∼ P (yt;µ exp (xt)) , (3.10)

1The data can be downloaded from https://data.nasdaq.com/data/NASDAQOMX/OMXS30
2https://www.usgs.gov/programs/earthquake-hazards/earthquakes

https://data.nasdaq.com/data/NASDAQOMX/OMXS30
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Figure 3.3: Earthquake counts.

where the distribution P corresponds to the Poisson distribution. The parameters θ =

[ϕ, σ, µ], where |ϕ| < 1, σ > 0 and µ > 0, each have uniform priors. Note that these priors

are taken from [54] and are improper.

3.1.4 SIR Epidemiological Model

3.1.4.1 Continuous Model

The SIR epidemiological model simulates the spread of disease through a population of

size P . The population is split into three unobservable compartments. At each timestep,

t, proportions of the population move from the susceptible to infected and infected to

recovered compartments. The number of individuals in each compartment are given by

the nonnegative variables St, It and Rt, such that St+It+Rt = P . The model assumes that

no births or deaths occur throughout the simulation period, i.e. that the population P is

constant, homogeneous mixing of infected and susceptible compartments and homogeneous

age and sex across the population. Chapter 6 outlines how the SIR model can be extended

to account for more realistic scenarios.

The system of differential equations simulating disease propagation under the SIR

model is as follows:

dS

dt
= −βIS

P
, (3.11)

dI

dt
=

βIS

P
− γI, (3.12)

dR

dt
= γI, (3.13)



Chapter 3. Technical Information 17

with discrete time approximation given by

St+1 = St −
βItSt

P
∆t, (3.14)

It+1 = It +
βItSt

P
− γIt∆t, (3.15)

Rt+1 = P − St+1 − It+1, (3.16)

where ∆t is the interval between timesteps. The effective transmission rate of the disease

and the mean recovery rate are given by β and γ, respectively. These parameters govern

how quickly the population moves through the compartments.

The reproductive number is calculated via (1.1). A value less than 1 indicates that

the virus is dying out and a value greater than 1 that the disease is continuing to spread

throughout the population. This is exemplified in the subplots of Figure 3.4. As Rt

increases, more of the susceptible population become infected and subsequently recover

within a fixed observation period. The peak of the epidemic is consequently observed at

an earlier point in time. During an outbreak of a disease, one of the main goals for public

health officials is to flatten the infectious curve. A number of methods for achieving this

in the context of COVID-19, are presented in [71].

It is possible to include stochasticity within the SIR model by adding stochastic fluc-

tuations to the disease dynamics. Inclusion of a noise term, ϵx, for each time-varying

parameter, x, mimics the randomness of the interactions between individuals in a popula-

tion [16, 17]. The noise terms corresponding to each parameter are independent and are

drawn from ϵx ∼ N (0,
√
x/P ), such that, for example, ϵβ ∼ N (0,

√
β/P ). The discrete

time approximation of the stochastic SIR model is then given by

St+1 = St −
βItSt

P
+ ϵβ∆t, (3.17)

It+1 = It +
βItSt

P
− γItϵβ + ϵγ∆t, (3.18)

Rt+1 = P − St+1 − It+1. (3.19)
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(a) β = 1.1, γ = 0.9, Rt = 1.2
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(b) β = 1.3, γ = 0.8, Rt = 1.6
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(c) β = 1.5, γ = 0.7, Rt = 2.1
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(d) β = 1.8, γ = 0.5, Rt = 3.6

Figure 3.4: Epidemic curves for varying β and γ for P = 10000.
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3.1.4.2 Discrete Model

A further method for incorporating stochasticity in the SIR model is to specify the number

of individuals leaving a compartment as a binomially distributed random variable. The

binomial probability, p, is defined as the rate at which individuals leave a compartment,

given by

p(S → I) = 1− e
−βitst

P , (3.20)

p(I → R) = 1− e−γ , (3.21)

where p(S → I) and p(I → R) denote the probability of leaving the susceptible and

infected compartments, respectively. The corresponding binomial distributions are

n(S → I) ∼ Binomial(St−1, p(S → I)), (3.22)

n(I → R) ∼ Binomial(It−1, p(I → R)), (3.23)

where n(S → I) and n(I → R) denote the total number of individuals leaving the sus-

ceptible and infected compartments, respectively. The complete discrete, stochastic SIR

model is therefore presented as

St+1 = St − n(S → I), (3.24)

It+1 = It + n(S → I)− n(I → R), (3.25)

Rt+1 = P − St+1 − It+1. (3.26)

Figure 3.5 shows how the incorporation of stochasticity generates different realisations of

epidemic curves within the population.
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Figure 3.5: 20 susceptible and infected curves for the continuous (top) and discrete (bot-
tom) models outlined in Sections 3.1.4.1 and 3.1.4.2, respectively, for P = 10000, I0 = 10,
β = 0.254 and γ = 0.111.
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3.1.4.3 Observation Equation

As the compartments of the SIR model are unobservable, in order to estimate the true

level of infection within the population, an observation equation (often referred to as the

likelihood) can be used to link the syndromic surveillance data to the infected compartment.

Relevant examples of syndromic data include prescription sales, disease specific positive test

results, general practice and hospital admissions data and social media posts mentioning

disease specific symptoms.

Specification of the likelihood is dependent on the surveillance data. One example is

to define the log of the observations, yt, such that

log yt ∼ N
(
it, σ

2
)
, (3.27)

where it is the proportion of infected individuals at time t [16, 17]. Another commonly

used approach is to model the observations using the negative binomial distribution:

yt ∼ NB (it, σ) , (3.28)

where σ is the over dispersion parameter [72] 3. The size of the peak in the syndromic data is

governed by the parameters within the observation equations (3.27) and (3.28). Figure 3.6

exemplifies this in subplots (a) and (b), where sensitivity analysis on the parameters b

and σ is presented. When considering real disease outbreaks it is essential to calibrate

epidemiological models to surveillance datasets. Information on undertaking this using

MCMC and p-MCMC is presented in Sections 3.3 and 3.4, respectively.

3This is the alternative parameterisation of the negative binomial distribution as defined by the Stan
Development Team [73].
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Figure 3.6: Realisations of the infected curve and the corresponding (a) log of observations
drawn from (3.27) for b = 0.25, 0.35, 0.45, (b) observations drawn from (3.28) for σ =
0.7, 0.8, 0.9.

3.2 Particle Filter

Particle filters have been used in many areas of research, such as finance [74], disease

modelling [75] and multiple target tracking [76], to infer time-dependent hidden states.

One benefit of using a particle filter is its ability to model SSMs that are nonlinear and

non-Gaussian. A method for including stochastic terms within the SIR model through

implementation of a particle filter is now presented.

To formulate the problem, consider t timesteps, where data is obtained at each incre-

ment of time. Let the transition and observation densities be parameterised by θ (which

has nθ dimensions), such that

p (y1:t, x1:t|θ) = p(y1|x1, θ)p (x1|θ)×
t∏

τ=2

p (yτ |xτ , θ) p (xτ |xτ−1, θ) , (3.29)

where the state xt has nx dimensions and the set of all data obtained up to time t, y1:t,

and the state sequence, x1:t, grow over time. If θ is known, a (conventional) particle filter

can be used as follows.

At every timestep t, the particle filter draws N samples (particles) from a proposal

distribution, q (x1:t|y1:t, θ), which is parameterised by the sequence of states and observa-

tions. The samples are statistically independent and each represents a different hypothesis

of the sequence of states of the system. The ith sample has an associated weight, w
(θ,i)
t ,
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which indicates the relative importance of each of the corresponding samples. A set of N

particles can then be represented as
{
x
(θ,i)
1:t , w

(θ,i)
t

}N

i=1
. At t = 0, the weights are fixed at

1/N .

The proposal distribution is constructed recursively by

q (x1:t|y1:t, θ) = q (x1|y1, θ)
t∏

τ=2

q (xτ |xτ−1, yτ , θ) , (3.30)

such that an estimate with respect to the joint distribution, p (y1:t, x1:t|θ), is posed as

follows: ∫
p (y1:t, x1:t|θ) f (x1:t) dx1:t ≈

1

N

N∑
i=1

w
(θ,i)
1:t f

(
x
(i)
1:t

)
. (3.31)

This is an unbiased estimate, where

w
(θ,i)
1:t =

p
(
y1|x(θ,i)1 , θ

)
p
(
x
(θ,i)
1 |θ

)
q
(
x
(θ,i)
1 |y1, θ

) ×
∏t

τ=2 p
(
yτ |x(θ,i)τ , θ

)
p
(
x
(θ,i)
τ |x(θ,i)τ−1 , θ

)
∏t

τ=2 q
(
x
(θ,i)
τ |x(θ,i)τ−1 , yτ , θ

) (3.32)

=w
(θ,i)
1:t−1

p
(
yt|x(θ,i)t , θ

)
p
(
x
(θ,i)
t |x(θ,i)t−1 , θ

)
q
(
x
(θ,i)
t |x(θ,i)t−1 , yt

) (3.33)

is a recursive formulation for the unnormalised weight, w
(θ,i)
1:t . The incremental weight is

determined by

σ
(
x
(θ,i)
t , x

(θ,i)
t−1 , θ

)
=

p
(
yt|x(θ,i)t , θ

)
p
(
x
(θ,i)
t |x(θ,i)t−1 , θ

)
q
(
x
(θ,i)
t |x(θ,i)t−1 , yt

) , (3.34)

where for t = 1,

σ
(
x
(θ,i)
1:1

)
=

p
(
y1|x(θ,i)1 , θ

)
p
(
x
(θ,i)
1 |θ

)
q
(
x
(θ,i)
1 |y1

) . (3.35)

3.2.1 Choice of Proposal

Three common approaches for specifying the proposal distribution are:
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1. Using the transmission model as the proposal:

q
(
x
(θ,i)
t |x(θ,i)t−1 , yt

)
= p

(
x
(i)
t |x

(θ,i)
t−1 , θ

)
, (3.36)

which simplifies the weight update to

w
(θ,i)
1:t = p

(
yt|x(θ,i)t , θ

)
w

(θ,i)
1:t−1. (3.37)

2. Using the “optimal” proposal:

q
(
x
(θ,i)
t |x(θ,i)t−1 , yt

)
= p

(
x
(θ,i)
t |x(θ,i)t−1 , yt

)
(3.38)

with weights updated according to

w
(θ,i)
1:t = p

(
yt|x(θ,i)t−1 , θ

)
w

(θ,i)
1:t−1. (3.39)

This approach is only possible in certain situations. Note that the term “optimal”

in the context of the particle proposal means that the variance of the incremental

particle weights at the current timestep is minimized. This variance is, in fact, zero

since the weight in (3.39) is independent of xt (as explained in [77]).

3. Using the Unscented Transform to approximate the optimal proposal, as explained

in [78].

3.2.2 Estimation with Respect to the Posterior

It is often the case that estimates with respect to the posterior, p (x1:t|y1:t, θ), are needed.

This can be done using the fact that∫
p (x1:t|y1:t, θ)f (x1:t) dx1:t =

∫
p (y1:t, x1:t|θ)
p (y1:t|θ)

f (x1:t) dx1:t, (3.40)

where

p (y1:t|θ) =
∫

p (y1:t, x1:t|θ) dx1:t ≈
1

N

N∑
i=1

w
(θ,i)
1:t (3.41)
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in line with (3.31). Then,

∫
p (x1:t|y1:t, θ) f (x1:t) dx1:t ≈

1
1
N

∑N
i=1w

(θ,i)
1:t

1

N

N∑
i=1

w
(θ,i)
1:t f

(
x
(θ,i)
1:t

)
(3.42)

=
N∑
i=1

w̃
(θ,i)
1:t f

(
x
(θ,i)
1:t

)
, (3.43)

where

w̃
(θ,i)
1:t =

w
(θ,i)
1:t∑N

j=1w
(θ,j)
1:t

(3.44)

are the normalised weights.

As (3.43) is a ratio of estimates, it is a biased estimate, in contrast to (3.31).

3.2.3 Resampling

The algorithm described in the preceding sections is the sequential importance sampling

(SIS) algorithm. As time evolves, the normalised weights are increasingly skewed such that

one of the weights (3.44) becomes close to unity, while the others approach zero. This is

inevitable and cannot be avoided [79].

It is often suggested that monitoring the number of effective samples, Neff , where

Neff =
1∑N

i=1

(
w̃

(θ,i)
1:t

)2 , (3.45)

can be used to identify the need to resample. There are many resampling methods, some

of which are outlined and evaluated in [80]. However, they all share the same purpose—

to stochastically replicate particles with higher weights whilst eliminating ones with lower

weights. Multinomial resampling is commonly used in practice. This involves drawing from

the current particle set N times, proportionally to the associated weights of the particles.

The associated distribution is defined by

w̃
(θ,i)
1:t for i = 1, . . . , N. (3.46)

To keep the total unnormalised weight constant (such that the approximation (3.41)

is the same immediately before and after resampling), each newly-resampled sample is
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assigned an unnormalised weight

1

N

N∑
i=1

w
(θ,i)
1:t . (3.47)

This is such that the normalised weights after resampling are 1
N .

Algorithm 1: Particle Filter

Input: θ, y1:T
1 Initialise: xi0, log(w

i
0)

2 for t = 1, . . . , T do
3 Calculate the number of effective samples, Neff , using (3.45).
4 If Neff < N/2, resample xit−1 as described in Section 3.2.3.
5 Sample the new particles xit using (3.2.1)
6 Evaluate the new log weights logwi

1:k using (3.34).

7 end
8 Evaluate the final log-likelihood, log p(y1:T |θ) using (3.41)

3.3 Markov Chain Monte Carlo

MCMC methods allow for approximate inference of the posterior in (1.4) that does not

require knowledge of the normalisation constant by considering

p(θ|y) ∝ p(y|θ)p(θ). (3.48)

MCMC methods stochastically explore π(θ) by simulating and representing a set of sam-

ples in the form of a Markov Chain (MC). The Markovian nature of the chain means that

the current sample only depends on the previous: they are memoryless. The key quantity

summarising a MC is the transition operator T (θ, θ′) which describes the probability of

moving from θ to θ′. The validity of the MC depends on T (θ, θ′) being irreducible such

that a point in the parameter space must be able to reach any other point in the space in

a finite number of steps. The chain should also be aperiodic, meaning periodic behaviour

should not be present. The time until the MC has converged and reached the station-

ary distribution of π(θ) is dependent on its initial starting point in the parameter space.

Therefore it is common practice to discard the initial portion of the chain as burn-in.

Ensuring convergence to the correct π(θ), the chain is ergodic. MCMC algorithms must
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obey detailed balance such that π(θ)T (θ, θ′) = π(θ′)T (θ′, θ). Three popular methods are

described in the subsequent sections.

3.3.1 Metropolis-Hastings Random Walk

The well-studied MHRW algorithm [81, 82, 83] splits T (θ, θ′) into two distinct steps: the

proposal step and the accept/reject step. Firstly, a set of parameters θ′ are drawn from a

proposal distribution q(θ|θ′). The proposal is typically assumed to be a Gaussian distri-

bution centered around the current position, θ, with variance, or step size, selected by the

user. Employing a small step-size can result in a proposal of θ′ that is too close to θ giving

rise to high autocorrelation within the MC. If the step-size is too big, θ′ may not be within

π(θ) resulting in a low acceptance rate which can affect the efficiency of the sampler. The

MHRW sampler can also suffer from the curse of dimensionality. As the dimensionality of

θ increases, it becomes much harder to find good approximations of π(θ).

Secondly, an acceptance step corrects for the fact that θ′ may not have been sampled

from π(θ). The acceptance probability, α(θ, θ′), is given by

α(θ, θ′) = min

{
1,

π(θ′)q(θ|θ′)
π(θ)q(θ′|θ)

}
. (3.49)

If the proposal is symmetric, as in the Gaussian case, q(θ|θ′) = q(θ′|θ) and the acceptance

probability simplifies to

α(θ, θ′) = min

{
1,

π(θ′)

π(θ)

}
. (3.50)

A random variable ut is drawn from a Uniform distribution on [0, 1]. If ut ≤ α(θ, θ′) then

θ′ is accepted as part of the MC. If ut > α(θ, θ′), θ′ is rejected and the MC reverts back to

θ. This process is repeated for M MCMC iterations and is outlined in Algorithm 2.

3.3.2 Hamiltonian Monte Carlo

HMC is a gradient based algorithm which uses Hamilton’s equations to generate new

proposals. Hamilton’s equations are a pair of differential equations that describe a system

in terms of its position and momentum where the potential of the system is defined by

U(θ) = − log(π(θ)). HMC introduces a momentum vector r which moves samples at θ

on a trajectory to θ′. The total energy or Hamiltonian of a system can be expressed as

H(θ, r) = U(θ) +K(r), and is comprised of the sum of the Kinetic energy K(r), which is
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Algorithm 2: Metropolis-Hastings Random Walk

1 Initialise: θ0
2 for m = 1, . . . , M do
3 Sample θ′ from q(θ′|θ).
4 Compute acceptance probability, α(θ, θ′), using (3.50)
5 Sample ut from Uniform[0, 1]
6 if ut < α(θ, θ′) then
7 θ = θ′

8 else
9 θ = θ

10 end

11 end

independent of θ, where in the parameter space the samples are, and the potential energy

U(θ), which is independent on the momentum r.

Hamilton’s equations describe how the system evolves as a function of time and are:

dθ

dt
=

∂H(θ, r)

∂r
,
dr

dt
= −∂H(θ, r)

∂θ
. (3.51)

The joint density is

p(θ, r) ∝ exp(−H(θ, r)) = exp(−U(θ)) · exp(−K(r))

= p(θ)p(r), (3.52)

therefore θ and r are independent samples from the joint density so r can be sampled from

any distribution. For simplicity a Gaussian is often used, and we make that choice here.

Many numerical integration methods exist which discretise Hamilton’s equations and

can be seen in [84] with the leapfrog method being the go-to method for HMC. Leapfrog is a

symplectic method which means the Hamiltonian remains close to its initial value, though

not equal to it exactly, as the system is simulated. This means samples are generated

with a high accept/reject ratio so the target is explored efficiently. The acceptance step is

defined to be

α(θ, θ′) = min

{
1,

exp
{
L(θ′)− 1

2r
′ · r′

}
exp

{
L (θ0)− 1

2r0 · r0
}} . (3.53)
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As HMC is an MCMC method, it needs to be time-reversible to maintain detailed balance.

By negating t→ −t and r → −r in (3.53), Hamilton’s equations are defined to be

dθ

d− t
= −∂H(θ, r)

∂r
,
d− r

d− t
= −∂H(θ, r)

∂θ
. (3.54)

The form of the equations in (3.52) and (3.54) does not change. In other words, by simu-

lating a leapfrog trajectory with some momentum r, θ moves to θ′. If the same momentum

was negated to −r, θ′ would travel on the same trajectory to θ. The leapfrog step is also

volume-preserving. Applying the deterministic transformation (θ, r) → (θ′, r′) guarantees

that the samples are still from the same joint distribution. As outlined in [24], if the new

states were proposed with some non-Hamiltonian dynamics, the determinant of the Jaco-

bian matrix for the dynamics would need to be computed. However, the transformation

in HMC is both invertible and differentiable so the determinant of a voluming-preserving

transformation is one.

Finally, leapfrog is a low-order method which uses relatively few gradient evaluations

per step and is therefore computationally cheap. Note there are higher-order methods that

use more gradient evaluations per step to take many fewer steps which has been argued

that results in a lower total computational cost.

The samples generated are governed by a predetermined number of steps L of size ϵ,

decided by the user. HMC is highly sensitive to the choice of these parameters, particularly

L. If too large, computation time can be wasted as the trajectory can end close to where

it started and, if too small, the proposal can exhibit random-walk behaviour. An example

when sampling from a 2-dimensional Gaussian distribution can be seen in Figure 3.7.

Figure 3.7(a) and (b) outline how the choice of step-size and parameter L, respectively,

can have an impact on the efficiency of the sampler. In some cases it has been shown

that randomising L can be beneficial to avoid periodicities in the underlying Hamiltonian

dynamics [85].

Algorithm 3: Leapfrog

Input: θ, r, ϵ
1 r′ = r + 0.5 · ϵ · ∇L(θ)
2 θ′ = θ + ϵ · r′
3 r′ = r′ + 0.5 · ϵ · ∇L(θ)′
4 return θ′, r′
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Figure 3.7: Sampling a 2-dimensional Gaussian distribution when changing the step-size
of HMC (a) and parameter L (b) for 10 MCMC iterations.

Algorithm 4: Hamiltonian Monte Carlo

1 Initialise: θ, ϵ, L, M
2 for m = 1, . . . , M do
3 Sample r ∼ N (0, I).
4 Set θ′ ← θ, r′ ← r
5 for i = 1, . . . , L do
6 θ′, r′ = Leapfrog(θ′, r′, ϵ) using Algorithm 3
7 end
8 Compute acceptance probability, α(θ, θ′), using (3.53)
9 Sample ut from Uniform[0, 1]

10 if ut < α(θ, θ′) then
11 θ = θ′

12 r = r′

13 else
14 θ = θ
15 r = r

16 end

17 end
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3.3.3 No-U-Turn Sampler

NUTS is an extension of HMC which adaptively finds a good number of leapfrog steps to

take, for a given step size, and therefore eliminates the need to tune this number. NUTS

does this by sampling from a trajectory of generated states in such a way that detailed

balance holds. Section 3.3.3.1 outlines how this trajectory is built while Section 3.3.3.2

describes the stopping criteria. Sections 3.3.3.3 and 3.3.3.4 outline how to sample from

the generated trajectory and why detailed balance holds, respectively. Further details are

presented in Section 3.3.3.5

3.3.3.1 Generating a Trajectory

NUTS generates samples both forwards and backwards in time from the initial state θ0 us-

ing leapfrog, by first sampling an initial momentum m0. To ensure reversibility, a Bernoulli

trial with probability 0.5 is undertaken to pick an initial direction d (either forwards +ϵ,

or backwards −ϵ) after which a leapfrog step is taken. Until a U-turn is detected, a new

direction is then sampled after every 2j leapfrog steps where j, initialized to zero, is in-

cremented by one after selecting a new direction. In doing so, NUTS builds a full binary

tree of height j where the number of steps taken between tests for a U-turn is double the

amount taken since the previous such test and each leaf node represents states along the

trajectory.

3.3.3.2 Testing for U-turns

The doubling process described above stops when the position and momentum states at the

far left (θ−, r−) and far right (θ+, r+) of the tree satisfy either of the following conditions:

(
θ+ − θ−

)
· r− < 0 or

(
θ+ − θ−

)
· r+ < 0. (3.55)

These conditions are met when the trajectory begins to double back on itself, i.e. begins

to U-turn. When building a trajectory, once one of these conditions is satisfied the current

subtree being built is discarded, and a sample from the resulting full tree (without the

discarded subtree) is taken. This process of discarding means that any state in the tree

can move to any other state without breaching the U-turn: This is important with respect

to ensuring that detailed balance is maintained.
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3.3.3.3 Drawing a Sample from the Trajectory

In the original description of NUTS, slice sampling was undertaken to sample a new state

from the trajectory. This was done to account for the fact that by using leapfrog, the

Hamiltonian dynamics are approximated by numerical integration. Practically, an auxiliary

variable, u, is introduced which is sampled uniformly between 0 and H(θ0, r0). Once a

U-turn is detected (and the relevant subtree has been discarded) a sample is then uniformly

selected from the states which satisfy: H(θ, r) > u. This effectively prevents samples being

selected for which the dynamics were poorly modelled (and therefore would have had a

poor acceptance probability had HMC been used).

3.3.3.4 Pertinent Elements of the Proof

In following the steps above, the algorithm satisfies detailed balance and is therefore a

valid MCMC proposal. For a complete description, see Section 3.1.1 in [26]. The the more

pertinent points are outlined here.

For reversibility, a pair of states (θ, r) and (θ′, r′) must be able to transition to each

other. A subset of states are required that could be transitioned to B, where B is a subset

of a potentially larger set of all states observed C, to satisfy:

p(B, C|θ, r) = p(B, C|θ′, r′) (3.56)

This is true if the states in NUTS are generated deterministically, i.e. through doubling

the number of states. In this instance there will always be a series of directions that will

produce the required tree. Furthermore, by discarding the samples in the subtree being

generated which contain a U-turn, the possibility of extending the sequence of states is

removed such that it contains pairs of states for which the transition is possible from one

to the other but not in the other direction.

3.3.3.5 Further Details

The numerical integrator used to simulate the Hamiltonian dynamics is chosen to preserve

the geometric structure of the dynamics, i.e. has a unit determinant. NUTS uses the

leapfrog method, like HMC, which has this property. As a result, NUTS avoids the situation

where, due to numerical errors, some states in the trajectory are unlikely to be sampled.

To avoid excessively large trees, which can result from choosing too small a step size,
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it is necessary to upper bound the tree depth. Similarly to HMC, were NUTS able to

run with an exact integrator, all the states would be equally likely to be sampled and

computing of determinants related to the Jacobian is not required.

3.4 Particle - Markov Chain Monte Carlo

Particle-MCMC combines MCMC and a particle filter, two Monte Carlo methods that use

repeated sampling techniques to obtain numerical estimates related to a target distribu-

tion π(θ). Exact inference, using p-MCMC, of this target distribution is assumed to be

intractable. The original contribution of [29] uses a particle filter to calculate an unbiased

estimate of the marginal log-likelihood, p(y1:T |θ). The log-likelihood can be approximated

by summing the unnormalised particle filter weights in (3.41) for t = 1, .., T . This is a

byproduct of running the particle filter and so no additional calculations are required. The

resulting log-likelihood estimate can be used within the MHRW algorithm and allows the

acceptance probability to be formulated as

α(θ, θ′) = min

{
1,

p (θ′) p(y1:T |θ′)q(θ|θ′)
p(θ)p(y1:T |θ)q(θ′|θ)

}
, (3.57)

where p(θ) is the prior density and q(θ′|θ) the proposal. Algorithms 2 and 5 differ only in

their definition of the acceptance probability. Reference [29] prove that the Markov Chain

converges to the target distribution p(θ|y) when using a fixed number of N particles to

estimate p(y1:T |θ′). Use of the MHRW proposal in p-MCMC will inherit the same problems

as described above in the context of MCMC. To make use of more sophisticated proposals,

the gradient of the log posterior of the parameter, θ, must be estimated. This forms the

basis of Chapter 4.

3.4.1 Application to SIR Model

An example of inferring the parameters of the discrete SIR model outlined in Section 3.1.4.2

using p-MCMC with the MHRW proposal is presented below. The trace plots for the

parameters β (top) and γ (bottom) are presented in Figure 3.8. Four independent Markov

chains with different initial starting points were run for 550 MCMC iterations, with the

first 50 discarded as burn-in. Figures 3.8a and c present the entire Markov chain, while

figures 3.8b and 3.8d depict the first 60 iterations. The black vertical line shows the point

at which burn-in ends. The black horizontal line shows the true parameter value. By the
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Figure 3.8: Trace plots of β and γ for 550 iterations (left) and the first 60 iterations (right).
The vertical black line indicates where burn-in ends at 50 iterations.

clear convergence of the Markov chains to the true value in all cases, it is evident that the

sampler is able to correctly recover the parameters of the SIR model.

3.5 Evaluating a Markov Chain

The sampling methods described above produce a Markov chain. Understanding how

well and how efficiently a Markov chain is sampling is crucial when making comparisons

between samplers. In the subsequent sections, the statistics for evaluating Markov chains

used throughout this thesis are provided. These metrics also give an indication of when

to terminate the sampling process. The ppls mentioned in Section 3.3.3 automatically

provide information regarding the effectiveness of the sampler. Three of these methods are
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Algorithm 5: Particle- MCMC

1 Initialise: θ0, y1:T
2 Run Algorithm 1 with θ0 to obtain estimate of the log-likelihood, log p(y1:T |θ),

calculated by (3.41)
3 for m = 1, . . . , M do
4 Sample θ′ from q(θ′|θ).
5 Run Algorithm 1 with θ′ to obtain estimates of the log-likelihood,

log p(y1:T |θ′), calculated by (3.41)
6 Compute acceptance probability, α(θ, θ′), using (3.57)
7 Sample ut from Uniform[0, 1]
8 if ut < α(θ, θ′) then
9 θ = θ′

10 log p(y1:T |θ)=log p(y1:T |θ′)
11 else
12 θ = θ
13 log p(y1:T |θ)=log p(y1:T |θ)
14 end

15 end

outlined below.

3.5.1 Effective Sample Size

The effective sample size (ESS) is an explicit approximation of the number of independent

samples it would take for the Markov chain to have the same estimation power as the

set of auto-correlated samples. Higher ESS values are desirable. The MCMC samplers

described in Section 3.3 differ with respect to run time. MHRW runs in less computation

time than HMC and NUTS because it does not make gradient evaluations. Depending on

the trajectory size, NUTS can make more gradient evaluations per MCMC iteration when

compared with HMC. Therefore, calculating the ESS per second from the time taken for

the sampler to finish running gives an indication of the efficiency of the sampler.

3.5.2 IACT

The integrated auto-correlated time (IACT) estimates the number of samples, on average,

it takes to draw an independent sample from a continuous Markov chain. This is also

known as mixing, with lower values more desirable.
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3.5.3 Gelman Rubin

The Gelman-Rubin diagnostic [86] is a numerical method that determines if multiple chains

have converged by comparing the variances between chains. This diagnostic is commonly

used in ppls (where it is referred to as R̂) to ascertain if the sampler has correctly sampled

from the posterior. Stan’s documentation states that an R̂ value below 1.05 passes their

internal diagnostic check.

3.6 Summary

This chapter has outlined the main topics utilised throughout this thesis. Descriptions and

examples of SSMs and epidemiological models are provided in Sections 3.1 and 3.1.4, re-

spectively. An overview of the modelling and calibration of these SSMs with particle filters

and MCMC methods is presented in Sections 3.2 and 3.3, respectively. Finally, methods

for evaluating the Markov chains produced by the samplers are outlined in Section 3.5.



Chapter 4

Efficient Learning of the

Parameters of Non-Linear Models

using Differentiable Resampling in

Particle Filters

It has been widely documented that the sampling and resampling steps in particle fil-

ters cannot be differentiated. The reparameterisation trick was introduced to allow the

sampling step to be reformulated into a differentiable function. In this chapter, the repa-

rameterisation trick is extended to include the stochastic input to resampling therefore

limiting the discontinuities in the gradient calculation after this step. Knowing the gradi-

ents of the prior and likelihood distributions allows for the use of p-MCMC with NUTS as

the proposal when estimating parameters.

In this chapter, MALA, HMC with varying numbers of steps and NUTS are compared.

Considering three state-space models, it is shown that NUTS improves the mixing of the

Markov chain and can produce more accurate results in less computation time.

4.1 Introduction

This chapter aims to complement recent machine learning literature that addresses the

problem of differentiatiable resampling.

37
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Use of the reparameterisation trick for resampling is described in [87], where the random

number seed is fixed in every simulation to produce common random numbers (CRN). The

core contribution of this chapter is to fix the random numbers used within the resampling

step such that the input to resampling can be conditioned. It is then possible to utilise

the estimated gradients within the framework of p-MCMC and to calculate gradient-based

proposals for θ. More specifically, this allows use of NUTS as the proposal. A further novel

contribution is the provision of full Bayesian parameter estimates (including variances).

This differs from existing literature on differentiable particle filtering in the neural network

community which focuses exclusively on point-estimates of parameters [39, 40, 41, 43]. The

performance of NUTS is also compared with that achieved by HMC and MALA.

An outline of the rest of the chapter is as follows: calculation of the likelihood and

gradients is described in Section 4.2.2, methods for propagating the derivatives of the

particle weights in Section 4.3 and an extension of the reparameterisation trick that includes

the stochastic input to resampling in Section 4.4. The likelihood and gradient estimates are

tested, particle-HMC (p-HMC) and particle-NUTS (p-NUTS) explained and comparative

numerical results detailed in the context of three applications in Section 4.7. Concluding

remarks are presented in Section 4.8.

4.2 Particle Filter

The processes and notation in the subsequent sections are the same as those used when

describing operations relating to the particle filter outlined in Section 3.2. Calculation

of an unbiased estimate of the likelihood, which is used within p-MCMC with an MH

proposal (see Section 3.4), is outlined in Section 4.2.1. Gradient based proposals require

the gradient of the likelihood w.r.t θ. Section 4.2.2 outlines how to obtain these gradients

from a particle filter using the reparameterisation trick.

4.2.1 Calculating the Likelihood

For t = 1, .., T an unbiased estimate of the log-likelihood can be estimated recursively by

summing the log-weights in (3.41):

p (y1:T |θ) ≈
1

N

N∑
i=1

w
(θ,i)
1:t . (4.1)
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This is a byproduct of running the particle filter that is outlined in Section 3.2, therefore

additional calculations are not required.

4.2.2 Calculating the Gradient of the Likelihood

Following (4.1), an approximation to the gradient of the likelihood is given by a function

of the derivative of the weights1:

d

dθ
p(y1:t|θ) ≈

1

N

N∑
i=1

d

dθ
w

(θ,i)
1:t . (4.2)

For numerical stability, it is typically preferable to propagate values in logs. Applying the

chain rule to (3.41) and (4.2) gives

d

dθ
log p(y1:t|θ) ≈

1

N

1

p(y1:t|θ)
N∑
i=1

w
(θ,i)
1:t

d

dθ
logw

(θ,i)
1:t (4.3)

≈ 1

N

N∑
i=1

w̃
(θ,i)
1:t

d

dθ
logw

(θ,i)
1:t . (4.4)

Note that in (4.4), the weights w̃
(θ,i)
1:t are normalised, while the log weights are not. The

log weights can be calculated recursively by

logw
(θ,i)
1:t = logw

(θ,i)
1:t−1 + log σ

(
x
(θ,i)
t , x

(θ,i)
t−1 , θ

)
, (4.5)

such that

d

dθ
logw

(θ,i)
1:t =

d

dθ
logw

(θ,i)
1:t−1 +

d

dθ
log σ

(
x
(θ,i)
t , x

(θ,i)
t−1 , θ

)
, (4.6)

where

d

dθ
log σ

(
x
(θ,i)
t , x

(θ,i)
t−1 , θ

)
=

d

dθ
log p

(
x
(θ,i)
t |x(θ,i)t−1 , θ

)
+

d

dθ
log p

(
yt|x(θ,i)t

)
− d

dθ
log q

(
x
(θ,i)
t |x(θ,i)t−1 , θ, yt

)
. (4.7)

1Note that this approach differs from that advocated in [52, 53, 54], where a fixed-lag filter (with a
user-specified lag) is used to approximate the derivatives. In contrast, in this chapter, the derivatives of
the approximation of the likelihood are explicitly calculated.



40 Conor Rosato

Therefore, if the single measurement likelihood, d
dθ log p

(
yt|x(θ,i)t

)
, transition model,

d
dθ log p

(
x
(θ,i)
t |x(θ,i)t−1 , θ

)
, and proposal, d

dθ log q
(
x
(θ,i)
t |x(θ,i)t−1 , θ, yt

)
, can be differentiated, (an

approximation of) the derivative of the log-likelihood for the subsequent timestep can

be calculated. Thus, the log-likelihood derivatives are approximated recursively at each

timestep. There are, however, a number of challenges involved in this procedure.

If the particle filter uses the transition model as the proposal (as in (3.36)), the likeli-

hood in the weight update does not explicitly depend on θ. Equation (4.7) can therefore

be rewritten as

d

dθ
log σ

(
x
(θ,i)
t , x

(θ,i)
t−1 , θ

)
=

d

dθ
log p

(
yt|x(θ,i)t

)
. (4.8)

As such, one may initially suppose that d log σ/dθ = 0. If this were true, an induction

argument using (4.6) would show that the weight derivatives are always zero and therefore

give an approximation of zero for the gradient of the likelihood w.r.t θ. Intuitively incorrect,

the flaw in this reasoning is that the likelihood (somewhat implicitly) does, in fact, depend

on θ, since x
(θ,i)
t is dependent on θ: application of the chain rule to the remaining term in

(4.7) gives

d

dθ
log p

(
yt|x(θ,i)t

)
=

d

dx
log p (yt|x)

∣∣∣∣
x=x

(θ,i)
t

d

dθ
x
(θ,i)
t . (4.9)

Additionally, x
(θ,i)
t is a random variable sampled from the proposal. To overcome this,

the reparameterisation trick [42] can be used. Consider the derivative of the likelihood

for a fixed random number seed. More precisely, let ϵ
(i)
1:t be the vector of N (0, 1) random

variables used to sample from the proposal, such that, if ϵ
(i)
t is known, then x

(θ,i)
t is a

differentiable deterministic function of x
(θ,i)
t−1 . Under this consideration, the derivative of

the log-likelihood in (4.9) can be approximated in following way:

d

dθ
p (y|θ) = d

dθ

∫
p (y, ϵ1:t|θ) dϵ1:t (4.10)

=

∫
d

dθ
p (y, ϵ1:t|θ) dϵ1:t (4.11)

≈ 1

N

N∑
i=1

d

dθ
p
(
y|ϵ(i)1:t, θ

)
, (4.12)
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where ϵ
(i)
1:t ∼ p(ϵ1:t) is fixed and, crucially, the derivatives in (4.12) can be calculated.

As a simple example, consider sampling from the dynamics of a random walk proposal

and let θ be the standard deviation of the process noise, such that

x
(θ,i)
t = x

(θ,i)
t−1 + θϵ

(i)
t (4.13)

and

d

dθ
x
(θ,i)
t =

d

dθ
x
(θ,i)
t−1 + ϵ

(i)
t . (4.14)

Then, (4.14) can be calculated recursively and used to derive (4.9).

More generally, to calculate the non-zero derivatives of the weights, the particle deriva-

tives dx
(θ,i)
t /dθ must be propagated. This is discussed in the following section.

4.3 Calculating the Derivatives

In order to propagate the derivatives of the particle weights in (4.6) and (4.7) the following

must be calculated:

• The derivatives of the particle states

dx
(θ,i)
t

dθ
(4.15)

• The derivatives of the proposal log pdfs

d

dθ
log q

(
x
(θ,i)
t |x(θ,i)t−1 , θ, yt

)
(4.16)

• The derivatives of the transition log pdfs

d

dθ
log p

(
x
(θ,i)
t |x(θ,i)t−1 , θ

)
(4.17)

• The derivatives of the single measurement likelihood log pdfs

d

dθ
log p

(
yt|x(θ,i)t−1

)
. (4.18)
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Section 4.3.1 shows how to calculate these derivatives in turn.

4.3.1 Derivative of the Particle States

To calculate dx
(θ,i)
t−1 /dθ, suppose the proposal takes the form

q
(
x
(θ,i)
t |x(θ,i)t−1 , θ, yt

)
= N

(
x
(θ,i)
t ;µ

(
x
(θ,i)
t−1 , θ, yt

)
, C
(
x
(θ,i)
t−1 , θ, yt

))
, (4.19)

where µ (·) and C (·) are functions of the old particle state, the parameter and the obser-

vation. Such a generic description can articulate sampling from the prior, or defining a

proposal using a Kalman filter with the predicted mean and covariance given by the motion

model.

If the proposal noise ϵ
(i)
t ∼ N (·; 0, InX ) is sampled in advance, the new particle states

can be written as a deterministic function:

x
(θ,i)
t = f(x

(θ,i)
t−1 , θ, yt, ϵ

(i)
t )

≜ µ(x
(θ,i)
t−1 , θ, yt) +

√
C(x

(θ,i)
t−1 , θ, yt)× ϵ

(i)
t . (4.20)

Care must be taken when computing the derivative of (4.20) w.r.t. θ since x
(θ,i)
t−1 is also a

function of θ, with different particles x
(θ,i)
t−1 sampled for different values of θ. By the chain

rule, the derivative is given by

dx
(θ,i)
t

dθ
=

d

dθ
f(x

(θ,i)
t−1 , θ, yt, ϵ

(i)
t ) (4.21)

=
∂f

∂x
(θ,i)
t−1

dx
(θ,i)
t−1

dθ
+

∂f

∂θ

dθ

dθ
(4.22)

=
∂f

∂x
(θ,i)
t−1

dx
(θ,i)
t−1

dθ
+

∂f

∂θ
. (4.23)

Note that, the derivative df/dθ in (4.21) and the partial derivative ∂f/∂θ in (4.22) are not

equivalent — see Appendix A.1 for the distinction. In addition, the terms are generally

matrix-valued: ∂f/∂xit−1 is an nX × nX matrix, and dxit−1/dθ and ∂f/∂θ are nX × nΘ

matrices.
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4.3.2 Derivative of the Proposal

The proposal log pdf can be written as

log q
(
x
(θ,i)
t |x(θ,i)t−1 , θ, yt

)
= Q

(
x
(θ,i)
t−1 , θ, yt, ϵ

(i)
t

)
, (4.24)

where, under the assumption of a Gaussian proposal and dropping the fixed values ϵ
(i)
t and

yt for notational convenience,

Q
(
x
(θ,i)
t−1 , θ

)
≜ log q

(
f(x

(θ,i)
t−1 , θ)|x

(θ,i)
t−1

)
(4.25)

= logN
(
f(x

(θ,i)
t−1 , θ);µ(x

(θ,i)
t−1 , θ), C(x

(θ,i)
t−1 , θ)

)
. (4.26)

Then, the derivative of the proposal log pdf is derived by

d

dθ
Q(x

(θ,i)
t−1 , θ) =

∂

∂f
logN (f ;µ,C)

(
df

dθ
+

dµ

dθ
+

dC

dθ

)
(4.27)

=
∂

∂f
logN (f ;µ,C)

(
∂f

∂x
(θ,i)
t−1

dx
(θ,i)
t−1

dθ
+

∂f

∂θ

)

+
∂

∂µ
logN (f ;µ,C)

(
∂µ

∂x
(θ,i)
t−1

dx
(θ,i)
t−1

dθ
+

∂µ

∂θ

)

+
∂

∂C
logN (f ;µ,C)

(
∂C

∂x
(θ,i)
t−1

dx
(θ,i)
t−1

dθ
+

∂C

∂θ

)
, (4.28)

where µ = µ(x
(θ,i)
t−1 , θ) and C = C(x

(θ,i)
t−1 , θ). The derivatives of logN (f ;µ,C) are provided

in Appendix A.3.

4.3.3 Derivative of the Prior

To calculate d
dθ log p

(
x
(θ,i)
t |x(θ,i)t−1 , θ

)
, let

P (x
(θ,i)
t−1 , θ, yt, ϵ

(i)
t ) ≜ log p

(
f
(
x
(θ,i)
t−1 , θ, yt, ϵ

(i)
t

)
|x(θ,i)t−1 , θ

)
(4.29)

= logN
(
f
(
x
(θ,i)
t−1

)
; a
(
x
(θ,i)
t−1 , θ

)
,Σ(θ)

)
, (4.30)
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where the transition model is assumed to have additive Gaussian noise that is independent

of x
(θ,i)
t−1 . Then,

d

dθ
P (x

(θ,i)
t−1 , θ) =

∂

∂f
logN (f ; a,Σ)

(
∂f

∂x
(θ,i)
t−1

dx
(θ,i)
t−1

dθ
+

∂f

∂θ

)

+
∂

∂a
logN (f ; a,Σ)

(
∂a

∂x
(θ,i)
t−1

dx
(θ,i)
t−1

dθ
+

∂a

∂θ

)

+
∂

∂Σ
logN (f ; a,Σ)

(
∂Σ

∂θ

)
. (4.31)

Note that, the derivatives of logN (f ; a,Σ) are evaluated at a(x
(θ,i)
t−1 ) (the prior mean) and

not at µ (the proposal mean), as was the case in (4.28).

4.3.4 Derivative of the Likelihood

To calculate d
dθ log p

(
yt|x(θ,i)t

)
, let

L(x
(θ,i)
t , θ, yt) ≜ log p

(
yt|x(θ,i)t

)
, (4.32)

where the right-hand side of (4.32) is the log-likelihood in (4.9). Consider the case in which

the likelihood is Gaussian with a variance that is independent of x
(θ,i)
t , such that

L(x
(θ,i)
t , θ, yt) ≜ logN

(
yt;h(x

(θ,i)
t , θ), R(θ)

)
. (4.33)

Then, by application of the chain rule,

d

dθ
L
(
x
(θ,i)
t , θ, yt

)
=

∂

∂h
logN (yt;h,R)

(
∂h

∂x
(θ,i)
t

dx
(θ,i)
t

dθ
+

∂h

∂θ

)

+
∂

∂R
logN (yt;h,R)

dR

dθ
. (4.34)
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4.4 Resampling for a Differentiable Particle Filter

Unlike for the standard particle filter described in Section 3.2, the weight derivatives

d

dθ
w

(θ,i)
1:t (4.35)

and the particle derivatives

d

dθ
x
(θ,i)
t (4.36)

need to be resampled. The resampling procedure adopted in this chapter is as follows:

Let

c
(θ,i)
t =

∑i
j=1w

(j,θ)
1:t∑N

j=1w
(j,θ)
1:t

(4.37)

be the normalised cumulative weights and let

κi = κ
(
νit , w

1:N
1:t

)
=

N−1∑
j=0

[
νit > c

(j,θ)
t

]
(4.38)

be the index sampled for particle i, where νit ∼ Uniform((0, 1]) are independent for each

particle and timestep. The particle indices are sampled according to a categorical distri-

bution, giving a multinomial resampler, where each index is resampled with a probability

proportional to its weight. Alternative resampling schemes exist that could reduce the

variance of estimates.

The resampled weights are equal, while preserving the original sum:

x
′(θ,i)
t = x

(θ,κi)
t , (4.39)

w
′(θ,i)
1:t =

1

N

N∑
j=1

w
(θ,j)
1:t . (4.40)

From (4.40), it is clear that

d

dθ
w

′(θ,i)
1:t =

1

N

N∑
j=1

d

dθ
w

(θ,j)
1:t . (4.41)



46 Conor Rosato

Converting this derivative to the derivative of log weights, application of the chain rule

gives

d

dθ
logw

′(θ,i)
1:t =

1

N

1

w
′(θ,i)
1:t

N∑
j=1

w
(θ,j)
1:t

d

dθ
logw

(θ,j)
1:t (4.42)

=

N∑
j=1

w̃
(θ,j)
1:t

d

dθ
logw

(θ,j)
1:t , (4.43)

where w̃
(θ,j)
1:t are the normalised weights.

To obtain the particle gradient, note that, for differentiable κ,

d

dθ
x
′(θ,i)
t =

∂

∂κ
xt
(
θ, κ

(
νit , w

1:N
1:t

)) ∂

∂θ
κ
(
νit , w

1:N
1:t

)
+

d

dθ
xt
(
θ, κ

(
νit , w

1:N
1:t

))
. (4.44)

Since ∂κ/∂θ = 0, except where

νit = c
(θ,j)
t for i, j = 1, . . . , N, (4.45)

then

d

dθ
x
′(θ,i)
t =

d

dθ
x
(θ,κi)
t (4.46)

almost surely, such that derivative of the resampled state is obtained by taking the deriva-

tive of the parent particle.

4.4.1 Discontinuities after a Resampling Realisation

Sampling with CRN results in a deterministic function f(θ), such that evaluating the

function twice gives the same output. Different outputs are obtained when sampling with-

out CRN. When using CRN resampling, a discontinuity occurs in the estimate of the

log-likelihood in Figures 4.1 (a) and (c) when two distinct values of θ cause different re-

sampling realisations to occur. On the left of the discontinuity, resampling takes place at

the same times for all θ and all particles have the same parents at all resampling events:

the particles for different values of θ share a single family tree. On the right of the discon-

tinuity, resampling realisations, and so the family tree, change. Since the approximation

of the likelihood (and its gradient) is a function of the family tree, this change results in a
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discontinuity in the likelihood approximation.

The best approach to limiting these discontinuities is to use a high-performance pro-

posal. This is exemplified when comparing results obtained using the prior with those

obtained using the optimal proposal (which can, in some settings, be derived using a

Kalman Filter). Consider the following simple example to demonstrate this point. Sup-

pose that the state is a single real number, with a motion model given by a random walk

with zero initial mean and standard deviation, of both the initial state and each subsequent

propagation of θ. Given the state and observations are independent of θ and are defined

by the target state plus errors of known and fixed variance, R:

p (x1) = N
(
x1; 0, θ

2
)
, (4.47)

p (xk | xk−1, θ) = N
(
xk;xk−1, θ

2
)
, (4.48)

p (yk | xk, θ) = N (yk;xk, R) . (4.49)

Appendix A.2 outlines how to calculate the mean and covariance of the optimal proposal

for each particle xit−1, in addition to the necessary derivatives.

Figure 4.1 presents results obtained when running Algorithm 6 and computing an

estimate of the log-likelihood and the associated gradient across a range of 500 values of

θ, equally spaced from 1 to 4, for N = 2000 particles and T = 250 observations. The

true value is θ=2. The log-likelihood and its gradient w.r.t. θ, at each instance of θ, is

presented in Figures 4.1 (a) and (b), respectively. Figures 4.1 (c) and (d) are magnified

instances of these plots. Results are shown for the Kalman Filter, two runs of multinomial

resampling (to indicate the difference in results when running the simulation twice) and

CRN resampling.

Figure 4.1 (a) shows no clear differences in the graphs of the log-likelihood for the

estimates given by the Kalman Filter and the estimates produced by the particle filter when

using different combinations of the prior and optimal proposal for CRN and multinomial

resampling. However, there is a notable difference when comparing the gradient of the

log-likelihood w.r.t. θ. Using the prior as the proposal results in large discontinuities in

the estimate when compared with the optimal proposal. Figures 4.1 (c) and (d) show that

using CRN and the optimal proposal produces piecewise continuous estimates. This is in

contrast to multinomial resampling where fluctutations are apparent. Using an optimal

proposal, or an approximation to such a proposal, in conjunction with CRN resampling

is therefore advocated. A good proposal will minimise the variance of the incremental
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weights at the current timestep. The process of selecting a good proposal can be time

consuming, however, as outlined in [88], can be critical in obtaining favourable results in

other contexts.

Algorithm 6: Differentiable Particle Filter

Input: θ, y1:T
1 Initialise: xi0,

d
dθx

i
0, log(w

i
0),

d
dθ log(w

i
0)

2 for t = 1, . . . , T do
3 Calculate the number of effective samples, Neff , using (3.45).
4 If Neff < N/2, resample xit−1, log(w

i
1:k−1), dx

i
t−1/dθ, d log(w

i
1:t−1)/dθ as

described in Section 4.4.
5 Sample the new particles xit and calculate the partial derivatives

∂

∂θ
f(xit−1, θ),

∂

dxit−1

f(xit−1, θ).

6 Calculate the proposal mean, µ(xit−1), and covariance, C(xit−1), for each
particle xit−1, in addition to their derivatives

∂

∂θ
µ(xit−1),

∂

xit−1

µ(xit−1),
∂

∂θ
C(xit−1),

∂

xit−1

C(xit−1),

7 as seen in Section 4.3.1.

8 Estimate the particle gradients, d
dθx

i
t, using (4.3.1).

9 Estimate the derivatives of the prior, proposal and likelihood using the
methods outlined in Sections 4.3.2, 4.3.3 and 4.3.4, respectively.

10 Evaluate the new log weights, logwi
1:k, and log weight derivatives, d

dθ logw
i
1:t,

using (4.5) and (4.6), respectively.

11 end
12 Evaluate the final log-likelihood, log p(y1:T |θ), and associated derivative,

d
dθ log p(y1:T |θ), using (3.41) and (4.4), respectively.
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Figure 4.1: Plots of (a) the log-likelihood, (b) the gradient of the log-likelihood w.r.t. θ,
(c) a magnified section of the log-likelihood and (d) the associated gradient. All plots: true
values given by the Kalman Filter (black), particle filter using CRN resampling (red) and
multinomial resampling (blue and orange).
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4.5 Differentiable Particle Filters

In the subsequent sections, the differentiable particle filters considered for comparison are

described. This comparison includes the novel method of using CRN described in this

chapter.

4.5.1 Soft Resampling

Soft resampling, introduced in [44] and utilised in [39], considers a differentiable approxima-

tion to resampling which involves drawing from the distribution q(n) = αw
(θ,i)
1:t +(1−α)/N ,

with α ∈ [0, 1] representing a trade-off parameter. If α = 1, regular resampling is used and

if α = 0 the algorithm performs subsampling. The new weights are calculated by

w
′(θ,i)
1:t =

w
(θ,i)
1:t

αw
(θ,i)
1:t + (1− α)1/N

. (4.50)

This gives non-zero estimates of the gradient because the dependency on the previous

weights is maintained. By changing α, this method trades resampling quality for biased

gradient estimates.

4.5.2 Gumbel Softmax

The Gumbel-Max trick [89] provides a method for sampling a variable, z, from a categorical

distribution containing class probabilities, πx. If it is assumed that the categorical samples

are one-hot vectors, z is sampled by

z = onehot (argmaxi {Gi + log (πi)}) (4.51)

where xi = Gi + log(πi) and Gi are independently sampled from Gumbel(0, 1). The

summation in (4.51) is similar to the reparametrisation trick described previously, however,

in this case, the argmax function is not differentiable. The work outlined in [45] and [46]

describes a differentiable approximation to argmax, called softmax, defined to be

z =
exp

(
xk
λ

)∑n
i=1 exp

(
xi
λ

) . (4.52)
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The temperature parameter, λ, is defined by the user and controls how closely the resulting

Gumbel-softmax distribution approximates the categorical distribution.

4.5.3 Optimal Transport

A fully differentiable particle filter that resamples using optimal transport ideas proposed

in [90] is described in [43]. This method ensures unbiased gradient estimates whilst in-

corporating bias in the log-likelihood estimate. This requires additional hyper-parameters

and runs in O(N2) time complexity. It can therefore be computationally expensive.

4.5.4 Fisher’s Identity to Calculate Gradient of the Log-likelihood

As described in Chapter 1, [48] recursively computes the gradient of the log-likelihood

using Fisher’s Identity. This method is summarised as follows:

d

dθ
log p (y1:t|θ) =

1

p (y1:t|θ)
d

dθ
p (y1:t|θ) (4.53)

=
1

p (y1:t|θ)
d

dθ

∫
p (y1:t, x1:t|θ) dx1:t (4.54)

=
1

p (y1:t|θ)

∫
d

dθ
p (y1:t, x1:t|θ) dx1:t (4.55)

=

∫
p (y1:t, x1:t|θ)
p (y1:t|θ)

d

dθ
log p (y1:t, x1:t|θ) dx1:t (4.56)

=

∫
p (x1:t|y1:t, θ)

d

dθ
log p (x1:t, y1:t|θ) dx1:t (4.57)

≈ 1

N

N∑
i=1

w̃
(θ,i)
1:t

d

dθ
log p

(
x
(θ,i)
1:t , y1:t|θ

)
︸ ︷︷ ︸

α
(θ,i)
n

. (4.58)

The term inside the sum can be calculated recursively:

α(θ,i)
n = α

(θ,i)
n−1 +

d

dθ
log p

(
yt|x(θ,i)t−1

)
+

d

dθ
log p

(
x
(θ,i)
t |x(θ,i)t−1 , θ

)
, (4.59)

where log p
(
x
(θ,i)
t |x(θ,i)t−1 , θ

)
is the derivative of the prior and d

dθ log p
(
yt|x(θ,i)t−1

)
the deriva-

tive of the log-likelihood (see (3.34), (4.3.3) and (4.3.4), respectively).

Recent work outlines how to perform this calculation in the framework of PyTorch

without having to modify the forward pass [91]. A stop-gradient operator that stops the
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gradients of the weights flowing into the resampling distribution is included. Much like the

method described in this chapter, minimal changes to the particle filtering algorithm need

to be employed.

References [48] and [49] focus on unbiased estimators of the gradient of the log-likelihood,

using the expectation of the gradient of the logarithm as the approximation. In this chap-

ter, the gradient of the logarithm of the expectation is instead used as the approximation.

A feature of the approximation considered here, perhaps surprisingly, is that all samples

from all iterations are used, whereas the approach in [48] and [49] recursively calculates

along the trajectory of each particle. If, as is likely, the particle trajectories are degen-

erate, the approach in [48] and [49] will face limitations in using the diversity of states

early in the trajectory to inform the gradient estimate. In short, choosing between the two

approximations is likely to become a bias-variance trade-off.

4.6 Estimation of Parameters

If there exists a prior, p (θ), for which the likelihood, p (y1:T |θ), or log-likelihood2 can

be calculated, then p-MCMC can be used to estimate p (θ|y1:T ) ∝ p (θ) p (y1:T |θ). The

gradient of the log-posterior of θ is given by

∇ log p(θ|y1:t) = ∇ log p(θ) +∇ log p(y1:t|θ), (4.60)

where ∇ log p(θ) is the gradient of the log-prior and ∇ log p(y1:t|θ) the gradient of the

log-likelihood. If ∇ log p(θ|y1:t) is known, it is possible to reduce the correlation between

successive sampled states by proposing moves to distant states in π(θ) and maintain a high

probability of acceptance.

4.6.1 Hamiltonian Monte Carlo and the No-U-Turn Sampler

For description of the HMC and NUTS3 algorithms used in the subsequent sections, refer

to Sections 3.3.2 and 3.3.3, respectively.

2The log-likelihood is likely to be more stable numerically.
3Note, using CRN when calculating the gradient from a particle filter results in gradients that are a

deterministic function of the parameter. The Jacobian terms therefore cancel and integration over the
possible dynamic states is not required, as is the case for regular NUTS.
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4.6.2 Metropolis-Adjusted Langevin Algorithm (MALA)

MALA is a MHRW proposal that includes gradient information about the log-posterior

(as seen in [54]):

θ′ = N

(
θ +

1

2
Γ∇ log p(θ|y1:T ),Γ

)
, (4.61)

where Γ = γ2Id, for step size γ. In a similar way to [53], the algorithm is executed for

varying step size, with the step size that provides an acceptance rate of approximately 0.3

in the stationary phase selected. Although MALA is presented as an independent proposal,

it is a special case of HMC when L = 1.

Algorithm 7: Particle - HMC or NUTS

Input: θ0, y1:T , M , L
1 ℓ(θ), ∇L(θ) = Run Algorithm 6
2 ϵ = Find Reasonable ϵ(θ0)
3 for i = 1 to M do
4 HMC = Algorithm 1 in [26] or
5 NUTS = Algorithm 3 in [26]

6 end
7 Function Leapfrog(θ, r, y1:T , ∇L(θ)):
8 r′ = r + 0.5 · ϵ · ∇L(θ)
9 θ′ = θ + ϵ · r′

10 ℓ(θ), ∇L(θ)′ = Run Algorithm 6
11 r′ = r′ + 0.5 · ϵ · ∇L(θ)′
12 return θ′, r′, ℓ(θ)′, ∇L(θ)′

4.7 Numerical Experiments

In the subsequent sections, the differentiable particle filters and sampling algorithms (see

Sections 4.5 and 4.6, respectively) are evaluated when inferring the parameters in three

SSMs. The three examples are the LGSSM, SVM and epidemiological models presented

in Sections 3.1.1, 3.1.2 and 3.1.4.1, respectively.
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4.7.1 Linear Gaussian State-Space Model

The following example corresponds to that in Section 3.1.1, all parameter notations and

priors remain the same.

The “optimal” proposal (3.38) is used within the particle filter and can be derived from

the properties of the distributions in (3.3) and (3.4). This gives

q (xt|xt−1, yt) = N
(
xt;σ

2
[
σ−2
e yt + σ−2

v ϕxt−1

]
, σ2
)
, (4.62)

where σ−2 = σ−2
v + σ−2

e . Weights are updated using (3.39) such that

w
(θ,i)
1:t = N

(
yt;ϕxt, σ

2
v + σ2

e

)
w

(θ,i)
1:t−1. (4.63)

4.7.1.1 Results

First, the differentiable particle filters described in Section 4.5 are compared in terms of

computation time and MSE between true and inferred values of θ = {ϕ, σv} in the LGSSM

described in Section 4.7.1. The true values of ϕ and σv are 0.7 and 1.2, respectively. NUTS

is used as the proposal and the particle filter run with varying numbers of particles, N ,

and observations, T , over M = 50 MCMC iterations. Results are presented in Table 4.1,

with the MSE and time taken in seconds averaged over 10 runs (with different random

number seeds).

Use of CRN and FI (Fisher’s identity) consistently results in the lowest computation

time. One reason for this is that minimal changes to the resampling step are introduced

when compared to the alternative methods considered in Table 4.1. For T = 25 and

T = 100, CRN results in the lowest MSE when running with N = 32, 64 and 128 and

N = 16, 32, 64, and 128, respectively. Optimal transport resampling results in lower MSE

estimates in some experiments, however, the computation time is considerably higher than

for CRN and FI.
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T=25 T=50 T=100

CRN SR GS OT FI CRN SR GS OT FI CRN SR GS OT FI

N
=
1
6 MSE 0.151 1.446 0.179 0.141 0.135 0.075 0.438 0.076 0.025 0.025 0.035 0.056 0.045 0.040 0.047

Time (sec) 593 730 554 2062 582 728 1423 765 6256 1590 939 2684 1018 4396 1005

N
=
3
2 MSE 0.112 0.899 0.174 0.124 0.121 0.077 0.297 0.078 0.020 0.021 0.035 0.050 0.045 0.035 0.036

Time (sec) 558 816 587 1667 589 790 1478 784 6839 1339 941 2601 1583 5292 1014

N
=
6
4 MSE 0.121 1.091 0.165 0.121 0.126 0.074 0.452 0.084 0.069 0.025 0.025 0.396 0.050 0.044 0.049

Time (sec) 552 747 852 1647 608 750 1481 1229 2303 1369 1952 2571 2959 5281 1022

N
=
1
2
8

MSE 0.129 1.576 0.135 0.142 0.162 0.078 0.318 0.074 0.082 0.027 0.026 0.825 0.043 0.044 0.044

Time (sec) 583 880 1152 1827 582 738 1452 1423 2592 1383 1586 2621 3034 5651 1020

Table 4.1: Average MSE and computation time in seconds for estimation of θ = {ϕ, σv} in the LGSS model for
varying N and T , using the differentiable particle filters outlined in Section 4.5: CRN = us, SR = soft resampling,
GS = gumbel-softmax, OT = optimal transport and FI = Fisher’s identity. Results are averaged over 10 runs using
different random number seeds with NUTS as the proposal.
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N = 512 N = 1024
T (Secs) MSE NGE T (Secs) MSE NGE

MALA 4.342 0.306 9 6.288 0.300 9

H
M

C

L2 3.70 0.36±0.01 18 14.21 0.36±0.02 18
L4 7.26 0.31±0.02 36 32.34 0.31±0.04 36
L6 11.39 0.27±0.03 54 57.84 0.26±0.06 54
L8 18.86 0.25±0.05 72 54.18 0.25±0.07 72
L10 24.46 0.22±0.06 90 103.80 0.23±0.08 90

NUTS 35.77 0.23±0.08 106 69.91 0.19±0.07 66

Table 4.2: Computation time in seconds, MSE and the number of gradient evaluations
(NGE) for estimation of θ = {ϕ, σv, σe} in the LGSS model for varying N , using different
MCMC proposals. T = 100 observations, M = 10 MCMC iterations. CRN resampling is
used in all experiments. Results are averaged over 10 runs using different random number
seeds.

Next, the proposals outlined in Section 4.6 are compared. As explained previously,

using NUTS eliminates the need to manually select the length parameter, L, in HMC by

adaptively selecting the parameter at every iteration. Therefore, it is likely that NUTS

makes more than one target evaluation per iteration and so is more computationally costly

than MALA, where one evaluation is made, and HMC for certain values of L. As such,

in Table 4.2, the number of gradient evaluations is presented as well as the average MSE

between the true and inferred values of θ = {ϕ, σv, σe} and the computation time for the

LGSSM described in Section 4.7.1. The true values of ϕ, σv and σe are 0.7, 1.2 and 1,

respectively. The setup of the experiment is as follows: T = 100, M = 10 and N = 512,

1024. CRN resampling is used in all experiments. Table 4.2 exemplifies the benefit of

NUTS over HMC, without the need to optimise the number of steps, L: NUTS obtains a

lower MSE in a shorter run time than HMC.

Finally, results for use of NUTS and CRN resampling are presented alongside a com-

monly used diagnostic for determining whether three independent chains with different ini-

tial starting values of θ = {ϕ, σv, σe} have converged. Consider the initialisation N = 750

particles, T = 250 observations and M = 500 MCMC iterations (first 100 discarded as

burn-in). The true values of θ = {ϕ, σv, σe} are 0.7, 1.2 and 1, respectively. The trace and

density plots for the accepted samples of θ are given on the left and right of Figure 4.2 (a),

respectively. These plots provide an indication as to how well the chains have converged to

their stationary distributions. Figures 4.2(b)-(d) present 1-dimensional histograms, plotted
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Figure 4.2: (a) Trace plots (left) and density estimates (right) of three independent chains
with different initial starting values of θ. Horizontal black lines indicate the true values.
(b)-(d) 1-dimensional corner plots for the three independent chains. Horizontal and vertical
black lines indicate the true values.

using [92], for the three chains. The uncertainties associated with the estimates of θ are

also provided. The mean estimate of θ derived from the three chains is [0.67, 1.23, 1.04] and

the corresponding Gelman-Rubin statistics (see Section 3.5.3) 1.0091, 1.007 and 1.0094,

respectively.

4.7.2 Stochastic Volatility Model

The following example corresponds to that in Section 3.1.2, all parameter notations and

priors remain the same.

The prior is set to be the proposal (3.36), such that the incremental log weight (3.34)
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becomes

log σ
(
x
(θ,i)
t , x

(θ,i)
t−1 , θ

)
= log p

(
yt|x(θ,i)t

)
(4.64)

and the associated gradient (see (4.7))

d

dθ
log σ

(
x
(θ,i)
t , x

(θ,i)
t−1 , θ

)
=

d

dθ
log p

(
yt | x(θ,i)t−1

)
. (4.65)

4.7.2.1 Results

In this section, the proposals outlined in Section 4.6 when inferring the parameters of

the stochastic volatility model outlined in (3.5) - (3.7) are compared. Each simulation is

initialised with N = 5000 particles, T = 500 observations, M = 5000 MCMC iterations

(first 2000 discarded as burn-in) and uses CRN resampling. Initial values of θ are fixed

across all simulations.

The first and second rows of subplots (a), (b) and (c) in Figure 4.3 show the histogram

and trace plots of the accepted values of µ, ϕ and σv, respectively. These plots provide

a visual indication of how well each of the samplers perform. However, they should not

be the only measure used to asses convergence. Table 4.3 outlines a number of MCMC

diagnostics that determine if the sampler has converged to equilibrium. These include the

mean of the posterior samples, which, on its own, is not very informative, especially if the

inferred parameter is unknown.

From the trace plots, it is evident that for MALA and HMC, for some values of L, there

exists serial correlation between consecutive draws. This results in poor exploration of

the parameter space. NUTS has the least serial correlation between MCMC draws. This

observation is highlighted in the third row, where auto-correlation function (ACF) plots

for the simulations are shown. These plots present the auto-correlation for a Markov chain

up to a user-specified number of lags, selected to be 100. The desired ACF plot is large

at short lags but quickly drops towards zero. For MALA and a number of the HMC

simulations the ACF plots do not reach 0 within the specified 100 lags. The integrated

auto-correlation time (IACT) (see Section 3.5.2) is a measure of the area under the ACF

plot. This value gives an indication of the mixing within the Markov chain and should

therefore be minimised. Table 4.3 shows that using NUTS results in lower IACT scores for

parameters µ and σv and is comparable with HMC with L = 6 for ϕ.
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Figure 4.3: Density, trace and auto-correlation function plots for parameters: µ (top) and
ϕ (bottom). First row: histograms of posterior estimate. Second row: trace plots and
estimated mean (red horizontal line). Third row: ACF plots with lag = 100.



60 Conor Rosato

0.2 0.4

v

0

1

2

3

4

5

6

De
ns

ity

MALA

0.05 0.10 0.15 0.20

v

0

2

4

6

8

10

12

14

16
HMC: L=2

0.0 0.2 0.4

v

0

1

2

3

4

5

6

HMC: L=4

0.1 0.2 0.3

v

0

1

2

3

4

5

6

7

8
HMC: L=6

0.0 0.2 0.4 0.6

v

0

1

2

3

4

5

6
HMC: L=8

0.0 0.2 0.4

v

0

1

2

3

4

5

6

7

8
HMC: L=10

0.2 0.4

v

0

1

2

3

4

5

6

7

8
RHMC

0.0 0.2 0.4

v

0

2

4

6

8

NUTS

0 1000 2000 3000

Iteration

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Tr
ac

e 
pl

ot

0 1000 2000 3000

Iteration

0.06

0.08

0.10

0.12

0.14

0.16

0.18

0.20

0 1000 2000 3000

Iteration
0.05

0.10

0.15

0.20

0.25

0.30

0.35

0 1000 2000 3000

Iteration
0.05

0.10

0.15

0.20

0.25

0 1000 2000 3000

Iteration

0.1

0.2

0.3

0.4

0.5

0 1000 2000 3000

Iteration
0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0 1000 2000 3000

Iteration

0.1

0.2

0.3

0.4

0.5

0 1000 2000 3000

Iteration

0.1

0.2

0.3

0.4

0.5

0 25 50 75 100

Lag

0.2

0.0

0.2

0.4

0.6

0.8

1.0

Au
to

-C
or

re
la

tio
n 

Fu
nc

tio
n

0 25 50 75 100

Lag

0.4

0.2

0.0

0.2

0.4

0.6

0.8

1.0

0 25 50 75 100

Lag

0.2

0.0

0.2

0.4

0.6

0.8

1.0

0 25 50 75 100

Lag

0.2

0.0

0.2

0.4

0.6

0.8

1.0

0 25 50 75 100

Lag
0.2

0.0

0.2

0.4

0.6

0.8

1.0

0 25 50 75 100

Lag

0.2

0.0

0.2

0.4

0.6

0.8

1.0

0 25 50 75 100

Lag
0.2

0.0

0.2

0.4

0.6

0.8

1.0

0 25 50 75 100

Lag
0.2

0.0

0.2

0.4

0.6

0.8

Figure 4.3: Density, trace and auto-correlation function plots for parameters: σv . First
row: histograms of posterior estimate. Second row: trace plots and estimated mean (red
horizontal line). Third row: ACF plots with lag = 100. (Cont)
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The ESS is also shown in Table 4.3. Much like the IACT scores for parameters µ and

σv, NUTS provides better results than the other samplers and is slightly worse than HMC

with L = 6 for ϕ.

As explained previously, randomising the L parameter within HMC can avoid period-

icities in the underlying Hamiltonian dynamics. To do this we draw an L value from an

exponential distribution with a mean parameter of 2.5. To ensure this value is an integer

we round up. It is evident when looking at Table 4.3, randomising the L parameter in

HMC provides better results for µ when compared with HMC with fixed L but is still

worse than NUTS.

The mean estimates of θ differ slightly in each simulation to those presented in [68],

which were [−0.23, 0.97, 0.15]. We believe this disparity stems from [68] using the same

particle filter but a MHRW proposal for the parameters. However, when a reparam-

eterised model (described on page 29 of [68]) is used, they obtain estimates equal to

[−0.16, 0.96, 0.17], which are very similar to those seen in Table 4.3 when using NUTS,

[−0.17, 0.96, 0.18].



6
2

C
on

or
R
osato

MALA HMC RHMC NUTS
L1 L2 L3 L4 L5 L6 L7 L8 L9 L10

M
e
a
n µ -0.27 -0.12 0.01 -0.34 -0.01 -0.16 -0.20 -0.24 -0.16 -0.30 -0.17 -0.16 -0.17

ϕ 0.95 0.97 0.94 0.96 0.97 0.96 0.96 0.95 0.95 0.96 0.93 0.96 0.96
σv 0.19 0.13 0.23 0.18 0.14 0.16 0.18 0.19 0.2 0.17 0.23 0.19 0.18

IA
C
T µ 131 173 190 182 164 192 154 125 163 167 174 101 66

ϕ 125 158 175 100 98 139 35 68 79 73 144 63 36
σv 148 191 181 111 137 173 44 74 89 81 146 66 35

E
S
S

µ 15 5 1 2 8 1 12 16 4 11 1 30 50
ϕ 3 2 2 25 15 8 94 59 37 42 18 75 89
σv 2 1 2 26 6 6 71 50 34 44 16 55 102

Acc. rate 0.35 0.73 0.81 0.73 0.87 0.83 0.70 0.66 0.76 0.68 0.70 0.53 0.86

Table 4.3: IACT, ESS, mean estimate of θ and acceptance probability of the samplers, applied to the SV model for
N = 1000 particles and M = 5000 MCMC iterations. For each simulation of HMC, RHMC and NUTS the value of
ϵ is fixed. CRN resampling is used in all experiments.
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4.7.3 Epidemiological Models

The SIR model in Section 3.1.4.1 is extended to include an exposed compartment. The

SEIR model follows a similar discrete time approximation to the SIR model. Table 4.4

provides a description of the parameters used in the SIR and SEIR models.

Similar to the stochastic volatility model example described in Section 4.7.2, the pro-

posal distribution is defined to be equivalent to the dynamics, such that

q
(
x
(θ,i)
t |x(θ,i)t−1 , yt

)
= p

(
x
(i)
t |x

(θ,i)
t−1 , θ

)
, (4.66)

simplifying the weight update to

w
(θ,i)
1:t = p

(
yt|x(θ,i)t

)
w

(θ,i)
1:t−1. (4.67)

The derivative of the log-likelihood is given by (4.4). Due to the simplification in (4.66),

the derivative of the particle weights w.r.t θ reduces to

d

dθ
w

(θ,i)
1:t =

d

dθ
p
(
yt|x(θ,i)t

)
w

(θ,i)
1:t−1 + p

(
yt|x(θ,i)t

) d

dθ
w

(θ,i)
1:t−1. (4.68)

As explained in Section 4.2.2, when calculating the derivatives of the particle states it

is evident that d
dθp
(
yt|x(θ,i)t

)
does not explicitly depend on θ, but x

(θ,i)
t does. Therefore,

in order for the derivative of the likelihood w.r.t θ to be non-zero, the derivative dx
(θ,i)
t /dθ

must first be calculated. Defining

x
(θ,i)
k = f(x

(θ,i)
t−1 , θ, yt, ϵ

i
t), (4.69)

the derivatives can be calculated using (4.21), (4.22) and (4.23).

As outlined in Chapter 1, MHRW is the commonly chosen proposal within p-MCMC

when modelling epidemics. Therefore, for this analysis, the MHRW proposal is compared

with NUTS.

4.7.3.1 SEIR Model

The discrete time approximation of the dynamics of the SEIR model is defined as follows:
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Parameter Description Prior Information
P The total population -
st The proportion of people in the susceptible compartment 1− (e0 + i0)
et The proportion of people in the exposed compartment Unif(0.00016, 0.00024)
it The proportion of people in the infectious compartment Unif(0.00016, 0.00024)
rt The proportion of people in the recovered compartment -
β Mean rate of people an infected person infects per day HalfNormal (0.0, 0.5)
γ The proportion of infected recovering per day Normal(4.0, 5.0)
δ Length of incubation period Normal(4.0, 5.0)
R0 The total number of people an infected person infects -

Table 4.4: Table of the parameters and a description used in the statistical SIR and SEIR
models. Prior information is also included.

st+1 = st − βitst + ϵβ, (4.70)

et+1 = et + βitst − δet − ϵβ + ϵδ, (4.71)

it+1 = it + δet − γit + ϵγ − ϵδ, (4.72)

rt+1 = rt +−γit + ϵγ . (4.73)

4.7.3.2 Observation Equation

The log of the observations is given by (3.27). For the purpose of this analysis bl, ϕl and

σl are known which allows the likelihood to be formulated as

p
(
yt|x(θ,i)t

)
= logN

(
yt; bli

ϕt
t , σ2

l

)
. (4.74)

4.7.3.3 SIR Results

First, NUTS and MHRW proposals are compared in p-MCMC by inferring the parameters

of the SIR model presented in Section 3.1.4.1. The parameter and prior choices are the

same as those described in [16]. The dynamics in (7.9) and (7.10) are simulated for T = 125

days with a population of P = 5000. The true values of θ = [β, γ, v] are fixed at 0.254,

0.111 and 1.246, respectively. At t0, the number of susceptible individuals is 4990 and

the number of infected 10. Figure 4.4(a) presents the proportion of the population in
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(a) (b)

(c) (d)

Figure 4.4: Simulated epidemic curves for the SIR model with θ = [β, γ, v] fixed at 0.254,
0.111 and 1.246, respectively (a), syndromic data simulated from the infected curve (b)
and log-likelihood and gradient of the log-likelihood w.r.t β (c) and (d), respectively. The
dashed horizontal line indicates a gradient of 0. True values of β are given by the dashed
vertical lines.

each compartment throughout the duration of the epidemic. Figure 4.4(b) presents the

simulated syndromic observations, y1:T , which are a fraction of the infected compartment.

Observations are drawn from (3.27), with parameters bl, ϕl and σl fixed at 0.25, 1.07 and

0.0012, respectively.

The particle filter is run to obtain estimates of the log-likelihood and the gradient of the

log-likelihood w.r.t β across a range of 100 values equally spaced between 0.248 and 0.260.

The log-likelihood should be maximised and a gradient of 0 observed when β = 0.254.

Results are provided in Figure 4.4(c) and (d).

The MSE between true and inferred values of θ for MHRW and NUTS, in addition

to the computation time in seconds for different numbers of particles, N , are presented

in Table 4.5. The MSE and computation time are averaged over 10 runs. Each run uses

a different random number seed and is run for 50 MCMC iterations. Different random
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Figure 4.5: Trace plots of β and γ for 10 independent Markov chains with the same
initial values but different random number seeds, for MHRW (a)-(b) and NUTS (c)-(d)
simulations with similar computation times (see Table 4.5). True values indicated by
horizontal dashed line.

number seeds will produce different realisations when resampling occurs (see Section 4.4)

and so in turn, will converge to the true value of θ at different rates. Averaging over the 10

runs provides a more accurate representation of the typical convergence accuracy and the

computation time. This is exemplified in Figure 4.5 for MHRW (subplots: (a) and (b)) and

NUTS (subplots: (c) and (d)). Each trace plot represents an independent MCMC chain

with initial values: 0.15 and 0.21 for β and γ, respectively. Note that, for the MHRW

proposal, the step sizes of β and γ are as stated in [16]: 0.005 and 0.001, respectively.

Table 4.5 shows that NUTS minimises the MSE in less computation time when compared

with MHRW.
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β γ Time (secs)

N=50
MHRW 0.0055 0.0095 2.3020
NUTS 0.0010 0.0006 25.4688

N=100
MHRW 0.0051 0.0095 3.9031
NUTS 0.0010 0.0006 31.9671

N=200
MHRW 0.0054 0.0094 7.6374
NUTS 0.0009 0.0097 51.1340

N=400
MHRW 0.0049 0.0097 17.4208
NUTS 0.0012 0.0008 101.5174

N=800
MHRW 0.0046 0.0094 39.4373
NUTS - - -

Table 4.5: Comparison of MSE and computation time for MHRW and NUTS proposals
for varying numbers of particles, N .

4.7.3.4 SEIR Results

The convergence of the Markov chain to the true parameters when running with different

numbers of particles, N , is now presented for the SEIR model in Section 4.7.3.1. Table 4.6

outlines the results when using NUTS with ∆ fixed at 0.0055. The simulation is run for

2000 samples, with the first 1000 discarded as burn-in. The true values of β, γ and δ

are 0.254, 0.111 and 0.400, respectively. Figures 4.6 (a) and (b) are the trace plots for β

when N = 16 and 256, respectively. It is evident that N = 256 results in a Markov chain

with better mixing, which in turn explores π(θ) more efficiently than for N = 16. This

result is supported by the acceptance rates in Table 4.6, where 53% and 20% of samples

are accepted for N = 256 and N = 16, respectively. The corresponding auto-correlation

function (ACF) plots are provided in Figures 4.6 (c) and (d). ACF plots present the

auto-correlation between samples in the Markov chain as a function of a user-specified lag,

selected to be 100. The plot that tends towards 0 in the fewest number of lags is considered

superior. This is the case for N = 256. Table 4.6 outlines the integrated auto-correlation

time (IACT) for each parameter. This is a numerical measure of the area under the ACF
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Figure 4.6: Convergence plots for β in the SEIR model when using NUTS, for N = 16 and
256: trace plots (a)-(b), ACF plots (c)-(d).

plot, with correlation between consecutive samples decreasing with IACT value. The ESS

for varying N and the computation time in seconds are also provided in Table 4.6. Note

that the ESS and IACT scores do not monotonically rise and fall, respectively, when N is

between 16 and 128. This could be accountable to insufficient increments of N .

The predicted marginal distributions for the parameters β, γ and δ when using N =

256 and NUTS are presented in Figures 4.7 (a), (b) and (c), respectively. The predicted

distribution around the basic reproduction number, Rt, calculated by Rt = β/γ, is also

provided in Figure 4.7 (d).
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Figure 4.7: Marginal distribution plots for β (a), γ (b), δ (c) and Rt (d), when using NUTS
and N = 256 for the SEIR model.
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Num. Particles 16 32 64 128 256

Mean Estimate
β 0.287 0.273 0.293 0.299 0.286
γ 0.116 0.115 0.117 0.118 0.116
δ 0.368 0.429 0.337 0.321 0.379

IACT
β 66 16 35 17 2
γ 65 11 35 15 2
δ 69 17 26 9 7

ESS
β 16 46 21 65 81
γ 15 50 11 74 87
δ 13 38 30 63 73

Time (s) 5952 7798 9985 12831 21763

ESS/s
β 0.003 0.006 0.002 0.005 0.004
γ 0.003 0.006 0.001 0.006 0.004
δ 0.002 0.005 0.003 0.005 0.003

Acc. Rate 0.20 0.33 0.46 0.52 0.53

Table 4.6: Markov chain convergence statistics for varying N .
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4.8 Conclusions and Future Work

This chapter outlines an extension of the reparameterisation trick that uses common ran-

dom numbers when performing the resampling step in a particle filter. Employing this

method limits the discontinuities encountered when calculating gradients used in HMC

and NUTS. These algorithms were applied to three problems, for which using NUTS was

found to improve the mixing of the Markov chain compared to MALA or HMC. Different

methods for resampling were compared. It was shown that CRN resampling produces more

accurate estimates in shorter run time.

Analysis using Hessian information about the log-posterior within MCMC proposals, as

considered in [53], was not included in this chapter. This is due to the generic complexity

of computing the second-order partial and full derivatives of the equations in Sections 4.2.2

and 4.3. An estimate of the state-dependent Hessian matrix could be derived, using the

gradients estimated in (4.60), via the Gaussian process construction provided in [93]. An

avenue for future work is therefore to incorporate the resulting Hessian matrix in the

proposal (4.61), in a similar manner to that of [53], or as the mass matrix within NUTS.

Doing so could provide additional performance gains over those reported herein.

An additional interesting direction for future work is to perform a broader comparison

of algorithms that can be applied to parameter estimation in SSMs. These include, but

are not limited to, SMC2 [94], nudging the particle filter [95] and the nested particle filter

[96].

The nested particle filter and SMC2 have two layers of SMC methods: one (an SMC

sampler with Nθ particles) estimates the density function over the static parameters, θ, and

the other (a particle filter with Nx particles) considers the dynamic states. The difference

between the two methods is that the nested particle filter runs in a purely recursive manner.

A detailed comparison of the nested particle filter and SMC2 can be seen in [96]. The

computational complexity of both methods is O(NθNxT ), as in the methods described in

this chapter (assuming the simulation is run for Nθ MCMC steps).

In the nudging particle filter, particles are nudged towards regions of the state space

where the likelihood is deemed to be high. In [95], this method is applied to the p-

MCMC algorithm with a MHRW proposal (see Section 3.4). An outline of how gradient

nudging steps can be used within the framework of differentiable likelihoods and automatic

differentiation libraries is provided. This approach is applicable to the methods proposed

in this chapter, with the potential to offer improvements in performance.
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Further note that there exists a trade-off between the theoretical concerns related to

convergence and the empirical performance achieved. Future work may involve derivation

of mathematical proofs of the regularity properties of the estimated derivatives considered

in this chapter.



Chapter 5

Particle-NUTS using PyTorch and

PyMC3

Chapter 4 outlines that the standard particle filter cannot be differentiated due to the

sampling and resampling steps. Recent developments have focused on how to make these

inherent operations of the particle filter compatible with automatic differentiation (AD)

libraries. In this chapter, a framework for calculating gradients from a particle filter using

PyTorch is presented. The resulting gradients can be used within PyMC3’s implementation

of the No-U-Turn sampler. We compare the proposed algorithm to p-MCMC with the

MHRW proposal and show that it samples more effectively and efficiently when inferring

the parameters of three SSMs that use real datasets.

5.1 Introduction

Automatic differentiation (AD) efficiently calculates the derivatives of functions with thou-

sands of inputs, making optimisation feasible. Optimisation algorithms, such as stochastic

gradient descent, have therefore become a widely used method in the machine learning

community. Existing AD frameworks include PyTorch [97], TensorFlow [98], Autograd

[99] and Julia [100]. Turing is a ppl that adds a thin layer to Julia code to easily describe

models using packages from Julia. A benefit of using Turing over Stan is that critical

comparisons of different samplers can be made. For example, Turing can make inferences

on continuous and discrete random variables using MHRW, Gibbs, HMC and NUTS. This

is in contrast to Stan which can only make inferences on continuous random variables

73
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using NUTS. However, Turing is less mature than Stan so may lack specific tools and

functionality that Stan possesses.

PyTorch is primarily a machine learning framework that performs dynamic tensor com-

putations with AD and has been used in applications such as neural networks, computer

vision and natural language processing. A computational graph is created that contains

the operations used during the executable program in the form of a directed acyclic graph.

Two methods for building these graphs include statically and dynamically, which under-

pin TensorFlow and PyTorch, respectively. Nodes contained within the graph correspond

to mathematical operations. According to [101], PyTorch is easier to debug as the error

messages are more informed. This is in contrast to Theano where error messages are less

helpful. According to [102], PyTorch and Theano are comparative in terms of execution

speed.

The particle filter is inherently non-differentiable due to reasons explained in Chapter 4.

More specifically, the log-likelihood w.r.t θ, given by (3.41), cannot be differentiated. This

is due to the randomness in the sampling step and the discrete operation required for

multinomial resampling. The reparameterisation-trick outlined in Section 4.2.2 allows the

sampling operation to be formulated such that it is compatible with AD.

The novel method of fixing the random number seed within multinomial resampling,

which is outlined in Section 4.4, is applicable when using PyTorch. However, as described

in Section 4.4.1, calculating the gradient of the log-likelihood w.r.t to the parameters of the

particle filter can result in discontinuities. This gives biased gradients [43, 103], which can

affect subsequent results in optimisation algorithms, where the aim is for the log-likelihood

to be maximised. Sampling algorithms such as p-MCMC can correct for the disparity

between the proposal and the target distribution. Differentiable resampling compatible

with AD has been an active area of research in machine learning (see Section 4.5). A

detailed comparison of these methods when inferring the parameters of SSMs can be seen

in Section 4.7. The NUTS sampler used to obtain the results in Section 4.7 is the orig-

inal algorithm described in [26]. Since its publication in 2014, this algorithm has been

extensively developed to include features that have resulted in more effective sampling. A

number of these extensions are outlined in Section 5.3.

PyMC3 is a ppl that allows users to define models using Python syntax and to perform

Bayesian inference and parameter estimation using NUTS and MHRW. An advantage of

using ppls is that the user does not require an in-depth knowledge of the mechanics and

processes of MCMC. PyMC3 has the ability to define the log-likelihood and the gradient
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of the log-likelihood, needed to sample using NUTS, as black box functions [104]. In

Section 5.3 a step-by-step process outlining how to calculate the gradient from a particle

filter using PyTorch is provided. This process can be passed into PyMC3 NUTS via a

custom Theano wrapper.

5.2 Differentiation Methods

Manually calculating the derivatives of non-trivial functions using chain and quotient rules

can be extremely time consuming and can result in errors. Three popular methods for

calculating the derivative of a function are numeric, symbolic and automatic differentiation.

These methods are described in Sections 5.2.1, 5.2.2 and 5.2.3, respectively.

5.2.1 Numerical Differentiation

Numerical differentiation is applied to a function f(x), with parameter x, such that its

derivative is defined by f ′(x). The simplest method to derive this derivative is to use finite

difference approximation, where the gradient of the function f(x) at the point x = h is

calculated as follows:

f ′(x) = lim
h→0

f(x+ h)− f(x)

h
. (5.1)

When approximating f ′(x) in (5.1), the smaller the value of h, the better the approxi-

mation. Three methods for estimating derivatives that compare the value of the function

at two points (first-order differentiation) are presented in Table 5.1. The truncation error

associated with each gradient calculation is also provided. This error is the difference be-

tween the analytical and numerical gradients. Numerical differentiation can be inefficient

for high dimensional functions due to the evaluation of n-dimensional gradients.

5.2.2 Symbolic Differentiation

Symbolic differentiation calculates the derivative of a function w.r.t its parameters and

outputs its mathematical expression. Unlike when calculating derivatives numerically,

where the output is an evaluation of the derivative at a given point, the output of symbolic

differentiation can be evaluated across the domain of the function. Symbolically, df(x,y)
dx
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Method Formula Error

Forward f ′(x) = f(x+h)−f(x)
h O(h)

Backward f ′(x) = f(x)−f(x−h)
h O(h)

Central f ′(x) = f(x+h)−f(x−h)
2h O(h2)

Table 5.1: Methods for numerical differentiation.

can be expressed and evaluated at x = 1, y = 0.5 and then at x = 1.3, y = 0.9 with

no recalculation. This differs from AD (see Section 5.2.3). However, non-trivial functions

can result in overly complicated symbolic representations of the derivative which can be

expensive to evaluate.

5.2.3 Automatic Differentiation

AD is a set of techniques that enables automatic computation of derivatives of continu-

ous functions. Computation of the derivative is undertaken in parts and the flow of the

operations stored in a computational graph. Inputs and outputs are represented as nodes

that are connected by the operations joining the nodes. One benefit of storing the flow of

operations in a computational graph is that control flow statements, such as for loops and

if statements, can be used within the program. This differs from symbolic differentiation

(see Section 5.2.2).

AD can be performed in forward or reverse mode (often referred to as backpropagation

[105]). As operations are performed and the computational graph is created, forward mode

AD simultaneously calculates the derivatives and stores them in a derivative trace. This is

in contrast to reverse mode, where the derivative is calculated in two stages. Firstly, during

the forward pass, all variables are evaluated using the relevant mathematical operators

and are stored in memory. Secondly, the backward pass uses the chain rule to evaluate

the derivatives at each node, working backwards from the output. Two considerations

when choosing between forward and reverse mode are the memory storage required and

the computation time taken to evaluate the derivatives.



Chapter 5. Particle-NUTS using PyTorch and PyMC3 77

5.3 Particle-MCMC and PyMC3

In the subsequent sections, when discussing the particle filter, MHRW, NUTS, p-MCMC

with a MHRW proposal and p-MCMC with a NUTS proposal, we refer to the descriptions

in Sections 3.2, 3.3.1, 3.3.3, 3.4 and Chapter 4, respectively.

The advancements of NUTS in PyMC3 compared to the original implementation in

2014 include multinomial sampling in place of slice sampling, where each leaf node in

the tree is attributed to a transition probability [106]. One benefit of this change is that

sampling typically occurs deeper into the tree. The analysis involving NUTS in Chapter 4

did not use step size adaption and specified the identity matrix as the mass matrix within

NUTS. However, in PyMC3 the step size is optimised during three stages of burn-in: stages

1 and 3 involve a fast adaption period, while stage 2 is slow. Both the fast and slow periods

involve adapting the step size, however, the slow period is also used to learn the co-variance

associated with the mass matrix. A thorough explanation is provided in [107]. PyMC3

also allows for the step size to be “jittered” during sampling. This benefits the sampling

procedure when manoeuvring around regions of high curvature.

An additional advantage of using PyMC3 is that it facilitates definition of the log-

likelihood and the gradient of the log-likelihood as external functions. A simple graphical

representation is presented in Figure 5.1. Probability distributions or model functions that

are not provided by PyMC3 or written in different programming languages, for example

C or PyTorch, can therefore be used. An example of coding the particle filter described

in Section 3.2 in PyTorch is provided in Appendix C.1. The marginal likelihood of the

parameter set θ is calculated by summing the particle filter weights in the approximation

in (3.41). By declaring that θ requires a gradient, requires grad=True, and running the

.backward() method on the marginal log-likelihood, the gradients of θ are calculated. An

example of this process can be seen in Appendix C.2.

The workflow is simplified into four distinct processes as follows:

(i) Define the particle filter in PyTorch with inputs θ and y1:T and output log p(y1:T |θ)
(see Appendix C.1).

(ii) Define a wrapper function that includes the particle filter in (i) and runs .backward()

on log p(y1:T |θ) to obtain ∇ log p(y1:T |θ) (see Appendix C.2).

(iii) Define a black box function that provides θ to the wrapper function in (ii) and outputs

log p(y1:T |θ) and ∇ log p(y1:T |θ) to PyMC3 NUTS (see Appendix C.3).
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(iv) Define the PyMC3 model that calls the black box function every time a gradient

evaluation is made within NUTS (see Appendix C.4).

PyMC3 Particle Filter

θ

p(y1:T |θ),
∇p(y1:T |θ)

Figure 5.1: A graphical representation of PyMC3’s external function. PyMC3 provides θ
to the particle filter (Algorithm 6) which in turn calculates p(y1:T |θ) and ∇p(y1:T |θ).

5.4 Examples and Results

In the experiments below, the particle filter is set-up with 128 particles and the dynamic

model is used as the proposal (see Section 3.36). MCMC is run for 2000 samples, where

the first 1000 are discarded as burn-in. NUTS has a target accept probability of 0.8.

5.4.1 Stochastic Volatility and Earthquake Count Models

The model, parameters and priors are those presented in Sections 3.1.2 and 3.1.3, for the

SVM and earthquake count models, respectively.

5.4.1.1 Results

Table 5.2 presents a quantitative comparison of the results obtained when using MHRW

and NUTS proposals within the PyMC3 sampler. The mean estimates for both samplers

are similar, however, using NUTS provides better mixing and is more efficient in terms of

effective samples per second.
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For the stochastic volatility model, the IACT scores are smaller when using NUTS, with

the largest disparity between the two observed for the parameter σv, with IACT scores of

65 and 2 for MHRW and NUTS, respectively. This trend continues when considering the

results of the earthquake model. The IACT scores for ϕ and µ are over 4 times smaller

when using NUTS. For σ, the result is 3 times smaller. This is exemplified in Figure 5.2.

The ACF plot shows the auto-correlation for a Markov chain up to a user-specified number

of lags, selected as 100 in this case. A more efficient Markov chain will drop towards 0

after fewer lags. This can be seen for all parameters when using NUTS.

NUTS is also more efficient at drawing samples compared with MHRW in the stochastic

volatility model and has more than 3 times the efficiency of MHRW when drawing accepted

samples in the earthquake model. This improvement is to be expected as using gradient

information about the log-posterior will reduce the correlation between successive sampled

states by proposing moves to distant states in π(θ) and maintain a high probability of

acceptance.

5.4.2 SIR Disease Model

The stochastic SIR model is that presented in Section 3.1.4. In the experiments below a

Gamma(2,2) prior is placed on both β and γ.

5.4.2.1 Results

Firstly, data is simulated with known parameters to observe whether they are recovered

by the proposed algorithm. The parameters β and γ are fixed at 1.8 and 0.5, respectively,

which results in an Rt number of 3.6 (see Table 5.3). The simulation is run for 20 days and

the total population is 763, with 1 initial infected person. The resulting epidemic curves are

presented in Figure 5.3 (a). As the population is relatively small, we opt to use a Poisson

likelihood [108]. The incidence data represents a proportion of the infected compartment

and is simulated via Poisson(It). The corresponding curve can be seen in the top right of

Figure 5.3 (a). The marginal plots of β and γ are presented in Figure 5.3 (a). Table 5.3

shows that the estimated marginals encapsulate the true values. Running 4 independent

chains passed the threshold for R̂ with no divergent transitions when running NUTS. This

is exemplified in Figure 5.3 (a), where the mean of log(β) and log(γ) are plotted against

their true values. Divergence has been shown to deviate from the corresponding true value

[109].
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Stochastic Volatility Model
Mean Estimate IACT ESS ESS/s

MHRW
µ 0.20±0.53 120 23 0.09
ϕ 0.93±0.04 81 59 0.23
σv 0.36±0.40 65 57 0.22

NUTS
µ 0.50±0.60 5 225 0.21
ϕ 0.94±0.04 6 146 0.14
σv 0.20±0.11 2 375 0.35

Earthquake Model
Mean Estimate IACT ESS ESS/s

MHRW
ϕ 0.56 ±0.16 17 104 0.04
σ 0.24 ±0.04 9 174 0.07
µ 19.48±3.09 29 106 0.04

NUTS
ϕ 0.53 ±0.13 4 423 0.23
σ 0.24 ±0.04 3 504 0.27
µ 20.02±1.53 5 502 0.27

Table 5.2: Results for the stochastic volatility model of Section 3.1.2 and the earthquake
model of Section 3.1.3 when using MHRW and NUTS as the proposal.
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Figure 5.2: Comparison of results for (a) stochastic volatility model of Section 3.1.2 and
(b) earthquake model of Section 3.1.3 when using MHRW and NUTS as the proposal.
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Simulated Data

β γ Rt

True Value 1.80 0.50 3.60
Estimated 1.82±0.04 0.51±0.01 3.61±0.12

Real Data

β γ Rt

Estimated 1.62±0.14 1.18±0.09 1.37±0.05

Table 5.3: Results for the SIR model in Section 3.1.4 when using NUTS as the proposal.

The same inference is undertaken with a real dataset consisting of common cold infec-

tions on Tristan da Cunha [108, 110]. This is a useful example, as the population on the

island is closed. The total population is 300, with 1 infected person at t0. The marginal

plots of β and γ in addition to the model fit plots for inferred incidence from the particle

filter are provided in Figure 5.3 (b). Table 5.3 outlines the estimated values of β and γ as

1.62±0.14 and 1.18±0.09, respectively. These results are within the range of those inferred

in [108].
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Figure 5.3: Results for the SIR model in Section 5.4.2 when simulating data in (a) and
using real data in (b), with NUTS as the proposal.
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5.5 Conclusions and Future Work

In this chapter, a framework for computing ∇ log p(y1:T |θ) from a particle filter that can

be used by PyMC3 and NUTS is provided. Comparisons between MHRW and NUTS

proposals were made when inferring the parameters of three SSMs using real data.

In each of the three examples, the number of observations is small. This is because

the computational graph becomes large for large datasets, making gradient calculation

time consuming. As NUTS makes 2j leapfrog steps per MCMC iteration, the combined

computational time required for calculating gradients can become large, given the high

computation time for a single gradient evaluation. As an example, the computation time

required for evaluation of the gradient in Section 3.1.2 is presented in Figure 5.4. Compu-

tation time increases with increasing observations. If NUTS is run with a tree depth of 8,

256 gradient evaluations are needed. This can result in a single MCMC iteration taking

4.7 minutes to complete, decreasing the efficiency of the sampler.

A direction for future work is to run some aspects of the particle filter on a GPU.

PyTorch has in-built functionality that allows users to execute computations in parallel.

Future work will also involve incorporating the differentiable particle filter within SMC2

[94]. The method for differentiating the particle filter presented in this chapter and in

Chapter 4 could be incorporated into the SMC sampler layer, which has NUTS as the

proposal, as seen in [111].
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Figure 5.4: Computation time required for increasing observations.



Chapter 6

Refining Epidemiological Forecasts

with Simple Scoring Rules

Infectious disease model estimates constitute a significant part of the scientific evidence

used to inform the response to the COVID-19 pandemic in the UK. These estimates vary

strikingly in their bias and variability. Epidemiological forecasts should be consistent with

future observations. In this chapter, simple scoring rules are used to refine the forecasts

of a novel statistical model for multisource COVID-19 surveillance data by tuning its

smoothness hyperparameter. The usefulness of the normalised estimation error squared

(NEES) scoring rule in determining whether estimates are over-confident or over-cautious

is also highlighted.

6.1 Introduction

Forecasts relating to COVID-19 are essential for informing short- and long-term public

health decisions. However, forecasts can vary significantly depending on the statistical

model and the data used for calibration [65, 112, 113, 114, 115, 116]. Examples when esti-

mating the reproductive number Rt in the UK are presented in Figure 1 of both [64] and

[117]. Models using different datasets produce estimates with varying degrees of uncer-

tainty. It can therefore be challenging for public health officials to distinguish the forecast

that best represents reality. This can complicate decisions on measures such as school

closures, limiting individual contacts and implementing lockdowns.

Section 3.1.4 outlines the assumptions made when utilising the SIR model for disease

85
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modelling. Extensions to this simple compartmental model include age stratification [72,

118], differentiating between age group contacts [72, 118], household transmission models

[118], simultaneous simulation of the spread of disease in different regions [72, 118, 119] and

the inclusion of interventions such as vaccination status [118] and non-pharmaceutical data

[119]. The SIR model can also be extended to model the capacity of healthcare setting, as

seen in [120].

In the UK, a joint effort has been undertaken to produce estimates of Rt, with no-

table examples presented in [64, 65]. Data used for this purpose includes death and non-

pharmaceutical intervention data [119], laboratory-confirmed COVID-19 diagnoses [72],

the UK’s National Health Service (NHS) Pathways data [121], hospital admissions data

[118] and positive test results [122]. An example of the differences in estimating Rt using

the models in [72, 120] is presented in [123]. Estimates of the Rt number are beneficial in

understanding the spread of COVID-19. However, given that Rt is unobservable, the accu-

racy of these estimates cannot be evaluated. Producing estimates of observable variables

allows for the use of scoring rules [124] to critically evaluate forecasts. Providing these

metrics with forecasts gives credence to the effectiveness of a statistical model. Examples

of observable variables that have been forecast include predicted deaths, hospital admis-

sions and intensive care unit (ICU) occupancy [125]; deaths, hospital admissions and ICU

occupancy [118]; daily hospital admissions [120] and daily case counts [122].

Quantile forecasts are one method for producing forecasts. Future observed variables

are random and unknown and can be represented by a forecast distribution. Quantile

forecasts are made at various quantiles of the forecast distribution. For example, if the

forecast distribution is assumed to be normally distributed, the 90% prediction interval is

defined by the 5% and 95% quantiles of the forecast distribution. A collection of quan-

tile forecasts from an ensemble of statistical models in the US and European nations are

presented in [113] and [126], respectively. Both articles use the weighted interval score

(WIS), which is an approximation of the continuous ranked probability score (CRPS) that

provides a measure of the absolute distance between forecast and observation. Reference

[113] outlines that variability when predicting COVID-19 related deaths between different

models is high. Use of the WIS of quantile forecasts of deaths, hospital admissions and

total hospital beds occupied is presented in [125]. It is argued in [127] that performing a

transformation of forecasts to the log scale before applying WIS and CRPS can mitigate

issues that arise when comparing forecasts that contain different orders of magnitude. This

can affect scoring rules that are based on absolute error.
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Forecasts can also be produced using probabilistic forecasts, where the entire distribu-

tion of forecasted values is used. Probabilistic forecasts can be produced using Bayesian

methods. One such method involves describing the statistical model in the ppl Stan. Stan

uses the high performance NUTS sampler to infer the parameters of the model by sampling

and calibrating to disease specific data. The ensemble of forecasts from the samples there-

fore makes up the probabilistic forecasts. Examples when using Stan for disease modelling

include estimation of Rt for influenza [128], Rt for COVID-19 [119], infection severity rates

for COVID-19 [129] and COVID-19 deaths [130]. One benefit of Stan is that it generates a

summary of the sampling statistics described in Section 3.5. This allows the user to know

whether the samples are statistically sound and are sampled correctly.

The simple scoring rule NEES is a popular method in the field of signal processing

and tracking for assessing uncertainties associated with forecasts [131]. NEES has been

used to argue the merits of extensions of the Kalman filter to specific non-linear settings,

where the extended Kalman filter is routinely overconfident [132]. The metric determines

whether the estimated variance of forecasts differs from the true variance. If the estimated

variance is larger than the true variance, the forecast is over-cautious and if the estimated

variance is smaller than the true variance, it is over-confident. This reasoning gives NEES

an advantage over other scoring rules. However, NEES is seldom used when forecasting in

the context of epidemiology. In this chapter, scoring rules are used to evaluate forecasts

made by an epidemiological model that is parameterised differently. Evaluating forecasts

using these scoring rules can help to diagnose model limitations.

6.2 Statistical Model

In the analysis of this chapter, the extended SIR disease transition model outlined in the

subsequent subsections is implemented in the ppl Stan. NUTS is used to infer the pa-

rameters, nowcast the number of people in each compartment and to calibrate to disease

specific data. The statistical model can be described in two succinct parts: the transmis-

sion model outlines how individuals migrate from one compartment to the next and the

observation model states how surveillance data links to the transmission model in the form

of calibration.
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Figure 6.1: Flow diagram of the transmission model illustrating the movement of individ-
uals between states.

6.2.1 Transmission Model

The transmission model in Figure 6.1 is an extension of the simple SIR model outlined in

Section 3.1.4. This extension additionally captures two exposed (E), infected (I) and pend-

ing (P) compartments, one dead (D) and one recovered (R) compartment. The splitting

of the E, I, P compartments into two substates is inspired by [72]. Under this specifica-

tion, the amount of time spent in each state follows an Erlang rather than an Exponential

distribution. The assumptions made in this model are those discussed in Section 3.1.4,

i.e. homogeneous mixing of individuals, a closed population and only one region/location

is considered. Justification of these assumptions is outlined in Section 6.6. At time t0,

each individual within the population N is assigned to a compartment via the set of initial
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conditions:

S (0) = (N − 5)α1 + 1, (6.1)

E1 (0) =
1

2
(N − 5) (1− α1)α2 + 1, (6.2)

E2 (0) =
1

2
(N − 5) (1− α1)α2 + 1, (6.3)

I1 (0) =
1

2
(N − 5) (1− α1) (1− α2) + 1, (6.4)

I2 (0) =
1

2
(N − 5) (1− α1) (1− α2) + 1, (6.5)

P1 (0) = 0, (6.6)

P2 (0) = 0, (6.7)

R (0) = 0, (6.8)

D (0) = 0. (6.9)

At least one individual is assigned to the susceptible, exposed and infected compartments,

with no individuals attributed to pending, recovered or dead. The number of individuals

initially susceptible and infected are determined by the parameters α1 and α2, respectively.

Over time, infectious individuals make contact with those in the susceptible compartment

via mixing within the population. This results in a proportion of the susceptible becoming

exposed to the virus. After the latent period of infection, governed by dL, has elapsed,

an individual becomes infectious and migrates to the pending compartment. Infected

individuals then go on to recover or die from the virus.
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The set of ODEs that govern this process for t > 0 is presented below:

dS(t)

dt
= −β(t)I1(t) + I2(t)

N
S(t), (6.10)

dE1(t)

dt
= β(t)

I1(t) + I2(t)

N
S(t)− 2

dL
E1(t), (6.11)

dE2(t)

dt
=

2

dL

[
E1(t)− E2(t)

]
, (6.12)

dI1(t)

dt
=

2

dL
E2(t)−

2

dI
I1(t), (6.13)

dI2(t)

dt
=

2

dI

[
I1(t)− I2(t)

]
, (6.14)

dP1(t)

dt
=

2

dI
I2(t)−

2

dP
P1(t), (6.15)

dP2(t)

dt
=

2

dP

[
P1(t)− P2(t)

]
, (6.16)

dR(t)

dt
=

2

dP
P2(t)

[
1− ω

]
, (6.17)

dD(t)

dt
=

2

dP
P2(t)ω. (6.18)

Table 6.1 gives a description of the parameters of the ODEs and their priors. The effective

contact rate parameter, β(t), describes the mean rate of infected individuals per unit time

that a susceptible individual comes in to contact with. This is estimated by

β(t) =

J∑
j=1

βj(t)χ[tj−1,tj)(t), (6.19)

where βj(t) is the mean rate of contacts per unit time in the jth time interval, defined as

follows:

βj(t) =
βj+1 − βj
tj − tj−1

(t− tj−1) + βj , (6.20)

and

χ[tj−1,tj)(t) =

1 if t ∈ [tj−1, tj),

0 if t /∈ [tj−1, tj).
(6.21)

The time between the first two mean contact rates, β2 − β1 in (6.20), is the time between

the beginning of the observation and the date of the first lockdown. Subsequent time



Chapter 6. Refining Epidemiological Forecasts with Simple Scoring Rules 91

Parameter Description Prior

S Susceptible compartment -
E Exposed compartment -
I Infected compartment -
P Pending compartment -
R Recovered compartment -
D Dead compartment -
N Total population -
dL Mean time from infected to infectious Normal+(4.0, 3.0)
dI Mean time infectious Normal+(5.0, 4.0)
dP Mean time in pending compartment Normal+(13.0, 4.0)
α1 Proportion initially susceptible Beta (5.0, 0.5)
α2 Proportion initially infected Beta (1.1, 1.1)
ω Infection fatality ratio (IFR) Beta (5.7, 624.1)
β1 Initial mean rate of contacts between individuals HalfNormal (0.0, 0.5)

β2, ..., βJ Mean rate of contacts between individuals Normal+ (βi−1, σβ)
1

ϕdeaths
, 1

ϕadmissions
, 1

ϕcalls
Negative binomial parameters Exponential (5.0)

ρadmissions,k, ρcalls,l Ratio of hospital admissions to potential patients Beta (1.1, 1.1)

Table 6.1: Description of the model parameters and their prior distributions. The symbol
+ indicates a distribution with its lower tail truncated at zero.

periods, βj+1 − βj for j > 1, are set to seven days. The effective contact rate β(t) is a

continuous piecewise linear function of time.

6.2.2 Observation Model

As explained in Section 6.1 different research groups use different datasets to calibrate

their statistical models. The observation model describes the link between the unob-

servable transmission model states and the observable data. Serological and death data

are assumed to follow binomial and negative binomial distributions, respectively, in [72].

Hospital admissions, ICU occupancy and death counts are either Poisson distributed or

binomially distributed for quantities that have a relatively low upper bound in [118]. The

analysis undertaken in this chapter assumes that death, hospital admission and 111 call

data follow a negative binomial distribution with mean parameter derived from the trans-

mission model and a data specific overdispersion parameter. Examples on how to derive

the death and hospital admissions negative binomial distributions can be found in Sec-

tions 6.2.2.1 and 6.2.2.2, respectively.

In the subsequent sections, the observation distributions for the surveillance datasets

used in this analysis are outlined. Due to the proposed model’s flexibility, this set-up is
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also applicable to other geographic location and surveillance datasets. An example of this

is presented in Chapter 7.

6.2.2.1 Death Data

Death data used in this analysis was downloaded from the UK government website [133].

Aggregated death counts contain the individuals that died within 28 days of receiving a

positive COVID-19 test result. This data can be seen in Figure 6.2 (a). The number of

COVID-19 related deaths, dobs (t), observed on day t is assumed to follow the negative

binomial distribution1

dobs (t) ∼ NB (d (t) , ϕdeaths) , (6.22)

parameterised by an overdispersion parameter ϕdeaths. The mean, d (t), is the difference

between the count of individuals within the unobservable D compartment between times

t − 1 and t, such that d (t) = D (t) − D (t− 1). The observation begins on 24th March

2020.

6.2.2.2 Hospital Admission Data

Hospital admission data used in this analysis was downloaded from the UK government

website [134]. Aggregated admission counts contain the daily COVID-19 related hospital

admissions and the total number of COVID-19 patients. This data can be seen in Figure 6.2

(b). The number of COVID-19 related hospital admissions, hobs(t), on day t is assumed

to follow the negative binomial distribution

hobs (t) ∼ NB (h (t) , ϕadmissions) (6.23)

with

h (t) = ρadmissions (t)×
2

dI
I2, (6.24)

where ρadmissions (t) is the ratio of hospital admissions to potential patients and 2I2/dI is

the number of new members of the pending state. Similarly to β(t), ρadmissions (t) is a

continuous piecewise linear function, where

1Note that, the alternative parameterisation of the negative binomial distribution in [73] is used.
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ρadmissions(t) =

K∑
k=1

ρadmissions,k(t)χ[tk−1,tk)(t). (6.25)

In the kth time interval, the ratio of hospital admissions to potential patients, ρadmissions,k(t),

is given by

ρadmissions,k(t) =
ρadmissions,k+1 − ρadmissions,k

tk − tk−1
(t− tk−1) + ρadmissions,k. (6.26)

The function χ[tk−1,tk)(t) is defined analogously to the indicator function in (6.19), where

for the kth time interval,

χ[tk−1,tk)(t) =

1 if t ∈ [tk−1, tk),

0 if t /∈ [tk−1, tk).
(6.27)

All time intervals for hospital admissions are set to twelve weeks. The observation begins

on 24th March 2020.

6.2.2.3 111 Call Data

111 call surveillance data used in this analysis was downloaded from the UK govern-

ment website [135]. Aggregated call counts contain the individuals that reported potential

COVID-19 symptoms through NHS Pathways telephone service. This data can be seen in

Figure 6.2 (c).

The number of daily 111 calls, cobs (t), on day t is assumed to follow the negative

binomial distribution

cobs (t) ∼ NB (c (t) , ϕcalls) , (6.28)

where c (t) is the mean number of assessment calls on day t. This parameter is given by

the product of the ratio of symptom reporters to potential 111 calls, ρcalls (t), and the sum

of the number of new individuals in the infectious and pending states, such that

c (t) = ρcalls (t)×
(

2

dL
E2 +

2

dI
I2

)
. (6.29)
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Figure 6.2: Time series of (a) deaths, (b) hospital admissions and (c) 111 calls in England
from 24th March 2020 to 31st December 2020.

The ratio ρcalls(t) is defined as for hospital admissions. The associated definitions (6.25),

(6.26) and (6.27) corresponding to call data are therefore not presented here. For 111 calls,

all time intervals are set to four weeks. The observation begins on 24th March 2020. A

strong correlation between numbers of 111 symptom reports and COVID-19 death reported

four weeks later has been observed [121].

6.3 Scoring Rules

The simple scoring rules described in Table 6.2 are methods for evaluating a probabilistic

forecast produced by a statistical model. The observed data is compared against the fore-

cast, resulting in a numerical score that is used to determine whether the model represents



Chapter 6. Refining Epidemiological Forecasts with Simple Scoring Rules 95

Scoring Rule Definition Reference

Logarithmic logs(P, x) = − log px Good [137]
Quadratic qs(P, x) = −2px + ∥p∥2 Wecker [138]
Spherical sphs(P, x) = − px

∥p∥ Czado, Gneit-
ing and Held [124]

Ranked probability rps(P, x) =
∑∞

k=0 {Pk − 1(x ≤ k)}2 Epstein [139]

Squared error ses(P, x) = (x− µP )
2 Czado, Gneit-

ing and Held [124]

Table 6.2: Scoring rules utilised in this chapter, where px is the probability mass of the
predictive distribution for an observed count x, the operator ∥p∥2 =

∑∞
k=0 p

2
k, Pk is the

value of cumulative predictive distribution for a count k, 1(·) is the indicator function, and
µP and σ2

P are the mean and variance of the predictive distribution.

reality. It is argued in [136] that a scoring rule is proper if the expected score for an

observation drawn from the forecast is maximised. In addition, scoring rules are strictly

proper if the maximum is unique.

6.3.1 Normalised Estimation Error Squared

The NEES score is defined by

NEES =
1

N

N∑
i=1

(xi − yi)TCi−1
(xi − yi), (6.30)

where Ci is the estimated variance of the forecast at day i. If xi is D-dimensional, then Ci

should be a D ×D matrix. The NEES score should be equivalent to the dimension, D, if

the algorithm is consistent. As such, in assessing death forecasts, the desired NEES value

is D ≈ 1. However, there are instances in which estimators generate over-cautious and

over-confident estimates. Over-cautious estimates cause the estimate variance to dominate

the squared estimation error, resulting in a NEES value of less than 1. Over-confident

estimates, which are arguably more damaging in terms of their impact on decision making,

alternatively cause the squared estimation error to dominate the estimate variance such

that the NEES value is greater than 1.
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6.4 Computational Experiments

The statistical model outlined in Section 6.2 is calibrated with the England specific surveil-

lance data of Section 6.2.2. The start and end dates for the simulation period are 17th

February 2020 and 31st January 2021, respectively. The start dates in the surveillance

data are 24th March 2020. The analysis undertaken in this chapter takes into account

four prediction windows. The forecasting windows are defined to be between the dates

10th November 2020 - 17th November 2020, 5th December 2020 - 12th December 2020,

30th December 2020 - 6th January 2021 and 24th January 2021 - 31st January 2021. The

different simulations are 25 days apart.

Initial parameter values 1/ϕdeaths, 1/ϕadmissions, 1/ϕcalls, ρadmissions,1,..., ρadmissions,K+1

and ρcalls,1,...,ρcalls,L+1 are drawn using Stan’s default initialisation procedure. The param-

eters are selected uniformly between -2 and 2 on the unconstrained parameter space. For

parameters α1, α2, β1,..., βJ , dL, dI , dP and ω, the implementation draws uniformly from

custom intervals to prevent initialisation failures caused by unrealistic parameter values.

A bespoke numerical integrator is used to simulate the transmission model ODEs outlined

in Section 6.2.1.

The analysis was run on the University of Liverpool’s High-Performance Computer

(HPC). Each node has two Intel(R) Xeon(R) Gold 6138 CPU @ 2.00GHz processors, a

total of 40 cores and 384 GB of memory. In the following experiments, six independent

Markov Chains each draw 512 samples, with the first 256 discarded as burn-in. On average,

it takes two hours per Markov Chain for one complete run.

Six smoothness hyperparameters for σβ, outlined in Table 6.3, were employed to high-

light the applicability of using scoring rules to evaluate forecasts. Smaller or larger values

of σβ, that restrict or loosen the random walk prior on the effective contact rate β(t), can

cause the model to under- or over-fit to the data, respectively.

6.5 Results

Table 6.3 presents the mean scores obtained when forecasting the number of deaths for

varying σβ. The results for each hyperparemeter are averaged over the prediction windows

outlined in Section 7.3.1.1. Results for the scoring rules LogS, QS, SphS, RPS, and SES

outlined in Table 6.2 are negatively inclined. The greater the value of the smoothness

hyperparameter, the better the results. The best score for each scoring rule is highlighted
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Scoring Rule σβ
0.0005 0.001 0.0025 0.005 0.01 0.05

LogS 9.242 7.992 7.632 7.285 7.011 7.088
QS 0.004 0.002 0.001 0.001 -0.001 0.000
SphS -0.004 -0.019 -0.024 -0.028 -0.042 -0.044
RPS 272.701 127.455 104.965 98.828 60.519 48.313
SES 669959 85439 261226 37660 37607 44607
NEES 5.454 1.094 1.834 1.850 1.687 1.009

Table 6.3: Mean scores, averaged over the four prediction windows outlined in Sec-
tion 7.3.1.1, for the 7-day forecasts for varying σβ when simulating from the statistical
model. The best scores for each scoring rule are highlighted in bold. For NEES, this is the
score closest to 1. For all other rules this is the lowest score.

in bold. The NEES score closest to 1 (1.009) is obtained when using the hyperparameter

0.05.

The highlighted scores in Table 6.2 are observed for the hyperparameters 0.01 and 0.05.

The results for the hyperparameters 0.0025 and 0.5 for the different predictions windows

are presented in Figure 6.3. In all cases the encapsulation of true deaths by the orange

confidence intervals highlight that a larger β parameter is better. In some cases when

β is 0.0025, the median sample resides outside the posterior distribution’s region of high

probability mass, as it does for the Hybrid Rosenbrock distribution [140]. However, with

the exception of NEES, none of the scoring rules classify this forecast as over-confident.

This highlights NEES as a valuable diagnostic tool that should be used alongside proper

scoring rules.
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Figure 6.3: Forecasts for the hyperparameters β=0.0025 (left) and β=0.05 (right). Con-
fidence intervals of 1 standard deviation from the mean (orange), the mean sample (red)
and the true deaths are given by the black and green dots.
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6.6 Conclusions and Future Work

The use of simple scoring rules in helping to detect deficiencies in a statistical model

when making forecasts has been outlined in this chapter. The analysis of Section 7.3.1.1

shows that a smaller hyperparameter, σβ, as parameter estimates allows for more statistical

uncertainty to be propagated when forecasting. An example indicating that NEES is an

underappreciated scoring rule, due to its ability to detect over-confident and over-cautious

forecasts, is provided.

As mentioned in Section 6.1, a limitation of scoring rules is that only forecasts of

observable variables can be assessed. One method for evaluating latent quantities, such as

the growth rate and reproductive number Rt, is to use simulation based calibration (SBC)

[141]. This process involves simulating data from a model using parameters drawn from

the prior distribution. The posterior calibration over the independent simulated datasets

can then be tested against the inference algorithm.

Extending the statistical model in Section 6.2 to account for age stratification and

to simulate the simultaneous spread of a disease in different regions has not yet been

considered. This is due to the associated computational effort. One interesting direction

for future work is to use a sequential Monte Carlo (SMC) sampler [142] in place of the

MCMC sampling algorithm. An example of such a sampler that uses NUTS as the proposal

is presented in [111].



Chapter 7

Using Twitter Data to Inform

Disease Models

The emergence of the novel coronavirus (COVID-19) in December 2019 in Wuhan City,

Hubei Province, China [143] generated a need to quickly and accurately assemble up-to-

date information related to its spread. In this chapter, two methods in which Twitter data

is useful when modelling the spread of COVID-19 are proposed. Method (1): machine

learning algorithms trained in English, Spanish, German, Portuguese and Italian are used

to identify symptomatic individuals derived from Twitter. Using the geo-location attached

to each tweet, users are mapped to a geographic location to produce a time-series of po-

tential symptomatic individuals. An extended SEIRD epidemiological model is calibrated

with combinations of low-latency data feeds, including the symptomatic tweets, and death

data to infer the parameters of the model. The usefulness of the data feeds is then evaluated

when making predictions of daily deaths in 50 US States, 16 Latin American countries, 2

European countries and 7 NHS (National Health Service) regions in the UK. It is shown

that using symptomatic tweets can result in a 6% and 17% increase in mean squared error

accuracy, on average, when predicting COVID-19 deaths in US States and the rest of the

world, respectively, compared to using solely death data. Method (2): Origin/destination

(O/D) matrices, for movements between seven NHS regions, are constructed by determin-

ing when a user has tweeted twice in a 24 hour period in two different locations. We show

that by increasing and decreasing a social connectivity parameter within an SIR model is

found to affect the rate of spread of a disease.

100
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7.1 Introduction

The novel coronavirus (COVID-19) has, at the time of writing, resulted in over 6.88 million

deaths and 676 million confirmed cases worldwide [144]. By January 2020, new cases of

COVID-19 had been seen throughout Asia, and by the time the World Health Organisation

(WHO) declared a global pandemic in March 2020, the disease had spread to over 100

countries. It quickly became imperative to establish reliable data feeds relating to the

pandemic, such that researchers and analysts could model the ongoing spread of the disease

and inform decision-making by government and public health officials.

The latency and reliability of COVID-19 related data sources can vary. Death data

can be seen as reliable when compared with confirmed cases derived from positive test

results; however, observations of this data are typically delayed from the initial point of

infection. Delays also occur between the occurrence and reporting of deaths. The reliability

of confirmed cases is limited as the sampling of those tested varies with time and the reason

for testing is often not recorded. In addition, hospital admissions typically occur around

1–2 weeks after infection and so may be considered outdated in relation to the time of

initial infection. The extent to which these issues are problematic is likely to vary over

time and between countries. For example, reliable, publicly available tests only began to

become available a number of months after the outbreak and declaration of the COVID-

19 pandemic. As such, information on the spread of the disease was limited and varied

between countries. Twitter provides real-time data that overcome the timing limitations

of the aforementioned data sources. Correlation between tweets relating to influenza and

true influenza counts have been observed in [59, 60, 61]. In addition, it is possible to set up

a pipeline for collecting and analysing COVID-19 tweets that can be scaled up to multiple

countries in a short amount of time.

Infodemiology and infoveillance [145] refer to the ability to process and analyse data,

pertinent to disease outbreaks, that are created and stored digitally in real-time. The

availability of these data sets, particularly at the beginning of an outbreak, could provide

a noisy but accurate representation of disease dynamics. Prior to the pandemic, tweets re-

lating to influenza-like-illness symptoms were observed to substantially improve predicting

capacity [146] and to boost nowcasting accuracy by 13% [147]. Models allowing for early

warning detection of multiple diseases are proposed in [147, 148] through analysis of tweet

content in real time. Many research papers use social media to gain valuable information

relating to the COVID-19 pandemic. Natural language processing (NLP), in particular
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determining the sentiment of tweets, is a popular research area. Reference [149] uses sen-

timent analysis and topic modelling to extract information from conversations relating to

COVID-19. When including these data within forecasting models a 48.83–51.38% improve-

ment in predicting COVID-19 cases was observed. Public sentiment relating to COVID-19

prevention measures is analysed in [150]. Depression trends among individuals are analysed

in [151]. Emotion was observed to change from fear to anger during the first stages of the

pandemic [152]. Misinformation and conspiracy theories propagated rapidly through the

Twittersphere [153]. Machine learning algorithms have been used to automatically detect

tweets containing self-reported symptoms mentioned by users [154], with [155] observing

symptoms reported by Twitter users to be similar to those used in a clinical setting. The

analysis in [149, 150, 152, 153, 154] is only conducted with the English language. Analysis

conducted in multiple languages is less common. Topic detection and sentiment analysis

are conducted in the Portuguese and English language in [156]. Misinformation is detected

in English, Hindi and Bengali in [157]. Researchers have yet to use symptomatic tweets in

multiple languages to calibrate epidemiological models.

Movement mobility patterns have been derived from anonymised cell phone [158, 159]

and Twitter [160, 161] data. Using movement between different geographic locations has

been shown to be an effective way of modelling the spread of disease [159, 162, 163, 164].

During an epidemic, limiting the movement of individuals with measures, such as school

closures and national lockdowns, can drive the reproduction number below 1 [119]. In

Italy, when analysing mobile phone movement data, less rigid lockdown measures led to an

insufficient decrease in COVID-19 cases when compared to a more rigid lockdown [165].

This chapter outlines two methods in which Twitter data can be used to help inform

disease models. Firstly, using machine learning algorithms trained in multiple languages,

symptomatic tweets tweets are detected. A time series of aggregated counts are then

used to calibrate an extended SIR compartmental disease model. A comparison is then

made with other publicly available data sources when predicting COVID-19 related deaths.

Secondly, origin/destination (O/D) matrices are derived from where people tweet in real

time. By using a multi-region SIR compartmental disease model, we show that restricting

movement between regions can have an effect on the spread of a disease.
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7.2 Data Collection

Methods for collecting UK NHS region-specific surveillance data and symptomatic tweets

are outlined in Sections 7.2.1 and 7.2.2, respectively. The O/D matrices derived from

Twitter mobility are described in Section 7.2.3. Two Twitter API developer credentials

were used for data collection, in line with the two objectives of this chapter: (1) querying

on COVID-19 keywords and (2) querying on geo-located tweets.

Note that testing methods and criteria for classifying deaths as COVID-19-related may

differ between geographic locations. All data sets and the associated code can be found on

the CoDatMo GitHub repository [166].

7.2.1 United Kingdom NHS Region-Specific Surveillance Data

Methods for collecting UK NHS region-specific surveillance data are presented in the fol-

lowing subsections. References for obtaining the data are given in Table 7.1. The NHS

regions in the UK support local systems and provide more connected and sustainable care

for patients through integrated care systems. Every individual born in the UK is entitled

to use this public health system.

7.2.1.1 Deaths

Aggregated death counts consist of individuals with COVID-19 as the cause of death on

their death certificate or those who died within 60 days of a positive test result.

7.2.1.2 Hospital Admissions

Aggregated admission counts consist of the daily COVID-19 related hospital admissions

and the total number of COVID-19 patients.

7.2.1.3 Zoe App

Aggregated Zoe App counts consist of entries of COVID-19 symptoms to a mobile App

developed in 2020 to help track COVID-19. Users can input COVID-19 symptoms as well

as stating whether they have been tested for COVID-19. The App has since broadened its

capacity to track other health related concerns such as cancer and high blood pressure.
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Geographic Location Data Feed Start Date Reference

U.S States and the rest of the world Deaths 24 March 2020 [56]
Tests 1 March 2020 [56]

Twitter 13 April 2020 Section 7.2.2

U.K NHS Regions Deaths 24 March 2020 [133]
Hospital admissions 19 March 2020 [134]

Twitter 9 April 2020 Section 7.2.2
Zoe app 12 May 2020 [167]
111 calls 18 March 2020 [135]
111 online 18 March 2020 [135]

Table 7.1: A description of the data feeds used per geographic location, the simulation
start dates and references for where the feeds were obtained.

7.2.1.4 111 Calls and 111 Online

Aggregated 111 call and 111 online assessment counts consist of individuals that reported

potential COVID-19 symptoms through the NHS Pathways telephone and online assess-

ment services, respectively. The telephone service allows for individuals to speak to a

medical specialist regarding health concerns. The 111 online service provides informa-

tion on where is best to obtain help for the symptoms provided. During the COVID-19

epidemic, both services provided a method for individuals to report COVID-19 symptoms.

7.2.2 Symptomatic Tweets

The geographic locations considered when querying on keywords are:

· US: 50 States;

· Rest of the world: 2 European and 16 Latin American countries;

· UK: 7 NHS regions.

Table 7.1 provides a summary of surveillance data corresponding to each geographical

location. Death and positive case data for the US States and the rest of the world (ROW)

were downloaded from the dashboard operated by the Johns Hopkins University Center

for Systems Science and Engineering (JHU CSSE) [56].
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7.2.2.1 Pre-processing Tweets

Tweepy [168] is the Twitter API written in the programming language Python. The free

Twitter streaming API is used in this research, limiting the number of tweets available for

download to 1%. The premium API would allow for a higher percentage of tweets to be

collected. The API was filtered using 93 keywords in English, German, Italian, Portuguese

and Spanish that align with COVID-19 symptoms from the MedDRA database [169]. These

terms include those associated with fever, cough and anosmia. The full list of keywords

can be found here [166]. While other keywords (e.g., “COVID”) were considered, keywords

relating to symptoms gave rise to a large number of tweets corresponding to individuals

experiencing symptoms. Note that any choice of keywords will inevitably identify tweets

that are related to advice or general discussion of the disease. This motivated the use of

machine learning to post-process the output from the keyword-based queries, as is discussed

further in Section 7.2.2.2.

7.2.2.2 Symptom Classifier Breakdown

A multi-class support vector machine (SVM) [170] is trained with a set of annotated tweets

vectorised using a skip-gram model [171]. In the context of categorising tweets, the skip-

gram method finds the most related words for a given word by capturing the context

and semantic similarity between words. By training the algorithm with tweets relating

to COVID-19 symptoms, it will be able to distinguish between the classes below. The

annotated tweets are labelled according to the following classes:

1. Unrelated tweet;

2. User currently has symptoms;

3. User had symptoms in the past;

4. Someone else currently has symptoms;

5. Someone else had symptoms in the past.

The total number of tweets that mention symptoms, given by the sum of tweets in

classes 2–5, is calculated for each 24 hour period. Geo-tagged tweets are mapped to their
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location, e.g. corresponding city, via a series of tests using country-specific shapefiles. Pre-

vious studies demonstrate that approximately 1.65% of tweets are geo-tagged [172], where

the exact position of the tweeter is recorded using longitude and latitude measurements.

For non-geo-tagged tweets, the author’s profile is assessed to ascertain whether they

provide an appropriate location. The server is deemed to be offline if any 15 minute period

within the previous 24 hours has no recorded tweets. After checking all 96 15 minute

periods, the count in each geographical area is multiplied by a correction factor:

reported tweet count = total tweet count · 96

96− downtime periods
. (7.1)

To ensure the labelled tweet data sets used for training and testing are balanced, under-

and over-represented classes are randomly up- and down-sampled. A subset of data is used

to train the classifier before testing on the remainder. The total number of labelled tweets

used for training and testing are provided in Table 7.2. Four metrics outlined in Table 7.2

are used to evaluate the classifier. These include the F1 score, accuracy, precision and

recall. True positive (TP) and true negative (TN) classifications are outcomes for which

the model correctly predicts positive and negative classes, respectively. Similarly, false

positive (FP) and false negative (FN) classifications are outcomes for which the model

incorrectly predicts positive and negative classes, respectively. Accuracy, precision, recall

and the F1 score, which is the harmonic mean of precision and recall, are given as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
, (7.2)

Precision =
TP

TP + FP
, (7.3)

Recall =
TP

TP + FN
, (7.4)

F1 =
2 · (Precision · Recall)
Precision + Recall

. (7.5)
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Language # of Data Used Performance Measures
Training Testing F1 Accuracy Precision Recall

English 1105 195 0.85 0.85 0.85 0.85
German 412 260 0.89 0.89 0.90 0.89
Italian 254 260 0.97 0.96 0.97 0.96

Portuguese 3507 619 0.77 0.77 0.78 0.80
Spanish 1530 270 0.82 0.85 0.82 0.85

Table 7.2: Testing, training and performance measures for the machine learning classifiers
for each language.

7.2.2.3 Comparison of Tweets and Positive Test Results

Figure 7.1 presents a comparison between the classified tweets and confirmed positive

test results for five US States and one South American country. Both time-series are

standardised between 0 and 1 and have been converted to a 7-day rolling average to smooth

out short-term fluctuations. It is evident that, at least in the context of these specific

examples, the classified tweets do (by eye) follow the trend of positive test results. In some

cases, such as Texas and Chile, there appears to be a lag between tweets and positive test

results. This could be caused by a reporting delay in these locations. A more rigorous

analyses, such as change point detection, could give a stronger indication of how well the

trends in the two time-series match. Note that, for some geographic locations, tweets align

less well with the corresponding case counts. This could be caused by issues associated

with how cases are recorded in each location or by the processing of the tweets.

7.2.3 Twitter Mobility Origin Destination Matrices

The data collection processes for the derivation of the O/D matrices are now presented.

The flow of individuals travelling from one location to another can be expressed as

an M × M matrix, where M is the number of locations in the simulation area. The

observation period of the data is 30 April 2020 to 31 May 2020. England is divided into

the seven NHS regions, which are treated as separate locations. Tweets with the geo-

location feature are collected using the same framework as described in Section 7.2.2.1;

however, different Twitter developer API credentials are used as tweets were not filtered

based on keywords. To determine where an individual tweeted, a shapefile containing
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Figure 7.1: Plot of 7-day rolling average and standardised daily counts of positive COVID-
19 cases (blue) and self-reported symptomatic tweets (red) for different US States and one
South American country.

coordinates of the boundaries of the seven NHS regions is used.

If an individual tweets twice from two distinct locations, for example, London (Origin)

and South West (Destination), a movement is subsequently recorded. Figure 7.2 depicts

each of these movements in the form of an O/D matrix. Locations on the x- and y-axes

represent the origin and destination, respectively. Movements within regions, where an

individual tweets multiple times in different locations within the same region, have also

been collected. These are observed in the diagonal entries of the matrix.

7.3 Models

The model used for making inferences and death predictions when utilising different data

feeds is outlined in Section 7.3.1. The extended SIR disease model catering for movement

between different locations is described in Section 7.3.2.

7.3.1 Model for Surveillance Data Comparison

In this analysis, the statistical model outlined in Chapter 6 is used.The observation model

(described in Section 6.2.2) outlines the relationship between the transmission model (see

Section 6.2.1) and the surveillance data feeds in Table 7.1 during calibration. Daily counts

of the surveillance data feeds in Table 7.1 are assumed to follow a negative binomial
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Figure 7.2: Heat-maps of origin destination matrices derived from Twitter for NHS regions.
Locations on the x- and y-axes represent the origin and destination, respectively.

distribution parameterised by mean x (t) and over-dispersion parameter ϕx, such that

xobs (t) ∼ NB (x (t) , ϕx) , (7.6)

where x is data feed specific. See Sections 6.2.2.1 and 6.2.2.2 for a description of death

and hospital admissions data, respectively.

7.3.1.1 Computational Experiments

The time series considered in the analysis begins on 17 February 2020. The start dates

of each data feed follow those outlined in Table 7.1. The terminal time for the US States

and the ROW is fixed at 1 February 2021, while, for NHS regions, the terminal time is 7

January 2021. In all cases, forecasts are considered to include seven days.

Similar to the experiments in Chapter 6, the analysis is run on the University of Liv-

erpool’s High-Performance Computer (HPC). Each node has two Intel(R) Xeon(R) Gold

6138 CPU @ 2.00 GHz processors, a total of 40 cores and 384 GB of memory. In the

following experiments, six independent Markov chains each draw 2000 samples, with the

first 1000 discarded as burn-in. Run-time is dependent on the location of the data and the
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US States and Rest of the World NHS Regions

9 July 2020 - 16 July 2020 11 November 2020 - 18 November 2020
17 October 2020 - 24 October 2020 21 November 2020 - 28 November 2020
25 January 2021 - 1 February 2021 1 December 2020 - 8 December 2020

- 11 December 2020 - 18 December 2020
- 21 December 2020 - 28 December 2020
- 31 December 2020 - 7 January 2021

Table 7.3: Prediction windows for the US States and the rest of the world, and NHS
regions.

date at which the prediction is made. However, it typically takes 4.5 hours per Markov

chain for a complete run.

Initially, the model is only calibrated with death data and forecasts produced for seven

daily death counts for the geographic locations described in Section 7.2.2 for the time

periods outlined in Table 7.3. These forecasts are set as the baseline when comparing

against forecasts incorporating low-latency data feeds.

Two metrics are used to determine the accuracy of the resulting forecasts. First, the

mean absolute error (MAE), which shows the average error over a set of predictions, is

calculated. This is given by

MAE =
1

N

N∑
i=1

|xi − yi|, (7.7)

where N is the number of predictions and xi and yi the predicted and true number of

deaths on day i, respectively. The percentage difference between forecasts, using only

deaths (MAED) and those combining deaths with low-latency data feeds (MAEDL), is

calculated as follows:

MAE % Diff =
MAEDL −MAED

MAED
, (7.8)

where a smaller percentage difference is preferred.

Secondly, the uncertainties associated with the forecasts are considered by assessing

the NEES score. A detailed description of this metric is provided in Section 6.3.1.
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7.3.2 Model for Utilising Origin Destination Matrices

An extension of the discrete time approximation SIR model that includes movement be-

tween geographic locations [159, 173] and is an extension of [174] is now described. The

population in location i is denoted Pi. At the beginning of the simulation, Pi is divided

into three compartments: susceptible, infected and recovered, denoted Si,t, Ii,t and Ri,t,

respectively, for timestep t. Note that, since the size of the population is fixed throughout

the simulation, subscript t is not required when denoting Pi. Location j represents the set

of locations connected to location i. The origin of the pandemic is simulated at a random

location, with a fraction of the susceptible compartment infected. The transmission rate

in location i on day t is given by βi,t, while mi,j is the count of individuals travelling from

location j to i. The global parameter γ describes the recovery rate.

The proportions of infected and susceptible individuals at location j at time t are

denoted xj,t and yj,t, respectively. The disease spreads via infected individuals travelling

according to the O/D matrices in Figure 7.2. The full extended SIR model is described as

follows:

Si,t+1 = Si,t −
βi,tSi,tIi,t

Pi
−

αSi,t
∑

j m
t
i,jxj,tβj,t

Pi +
∑

j m
t
i,j

, (7.9)

Ii,t+1 = Ii,t +
βi,tSi,tIi,t

Pi
+

αSi,t
∑

j m
t
i,jxj,tβj,t

Pi +
∑

j m
t
i,j

− γIi,t, (7.10)

Ri,t+1 = Ri,t + γIi,t. (7.11)

The number of infected individuals that move from all locations j to location i and

transmit the disease to the susceptible population is given by∑
j

mt
i,jxj,tβj,t. (7.12)

Uninfected individuals at location i are infected by individuals at location j with probability

αSi,t
∑

j m
t
i,jxj,tβj,t

Pi +
∑

j m
t
i,j

. (7.13)

This rate is dependent on α, which describes the intensity of the movement of individuals

and is referred to as the social connectivity parameter.
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7.4 Results

In this section, results for the two objectives are outlined. Comparison of the accuracy

of death forecasts and findings on the impact of movement on the spread of a disease are

presented in Sections 7.4.1 and 7.4.2, respectively.

7.4.1 Surveillance Data Comparison

The NEES value and MAE percentage difference between the baseline, ingesting solely

deaths, and the incorporation of low-latency data feeds for the US States, the ROW,

and NHS regions are given in Tables 7.4–7.6, respectively. For all geographic locations,

the results are averaged over the prediction windows described in Table 7.3. A visual

representation of these predictions windows can be seen in Figure 7.3.

When ingesting solely death data, tweets, tests, and tweets and tests for US States, the

average NEES values are 1.696, 1.409, 1.483 and 1.269, respectively. The corresponding

results for the ROW are 0.433, 0.500, 1.198 and 0.723. As explained in Section 7.3.1.1, a

NEES value of ∼1 is desired, with values <1 and >1 indicating that the forecast is over-

cautious or over-confident, respectively. In both cases, ingesting any combination of the

data feeds provides a NEES value closer to 1 than the death only forecast.

MAE results for NHS regions are less consistent. Ingesting hospital admission, 111

call and 111 online data sets provide an average increase in performance of 22%, 17% and

22%, respectively. However, tweets and Zoe App data perform less well, with decreases

in performance of 2% and 124%, respectively. This issue may arise because, in these

feeds, symptoms are self-diagnosed. Consequently, the counts may include relatively large

numbers of individuals who do not have COVID-19.

NEES values for NHS regions when ingesting solely death, hospital admission, tweet,

Zoe App, 111 call and 111 online data are 0.662, 0.682, 1.044, 3.160, 0.916 and 0.912,

respectively. These results infer that, apart from Zoe App data, where forecasts are overly-

confident, ingesting all types of data feeds provides more consistent forecasts. Figure 7.5

exemplifies this finding. In the top image, the forecast encapsulates almost all true deaths.

However, when ingesting the Zoe App data, the forecast only encapsulates two out of the

seven true deaths, resulting in a NEES value of 6.202, which indicates an over-confident es-

timate.
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Figure 7.3: Death forecasts in Florida (left) and Georgia (right) using test and tweet data.
The first, second and third prediction windows outlined in Table 7.3 are presented in the
first, second and third rows, respectively, with confidence intervals of 1 standard deviation
from the mean (orange), the mean sample (red) and the beginning of the prediction period
(blue). True deaths are given by the black and green dots.
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Geographic Deaths Tests Twitter Tests and Twitter
Location NEES MAE % Diff NEES MAE % Diff NEES MAE % Diff NEES
Alaska 0.329 -36 0.334 -29 0.301 -92 0.302

Alabama 0.684 -29 1.874 -29 1.723 -2 1.000
Arkansas 0.275 3 0.317 -1 0.288 -1 0.313
Arizona 0.337 20 0.334 18 0.344 -20 0.244
California 0.611 6 0.709 9 0.802 5 1.206
Colorado 1.886 -25 0.401 -41 0.457 10 1.278

Connecticut 13.406 -8 1.922 -2 0.875 2 11.459
Delaware 3.020 -3 0.918 16 1.046 12 0.727
Florida 0.406 -24 0.179 13 0.353 -20 0.454
Georgia 0.550 9 0.325 41 0.891 -48 0.255
Hawaii 11.459 -12 28.114 -4 24.695 17 10.149
Iowa 19.176 5 7.720 4 1.476 -3 1.600
Idaho 0.914 0 0.809 2 1.791 7 0.986
Illinois 0.573 9 0.350 13 0.319 -116 1.091
Indiana 0.561 -17 0.652 -40 0.781 0 0.481
Kansas 1.021 1 1.037 -2 1.835 1 0.488

Kentucky 0.355 -4 0.374 10 0.548 -15 0.214
Louisiana 0.298 -7 0.305 -2 0.341 9 0.234

Massachusetts 0.351 3 0.342 -3 0.365 14 0.409
Maryland 0.485 -3 0.619 10 0.581 31 0.313
Maine 0.488 1 0.567 -28 0.796 -9 0.952

Michigan 0.592 -6 0.445 -7 0.453 4 0.850
Minnesota 0.683 9 1.019 11 1.200 51 0.747
Missouri 0.810 -7 1.165 -27 1.609 20 0.475

Mississippi 0.683 12 0.721 2 0.997 -15 0.320
Montana 5.034 4 2.244 -1 1.538 -5 5.189

North Carolina 0.908 -1 0.453 9 0.877 -19 0.570
North Dakota 0.513 -32 0.521 -18 0.544 -8 0.661

Nebraska 0.259 5 0.253 7 0.570 5 0.286
New Hampshire 0.252 -74 0.240 -148 0.430 -36 0.288

New Jersey 0.901 -7 0.788 -6 0.926 10 3.177
New Mexico 0.832 -28 0.738 -12 0.969 0 0.489

Nevada 2.129 -24 0.353 -12 0.425 -13 1.904
New York 0.496 31 0.146 3 0.135 -17 0.418

Ohio 0.263 63 0.675 54 0.468 3 0.337
Oklahoma 0.301 -5 0.369 0 0.621 8 0.256
Oregon 0.729 0 1.032 -2 1.692 -4 0.793

Pennsylvania 0.411 -7 0.385 0 0.426 10 0.402
Rhode Island 0.609 -9 0.546 -31 0.446 -2 1.699
South Carolina 2.072 -3 2.157 -4 5.601 -39 0.429
South Dakota 1.259 14 1.080 -2 1.089 2 5.050
Tennessee 0.794 15 1.191 14 1.687 -11 0.600
Texas 0.585 6 0.784 1 0.750 -71 0.706
Utah 0.499 -98 0.716 -127 1.196 13 0.632

Virginia 0.731 -10 0.396 6 0.864 9 0.676
Vermont 0.142 59 0.300 -1 0.163 40 0.043

Washington 0.608 -8 0.561 19 1.787 -1 0.782
Wisconsin 0.842 6 1.028 25 3.921 8 0.850

West Virginia 0.650 -6 0.547 2 1.042 7 0.291
Wyoming 1.939 5 0.951 -15 1.126 25 0.395

Average 1.696 -5 1.409 -6 1.483 -5 1.269

Table 7.4: US States: MAE and NEES when using deaths and deaths combined with
different low-latency data feeds, averaged over the prediction windows in Table 7.3. Lower
MAE % Diff and NEES∼1 = better. Only the English classifier was used.
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Geographic Lang Deaths Tests Twitter Tests and Twitter
Location NEES MAE % Diff NEES MAE % Diff NEES MAE % Diff NEES
Argentina ES 0.567 3 0.695 −17 0.904 −19 0.765
Bolivia ES 0.339 −85 0.207 −117 0.182 −118 0.195
Brazil PT 0.396 −4 0.405 11 0.578 4 0.493
Chile ES 0.371 15 0.439 14 0.506 10 0.425

Colombia ES 0.154 17 0.243 −46 0.164 −115 0.223
Costa Rica ES 0.423 6 0.583 18 3.060 2 0.786
Ecuador ES 0.156 −26 0.195 −99 0.234 −69 0.234

Guatemala ES 0.557 −19 0.670 −31 0.815 −31 0.713
Honduras ES 0.405 −8 0.381 −27 0.915 −41 0.541
Mexico ES 0.766 16 0.939 11 1.100 11 1.110

Nicaragua ES 0.091 −13 0.207 −24 1.340 −22 0.364
Panama ES 0.550 −20 0.421 −4 0.451 −7 0.368
Paraguay ES 0.535 28 0.877 −7 2.615 8 1.473

Peru ES 0.507 33 0.103 26 1.630 16 0.515
Uruguay ES 0.619 11 0.742 −13 0.899 −7 0.643
Venezuela ES 0.610 −14 0.713 −49 0.890 −91 0.603
Germany DE 0.379 5 0.613 15 2.131 14 1.570

Italy IT 0.360 17 0.557 29 3.149 34 1.991

Average 0.433 -6 0.500 -17 1.198 -24 0.723

Table 7.5: Rest of the World: MAE and NEES when using deaths and deaths combined
with different low-latency data feeds, averaged over the prediction windows in Table 7.3.
Lower MAE % Diff and NEES∼1 = better. Language column states which classifier was
used.
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Geographic Deaths Hospital Twitter Zoe App 111 Calls 111 Online
Location NEES MAE % Diff NEES MAE % Diff NEES MAE % Diff NEES MAE % Diff NEES MAE % Diff NEES

East of England 0.435 -13 0.419 -7 0.655 38 2.908 -15 0.820 -19 0.795
London 0.878 -36 0.666 -7 1.163 131 3.150 -43 0.750 -47 0.754
Midlands 0.635 -16 0.466 13 0.569 132 3.330 -19 0.418 -47 0.404

North East and Yorkshire 0.753 5 1.188 -4 0.824 153 2.325 -16 0.860 -14 0.888
North West 0.735 -1 0.756 17 1.408 129 3.285 -25 0.932 -25 0.934
South East 0.652 -24 0.805 -3 1.255 126 4.390 8 1.018 6 0.957
South West 0.545 -69 0.474 2 1.432 160 2.729 -8 1.617 -6 1.653

Average 0.662 -22 0.682 2 1.044 124 3.160 -17 0.916 -22 0.912

Table 7.6: NHS Regions: MAE and NEES when using deaths and deaths combined with different low-latency data
feeds, averaged over the prediction windows in Table 7.3. Lower MAE % Diff and NEES∼1 = better. Only the
English classifier was used.
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Figure 7.4: Death forecasts in Colombia using combinations of data sets with confidence
intervals of 1 standard deviation from the mean (orange), the mean sample (red) and the
beginning of the prediction period (blue). True deaths are given by the black and green
dots.



118 Conor Rosato

(a)

(b)

Figure 7.5: Death forecasts in London using death and 111 call data (top) and Zoe App
and death data (bottom) with confidence intervals of 1 standard deviation from the mean
(orange), the mean sample (red) and the beginning of the prediction period (blue). The
black and green dots are the true deaths.
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7.4.2 Origin Destination Matrices Analysis

As explained in Section 7.2.3, a movement is recorded if an individual tweets twice in one

day in different locations over a 24 hour period. Counts are assumed to be a percentage

of the true population for the seven NHS regions. Figure 7.2 depicts these aggregated

movements as O/D matrices.

Figure 7.6 shows the effect of the social connectivity parameter, α, on the spread of a

disease and so exemplifies the role of α when simulating disease dynamics. This parameter

models the level of contact between individuals when travelling between locations. For

example, implementing a lockdown or using a personal car will correspond to increasing

values of α. SIR epidemic curves for England are presented on the top row and the infected

curves for each NHS region on the bottom row. Limiting contacts within the population

through specification of α = 0.2 results in the disease ceasing by day 15. For α = 0.5, the

peak number of infections occurs at approximately day 20 and consists of just over 0.1% of

the population. In contrast, when α = 0.9, the peak occurs at approximately day 10 and

0.3% of the population are infected. Simulations of the SIR curves under no movement

between NHS regions are also provided in the rightmost column of Figure 7.6.
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Figure 7.6: Susceptible, infected and recovered epidemic curves for England (top) and
infected curves for NHS regions (bottom) for different social connectivity parameters and
no movement between regions.

7.5 Conclusions and Future Work

In this chapter, a method for detecting symptomatic COVID-19 tweets in multiple lan-

guages has been outlined. Calibrating the epidemiological model outlined in Section 7.3.1

with low-latency data feeds, including symptomatic tweets, was found to provide more

accurate and consistent forecasts of daily deaths when compared with using death data

alone. A method for extracting movement data from Twitter in the form of O/D matri-

ces was also presented. These movement data were utilised in an extended SIR model to

show how a disease originating in one region can quickly spread to others. Restricting

movement between regions can be an effective measure when limiting the onward spread

of COVID-19.

Incorporating symptomatic tweets for UK regions does not provide the same level of

improvement as for other geographic locations. One reason for this reduced improvement

could be that daily counts of tweets for NHS regions are less plentiful than for the US States

and the ROW. To overcome this, a premium Twitter API that allows the user to download

a higher percentage of tweets than that used in this analysis could be purchased. An

additional method to increase the hit rate of geo-located tweets is to use natural language

processing techniques to estimate the location of the tweet user, such as those outlined

in the review [175]. Another direction for future work is to train a more sophisticated
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classifier such as the Bidirectional Encoder Representations from Transformers (BERT)

classifier [176].

Calibrating the model in Section 7.3.1 with movement data was not explored in this

chapter due to the significant computational effort required. One interesting direction for

future work would be to use a sequential Monte Carlo (SMC) sampler [142] in place of

the MCMC sampling algorithm. An example of such a sampler that uses NUTS as the

proposal can be found in [111].



Chapter 8

Conclusions and Future Work

In this thesis, multiple Bayesian methods have been implemented to obtain information

pertinent to disease outbreaks. First, a novel method for differentiating the log-likelihood of

a particle filter with respect to its parameters was outlined. This advancement enables more

accurate inference when estimating the parameters of various SSMs, including stochastic

disease models, using p-MCMC, compared to the current state-of-the-art approaches. A

framework for differentiating the particle filter using AD and PyTorch as well as the NUTS

sampler from PyMC3 was provided.

In addition, an extended SIR compartmental statistical model, implemented in the

ppl Stan, was used to model the spread of COVID-19 in England. The high performance

MCMCmethod, NUTS, was used to infer the parameters of the model, nowcast the number

of individuals in each compartment and to make forecasts of COVID-19 related deaths. A

set of simple scoring rules were employed to evaluate forecasts and detect shortcomings in

the statistical model. The scoring rule NEES provides additional information to alternative

scoring rules by outlining over-confident and over-cautious forecasts.

The thesis also introduced a novel machine learning framework for detecting COVID-19

related symptoms from tweets. Machine learning algorithms trained in English, Spanish,

German, Portuguese and Italian were used to detect symptomatic COVID-19 individuals

from the content of their tweets. Symptomatic tweets were aggregated over every 24-hour

period, producing daily time series data. Data was obtained for 50 US States, 16 Latin

American countries, 2 European countries and 7 NHS regions in the UK. A comparison

of calibrating the statistical model with tweets and positive COVID-19 test results was

presented for the forecast of death counts. Symptomatic tweets resulted in 6% and 17%

122
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increases in mean squared error accuracy, on average, when predicting COVID-19 deaths

in US states and the rest of the world, respectively, compared to using solely death data.

One limitation of the methods outlined in Chapter 4 for differentiating the particle

filter with CRN, that has been highlighted in the publication [177], is that the gradient

evaluations can be biased (see Figure 4.1). To be unbiased, the average gradient estimate of

multiple seeds would need to be taken and the limit considered as the number of seeds tends

to infinity. Another method could involve using different seeds at each NUTS iteration (so

that the gradients are consistent within a NUTS trajectory but the density function changes

between NUTS iterations).

One of the main drawbacks of using p-MCMC and MCMC is the lack of opportunity

for parallelisation due to the sequential nature of the two methods. One approach for

overcoming this issue is to use an SMC sampler in place of MCMC, with SMC2 replacing

p-MCMC. An advantage of using an SMC sampler and SMC2 is that they do not have

the same constraints as MCMC and p-MCMC. For example, they can bypass the burn-in

phase and do not need to be reversible.

SMC-Stan, an SMC variant of Stan, is presented in [178]. SMC-Stan allows the user to

make inferences on static statistical models described in the Stan programming language

by utilising the Stan back end. The original SMC sampler, presented in [142], uses the

random walk proposal (see Section 3.3.1) to propose new parameters at each SMC itera-

tion. However, SMC-Stan makes use of HMC and NUTS proposals (see Sections 3.3.2 and

3.3.3, respectively) as presented in [111]. SMC-Stan implements the advancement with

approximately optimal L-kernels proposed by [179].

When estimating the weekly reproduction rate Rt for England, the COVID-19 model of

Chapter 6 must be continuously calibrated with data from the beginning of the simulation

period. As such, assumptions must be made to produce estimates in a timely manner. A

parallel implementation of SMC-Stan would improve computation time and thus enable the

relaxing of a number of assumptions. One example would be to include age stratification.

Computation time is improved through the use of importance sampling. This removes the

requirement for the model to be calibrated with data from the beginning of the simulation

period each time an estimate is made.

SMC2 combines two SMC methods: one is an SMC sampler with Nθ particles that

makes estimates of the probability density function over the static parameters, θ. The

second is a particle filter with Nx particles that makes estimates of the dynamic states.

Although significant effort has been made to parallelise the resampling step within the
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particle filter [180, 181, 182, 183], the main computational bottleneck associated with

SMC2 is the need to run Nθ particle filters. Future work will therefore involve parallelising

the particle filters and the resampling within the SMC sampler. An additional direction

for future work will involve using the differentiable particle filter outlined in Chapters 4

and 5 in a parallel implementation of SMC2.

As described in Chapter 4, methods for obtaining gradients from a particle filter can

result in biased or poorly estimated gradients. Therefore, considerations need to be made

when using differentiable particle filters within NUTS. One drawback when using gradi-

ents that are piecewise continuous is that NUTS’s integrator step size adaptation no longer

holds. Step size adaption is a calculation that relates the “acceptance statistic” to the as-

sociated step size. The step size should be positively correlated with the expectation of the

adaptation statistic, such that adjusting the step size should allow for convergence towards

the target. However, the presence of a discontinuity may result in the expected value of

the adaptation statistic failing to increase as the step size increases. This phenomenon is

more pronounced when running models in higher dimensions. Future work will consider

the relationship between step size adaption and piecewise continuous gradients in models

with higher dimensions. One method to overcome this issue is to use a numerical integrator

that can handle discontinuities in log-likelihood and gradient of the log-likelihood [184].

The discrete SIR model presented in Section 3.1.4.2 is commonly used in disease mod-

elling. An example where inferring the parameters using p-MCMC with a MHRW proposal

is seen in Section 3.4.1. As the particle state equations in (4.23) follow a discrete distribu-

tion and are non-differentiable, calibrating this model using p-MCMC or SMC2 is restricted

to MHRW proposals. Future work will therefore involve incorporating the ideas described

in [43, 89, 177] to approximate the discrete operation continuously.
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Appendices

A Information for Differentiating Kalman Filter

A.1 Partial versus total derivatives

To try to avoid confusion, we use the partial derivative ∂/∂θ to mean the derivative by

only changing that function argument, and the total derivative d/dθ to mean also changing
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the other arguments depending on it, i.e. if θ is a scalar,

d

dθ
f(a(θ), θ) ≜ limh→0

f(a(θ + h), θ + h)− f(a(θ), θ)

h
(1)

∂

∂θ
f(a(θ), θ) ≜ limh→0

f(a(θ), θ + h)− f(a(θ), θ)

h
. (2)

A.2 Differentiating a Kalman Filter

We have a transition kernel and a measurement model as follows, where θ is a parameter

vector:

p(x′|x, θ) = N (x′; a(x, θ), Q(x, θ)) (3)

p(y|x′, θ) = N (y;h(x′, θ), R(x′, θ)). (4)

Applying an Extended Kalman Filter gives a proposal for x′ of the form

q(x′|x, θ, y) = N (x′;µ(x, θ, y), C(x, θ, y)). (5)

We wish to calculate the derivatives∂µ∂x ,
∂µ
∂θ ,

∂C
∂x ,

∂C
∂θ . The standard Kalman filter equations

are

S(x, θ) = H(a(x, θ), θ)Q(x, θ)H(a(x, θ), θ)T (6)

+R(a(x, θ), θ)

K(x, θ) = Q(x, θ)H(a(x, θ), θ)TS(x, θ)−1 (7)

µ(x, θ, y) = a(x, θ) +K(x, θ)(y − h(a(x, θ), θ)) (8)

C(x, θ) = Q(x, θ)−K(x, θ)H(a(x, θ), θ)Q(x, θ) (9)

where

H(a, θ) =

(
∂hi
∂aj

(a, θ)

)
ij

(10)

is the Jacobian of the measurement function evaluated at the prior mean. We would like to

differentiate these with respect to x and θ but the measurement model is defined in terms
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of the prior mean a(x). Let

h̃(x, θ) = h(a(x, θ), θ) (11)

H̃(x, θ) = H(a(x, θ), θ) (12)

R̃(x, θ) = R(a(x, θ), θ). (13)

Then

S(x, θ) = H̃(x, θ)Q(x, θ)H̃(x, θ)T + R̃(x, θ) (14)

K(x, θ) = Q(x, θ)H̃(x, θ)TS(x, θ)−1 (15)

µ(x, θ, y) = a(x, θ) +K(x, θ)(y − h̃(x, θ))) (16)

C(x, θ) = Q(x, θ)−K(x, θ)H̃(x, θ)Q(x, θ). (17)

To compute the derivatives of these from the derivatives in a, applying the chain rule gives

∂h̃

∂x
(x, θ) = H(a(x, θ), θ)

∂a

∂x
(x, θ) (18)

∂h̃

∂θ
(x, θ) = H(a(x, θ), θ)

∂a

∂θ
(x, θ) +

∂h

∂θ
(a(x, θ), θ) (19)

∂R̃

∂x
(x, θ) =

∂R

∂a
(a(x, θ), θ)

∂a

∂x
(x, θ) (20)

∂R̃

∂θ
(x, θ) =

∂R

∂a
(a(x, θ), θ)

∂a

∂θ
(x, θ) +

∂R

∂θ
(a(x, θ), θ) (21)

∂H̃

∂x
(x, θ) =

∂2h

∂a2
(a(x, θ), θ)

∂a

∂x
(x, θ) (22)

∂H̃

∂θ
(x, θ) =

∂2h

∂a2
(a(x, θ), θ)

∂a

∂θ
(x, θ) +

∂2h

∂a∂θ
(a(x, θ), θ) (23)

Hence to evaluate the derivatives of (16) and (17), we need

a(x, θ),
∂a

∂x
,
∂a

∂θ
,Q(x, θ),

∂Q

∂x
,
∂Q

∂θ
(24)

from the transition model and

h(a, θ),
∂h

∂a
,
∂h

∂θ
,
∂2h

∂a2
,
∂2h

∂a∂θ
,R(a(x), θ),

∂R

∂a
,
∂R

∂θ
(25)
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from the measurement model. From this we apply the product rule and the inverse deriva-

tive in Appendix B.1.

A.3 Derivatives of multivariate log normal

If

N (x;µ,C) =
exp

(
−1

2(x− µ)TC−1(x− µ)
)√

|2πC|
(26)

then

∂

∂x
logN = −C−1(x− µ) (27)

∂

∂µ
logN = C−1(x− µ) (28)

∂

∂C
logN = −1

2

(
C−1 − C−1(x− µ)(x− µ)TC−1

)
. (29)

B Matrix derivatives

B.1 Derivative of a matrix inverse

Suppose U is an N ×N invertible matrix with N ×N derivative with respect to θr given

by dU/dθr. Then

∂(U−1)

∂θr
= −U−1

(
∂U

∂θr

)
U−1. (30)

If θ is an R-dimensional vector, d(U−1)/dθ is an N ×N × R tensor with slice r given by

(30).

B.2 Derivative of a matrix square root

Suppose that A is the matrix square root of C, i.e.

C = AA. (31)
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Applying the product rule gives

∂C

∂θ
= A

∂A

∂θ
+A

∂A

∂θ
(32)

hence

∂A

∂θ
=

1

2
A−1∂C

∂θ
. (33)
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C Code for Particle-NUTS using PyTorch and PyMC3

C.1 Particle filter code

def particlefilter(mu , phi , sigmav , y):

torch.manual_seed(0)

T = len(y)

P = 150

xp, lw , xpNew = torch.zeros(P)

loglikelihood = torch.zeros(T)

xp[:] = torch.full((1,P), 0.001)[0]+torch.randn(P)

lw[:] = -torch.log(torch.ones(1,1)*P)

eps = Normal(0, 1).rsample(torch.tensor([T, P]))

for t in range(1,T):

xpNew = mu + phi * (xp - mu) + sigmav * eps[t]

newLW = lw + Normal(0, torch.exp(xpNew/2)).log_prob(y[t-1])

loglikelihood[t] = torch.logsumexp(newLW , dim=0)

wnorm = torch.exp(newLW-loglikelihood[t])

neff = 1./torch.sum(wnorm*wnorm)

if(neff<P/2):

idx = torch.multinomial(wnorm , P, replacement=True)

xpNew= xpNew[idx]

lw[:] = loglikelihood[t] - torch.log(torch.ones(1,1)*P)

xp = xpNew

return(loglikelihood[T-2])
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C.2 Calculating gradients

def getLogLikelihoodAndGrad(thetas , y):

mu = thetas[0]

phi = thetas[1]

sigmav = thetas[2]

mu_ = Variable(torch.tensor(mu),requires_grad=True)

phi_ = Variable(torch.tensor(phi),requires_grad=True)

sigmav_ = Variable(torch.tensor(sigmav),requires_grad=True)

LogLikelihood = particlefilter(mu_ , phi_ , sigmav_ , y)

LogLikelihood.backward ()

gradLL_mu = mu_.grad.detach ().numpy()

gradLL_phi = phi_.grad.detach ().numpy()

gradLL_sigmav = sigmav_.grad.detach ().numpy()

LL_ = LogLikelihood.detach ().numpy()

return(np.array([LogLikelihood]),

np.array([gradLL_mu ,

gradLL_phi ,

gradLL_sigmav]))
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C.3 Log-likelihood with gradient

class LogLikeWithGrad(tt.Op):

itypes = [tt.dvector]

otypes = [tt.dscalar]

def __init__(self , obs):

self.obs = obs

self.grad_calc = GradTheanoWrapper(self.obs)

def perform(self , node , inputs , outputs):

theta , = inputs

logl , grad = getLogLikelihoodAndGrad(theta , self.obs)

outputs[0][0] = np.array(logl)[0]

def grad(self , inputs , outputs):

theta , = inputs

grdss = self.grad_calc(theta)

grad = tt.as_tensor_variable(grdss)

return [grad]

C.4 Declaring PyMC3 Model

logl = LogLikeWithGrad(obs)

with pm.Model () as opmodel:

a = pm.Normal(’a’, mu=0.0, sigma=1.0)

b = pm.TruncatedNormal(’b’, mu=0.95 , sigma=0.05)

c = pm.Gamma(’c’, alpha=2, beta=10)

theta = tt.as_tensor_variable([a, b, c])

pm.Potential(’’lik’’, logl(theta))

trace = pm.sample(draws=1000 , tune=1000 , chains=4)
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