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Abstract 

Fracture in rock is a major factor that affects the rock’s physical properties and it 
also provides the route for the passage of fluids that can transport potentially 
hazardous substances and hydrothermal fluids. Assessment of the degree of 
fracture in rocks is important as they play an essential role in many geomechanical 
issues (stability of boreholes, stimulation of oil and geothermal reservoirs, the 
design of civil structures, tunnels and hazardous waste disposals), and in 
understanding a number of processes in the Earth’s crust such as magmatic 
intrusions, plate tectonics, fault mechanics and sedimentary basins. The 
fundamental understanding of how seismic waves are altered when they pass 
through fractured rock are currently poorly understood, hence a comprehensive 
study is timely. An improved understanding of how fractures affect the physical 
properties (such as seismic velocity and attenuation) would significantly enhance 
our ability to predict the fracture state of rock at depth remotely. The main focus 
of this thesis is to characterize P and S wave velocity, their ratio, shear wave 
splitting and attenuation and their dependence on the fracture density of the rock. 
Laboratory experiments were carried out in uniaxial compressive condition to 
increase microfracture density and hydrostatic confining condition to close 
microfractures. Experiments were performed on a single rock type (Westerly 
granite) to keep the mineralogy, chemical composition, and grain size constant. 
The condition of the microfractures was dry to remove the complexity of 
saturation and fluid type. Through transmission technique was used to measure P 
and S wave velocities and spectral ratio technique was used to measure 
attenuation. P and S wave velocities were measured at 1.5MHz. Attenuation 
measurements were made in the frequency range of 0.8MHz to 1.7MHz. 
 
Elastic properties can be measured statically where strain data are recorded and 
related to stress during slow loading of a specimen, or dynamically, where the 
elasticity can be calculated from the velocity of P and S waves. In order to 
understand the elastic properties of the crust at depth using seismology, the 
relationship between the static and dynamic properties must be known. 
Increasing-amplitude, uniaxial cyclic loading experiments were carried out to 
investigate and quantify the effect of microcracking on the elastic properties, and 
to establish a relationship between static and dynamic measurements. There is a 
linear relationship between static and dynamic Young’s moduli, and a significant 
discrepancy between the static and dynamic Poisson’s ratio. We attribute the 
differences in the static and dynamic elastic properties to the size distribution of 
the crack population relative to the amplitude and frequency of the applied 
stress, frictional sliding on closed cracks during loading/unloading, and the 
assumption of isotropic elasticity in the sample. 
 
Strong stress-dependency exists in the uniaxial compressive and hydrostatic 
confining conditions due to closure of microcracks. This resulted in: an increase 
in the P and S wave velocities, their ratio, static and dynamic Young’s modulus, 
and static and dynamic Poisson’s ratio; and a decrease in the P and S wave 
attenuation. The increase of fracture density caused: a decrease in the P and S 
wave velocities and static and dynamic Young’s modulus; a small increase in the 
dynamic Poisson’s ratio and Vp/Vs; and a large increase in the static Poisson’s 
ratio, and P and S wave attenuation. Seismic wave attenuation is more sensitive 
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than seismic wave velocity to closure of microcracks and increase of 
microfracture density.  
 
The effect of varying crack density on the P and S wave velocities and elastic 
properties under confining pressure (depth) were quantified. The elastic wave 
velocities and Young’s modulus of samples that have a greater amount of 
microcrack damage required higher confining pressure to be equal to those of 
samples with no induced microcrack damage. We found that fractures are 
completely closed at ~5km (~130MPa) in crystalline rocks. At shallow depth 
(less than 5km), fracture density affects seismic wave velocities. We observed an 
overall 6% and 4% reduction in P and S wave velocities respectively due to an 
increase in the fracture density. The overall reduction in the P and S wave 
decreased to 2% and 1% at ~2km. Consequently, assessing the degree of fracture 
between 2km and 5km using seismic wave velocities may be difficult. 
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1 Introduction 

1.1 Nature of problem 

Fracture in rock is a major factor that affects the rock’s physical properties 

and it also provides the route for the passage of fluids that can transport 

potentially hazardous substances and hydrothermal fluids. Assessment of the 

degree of fracture in rocks is important as they play an essential role in many 

geomechanical issues (stability of boreholes, stimulation of oil and geothermal 

reservoirs, the design of civil structures, tunnels and hazardous waste disposals), 

and in understanding a number of processes in the Earth’s crust such as 

magmatic intrusions, plate tectonics, fault mechanics and sedimentary basins. 

The fundamental understanding of how seismic waves are altered when they pass 

through fractured rock are currently poorly understood, hence a comprehensive 

study is timely. An improved understanding of how fractures affect the physical 

properties (such as seismic velocity and attenuation) would significantly enhance 

our ability to predict the fracture state of rock at depth remotely. The main focus 

of this thesis is to characterize P and S wave velocity (referred to as Vp and Vs 

respectively), their ratio, shear wave splitting and attenuation and their 

dependence on the fracture density of the rock. 

1.1.1 Influence of confining pressure on seismic wave velocity 

Seismic wave velocity is affected by many factors, such as fractures (or 

cracks), pressure, temperature, degree of saturation, fluid type, porosity, and 

density. These factors are often interrelated or coupled in a way that a change in 

one factor results in a change in many other factors. Consequently, investigation 

of the effect of varying a single parameter while fixing the others becomes 

imperative in understanding how seismic waves propagate through rocks. 

Laboratory studies, a few which are outlined briefly below, have shown how P 

and S wave velocities vary when increasing confining pressure are applied to 

rocks. Many researchers measured the velocities of different rock samples, that 

contain unknown amounts of microcracks and different microstructure, at 

elevated confining pressure (Benson et al., 2005; Benson et al., 2006a; Benson et 

al., 2006b; Birch, 1960; Birch, 1961; Christensen, 1965; Christensen, 1974; 
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Christensen and Wang, 1985; Kern, 1978; Kern, 1990; Kitamura et al., 2010; 

Nur and Simmons, 1969; Peacock et al., 1994; Schubnel et al., 2006; Simmons, 

1964; Wang and Ji, 2009). However, there is not much information about the 

effect of confining pressure on the P and S wave velocities of rocks that contain a 

controlled amount of microcrack damage.   

 

Birch (1960) measured P wave velocities for some 250 rock specimens, 

mainly igneous and metamorphic rocks, up to 1GPa confining pressure at room 

temperature (between 20° and 30°) and found that the P wave velocities 

increases rapidly in a nonlinear manner below a critical point, referred to as the 

crack-closing pressure, as the confining pressure increases. The degree of 

saturation within the rock samples was not specified. 

  

Nur and Simmons (1969) measured P and S wave velocity in granitic and 

limestone rocks up to 400MPa confining pressure. The authors found that fluid in 

microcracks in rock increases the P-wave velocities, whereas S-wave velocities 

remain unchanged which results in a higher Vp/Vs and Poisson's ratio than in dry 

rocks. The strong dependence of velocity on pressure and saturation is confined 

to low effective pressure (below 100MPa or 200MPa and without pore pressure). 

 

Kern (1978) measured P wave velocities in granite, amphibolites, and 

peridotite specimens under conditions of high temperature up to 700°C and 

confining pressure up to 600MPa and found that the P wave velocities increase 

with pressure, in a similar manner as Birch (1960), and decrease with 

temperature. The general decrease in P wave velocities with increasing 

temperature is mainly due to grain-boundary opening and cracking and 

expansion of the constituent minerals (David et al., 1999; Heuze, 1983; Kern, 

1978; Nasseri et al., 2007). 

 

Christensen and Wang (1985) measured P and S wave velocities  of water 

saturated Berea sandstone as a function of confining and pore pressures up to 

200MPa and found that the Poisson’s ratio is anomalously high (greater than 0.3) 

for high pore pressure. The authors demonstrated that, at a given confining 



 

3 

 

pressure, the S wave velocity is more sensitive to increased pore pressure than is 

the P wave velocity, thereby causing increases in Vp/Vs and Poisson's ratio.  

 

Peacock et al. (1994) induced permanent strain in Carrara marble 

specimens by stressing them above their yield point under confining pressure of 

65 MPa  and measured P and S wave velocities at confining pressures up to 60 

MPa. The authors found that the sensitivity of velocity to confining pressure is 

greater for higher permanent strain samples. 

 

Benson et al. (2005) measured permeability, porosity and P and S wave 

velocities simultaneously at confining pressures up to 100 MPa for a tight 

sandstone (Crab Orchard) and a high-porosity sandstone (Bentheim), and found 

that for the Crab Orchard sandstone the P and S wave velocities increased, and 

the permeability and porosity decreased with increasing confining pressure. The 

authors also found that the structural anisotropy formed by the void space is well 

described by P and S wave velocities anisotropy. The P and S wave velocities 

anisotropy of the Crab Orchard sandstone decreased with increasing confining 

pressure. For the Bentheim stanstone, the P and S wave velocities also increased, 

and the porosity and P and S wave velocities anisotropy also decreased with 

increasing confining pressure but the relative changes are less compared to those 

of the Crab Orchard sandstone. There was little variation of permeability with 

increasing confining pressure. The measurements were related to the contrasting 

pore fabric between the two rock types.  

 

Kitamura et al. (2010) reported a notable relationship between Vp/Vs and 

the permeability of porous fault-related rocks by simultaneous measurement of  

Vp, Vs and permeability under increasing effective confining pressure up to 25 

MPa. The rock samples, sandstones and silty sandstones, came from between 482 

and 1316 m depth near the Chelungpu fault that was responsible for the Chi-Chi 

earthquake in 1999. The Vp and Vs for all samples increased with effective 

confining pressure in the range up to 20 MPa, then were nearly constant as 

effective confining pressure increased to 25 MPa. 
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1.1.2 Mechanisms involved in attenuation  

Attenuation of seismic waves is strongly affected by the presence of 

cracks. Consequently, measuring attenuation may give additional information the 

fracture state of rocks at depth. Numerous mechanisms responsible for 

attenuation have been proposed. These mechanisms include: Frictional 

dissipation due to sliding on crack surfaces and grain boundaries (Gordon and 

Davis, 1968; Lockner et al., 1977; Walsh, 1966); scattering, a geometrical effect, 

where energy is loss from the interaction of seismic wave with cracks and pores; 

viscosity of saturating fluids, where attenuation peaks due to viscous relaxation 

developing at frequencies dependent both on pore geometry and fluid viscosity 

(Kuster and Toksöz, 1974; Solomon, 1973; Walsh, 1968; Walsh, 1969); inertial 

(Biot, 1956a; Biot, 1956b) and squirting flow (Mavko and Nur, 1975; O'Connell 

and Budiansky, 1977a) of saturating fluids, where fluid flow between pores 

induced by seismic waves resulting in attenuation. The quality factor, Q, which is 

dimensionless, is used as a measure of attenuation. Thus, the Q factor is a 

sensitive parameter for understanding the ability of the rock to transport seismic 

waves.  The higher the Q factor, the less attenuating the rock is. The range of Q 

factor values in crystalline rocks from laboratory and seismic experiments is 

inadequate because of the difficulties involve in measuring it. Moreover, a 

knowledge of Q factor in crystalline rocks is important because the use of high-

resolution seismic methods is becoming increasingly common such rocks for 

engineering, environmental and mining purposes (Juhlin, 1995; Milkereit et al., 

1994).  

 

1.1.3 Static and dynamic elastic properties 

Laboratory measurements from available cores and in situ loading test 

such as flat jack (Loureiropinto, 1986), Goodman jack (Heuze, 1984) and plate 

bearing (Coulson, 1979) tests are carried out to obtain the static elastic 

properties. The static elastic properties of rocks are generally obtained from the 

linear region of the stress-strain curve. Elastic properties can also be derived 

from the travel time of seismic or acoustic waves. This method gives the 

dynamic elastic properties. However, the dynamic elastic properties are different 

from the static elastic properties. The difference between the static and dynamic 
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elastic properties results from the presence of cracks (Cheng and Johnston, 1981; 

King, 1983; Zisman, 1933), and the difference in the frequency of the 

measurements and the strain amplitude used in the experiments (Batzle et al., 

2006; Tutuncu et al., 1998). Many studies aimed at establishing a relationship 

between both properties have been reported in the literature (King, 1983; 

Mockovčiaková and Pandula, 2003; Vanheerden, 1987; Wang, 2000). Here, the 

relationships are derived from uniaxial experiments on a range of rock types with 

different elastic properties. The relationship between static and dynamic Young’s 

modulus is summarized in Figure 1-1. Investigations of the dynamic Poisson’s 

ratio are rare due to the difficulties in determining the shear wave velocity. 

Consequently, very limited data relating the static and dynamic Poisson’s ratio 

have been published.  

 

It is well established that elastic properties are influenced by crack 

damage and state of stress within a rock (Eberhardt et al., 1999; Faulkner et al., 

2006; Lau and Chandler, 2004; Martin and Chandler, 1994; O'Connell and 

Budiansky, 1974; Walsh, 1965a). However, there exist very limited data on the 

relationship between the static and dynamic elastic properties as a function of 

crack density. Furthermore, the static response of rocks to large scale stresses can 

be quite different from that estimated by the seismic measurements and should be 

investigated further (Ciccotti and Mulargia, 2004). 
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Figure 1-1. Summary of the relationship between static and dynamic 

Young’s modulus from the literature. 

1.2 Aim 

In this research study, laboratory measurements of P and S wave velocity, 

shear wave splitting, attenuation and static elastic properties will be made as a 

function of microfracture density. Increasing-amplitude cyclic loading 

experiments will be carried out to remove the effect of stress on the parameter 

being measured. Consequently, the parameters will then be related to the 

microfracture damage. Experiments will only be performed on a single rock type 

(Westerly granite) to keep the mineralogy, chemical composition, and grain size 

constant. The condition of the microfractures will be dry to remove the 

complexity of saturation and fluid type. The P and S wave measurements 

required the development of an ultrasonic measurement system and sample 

assemblies that facilitates accurate and reliable measurements at low and high 

pressures.  
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The thesis will specifically address the following: 

 Extend the study of Heap and Faulkner (2008) by measuring the static 

and dynamic elastic properties simultaneously during cyclic loading of 

crystalline Westerly granite. Hence the evolution of both elastic 

properties as the sample approaches failure can be quantified, and a 

relationship between both elastic properties can be established as function 

of microfracture density.  

 Investigate the effect of confining pressure (depth) on the P and S wave 

velocities and dynamic elastic properties in variably controlled fractured 

rocks. Microfractures will be induced in a suite of samples using a 

standard uniaxial press, where the samples are compressed unconfined 

(σ2=σ3=0) between a fixed rigid plate and a manually controlled moving 

hydraulic piston.  

 Quantify the changes in P and S wave attenuation due to frictional 

dissipation and scattering as: (1) fractures are induced in rock samples 

and (2) samples are subjected to confining pressure up to 200MPa. 

 

1.3 Thesis structure 

The core of the thesis (chapters three to five) is presented as journal papers 

and this necessarily involves some repetition of material as key concepts are re-

introduced in places. These chapters have their own abstract, introduction, 

results, discussion and conclusion. For brevity, all references have been 

combined in a single section at the end of the thesis.  

After this introductory chapter, chapter two describes the apparatus, 

techniques and methodology used in this thesis. The technical specifications and 
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design of the sample assemblies and ultrasonic measurement system are 

discussed. The preparation of samples that are used for testing is also outlined.  

Chapter three presents the results and discussion on the evolution of static 

and dynamic elastic properties as crystalline rocks approaches failure. This is 

written in the style of a paper for submission to an international journal 

(Geophysical Journal International).  

Chapter four presents the results and discussion on the effect of confining 

pressure (depth) on the P and S wave velocities and dynamic elastic properties in 

variably controlled fractured rocks. This is written in the style of a paper for 

submission to an international journal (Pure and Applied Geophysics). 

Chapter five presents the results and discussion on the changes in P and S 

wave attenuation as: (1) fractures are induced in rock samples and (2) samples 

are subjected to confining pressure up to 200MPa. This is written in the style of a 

paper for submission to an international journal. 

Chapter six presents a brief discussion and conclusion relating to all the 

previously discussed results, and proposes suggestion for further work.  
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2 Experimental Apparatus and methods 

 

2.1 Introduction 

This chapter describes the apparatus techniques and methodology used in 

this thesis. Two sample assemblies (uniaxial and hydrostatic) were constructed, 

based on designs from Dr. Daniel Faulkner, to measure P and S wave velocity 

and attenuation as a function of fracture density and frequency of the seismic 

wave. It took ~2 ½ years to design, calibrate, and commission both apparatus.  

The uniaxial apparatus is capable of loading a sample up to 294.3kN and 

measuring P and S wave velocities (from which the dynamic elastic properties 

can be derived), P and S wave attenuation and static elastic properties (which are 

obtained from stress and strain data) simultaneously. The hydrostatic apparatus is 

capable of measuring P and S wave velocities and attenuation up to 200MPa 

confining pressure. Pore fluid can also be introduced into the sample up to a 

pressure of 80MPa. The hydrostatic apparatus has a pore fluid system capable of 

measuring ultra-low permeability (~10-23m2). Both apparatus perform 

experiments at room temperature. The data produced from these apparatus can be 

directly applied to current research in fault mechanics, volcano tectonics that 

features a cyclic pressurization, sedimentary basins, carbon capture and 

sequestration, and geomechanical issues (such as stimulation of oil and 

geothermal reservoirs, the design of civil structures, tunnels and hazardous waste 

disposals)      

Firstly, this chapter discusses the technical specifications and design of the 

uniaxial and hydrostatic sample assemblies. Secondly, it discusses the ultrasonic 

system used to generate and receive P and S waves. Thirdly, the preparation of 

samples that are used for testing is outlined. Fourthly, it highlights the 

characteristics of ultrasonic P and S wave arrivals, and the effects of acoustic 

couplants and misorientation of the pulsing and receiving S wave polarization 

direction. Finally, the measurement of static and dynamic elastic properties, P 

and S wave velocities, shear wave splitting, attenuation, are discussed.                
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2.2 Uniaxial sample assembly  

The sample assembly (Figure 2-1) consists of three main parts: top platen 

(I), top platen (II), and bottom platen. The dimensions of the parts adhered to the 

standard for using ultrasonic testing to determine pulse velocities (ASTM, 

1997a) (see Section 3.6.1). The top platen (I) and bottom platen have a P wave 

piezoelectric ceramic and a S wave piezoelectric ceramic glued to them using 

silver-loaded epoxy adhesive (from RS Components Ltd, UK) which has a strong 

mechanical bonding, excellent electrical conductivity, and quick room-

temperature curing. Silver-loaded epoxy was also used to fix a backing material 

and copper sheet to the piezoelectric ceramic (See section 3.5.1). Top platen (II) 

has a P wave piezoelectric ceramic and two S wave piezoelectric ceramics with 

backing material and copper sheet. The polarization direction of the two S wave 

piezoelectric ceramics (S1 and S11) is orthogonal to each other (Figure 2-1c). If 

the top platen (II) is at the 0° position to the bottom platen, the polarization 

direction of the S1 wave piezoelectric ceramic is in the same plane as the 

polarization direction of the S wave piezoelectric ceramic, while the polarization 

direction of the S11 wave piezoelectric ceramics is at 90° to the polarization 

direction of the S wave piezoelectric ceramic. This arrangement makes it easier 

to measure P and S wave velocity, and shear wave splitting simultaneously (see 

Section 3.8). The bottom platen is used with either of the top platens (I or II). 

The test sample sits between the platens.   

 

The uniaxial sample assembly is placed in a standard uniaxial press 

where the sample is compressed unconfined (σ2 = σ3 = 0) between a fixed rigid 

plate and a manually controlled moving hydraulic piston (Figure 2-2 and Figure 

2-3). The hydraulic piston is controlled by a hand operated valve pump. Axial 

and radial strain gauges, wired in a Wheatstone configuration which utilized a 

dummy sample, are used to monitor the static elastic properties of the test sample 

(see section 3.7). A high accuracy load cell (Tedea-Huntleigh compression load 

cell, model 220, grade C4) is used to measure the applied load. The maximum 

capacity of the load cell is 294.3kN. The strain gauge and load cell signals are 

fed to a RDP modular 600 multi-channel signal conditioning system that has 

RDP 611 strain gauge transducer amplifiers. The amplified signals are then 
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recorded continuously by the computer. The resolution of the strain gauge and 

load cell measurements is ±0.000005 and ±0.0075KN respectively. An ultrasonic 

system, discussed in section 3.5, is attached to the sample assembly.  

 

Figure 2-1. Uniaxial sample assembly. a) Top platen (I). b) Bottom platen. c 

and d) Top platen (II). e) Complete uniaxial sample assembly.   
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Figure 2-2. Uniaxial apparatus 

 

Figure 2-3. Schematic diagram of uniaxial apparatus 

2.3 Hydrostatic sample assembly 

The hydrostatic sample assembly (Figure 2-4 and Figure 2-5) consists of 

five main parts: top plug, top and bottom platen, and top and bottom platen 

holder. The dimensions of the top and bottom platens adhered to the standard for 



 

13 

 

using ultrasonic testing to determine pulse velocities (ASTM, 1997a) (see 

Section 3.6.1). The top platen holder is attached to the top plug by a central bolt 

and is sealed by an o-ring and a spiral backup ring. The top and bottom platens 

are sealed to the top platen holder and bottom platen holder respectively by an o-

ring. The sample is kept separate from the confining medium by placing it in a 

PVC (Polyvinyl Chloride) jacket. The PVC tube seals on the o-rings of the top 

and bottom platens, due to confining pressure being higher than pore pressure. 

The upper and lower collars are attached to the top platen holder and bottom 

platen holder respectively. Nylon studs, fixed to the upper and lower collar, are 

used to prevent the bottom platen and bottom platen holder from falling due to 

gravity. Electrical lead-throughs are placed in the top plug and bottom platen 

holder to feed the high frequency coaxial cables. PEEk, a polyether ether ketone 

material with excellent mechanical and chemical resistance properties that are 

retained to temperatures up to 260°C, is used to seal and insulate the electrical 

lead-throughs from the body of the upper and lower bit (Figure 2-4). Two steel 

studs are fixed to the top plug to firmly secure the high frequency coaxial cables 

and for extraction of the sample assembly from the pressure vessel (Figure 2-4). 

Thin bore (0.5mm) high pressure pipe (Figure 2-5) is vacuum-brazed in the top 

and bottom platens for the introduction of pore fluid into the sample. However, 

pore fluid was not used in the thesis. The sample assembly is designed to 

accommodate 20mm diameter samples of up to 60mm in length. 
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Figure 2-4. Hydrostatic sample assembly showing section through electrical feed lead-through.   
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Figure 2-5. Hydrostatic sample assembly showing section through high pressure pore fluid pipe. 
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The top platen has a P and S wave piezoelectric ceramic with backing 

material and copper sheet glued to it (Figure 2-6a). The bottom platen has a P 

wave and two S wave piezoelectric ceramics with backing material and copper 

sheet glued to it (Figure 2-6c). The polarization of the two S wave piezoelectric 

ceramics (S1 and S11) is orthogonal to each other. This arrangement makes it 

easier to measure P and S wave velocity, and shear wave splitting simultaneously 

(see Section 3.7). The S wave piezoelectric ceramics are located away from the 

pore fluid pipes as they are more sensitive to the effects of the pipes than the P 

wave piezoelectric ceramics.  

 

The following markings are scribed onto the outside of the bottom platen 

(Figure 2-6d) to show the orientation of the polarization direction of the S1 and 

S11 wave piezoelectric ceramics on the bottom platen to the polarization 

direction of the S wave piezoelectric ceramic on the top platen:   

    represents 0°. The polarization direction of the S wave piezoelectric 

ceramic is in the same plane as the polarization direction of the S1 wave 

piezoelectric ceramic.  

     represents 90°. The polarization direction of the S wave piezoelectric 

ceramic is in the same plane as the polarization direction of the S11 wave 

piezoelectric ceramic. 

   represents 45° where the amplitude and waveform of S1 and S11 waves 

are the same when S wave propagates through an isotropic material. 

     represents 180°. The polarization direction of the S wave piezoelectric 

ceramic is 180° to the polarization direction of the S1 wave piezoelectric 

ceramic. Here, the polarity of the S1 wave arrival reverses.  

     represents 270°. The polarization direction of the S wave piezoelectric 

ceramic is 180° to the polarization direction of the S11 wave piezoelectric 

ceramic. Here, the polarity of the S11 wave reverses.  

      represents 225° where the amplitude and waveform of S1 and S11 

waves are the same when S wave propagates through an isotropic 

material. Here, the polarity of the S1 and S11 wave reverses. 
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Figure 2-6. Piezoelectric ceramic arrangements on top (a) and bottom (c) 

platens. b) orientation marker on top platen, d) Orientation of the 

polarization of S1 and S11 wave piezoelectric ceramics  to the polarization of 

S wave pieozoelectric piezoelectric ceramic.   

 

The hydrostatic sample assembly is placed within the vessel of a 

hydrostatic flow rig with servo-controlled pore fluid flow system (Figure 2-7, 

Figure 2-8, Figure 2-10) that was designed and constructed by Faulkner, D. and 

Armitage, P. (Armitage, 2008). The hydrostatic rig is capable of performing 

experiments at confining pressures up to 200MPa (approximately equivalent to 

8km depth in the Earth’s crust). The sample assembly is secured by the threaded 

top nut and is sealed by an o-ring and brass mitre ring configuration. Confining 
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pressure is generated in the pressure vessel by the use of an air-driven SC 

hydraulic pump (Figure 2-8c) using low viscosity 10 cs silicon oil. A combination 

of pumps generates and controls pore fluid pressure in the system. Pore fluid 

pressure in the system can be generated by the NovaSwiss hand pump (Figure 2-8a), 

a Haskel AGT-62/152H gas booster (Figure 2-9), or a combination of both. An 

ultrasonic system, discussed in section 3.5, is attached to the sample assembly.  
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Figure 2-7. A typical section through the sample assembly inside the vessel of the hydrostatic apparatus. 1:2 scale. [after 

Armitage, 2008] 
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Figure 2-8.  Hydrostatic apparatus. a) Ultrasonic system attached. b) Side 

view of hydrostatic apparatus with shielding removed. c) Sample assembly 

in vessel.   
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Figure 2-9.  Gas booster used to supply compressed gas pore fluid to the 

hydrostatic flow rig  
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Figure 2-10. Schematic diagram of the hydrostatic apparatus. The dotted lines show electircal connections for control and feedback 

from motors and transducers. Thick solid lines show high pressure pipe system, thin solid lines show low pressure pipe system. Green 

coloured lines show the ultrasonic system (after Armitage, 2008). 
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2.4 Preparation of samples for testing 

The samples were cored from samples of rock to a nominal diameter of ~20 mm 

using a diamond tipped coring drill (Figure 2-11a). The ends of the cores were 

cut to achieve a length-to-diameter ratio in excess of 2.5 but less than 3 (Paterson 

and Wong, 2005) using a diamond blade saw (Figure 2-11c). A grinding machine 

(Figure 2-13a) that has a 400 grit grinding wheel is used to precision-grind the 

cored samples to strict tolerances (±0.02 mm) as to the squareness of their ends 

and to polish the ends to a surface finish of approximately 0.1Ra. Using such a 

high tolerance will prevent build up of undesired stress concentrations within the 

sample upon loading. The coring machine, diamond blade saw, and grinding 

machine use water as coolant. An oven is used to dry the cores (at 80°C). Axial 

and radial strain gauges are glued to cores for use in the uniaxial apparatus 

(Figure 2-12c). 
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Figure 2-11. Coring and cutting the ends of a rock sample. a) Coring drill. b) 

Cores from a Westerly granite sample. c) Diamond blade saw 
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Figure 2-12. Squaring and surface finishing of cores. a) Grinding machine. 

b) Cored sample fixed in V-block. c) Radial and axial strain gauge glued to 

core.      
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2.5 Ultrasonic measurement System 

An ultrasonic measurement system involves the generation, propagation, 

and reception of short transient signals. The system consists of piezoelectric 

ceramics, a pulser/receiver, a switchbox, high frequency coaxial cables, and an 

oscilloscope. The components of the ultrasonic measurements system are 

discussed in this section.      

2.5.1 Generation and detection of P and S waves 

 

In laboratory experiments, P and S wave are generated and received by 

piezoelectric ceramics. Piezoelectric ceramics convert the electrical energy to 

mechanical energy and vice versa, as it changes its shape when an electrical field 

is applied to it. The piezoelectric effect can be found in nature in quartz and 

tourmaline crystals. In industrial applications, it is often obtained artificially with 

certain ceramics such as barium titanate, (BaTiO3) lead zirconate titanate, 

referred to as PZT (Pb(Zr, Ti)O3), and lead meta-niobate (PbNb2O6). The 

piezoelectric ceramic used in the ultrasonic measurement system is made of 

PZT-5H that has a fundamental frequency of 1.5MHz and is overtone polished, 

which facilitates measurements up to the 7th harmonic (from Boston Piezo-

Optics, Inc., USA.). PZT-5H has a high electromechanical conversion efficiency, 

low intrinsic losses, can operate at temperatures up to 170°C, and it is stable over 

long periods of time (Hooker, 1998).  

 

Based upon the polarization, piezoelectric ceramics can generate or receive 

P or S waves. P waves are generated when the piezoelectric ceramic is polarized 

in the direction of wave propagation and electrodes are applied on the two faces 

of the ceramic normal to the polarization direction as shown in Figure 2-13(a) 

and Figure 2-14. For the generation of S waves, the piezoelectric ceramics are 

polarized normal to the direction of wave propagation and electrodes are applied 

to the two faces that are parallel to the polarization direction as shown in Figure 

2-13(b) and Figure 2-14.      
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Figure 2-13 Schematic of piezoelectric ceramic for compression(a) and shear 

waves (b) (after Strassburger, 1982)  

 

 A backing material is fixed to the piezoelectric ceramic. The backing is 

usually a highly attenuative, high density material that is used to control the 

vibration of the piezoelectric ceramic by absorbing the energy radiating from the 

back face of the piezoelectric ceramic. If a coaxial cable (section 3.5.4) is 

directly soldered onto the face of the piezoelectric ceramic, a slight pull or push 

of the cable will damage the piezoelectric ceramic. Consequently, the backing 
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material also protects the piezoelectric ceramic from damage due to this effect. 

When the elastic wave impedance of the backing matches the elastic wave 

impedance of the piezoelectric ceramic, the result will be a heavily damped 

piezoelectric ceramic with wider bandwidth that displays good range resolution 

(an excellent characteristic for attenuation measurement), but may be lower in 

signal amplitude. The elastic wave impedance (Z) of a material is defined as the 

product of its density (ρ) and elastic wave velocity (V): 

Z = ρV    Equation 2-1 

 

As the elastic wave impedance of the piezoelectric ceramic becomes 

greater than the elastic wave impedance backing material, the amplitude of the 

signal increases but the piezoelectric ceramic resolution is reduced (Figure 2-15). 

In this work we used sintered stainless steel, 0.125"+/-0.005" thick with 0.5 

micron nominal pore size (from Mott Corporation, USA), as a backing material 

on the piezoelectric ceramics [VanValkenburg, 1983]. The elastic wave 

impedance of both the backing material and PZT-5H is ~29.7 MRayls. It is 

difficult to soft solder a material to stainless steel because of its thin and strong 

oxide films. Therefore, a thin sheet of copper, ~0.25mm thick, which is much 

easier to soft solder onto, is glued to the stainless steel using silver-loaded epoxy 

adhesive (Figure 2-14).  
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Figure 2-14. Piezoelectric ceramic, backing and copper sheet arrangement. 

a) Cut into halves  b) Cut into thirds  
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Figure 2-15. The effect of backing material on piezoelectric ceramics signals. 

Computer simulated piezoelectric ceramic signals with backing material of 

different elastic wave impedance: a) frequency response of the piezoelectric 

ceramic; b) transient response of the piezoelectric ceramic. ZP = 28 MRayl. 

ZP is the elastic wave impedance of the piezoelectric ceramic, ZB is the elastic 

wave impedance of the backing material (after Safari and Akdoğan, 2008). 

c) Measured signal through mild steel sample using the through-

transmission method. P-P refers to pulsing with the P wave piezoelectric 

ceramic and receiving with another P piezoelectric ceramic and S-S refers to 

pulsing with S wave piezoelectric ceramic and receiving with another S wave 

piezoelectric ceramic. The red rectangles highlights the wave train of the P 

and S wave arrivals. Fast Fourier transform of the wave trains are shown to 

the right. The elastic wave impedance of both the backing material and 

piezoelectric ceramic is ~29.7 MRayls.   
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2.5.2 Pulser/receiver 

A pulser/receiver generates the energy that drives the transmitting 

piezoelectric ceramic in the ultrasonic measurement system and amplifies and/or 

filters the electrical response arriving from the receiving transmitting 

piezoelectric ceramic. A negative spike pulser / receiver (JSR DPR300 Pulser / 

Receiver) operated in the through-transmission mode was used (Figure 2-16). In 

the through-transmission mode, a piezoelectric ceramic is used to generate the 

elastic wave and another piezoelectric ceramic is used to receive the elastic wave 

that propagated through the rock sample. The pulser/receiver can also be used in 

pulse-echo mode. In the pulse-echo mode, a single piezoelectric ceramic is used 

for elastic wave generation and detection of reflected elastic waves from 

interfaces or cracks within the rock sample. The through-transmission mode is 

more suitable for measuring P and S wave velocities and attenuation of 

geomaterials (Krautkramer and Krautkramer, 1990). The pulser/receiver can be 

manually and or computer control using the JSR Instrument Control Panel 

program.  

 

The pulser side of this instrument has three controls: energy, repetition 

rate, and damping. The energy control is composed of pulse energy, pulser 

impedance and pulse amplitude controls. Pulse energy and pulser impedance 

control set the energy of the excitation pulse generated by the pulser, and the 

pulser impedance respectively. The high pulser impedance range provides for 

better piezoelectric ceramic damping while the low pulser impedance range 

provides for better signal strength. The pulse amplitude control sets the 

amplitude of the excitation pulse and is adjustable between 100V and 900V.  The 

energy is stored in the capacitor, Co (Figure 2-16). This energy is periodically 

discharged into the sending piezoelectric ceramic by closing the repetition 

switch. The repetition rate controls the frequency at which this switch is closed, 

which varies between 100 Hz to 5 kHz. Generally, this rate is set to ensure that 

the waves travelling in a test sample have had time to decay in amplitude to very 

small values before the next discharge occurs. Stacking the repetition of the 

elastic wave improves the signal-to-noise ratio (Figure 2-17). The damping 

control adjusts the damping, Rd, applied to the piezoelectric ceramic. 
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The receiver side of the pulser/receiver has a low-noise amplifier which 

amplifies the received electrical signal between -13 dB and 66 dB. The signals 

then pass through adjustable high pass (from 0 to 12.5MHz) and low pass (from 

3MHz to 35MHz) filters. 

 

 

Figure 2-16. A highly simplified circuit representation of a “spike” 

pulser/receiver (after Schmerr Jr and Song, 2007). 
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Figure 2-17. Signal-to-noise ratio improvement by summing or ‘stacking’ 

ultrasonic waves using a Tektronix TDS 3032B oscilloscope. a) A single 

signal. b) Stacking 4 signals. c) Stacking 32 signals. d) Stacking 512 signals. 

The P wave arrival is clearly seen in (d) after 21µs.   

2.5.3 Switchbox 

The switchbox composes of two rotary multi-way switches and provides the 

option of choosing which piezoelectric ceramic to excite or receive signal from. 

One switch controls the pulsing data and the other controls the receiving data. 

Each switch has four positions:  

 Off. 

 A – for P wave piezoelectric ceramics. 

 B – for S or S1 wave piezoelectric ceramic. 

 C – not used or for S11 wave piezoelectric ceramic. 
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2.5.4 Cabling 

At the MHz frequencies involved in ultrasonic measurements, the 

electrical cables that transfer the electrical pulses from the pulser to the sending 

piezoelectric ceramic and from the receiving piezoelectric ceramic to the receiver 

do not just pass those signals unchanged. Thus, significant cabling effects may be 

present in the ultrasonic measurement setup. To minimize this effect, a high 

frequency coaxial cable (Attenuation @ 100MHz: 3.61dB, Capacitance per 

meter: 105pF) is used. The resistance of the high frequency coaxial cable is 50 

Ohm because the resistance of the coaxial cable should be the same as the output 

of the pulser/receiver to reduce internal reflections at connections between 

components.  

2.5.5 Data presentation 

The ultrasonic data is collected and displayed in the A-scan format. The A-

scan format displays the amount of received ultrasonic energy, measured as a 

voltage, as a function of time. The relative amount of received energy is plotted 

along the vertical axis and the elapsed time is displayed along the horizontal axis. 

A 300MHz bandwidth digital oscilloscope with 20ppm time based accuracy 

(Tektronix TDS 3032B) is employed for recording and display of the received 

pulse which is synchronized with the pulser/receiver. The oscilloscope can also 

sum or ‘stack’ up to 512 signals to improve the signal-to-noise ratio. The 

recorded signal is downloaded from the oscilloscope in a ‘.isf’ format and then 

converted to ‘.csv’ format using a ‘isf to csv’ conversion script (see appendix 

8.2). A program written in labview (version 8.5) is used to display and analyze 

the recorded signal (see appendix 8.1). The oscilloscope can be manually or 

computer controlled using the Tektronix Escope web-based remote control 

program. 
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2.6 Understanding ultrasonic P and S wave signals    

The arrival time of the P wave is easily identified since it is the fastest 

propagating wave and therefore the first wave to reach the receiver. In contrast to 

P wave, S wave measurements require more care in signal analysis because the 

waveform at the receiver is not composed of only S wave arrival; it is composed 

of P wave, S to P and P to S conversions waves, as well as the S wave. Many 

authors have commented on the difficulties in identifying the exact time of 

arrival of the S wave (Brignoli et al., 1996; Dyvik and Madshus, 1985; 

Nakagawa et al., 1996; Viggiani and Atkinson, 1995a; Viggiani and Atkinson, 

1995b). It is commonly taken that the first deflection of the received signal 

indicates the arrival of the wave. However, Dyvik and Madshus (1985) and 

Brignoli et al. (1996) suggested that the arrival of the S wave is represented by 

the first maximum of the received signal (Figure 2-18) and that the potential 

error between these two interpretations is an overestimation of shear modulus of 

up to 14%.  

 

 

Figure 2-18. P or S wave arrival. The polarity of the first maximum is 

dependent on the pulser wave input. The polarity of the first maximum of S 

wave arrival is also dependent on the angle between the polarization 

direction of the pulsing S wave piezoelectric ceramic and the polarization 

direction of the receiving S wave piezoelectric ceramic.    
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2.6.1 P and S wave signals 

For reliable and accurate measurement of P and S wave velocity, the 

standard for using ultrasonic testing to determine pulse velocities (ASTM, 

1997a), recommends the following limitations on dimensions: 

 The ratio of the pulse-travel distance to the minimum lateral 

dimension should not exceed 5.  

 The travel distance of the pulse through the rock sample should be 

at least 10 times greater than the average grain size so that an 

accurate average propagation velocity may be determined. 

 The minimum lateral dimension should be at least five times 

greater than the wavelength. The restriction on the minimum 

lateral dimension as a function of wavelength is due to the 

dispersion phenomenon. Dispersion occurs due to interaction of 

the wave with the boundary of the system, resulting in wave mode 

conversion. Dispersion will not occur if the minimum lateral 

dimension is at least five times the wavelength (Wasley, 1973)  

 The wavelength should be at least 3 times greater than the average 

grain size.  

 

The above criteria can be combined to give the relationship: 

D ≥ 5(V/f) ≥ 15d    Equation 2-2 

where D is the minimum lateral dimension of the rock sample (m), d is the 

average grain size (m), V is the velocity of the rock sample (m/s) and f is the  

frequency (Hz) of the piezoelectric ceramic.  

Since V and d are inherent properties of the rock sample, f and D should be 

selected to satisfy equation 2-2. For example, using a piezoelectric ceramic of 

frequency 1.5MHz will satisfy equation 2-2 when Westerly granite from south-

east Rhode Island, USA, that has small grain size (average 0.75mm), cored to 

20mm diameter with length-to-diameter ratios in excess of 2.5 but less than 3, 

and has average P and S wave velocity of ~6000 m/s and 3000 m/s respectively, 

is used as the rock sample.  
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To understand the characteristics of ultrasonic P and S wave arrivals, a 

sample with known properties should be placed in the ultrasonic measurement 

system. P and S wave piezoelectric ceramics were glued to the ends of a mild 

steel sample (Figure 2-19) using silver-loaded epoxy adhesive. Silver-loaded 

epoxy was also used to fix the backing material and copper sheet to the 

piezoelectric ceramic. The steel sample has an effective dimension of 30mm 

diameter and 140.69mm length (Figure 2-20). The 140.69mm length provides a 

large separation time between the P and S wave arrival. Proper care was taken to 

ensure that the pulsing P and S wave piezoelectric ceramic were aligned 

accurately with the receiving P and S wave piezoelectric ceramic respectively, 

and the polarization direction of the pulsing S wave piezoelectric ceramic is in 

the same plane as the polarization direction of the receiving S wave piezoelectric 

ceramic. Four different waveforms were recorded (Figure 2-21): Pulsing with the 

P wave piezoelectric ceramic and receiving with P piezoelectric ceramic (P-P), 

pulsing with P piezoelectric ceramic and receiving with S wave piezoelectric 

ceramic (P-S), pulsing with S wave piezoelectric ceramic and receiving with P 

wave piezoelectric ceramic (S-P), and pulsing with S wave piezoelectric ceramic 

and receiving with S wave piezoelectric ceramic (S-S). The pulser/receiver 

settings that gave an excellent excitation and reception of the piezoelectric 

ceramics are shown in Figure 2-22. The P wave arrival, at the first deflection, can 

be seen clearly at 23.852µs in all traces but the amplitude is significantly reduced 

in the P-S, S-P, and S-S traces. The arrival of the S wave can also be seen in all 

the traces but the first deflection can only be picked reliably and accurately in the 

S-S trace at 43.560µs. The P wave and P to S and S to P conversion wave 

arrivals are within the noise level in the S-S trace. P to S and S to P conversion 

waves occurs when an incoming P or S wave strikes an interface at an angle 

other than 90 degrees. In contrast, the P and S wave arrivals (Figure 2-24), from 

another setup (Figure 2-23) that did not adhere to the standard for using 

ultrasonic testing to determine pulse velocities (ASTM, 1997a) showed different 

characteristics. The ratio of the pulse travel distance to the minimum lateral 

dimension of the setup is 9.2, which exceeded the recommended ratio of 5. The 

minimum lateral dimension is 1.5 times greater than the P wave wavelength and 

3 times greater than the S wave wavelength, which is less than the recommended 
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lateral dimension. The setup also did not use any backing material fixed to the 

piezoelectric ceramic and used 75 ohm high frequency cable, which is different 

to the resistance of the pulser/receiver (50 ohm). The P wave arrival, at the first 

deflection, is also easily identified but the S wave arrival cannot be reliably and 

accurately located. There is undesired effect within the system because of the 

impedance mismatch between high frequency cabling and the pulser/receiver 

which is seen at the excitation pulse of the P-P and S-S traces. A ringing effect is 

also visible in the P wave (long pulse duration, from first deflection arrival to 

approximately 19µs) and S wave (long pulse duration, from uncertain arrival 

region to approximately 31µs) arrivals.  
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Figure 2-19. P and S wave arrangement on both ends of the mild steel 

sample.  

 

Figure 2-20. Mild steel sample placed in the ultrasonic measurement system. 

The dimensions of the sample adhered to the standard for using ultrasonic 

testing to determine pulse velocities (ASTM, 1997a).  The sample was 

designed to fit in a standard uniaxial compressional apparatus.  
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Figure 2-21. Recorded waveforms from measurements made on a mild steel 

sample that adhered to the ASTM standards (ASTM, 1997a). The arrows 

indicate the first deflection of the P or S wave arrival. The hatched area 

represents the region of uncertainty in picking the S wave arrival. a) P-P 

trace. b) P-S trace. c) S-P trace. d) S-S trace  
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Figure 2-22. Typical pulser/receiver settings that give an excellent excitation 

and reception of the piezoelectric ceramics. 

 

Figure 2-23. 17-4 PH (chromium-copper precipitation hardening) stainless 

steel sample (part A and part B) placed in the ultrasonic measurement 

system. The dimensions of the sample do not adhere to the standard for 

using ultrasonic testing to determine pulse velocities (ASTM, 1997a). The 

sample was designed to fit in a standard uniaxial compressional apparatus. 

The fundamental frequency of the piezoelectric ceramics are 1MHz.  
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Figure 2-24. Recorded waveforms from measurements made on a 17-4 PH 

stainless steel sample that falls outside of the ASTM standards (ASTM, 

1997a) and without backing material on the piezoelectric ceramic.  

Impedance mismatch between the 75 ohm high frequency cable and the 

pulser/receiver (50 ohm) was present in the ultrasonic measurement 

sysytem. The arrows indicate the first deflection of the P or S wave arrival. 

The hatched area represents the region of uncertainty in picking the S wave 

arrival.           

 
  



 

44 

There are several interfaces, perpendicular to the propagating wave, 

present in the uniaxial and hydrostatic sample assembly. It is important to 

understand how these interfaces contribute to the P and S wave measurements.  

To understand the effects of reflections from interfaces perpendicular to the 

propagating direction, the mild steel sample was cut into two parts and then into 

four parts (Figure 2-25) to produce one and three additional interfaces in the 

sample. The cut interfaces were squared and ground until a surface finish of 

approximately 0.1Ra was achieved. In the case of the uncut mild steel sample, 

the S wave seen after the first arrival is the S wave that is reflected from the 

receiving end and then reflected again from the pulsing end (Figure 2-26). As 

more interfaces are created, the number of reflected S waves increased as seen in 

the S-S trace. The reflected P waves are much more difficult to see because the P 

to S and S to P wave conversions are greater in the P-P traces.                   

 

Figure 2-25. Mild steel sample cut into two (a) and 4 (b). Top platen (I) and 

top platen (II) are components of the uniaxial appartus.  
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Figure 2-26. P-P traces (left) and S-S traces (right) of the mild steel uncut, cut into two parts, and cut in four parts.      
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2.6.2  S wave misorientation  

The S wave arrival amplitude is affected when the polarization direction 

of the pulsing and receiving S wave are not in the same plane. The term 

misorientation in this context refers to the angle between the polarization 

direction of the pulsing S wave piezoelectric ceramic and the polarization 

direction of the receiving S wave piezoelectric ceramic. Misorientation occurs 

when the top platen is rotated and the bottom platen is fixed or vice versa. During 

rotation, the pulsing P and S wave piezoelectric ceramic are no longer aligned to 

the receiving P and S wave piezoelectric ceramic respectively. However, this 

misalignment does not affect the P and S wave arrival time. Misorientation 

affects the amplitude of the S wave arrival severely (Figure 2-27).  

 

 

Figure 2-27. Amplitude of the first maximum of P and S wave arrival during 

rotation of the top platen (I) and keeping the bottom platen fixed. 

Misorientation is the angle between the polarization direction of the pulsing 

S wave and the polarization direction of the receiving S wave. 
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2.6.3 Elastic wave Coupling 

Contact or coupling between the specimen and the top and bottom platens  

is important for reliable ultrasonic measurement (Krautkramer and Krautkramer, 

1990; Szilard, 1982). For the platens and the test specimen to be in good contact, 

it is important that the test specimen and platens be ground at both ends to 

achieve a surface finish of approximately 0.1Ra or better, and the entire setup 

should be squared. A non-uniform air gap between the platens and the test 

specimen will alter the transmission characteristics of the ultrasonic waves. To 

reduce the effect of a non-uniform air gap, an elastic wave couplant such as 

water, glycerin, grease, petroleum jelly, or oil can be used (Krautkramer and 

Krautkramer, 1990). The elastic wave couplant should be kept as thin as 

possible, as increasing the thickness will degrade the transmitted signal. The 

differences in the P and S wave arrivals can be easily observed from testing the 

signal from the top and bottom platens with and without elastic wave couplant as 

shown in Figure 2-28. The elastic wave couplant used in this case was multi-

purpose grease. The P wave arrival was dramatically improved with the elastic 

wave couplant. The elastic wave couplant did not change the S wave arrival. In 

fact, it made it more difficult to pick the S wave arrival as the elastic wave 

couplant increased the amplitude of the P to S and S to P conversion waves. 

Consequently, couplant was not used in our experiments.  
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Figure 2-28. Couplant (right) vs no couplant (left) of signals from the top platen (I) and bottom platen. The couplant used is multi-

purpose grease. An axial load of 70KN was applied to the top platen (I) and bottom platen.  
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2.7 Static and dynamic elastic property measurements 

Elastic properties are essential parameters whenever stresses are measured in the 

crust. Static elastic properties of materials are generally obtained from the linear 

elastic region of the stress-strain curve. The Young’s modulus, Es, is defined as 

the ratio of the stress to strain in the direction of the applied stress:  

        Es = σ/ε     Equation 2-3 

where σ denotes applied  stress and ε denotes strain. If the stress-strain curve is 

non-linear but exhibit perfect elasticity then the Young’s modulus is defined as 

secant (Esec) or tangential modulus (Etan). Perfect elasticity implies that, during 

loading and unloading, the same path is followed. Hence the energy stored in the 

specimen during loading will be released during unloading. The secant modulus 

is defined as the ratio of the total stress to the total strain, 

   Esec = σ/ε .     Equation 2-4 

The tangent modulus is defined as the local slope of the strain-strain curve 

      Etan = dσ/dε .      Equation 2-5 

 The Poisson’s ratio is defined as the ratio of radial strain to axial strain, 

νs = - εradial / εaxial .       Equation 2-6   

Equations 2-3 to Equation 2-6 assume homogeneous strain. 

 

Strain gauges (from Tokyo Sokki Kenkyujo Co., Ltd; gauge type PFL-10-

11 and PFL-20-11 for radial and axial measurements respectively) were used to 

measure axial and radial strains. The axial strain is measured in the direction 

parallel to the uniaxial loading direction, while the radial strain is measured in 

the direction perpendicular to the uniaxial loading direction (Figure 12c).  The 

strain gauges are glued to the sample using a P-2 adhesive (from Tokyo Sokki 

Kenkyujo Co., Ltd). The axial and radial strain gauges are wired in a Full 

Wheatstone Bridge configuration (Figure 2-29). The Wheatstone Bridge is 

excited with a stabilized DC supply. As stress is applied to the sample, a resistive 

change takes place in the strain gauges and unbalances the Wheatstone Bridge 

which results in a signal output. The resistance of the strain gauge also changes 

with temperature which results in an unwanted voltage change across the 

Wheatstone Bridge. This temperature effect is eliminated by using dummy strain 
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gauges alongside the active strain gauges. The dummy strain gauges are glued to 

a test sample which has no stress applied to it; while the active strain gauges are 

glued to a test sample on which the experiment is conducted.  

  

Dynamic elastic properties are derived from the travel time of seismic or 

ultrasonic wave. The Young’s modulus, ED, and Poisson’s ratio, νD, can be 

estimated from the well-known relationships of isotropic materials as follows 

(Kuttruff, 1991): 

       Equation 2-7 

 

         Equation 2-8 

where Vp is the P wave velocity, Vs is the S wave velocity and ρ is the density of 

the rock. In most cases, there is a difference between the static and dynamic 

elastic properties (see chapter 3). 

 

 

Figure 2-29. Full Wheatstone Bridge configuration for axial and radial 

strain measurement.  
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2.8 P and S wave, and shear wave splitting velocity 

measurement 

The P and S wave travel times through the platens need to be accounted for when 

determining the travel time through the test sample. In the case of the uniaxial 

sample assembly setup, the P and S travel times through the platens are measured 

by placing the bottom platen against the top platen (I or II). Due to the fact that 

the diameter of platens are larger than the test sample, a sample made of the same 

material as the platen (mild steel), that has the same dimensions as the test 

sample is placed between the platens to create the same stress conditions taking 

into account the length changes of the platens as a function of differential stress. 

(Figure 2-30). The change in the P and S wave travel times are very minimal as 

shown in Figure 2-31 and Figure 2-32. In the case of the hydrostatic sample 

assembly setup, the P and S travel times through the platens are measured by 

placing the top platen against the bottom platen. The change in the P and S wave 

travel times are also very minimal as a function of confining pressure as shown 

in Figure 2-33. The P and S wave velocities of the test sample are calculated by 

dividing the length of the rock sample (L) by the travel time through the rock 

sample (t), corrected for travel time through the platens (tp): 

Vp or Vs = L/(tpr – tp)    Equation 2-9 

where Vp is the P wave velocity, Vs is the S wave velocity and tpr is arrival time 

through the platens and rock sample. 
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Figure 2-30. Platen region of interest of the uniaxial sample assembly. Mild 

steel sample of the same deminsion as the test samples is placed between the 

top (I or II) and bottom to account for changes in the length of the region of 

interest as a function of differential stress.   

 

Figure 2-31. P and S wave travel times through the top platen (I) and 

bottom platen as a function of differential stress. 
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Figure 2-32. P and S wave travel times throught the top platen (II) and 

bottom platen as a function of differential stress. 

 

 

Figure 2-33. P and S Travel time through the top and bottom platens as a 

function of confining pressure. 
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Shear wave splitting is the phenomenon that occurs when a S wave enters 

an anisotropic rock. The incident shear wave splits into orthogonally polarized 

fast and slow shear waves (Figure 2-34). The faster S wave is oriented parallel to 

the cracks or crystals’ alignment if the crystals are elastically anisotropic. The 

measurements of shear wave splitting reflect the degree of anisotropy and leads 

to a better understanding of the rock’s crack density and orientation or crystal 

lattice alignment (Aki and Richards, 2002).  

 

 

Figure 2-34. Schematic illustration of shear-wave splitting in stress-aligned  

cracks. (after Crampin et al., 2008) 

The uniaxial and hydrostatic sample assembly can be used to measure 

shear wave splitting. Shear wave splitting can be measured by pulsing with a S 

wave piezoelectric ceramic that is polarized and aligned in the same plane as the 

receiving S wave piezoelectric ceramic, and then rotating the test sample to 

identify the fast and slow S waves. This setup records both the fast and slow 

waves but the arrival of the slow wave is difficult to locate. Figure 2-36 to 3-38, 

show examples of shear wave splitting in a mylonitic gneiss sample from 
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Chimparra Formation, north Spain. The mylonitic gneiss sample is composed of 

biotite, garnet, opaques, plagioclase, and quartz. Three orthogonal cores (1B, 2B, 

and 3B) were taken from the mylonitic gneiss sample. The mylonitic gneiss 3b 

core is perpendicular to the foliation within the sample. Shear wave splitting can 

also be measured by pulsing with a S wave piezoelectric ceramic that is polarized 

45° to the polarization direction of the receiving S1 and S11 wave piezoelectric 

ceramic (Figure 2-35). One of the receiving piezoelectric ceramic will receive the 

fast S wave while the other will receive the slow S wave. Figure 2-39 shows an 

example of shear wave splitting in a Westerly granite sample that has induced 

microcrack damage parallel to the axial loading direction.   

 

 

Figure 2-35. S wave piezoelectric ceramics arrangement for shear wave splitting 

measurement. Pulse with S wave piezoelectric ceramic on bottom platen. Receive 

with S1 and S11 piezoelectric ceramics on top platen (II).  
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Figure 2-36. S-S traces of shear wave splitting of mylonitic gneiss 1B. The 

waveform changes as the sample is rotated between 0° and 180°. The fast S wave 

(S1) can be accurately picked at the first deflection. The slow S wave (S2) can be 

picked at the first maximum. In some traces the fast or slow wave is within the 

noise level and cannot be seen.    
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Figure 2-37. S-S traces of shear wave splitting of mylonitic gneiss 2B. The 

waveform changes as the sample is rotated between 0° and 180°. The fast S 

wave (S1) and slow S wave (S2)  can be accurately picked at the first 

deflection. In some traces the fast or slow wave is within the noise level and 

cannot be seen. 
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 Figure 2-38. S-S traces of shear wave splitting of mylonitic gneiss 3B. The 

waveform changes as the sample is rotated between 0° and 180°. The fast S 

wave (S1) can be accurately picked at the first deflection. The slow S wave 

(S2) can be picked at the first maximum.   
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Figure 2-39. Shear wave splitting of Westerly granite with microcracks 

oriented parallel to the axial loading direction. S-S1 traces are on the left. S-

S11 traces are on the right. The Westerly granite sample with induced 

microcrack damage was taken up to 88MPa differential stress. The hatched 

area represents the region of uncertainty in picking the slow S wave arrival. 

The difference between the fast and slow wave arrival times increases as the 

differential stress increases.  
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2.9 Attenuation measurement 

Attenuation is the decrease of amplitude of a signal as a function of time and 

distance. Absolute measurement of attenuation is a formidable task as seismic 

wave attenuation in rocks consist of intrinsic attenuation (absorption of energy 

through conversion into heat due to interaction between the propagating wave 

and the rock) and extrinsic attenuation (the lost of energy due to beam spreading, 

transmission loss and scattering). Intrinsic attenuation is of great importance 

because it can give additional information on the physical properties of rocks 

(permeability, crack damage, degree of saturation, type of saturant, etc). The 

range of Q factor values in crystalline rocks from laboratory and seismic 

experiments is scarce. Moreover, a knowledge of Q factor in crystalline rocks is 

important because the use of high-resolution seismic methods is becoming 

increasingly common in such rocks for engineering, environmental and mining 

purposes (Juhlin, 1995; Milkereit et al., 1994). The two main techniques used to 

measure seismic attenuation in the laboratory are the spectral ratio and the rise 

time techniques. The spectral ratio technique relies on the fact that signal 

amplitude decreases with increasing frequency more rapidly for a lossy medium 

than for an ‘elastic’ reference. The rise time technique compares the pulse rise 

time of a signal before it enters a lossy medium to the pulse rise time of a signal 

passing through the lossy medium.  The quality factor, Q (Equation 2-13), which 

is dimensionless, is used as a measure of attenuation. The higher the Q factor, the 

less attenuating the rock.  

2.9.1 The spectral ratio technique  

In the procedure outlined by Toksoz et al. (1979), the amplitudes of plane 

seismic waves for the reference and the sample are expressed as: 

  A G           Equation 2-10 

and  

                       A G           Equation 2-11 

where A is the amplitude, f is the frequency, x is the distance, K = 2πf/v is the 

wave number, v is velocity and G(x) is a geometrical factor which includes beam 

spreading, reflections etc., and α(f) is the frequency dependent attenuation 
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coefficient. The subscripts 1 and 2 refer to the reference and the sample 

respectively. It is assumed that α is a linear function of frequency, although the 

method itself tests this assumption (Jackson and Anderson, 1970; Knopoff, 1964; 

McDonal et al., 1958). 

According to Toksöz et al. (1979), the following relationship can be established: 

α(f) = γf                 Equation 2-12 

where γ is a constant and is related to the quality factor, Q,  by 

Q = π/γv                 Equation 2-13 

 

When the same geometry is used for both the sample and reference (i.e. same 

sample dimensions, piezoelectric ceramic holders, and arrangements), then G1 

and G2 are frequency-independent scale factors. The ratio of the Fourier 

amplitudes is  

                                
A

A

G

G
          Equation 2-14   

or  

                              ln
A

A
ln 

G

G
           Equation 2-15 

 

When G1/G2 is independent of frequency, (γ2 – γ1) can be found from the slope of 

the line fitted to In (Al/A2) versus frequency (Figure 2-40b and d). If the Q of the 

standard reference is known, γ2 of the sample can be determined. When the Q of 

the standard is high (i.e. Q ≈ ∞), then γ1 = 0, and γ2 of the rock sample can be 

determined directly from the slope. In fact, a reference material with a Q factor 

value greater than 1000 introduces an into error γ2 of less than 1%. A more 

serious concern is the validity of the assumption that the geometric factors G1 

and G2 have the same frequency dependence, and G1/ G2 is independent of 

frequency. With polished rock surfaces and good coupling between the 

piezoelectric ceramic holder and sample, one would not expect frequency-

dependent reflection coefficients at the interface. 
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In our calculation of the Q factor, the linear region is taken in the 0.8MHz 

– 1.7MHz frequency range. A Hanning window was applied to the averaged 

signals to minimize Gibbs’ phenomenon (a distortion or leakage due to 

discontinuities in the frequency domain) (Hamming 1977). Fast Fourier 

transform is then performed on the first 2 periods of the P and S wave arrivals, of 

the reference and sample (Figure 2-40a and c).  

 

Figure 2-40. Attenuation characteristics of the sample and reference at 

different hydrostatic confining pressure. Left: The magnitude of the fast 

Fourier transform of the first 2 periods of the P (a) and S wave (c) arrivals. 

Right: The spectral amplitude ratio of the reference to the sample of the P 

(b) and S wave (d). The linear portion is taken between 0.8MHz to 1.7MHz 

where a linear least square fit line is drawn through the data points. This 

verifies the linearity assumption made in the calculation.   
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2.9.2 The Rise Time Technique 

The pulse rise time, τ, is defined as the interval between the intersections of the 

tangent of the point of the maximum slope, extrapolated to zero and to peak 

pulse amplitude (Figure 2-41) (Gladwin and Stacey, 1974). This accounts for the 

broadening of the signal as it propagates through a rock sample.  

 

 

Figure 2-41. The rise time, τ, of a typical wave. (after Gladwin and Stacey, 

1974) 

Gladwin and Stacey (1974) related the rise time, τ, of the received signal and the 

quality factor, Q: 

τ = τ0 + CT/Q             Equation 2-16 

where τ0 is the initial rise time (for T = 0), T is the travel time of wave 

propagating through the sample, and C is a constant equal to 0.53 ± 0.04 if T is in 

microseconds. By making Q the subject of Equation 2-16, we get: 

Q = (τ - τ0)/CT                 Equation 2-17 

 

Equation 2-16 has been discussed widely. Kjartansson (1979) showed 

theoretically that for a constant-Q model and for an impulse displacement source, 

the constant C is independent of Q for large values of Q and is equal to 0.485. If 

a velocity source is considered instead of a displacement source, the C-value is 

0.298. Blair and Spathis (1982), have shown experimentally that: (i) τ0 depends 

upon the source pulse but is not simply the source pulse risetime; (ii) C depends 

upon the source pulse and is also a weak function of Q, for Q > 20. Stewart 
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(1984), calculated the relations between the rise time τ of the displacement signal 

and the ratio T/Q for several source signals and found that τ = 2T/Q for a 

Heaviside source, τ = 0.5T/Q for an impulse source, and an intermediate value of 

C for all single polarity sources. Tarif and Bourbie (1987) found that the constants 

τ0 and C depend on the absolute value of T/Q and on the initial source signal. 

They estimated the relative accuracies of the spectral ratio and rise time 

techniques and found that the spectral ratio technique is reliable and easy to 

implement for Q values between 5 and 50, the rise time technique enables high 

attenuations (Q < 5) to be measured, and both techniques lack precision for low 

attenuation (Q > 100).  For high Q samples, the slope of the spectral ratio is low 

and therefore difficult to estimate accurately, whilst the rise time of the pulse is 

rapid and therefore also difficult to measure.  
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3 Quantifying and comparing the evolution of 

dynamic and static elastic properties as 

crystalline rock approaches failure during multi-

cycle uniaxial loading 

3.1 Abstract 

Elastic properties can be measured statically where strain data are recorded and 

related to stress during slow unloading of a specimen, or dynamically, where the 

elasticity can be calculated from the velocity of P and S waves. In order to 

understand the elastic properties of the crust at depth using seismology, the 

relationship between the static and dynamic properties must be known. In this 

study, the dynamic and static elastic properties were measured for crystalline 

rock as it approaches failure.  Increasing-amplitude, uniaxial cyclic loading 

experiments were carried out to investigate and quantify the effect of 

microcracking on the elastic properties, and to establish a relationship between 

static and dynamic measurements. Increasing-amplitude stress cycling causes an 

increase in the density of microcrack damage which results in a decrease in static 

and dynamic Young’s modulus and an increase in static and dynamic Poisson’s 

ratios as the number of cycles, and hence microfracture damage, increases. Here 

we compare the static and dynamic measurements during the unloading part of 

the stress cycling as the microfracture damage should be constant during this 

portion of the stress history. Stress-dependency due to opening of cracks was 

seen for both static and dynamic elastic properties as the sample was unloaded. 

The static Young’s moduli are more sensitive to stress than the dynamic moduli. 

There is a linear relationship between static and dynamic Young’s moduli, 

although this is not a one-to-one relationship. There is a significant discrepancy 

between the static and dynamic Poisson’s ratios. Bulging of the sample during 

the experiment is affecting the static Poisson’s ratio but cannot completely 

describe the difference seen between static and dynamic properties. The gradient 

and intercept of the linear relationship change as the amount of microfractures in 

the sample increases. We attribute the differences in the static and dynamic 

elastic properties to the size distribution of the crack population relative to the 
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amplitude and frequency of the applied stress, frictional sliding on closed cracks 

during loading/unloading, and the assumption of isotropic elasticity in the 

sample. 

 

 

3.2 Introduction 

Knowledge of the elastic properties is important in the characterization of rock 

masses in reservoir, engineering applications, and fault zone studies (e.g. 

Bieniawski, 1974; Bruhn et al., 1994; Caine et al., 1996; Hajnal et al., 1983; 

Hamiel and Fialko, 2007; Healy, 2008; Karakus et al., 2005; Saleh et al., 1996; 

Sukmono et al., 2006). Laboratory measurements from available cores and in situ 

loading test such as flat jack (Loureiropinto, 1986), Goodman jack (Heuze, 1984) 

and plate bearing (Coulson, 1979) tests are carried out to obtain the static elastic 

properties which is very time consuming, expensive and impossible for studies at 

crustal depths greater than ~2-3km (the typical depth limit for mines and 

boreholes). Elastic properties can also be derived from the travel time of seismic 

or ultrasonic waves. This method gives the dynamic elastic properties. The 

determination of dynamic elastic properties of rocks is relatively inexpensive and 

quick where equipment such as piezoelectric transducers, geophones and 

seismographs are used to measure seismic waves. However, the static response 

of rocks to large scale stresses can be quite different from that estimated by the 

seismic measurements and should be investigated further (Ciccotti and Mulargia, 

2004). 

 

Many studies aimed at establishing a relationship between both properties have 

been reported on in the literature. Many of the results, summarized by Lama and 

Vutukuri (1978), show that  dynamic Young’s (ED) modulus is greater than the 

static Young’s modulus (ES) by amounts varying between 0 and 300% and that 

dynamic Poisson’s ratio is also greater than the static Poisson’s ratio. King 

(1983) reported static Young’s modulus and dynamic Young’s modulus at an 

applied uniaxial stress of 7MPa,  measured on 174 igneous and metamorphic 

rocks samples from the Canadian Shield and found a linear relationship  

 ES = 1.263ED – 29.50(GPa).   Equation 3-1  
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The static Young’s modulus was calculated from the linear elastic region of the 

stress-stain curve and, where a linear region could not be established, the secant 

values were used (see Jaeger et al., 2007, pg. 81 to 83 for details on how the 

static moduli may be determined). 

Vanheerden (1987) found that the dynamic Poisson’s ratio is smaller than the 

static Poisson’s ratio, and the dynamic Young’s modulus is greater than the 

tangent static Young’s modulus for 10 different rock types at uniaxial stress 

levels up to 40MPa. They also showed that the static and dynamic Young’s 

moduli of rocks are related by 

          Equation 3-2 

where a and b are stress-dependent parameters. Investigations of the dynamic 

Poisson’s ratio are rare due to the complexity of the experimental configuration 

and also difficulties in determining the shear wave velocity.   

 

Elastic properties are influenced by crack damage and state of stress within a 

rock (Eberhardt et al., 1999; Faulkner et al., 2006; Lau and Chandler, 2004; 

Martin and Chandler, 1994; O'Connell and Budiansky, 1974; Walsh, 1965a; 

Zimmerman, 1985). In a recent paper, Heap and Faulkner (2008) carried out 

stress-cycling uniaxial experiments on Westerly granite and measured elastic 

properties outside the linear-elastic region, quantifying the elastic property 

development at stresses closer to rock failure.  Two effects were noted. First, it 

was found that increasing-amplitude stress cycling, designed to impart an ever-

increasing density of microfractures to the samples, causes a gradual reduction in 

sample stiffness, equating to a decrease in Young’s modulus (~11%) and an 

increase in Poisson’s ratio (~43%) when compared at a constant stress level. 

Second, elastic properties are also seen to have a strong stress-dependency during 

loading (~46% increase in Young’s modulus from 20 to 100 MPa). 

 

The main objectives of the present study are to extend the study of Heap and 

Faulkner (2008) by measuring the static and dynamic elastic properties 

simultaneously during cyclic loading of crystalline Westerly granite. Hence the 

evolution of both elastic properties as the sample approaches failure can be 

quantified, and a relationship between both elastic properties can be established. 

The methods used during the experiments are first presented, then the results 
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obtained are shown. Possible explanations for the trends observed in the data are 

discussed, including the reasons for the differences between the static and 

dynamic elastic properties. 

3.3 Methodology 

 

Figure 3-1. Schematic diagram of experimental arrangement (a), and 

arrangement of P and S wave piezoelectric ceramic within the loading top 

and bottom platens (b).  

A standard uniaxial press was used where the sample is compressed 

unconfined (σ2=σ3=0) between a fixed rigid plate and a manually controlled 

moving hydraulic piston (see figure 3-1). Axial and radial strain gauges, wired in 

a Wheatstone configuration that utilized a dummy sample, were attached in the 

middle of the sample and used to monitor the axial and radial strain, from which 

the static elastic properties were calculated. Two different types of piezoelectric 

ceramics, one P wave and one S wave with fundamental frequency of 1.5MHz, 

are housed in each steel spacer. The schematic arrangement is shown in figure 3-

1(b). Through transmission method was employed to measure simultaneously the 

P and S wave velocity of the sample in an axial direction. The pulsing P and S 

wave piezoelectric ceramic is aligned with receiving P and S wave piezoelectric 

ceramic respectively, and both S wave crystals were polarized in the same 

direction. Sintered stainless steel, 0.125"+/-0.005" thick with 0.5 micron nominal 
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pore size, was used as a backing material on the piezoelectric ceramic 

(VanValkenburg, 1983). The backing is used to control the vibration of the 

piezoelectric ceramic by absorbing the energy radiating from its back face. The 

elastic wave impedance of the backing matched the elastic wave impedance of 

the piezoelectric ceramic resulting in heavily damped piezoelectric ceramic that 

displays good range resolution with slightly lower signal amplitude. A negative 

spike pulser / receiver (JSR DPR300 Pulser / Receiver) was used for excitation 

of the piezoelectric ceramics and detection of the pulse. The choice of 

piezoelectric ceramics to excite or receive is manually controlled by a switch 

box. A 300MHz bandwidth digital oscilloscope with 20ppm time based accuracy 

(Tektronix TDS 3032B) is employed for recording and display of the received 

pulse which is synchronized with the pulser/receiver. The oscilloscope can also 

average up to 512 signals to reduce noise. The pulser/receiver and oscilloscope 

are coupled to a computer for storage of data, and processing of the recorded 

waveforms for analysis.The standard methodology for using ultrasonic testing to 

determine pulse velocities (ASTM, 1997a) was adhered to for accurate and 

reliable measurements of P and S wave velocities. This experimental 

configuration and methodology resulted in very clean elastic wave measurements 

from which the P and S wave arrivals could both easily be identified. (see figure 

3-2 for a representative example of P and S wave arrival collected on sample WG 

–SDD for this study).  

 

Increasing-amplitude cyclic loading experiments were performed on oven dry 

(stored at 80°C), intact Westerly granite samples under ambient laboratory 

conditions. Westerly granite from south-east Rhode Island, USA has low initial 

crack density, small grain size (average 1mm), an extensive history of laboratory 

testing, is generally considered to be isotropic, and can provide a high level of 

repeatability under carefully controlled test conditions [Lockner, 1998; Haimson 

and Chang, 2000]. The 20mm diameter samples were cored in a common 

orientation from the same block to allow results to be comparable. They were cut 

so their length-to-diameter ratios were in excess of 2.5 but less than 3 and 

precision-ground to strict tolerances (±0.02 mm) as to the squareness of their 

ends (Paterson and Wong, 2005).  An average of 221MPa differential stress was 
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taken as the unconfined compression strength (UCS) of the cored Westerly 

granite samples from a series of uniaxial compression tests performed on 

samples from the same block in the laboratory in Liverpool (see Table 1). In the 

first cycle, the sample was taken to 50% ± 4% of its UCS and the stress was then 

reduced to zero. For the second cycle the sample was taken to 60% ± 4.5% of its 

UCS and then reduced to zero. This pattern was continued until a maximum of 

90% ± 7% of its UCS was reached. Cycle number is a non-linear proxy for the 

amount of microfracture damage as, with each increasing stress cycle, more 

damage is imparted to the sample. At every ~6MPa increment, the load was held 

constant for a period of ~10 seconds to record the P and S wave data, while the 

static data was recorded continuously. The loading and unloading rate was kept 

at ~1MPa/min. Time-dependent effects are almost negligible to the evolution of 

static elastic properties of dry Westerly granite for hold time up to 6 hours (Heap 

and Faulkner, 2008) .  

 

The elastic properties of materials are generally obtained from the ‘linear’ region 

of the stress-strain curve. However, the relationship need not necessarily be 

linear as long as there is a reproducible relationship between stress and strain, 

such as for a perfectly elastic material. Perfect elasticity implies that, during 

loading and unloading, the same path is followed. Hence the energy stored in the 

specimen during loading will be released during unloading. In this case there are 

no unique values for the elastic moduli; instead there will be a range of values 

corresponding to the level of stress on the specimen. Perfectly elastic behavior 

does not occur in rock as hysteresis is always observed, implying that some of 

the energy stored during loading has been dissipated into the specimen (see 

figure 3-3a). There is no apparent linear elastic region; the stress-strain curve 

changes from being concave upwards to concave downwards, hence a third-order 

polynomial relationship was fitted in order to capture the true form of the stress–

strain loading and unloading curve with two inflexion points. The fitted curve is 

differentiated so that the tangent Young’s modulus can be calculated for any 

given stress. As there is no clear linear elastic part of the stress strain curve, we 

assume elasticity where the gradient of the unloading part of the stress-strain 

curve at any given stress is ±5GPa to that of the next loading curve. Although 

there is hysteresis between the two curves, perfect elasticity is assumed (Heap 
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and Faulkner, 2008). The rationale is that during unloading no additional crack 

damage should accumulate in the sample, and this should also be true for the 

following loading curve, up to the point where the previous highest stress applied 

to the sample is reached. This assertion is supported by the Kaiser effect (Kaiser, 

1950). The Kaiser effect is a well known phenomena in metallurgy and 

laboratory acoustic emissions (AE) studies (Holcomb, 1993; Holcomb and 

Costin, 1986; Kurita and Fujii, 1979; Michihiro et al., 1985; Sondergeld and 

Estey, 1981; Zhang et al., 1998). It refers to the observation that acoustic 

emissions will not occur during the reloading of a material until the stress 

exceeds its previous high value. The Poisson’s ratio is calculated from the axial 

and radial strain gauge data from the same region identified above using, 

ν = - εradial / εaxial        Equation 3-3 

 

Compression and shear wave velocities are determined as the length of the 

sample (L) divided by the arrival time of the waves (t), corrected for travel time 

in the steel spacers: 

Vp or Vs = L/t    Equation 3-4 

where Vp is the P wave velocity and Vs is the S wave velocity. From the P and S 

wave velocities, elastic constants such as Young’s modulus, E, and Poisson’s 

ratio can be estimated from the well-known relationships of isotropic materials as 

follows (e.g. Kuttruff, 1991): 

       Equation 3-5 

           Equation 3-6 

 

where ρ is the density. The change in the sample’s density, calculated from the 

change in volumetric change which occurs during uniaxial compression was 

accounted for in the calculations.   
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Figure 3-2. P and S wave arrival of sample WG-SDD. a) recorded trace 

when pulsing with P wave piezoelectric crystal and receiving with an 

identical P wave transducer located on the other side of the sample. b) trace 

obtained pulsing with S wave piezoelectric crystal and receiving with S wave 

transducer. 

 

Sample  Experiment type Failure Stress (MPa) No. Of cycles Note 

WG‐SDC  UCS  205.86 NA To determine UCS

WG‐SDB  UCS  217.88 NA To determine UCS

WG‐SDG  UCS  223.81 NA To determine UCS

WG‐SDE  UCS  239.34 NA To determine UCS

WG‐SDD  Increasing Amplitude NA 5 For repeatability

WG‐SDI  Increasing Amplitude NA 5 For repeatability

WG‐SDH  Increasing Amplitude NA 5 For repeatability

 

Table 3-1. Summary of experiments.     
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3.4 Results  

Irreversible changes occurred in the sample, as successive loading and unloading 

traced out different paths (see stress-strain curve in Figure 3-3a). The unloading 

of the sample leads to a permanent strain when the zero stress is reached. The 

irreversible changes in the rock sample are mainly due to the formation and 

growth of microcracks. The P and S wave velocities also showed the irreversible 

changes (Figure 3-3b). During unloading of the sample, the velocities are less 

than those during loading. The evolution of P and S wave velocity during loading 

followed the same path as the prior unloading cycle. The area bounded by the 

loading and unloading velocities, from 3MPa to 107MPa differential stress, 

shows that cycle number is a non-linear proxy for the amount of microfracture 

damage (as shown in figure 3-4). 
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Figure 3-3. Stress-strain curve (a) and P (b) and S wave velocity (c) of 

sample WG-SDD under increasing-amplitude cyclic loading experiments. 

Green arrows indicate the change in radial, volumetric and axial strains and 

P and S wave velocity as the cycle number increases. Volumetric strain = 

axial strain + (2*radial strain). Solid and dotted lines represent loading and 

unloading respectively. The P and S wave velocity measurement error is less 

than 0.3%. The approximate positions of the stages of crack development in 
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brittle rock under uniaxial compression (Bieniawski, 1967a; Bieniawski, 

1967b; Bieniawski, 1967c; Brace et al., 1966) are shown in (d) along with 

schematic illustration of crack orientation and growth.  

 

Figure 3-4. Area bounded by the loading and unloading velocity, from 3MPa 

to 107MPa differential stress, as a function of number of cycles. The area 

depicts microfracture damage.  

  

3.4.1 Young’s modulus 

The typical evolution of static and dynamic Young’s modulus as a function of 

differential stress and number of cycles is shown in figure 3-5. The static and 

dynamic Young’s modulus shows a strong stress-dependency. If a single stress 

cycle is considered (e.g. cycle 3), the static and dynamic Young’s moduli 

decreased from 71GPa to 51GPa and 66GPa to 53GPa respectively. The sample 

accumulated microcrack damage as the number of cycles increased which caused 

the Young’s modulus to decrease. If the elastic properties at one stress value are 

compared between the first and last stress cycle (70MPa in this example), there is 

an overall 11% decrease in static and a 5% decrease in dynamic Young’s 

modulus.  
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The comparison between the static and dynamic Young’s modulus is shown in 

figure 3-5e and 3-5f. The static Young’s modulus is greater than the dynamic 

Young’s modulus at high differential stress. At 40MPa differential stress, during 

the first cycle, both Young’s moduli are equal. Below 40MPa differential stress, 

the dynamic Young’s modulus is greater than the static Young’s modulus.  This 

pattern is consistent throughout the cycles with the point of equality shifting by 

~12MPa differential stress as the number of cycles increase. The most 

appropriate function relating the static and dynamic Young’s modulus of each 

cycle with very high correlation (R2 value of 0.99) is the linear function:  

 

E(static Young’s modulus )= 2.243E(dynamic Young’s modulus) -75.091 (GPa)      Equation 3-7 

 

The gradient and intercept of the linear relationship between static and dynamic 

Young’s modulus change as the number of cycle increases (as shown in Figure 

3-6).  
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Figure 3-5. Static and dynamic Young’s modulus evolution with increasing 

differential stress (a, c) and number of cycles (b, d) of sample WG-SDD. The 

static Young modulus is compared to the dynamic Young’s modulus (e, f). 

The dash line represents line of equality. 
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Figure 3-6. Variation of the linear relationship parameters as a function of 

cycles.  

 

3.4.2 Poisson’s ratio           

The evolution of static and dynamic Poisson’s ratio is plotted as a function of 

differential stress and number of cycles in figure 3-7. The static and dynamic 

Poisson’s ratios also showed strong stress-dependency. In the first cycle, the 

static Poisson’s ratio decreased slightly from 0.25 as the differential stress 

decreased to 60MPa. As the differential stress decreased below 60MPa, the static 

Poisson’s ratio decreased rapidly to 0.18. However, the behaviour of the static 

Poisson’s ratio is different for the other cycles. In the other cycles, the static 

Poisson’s ratio showed an overall increase as the differential stress decreased. 

The dynamic Poisson’s ratio decreased slightly from ~0.27 as the differential 

stress decreased to 20MPa and then decreased rapidly to 0.24 (e.g. cycle 3). The 

accumulation of microcrack damage within the sample caused an increase in the 

Poisson’s ratio. If the elastic properties at one stress value are compared between 
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the first and last stress cycle (70MPa in this example), there is an overall 77% 

and 3% increase in static and dynamic Poisson’s ratio respectively.  

 

The comparison between the static and dynamic Poisson’s ratio during loading of 

the sample is shown in figure 3-7e and 3-7f.  The static Poisson’s ratio is much 

greater than the dynamic Poisson’s ratio with exception to the first cycle.  
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Figure 3-7. Static and dynamic Poisson’s ratio evolution with increasing 

differential stress (a, c) and number of cycles (b, d) of sample WG-SDD. The 

static Poisson’s ratio is compared to the dynamic Poisson’s ratio (e, f). The 

dash line represents line of equality.   
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3.5 Discussion 

 

During unloading of the sample, no additional microcrack damage was imparted, 

which is evident in the next loading cycle, where the P and S wave velocity 

generally follows the previous unloading P and S wave velocity path. This result 

supports our methodology of using the unloading stress-strain curve to calculate 

the static elastic properties. Triaxial experiment carried out by Schubnel et al. 

(2003) and Thompson et al. (2006) on granite samples, showed that cumulative 

AE increased exponentially towards failure, which strongly supports the non-

linear microcrack damage accumulated in our experiment as the number of 

cycles increased. 

 

The stress-dependency of the elastic properties can be explained by cracks that 

are oriented transversely and obliquely to the axial loading direction that are 

closed during loading of the sample. However, Westerly granite has a low initial 

crack density and has a small amount of microcracks that are obliquely and 

transversely orientated to the axial load direction (Heap and Faulkner, 2008).  

 

During each cycle of the experiment, the elastic limit of the rock sample was 

exceeded which results in permanent deformation. The permanent deformation 

was mainly due to the formation and growth of microcracks. The majority of the 

newly initiated microcracks and crack growth are oriented in the same direction 

as the applied stress, which is evident in a ~1.5% decrease in S wave velocity 

compared to ~0.5% decrease in P wave velocity; as the S wave is polarized 

normal to the loading direction. This is also corroborated by thin section analysis 

done by Heap and Faulkner (2008) (see Figure 3-8). 
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Figure 3-8. Photomicrographs of Westerly granite under cross-polarized 

light. (a) undeformed sample. (b) deformed sample. (c) and (d) magnified 

photomicrographs of deformed sample showing large intragranular and 

transgranular microcracks in grains of quartz. Thin sections were taken 

along the YZ plane (parallel to loading direction). IG—intragranular 

microcrack; TG—transgranular microcrack (after Heap and Faulkner, 

2008).   

 

Microphysical modeling of cracked rocks under stress can provide key insights 

into the development of their elastic properties. Walsh (1965c; 1965b) modeled 

the changes in static elastic properties as a function of crack density during 

uniaxial compression of rocks. The model assumes an isotropic material that 

contains randomly oriented cracks and predicts that the Young’s modulus and 

Poisson’s ratio decrease with the opening of cracks (equivalent to the ‘crack 

closure’ stage in Figure 3-3d). When cracks are closed under compressive stress, 

the sample will reach ‘intrinsic’ values of the elastic properties. At higher 

compressive stresses, frictional sliding on opposing crack faces is predicted to 

increase Young’s modulus and Poisson’s ratio above the intrinsic value. 

Qualitatively, this agrees with our results (Figures 3-5 and 3-7), apart from the 
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changes observed in the static Poisson’s ratio with increasing stress (Figure 3-

7a). However, we are considering the unloading part of the loading cycle, and in 

the sliding crack model, the change in radial strain with decreasing stress will be 

low compared to the change in axial strain with stress, due to previous sliding on 

cracks. This will result in a low static Poisson’s ratio at high stress until stress 

levels drop below that at which elastic unloading can occur by sliding on cracks, 

whereupon the static Poisson’s ratio should increase, as is seen in our data. 

Although sliding of cracks could equally contribute to an increase in both the 

axial and radial strain, the opening of the newly initiated cracks and ‘crack 

growth’ will produce more radial strain. 

 

Walsh’s models (1965c and a) and subsequent models that extend Walsh’s 

results (e.g. Budiansky and O'Connell, 1976; Hudson, 1981; Hudson, 1990; 

Kachanov, 1994; O'Connell and Budiansky, 1974) predict that as crack density 

increases, the Young’s modulus will decrease and Poisson’s ratio will increase. 

Equation 3-8 (from Walsh 1965c) shows how the Poisson’s ratio and Young’s 

modulus would change (keeping one of the elastic properties constant at an 

instant) if the crack density increases (either by increasing N or c, or both).  

 

  / 2   Equation 3-8 

 

where ν and νf are the intrinsic and effective Poisson’s ratio respectively, E and Ef 

is the intrinsic and effective Young’s modulus respectively, N is the number of 

cracks, c is half the crack length, V is the volume, and µ is coefficient of friction 

between the crack faces. If all else is kept constant, then an increase in crack 

density will result in higher vf and lower Ef. Consideration of Walsh’s models can 

also help to interpret the difference between the static and dynamic elastic 

properties which are discussed in the next section. 
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3.5.1 Differences between static and dynamic elastic 

properties 

The relationships between static and dynamic elastic properties have been 

studied by, amongst other researchers (King, 1983; Mockovčiaková and Pandula, 

2003; Vanheerden, 1987; Wang, 2000), where the relationships are derived from 

uniaxial experiments on a range of rock types with different elastic properties. 

The relationships between static and dynamic Young’s moduli are summarized in 

figure 3-9 which shows large discrepancies between the relationships.  

Investigations of the dynamic Poisson’s ratio are rare due to the difficulties in 

determining the shear wave velocity (related to the picking of the S wave 

arrival). Consequently, very limited data relating the static and dynamic 

Poisson’s ratios have been published. The relationship presented in this paper is 

derived from only one rock type and takes into account the effects of stress and 

microcrack damage. The differences between static and dynamic elastic 

properties are likely caused by factors such as microcracks, rate of loading 

(frequency) and strain amplitude. These factors are now discussed. 
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Figure 3-9. (a) Summary of the relationship between static and dynamic 

Young’s modulus from the literature and present study. (b) Change in the 

present study’s static vs. dynamic Young’s modulus due to stress 

dependency and microcrack damage. The red arrow indicates the direction 

of change due to increasing differential stress and the black arrow indicates 

the direction of change due to increasing microcrack damage (from cycle 1 

to cycle 5).   
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3.5.1.1 Microcracks 

The dynamic elastic properties are calculated from wave propagation that 

interacts with microcracks only within the propagating path, while the static 

elastic properties are influenced by all of the micocracks within the sample. At 

low differential stress, the microcracks have a greater effect on the static 

Young’s modulus than the dynamic Young’s modulus causing the static Young’s 

modulus to be less than the dynamic Young’s modulus. However, the static 

Young’s modulus is greater than the dynamic Young’s modulus at high 

differential stress. A possible explanation for this scenario is that microcracks 

that are not orientated perpendicular and oblique to the unloading direction 

remain opened and the effect of these microcracks significantly affects the 

dynamic Young’s modulus as the propagation of the S wave interacts with these 

cracks.  

 

In the case of the Poisson’s ratio, the opening and sliding (such as that occurring 

in Walsh’s sliding crack model (1965c)) of the microcracks affect the static 

Poisson’s ratio whereas only the opening of cracks affects the dynamic Poisson’s 

ratio. When the crack density is low and the sample stiffness is high (cycle 1), 

the change in axial strain is larger than the change in radial strain during 

unloading of sample as the sliding of microcracks slightly contribute to the 

change in radial strain. As the sample gets weaker and the crack density 

increases, the sliding of microcracks affects the radial strain dominantly relative 

to the axial strain which cause the static Poisson’s ratio to be low at high 

differential stress and then increase as unloading occurs.  

 

3.5.1.2 Frequency, strain amplitude and strain rate 

The static elastic properties can be considered to be measured quasi-statically; 

whereas the dynamic measurements were acquired at a much higher frequency, 

1.5MHz. Adelinet et al. (2010) measured bulk modulus at high frequency (106 

Hz) and low frequency (10-2 Hz) as a function of effective pressure, up to 

200MPa; and found that with increasing effective pressure, high frequency and 

low frequency bulk moduli increased respectively by approximately 55% and 
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60% and the high frequency bulk moduli are greater than the low frequency bulk 

moduli (as shown in Figure 3-10). In general, elastic properties measured at high 

frequency are always greater than elastic properties measure at low frequency 

(Adam and Batzle, 2008; Batzle et al., 2006; Batzle et al., 2001).  

 

 

Figure 3-10. Bulk modulus obtained from high frequency  velocities 

inversion and low frequency oscillation tests (after Adelinet et al., 2010). 

Effective pressure = confining pressure – pore pressure. The pore pressure 

is fixed to 10 MPa.    

 

Static elastic properties are determined by increasing stress in steps which is 

accompanied by large strain amplitudes, generally of the order >10-2; whereas 

dynamic elastic properties are determined by wave propagation with extremely 

small strain amplitude, generally of the order <10-6. The high strain rate imparted 

by the dynamic elastic properties method is likely to result in the apparently 

higher stiffness as compared to the static elastic properties method as rock 

parameters are strain rate dependent (a higher strain rate yields a higher rock’s 

strength). This effect is likely to reduce with higher confinement due to closure 

of microcracks. The strain amplitude is of key importance, as large strain 

amplitudes will promote sliding along cracks, whereas cracks will be unaffected 

by small strain amplitudes.   



 

88 

3.5.1.3 Bulging of the sample 

A further experiment was carried out to investigate the poor correlation between 

the static and dynamic Poisson’s ratio. As the static measurement depends 

heavily on the radial strain measurement, we wanted to test the hypothesis that 

the radial strain measurement might be affected by the friction at the loading 

platen/sample interface, leading to an excess radial strain measurement, resulting 

in large changes in the measured static Poisson’s ratio. The excess radial strain is 

very high for short samples (that has length to diameter ratio of 1). With a longer 

specimen, length to diameter ratio of 2.5, the profile of lateral deformation is 

likely to show approximately uniform deformation along the centre of the 

specimen (Hawkes and Mellor, 1970). If a very long sample was used, then end 

effects should become even less significant in the centre of the sample. Hence, an 

increasing stress cycle experiment was carried out on a Westerly granite sample 

of 20mm diameter and 105mm length, using the methodology outlined earlier. 

Three sets of radial strain gauges and a set of axial strain gauges, wired in a 

Wheatstone configuration, were attached onto the sample (see Figure 3-11). The 

results of this experiment, shown in figure 3-12, showed that the radial strain 

increased toward the centre of the specimen. The bulging of the sample is mainly 

due to the friction at the sample/loading platen interface due to the mismatch of 

Young’s moduli between the sample and platens. The Poisson’s ratio is highest 

at the middle position and lowest at 13mm position. The dynamic Poisson’s ratio 

is not affected by the sample’s length and bulging. A comparison of the static 

and dynamic Poisson’s ratio at each position is shown in figure 3-13. As the 

static Poisson’s ratio is lowest at the 13mm position, the dynamic Poisson’s ratio 

is higher than the static Poisson’s ratio, with the exception of the 5th cycle. At the 

26mm and middle position, the difference between the static and dynamic 

Poisson’s ratio are similar to those outlined earlier confirming that sample 

bulging cannot be responsible for the observed differences in the static and 

dynamic Poisson’s ratios. This corroborates the generally held view that samples 

with a length greater than twice the diameter develop representative stress and 

strain in the central region of the sample, away from the loading platens (Hawkes 

and Mellor, 1970; Paterson and Wong, 2005).   
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Figure 3-11. Strain gauge position on long sample 
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Figure 3-12. Static Poisson’s ratio as a function of differential stress at 

different locations on the long sample. 
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Figure 3-13. Static vs dynamic Poisson’s ratio at different locations on the 

long sample. The dash line represents line of equality. 
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3.6 Conclusion 

Stress-dependency due to opening of cracks oriented transverse and oblique to 

the axial loading direction was seen for both dynamic and static elastic properties 

as the crystalline rock approached failure. This resulted in: (1) a decrease in static 

and dynamic Young’s moduli, and dynamic Poisson’s ratio; and (2) an increase 

in the static Poisson’s ratio.  

 

Our data show that changes in the dynamic and static elastic properties occur as 

the rock sample accumulates microcrack damage. If the elastic properties for 

different stress cycles (and hence varying amounts of crack damage) at a 

common stress level are compared, there is a decrease in static and dynamic 

Young’s moduli, and an increase in static and dynamic Poisson’s ratios. The 

increase in the static Poisson’s ratio is very large compared to the increase in the 

dynamic Poisson’s ratio. 

 

The differences between static and dynamic elastic properties are likely caused 

by factors such as microcracks, rate of loading (frequency) and strain amplitude. 

The opening and sliding of the microcracks affects the static Poisson’s ratio 

whereas only the opening of cracks affects the dynamic Poisson’s ratio as large 

strain amplitudes will promote sliding along cracks, whereas cracks will be 

unaffected by small strain amplitudes. The effects of stress and crack damage are 

likely the cause of the large discrepancies between the relationships between the 

static and dynamic Young’s moduli reported in the literature. 
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4 Quantifying the effect of varying damage history 

in crystalline rocks on the P and S wave 

velocities and elastic properties under 

hydrostatic confining pressure. 

4.1 Abstract 

Cracks play a very important role in many geotechnical issues and in a number of 

processes in the earth’s crust. Seismic waves can be used as a remote sensing 

tool for determining crack density. The effect of varying crack density on the P 

and S wave velocities and elastic properties under confining pressure were 

quantified. The evolution of P and S wave velocities were monitored as a suite of 

dry Westerly granite samples were taken to 60%, 70%, 80% and 90% of the 

unconfined uniaxial strength of the sample. The induced microcrack damage 

samples were then subjected to hydrostatic confining pressure up to 200MPa to 

quantify the effect of varying crack density on the P and S wave velocities and 

elastic properties under confining pressure.  

Strong stress-dependency of P and S wave velocities, Vp/Vs, Young’s modulus 

and Poisson’s ratio exist in the uniaxial compressive and hydrostatic confining 

conditions due to closure of microcracks. The opening and propagation of 

microcracks predominantly parallel to the loading direction caused the S wave to 

decrease dramatically while the P wave decreased at a near constant rate. This 

resulted in a rapid decrease in the Young’s modulus and a rapid increase in the 

Vp/Vs and Poisson’s ratio. The results show that anomalously high Poisson’s 

ratio and Vp/Vs and low Young’s modulus can serve as a sensitive indicator of 

the amount of crack damage in the upper crust.  

The elastic wave velocities and Young’s modulus of samples that have a greater 

amount of microcrack damage required higher confining pressure to be equal to 

those of samples with no induced microcrack damage. The crack closure pressure 

for the Westerly granite samples is about 130MPa and is independent of the 

amount of microcrack damage induced into the samples.   
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4.2 Introduction 

Cracks are one of the most important physical properties of rocks, as they 

affect rock quality by reducing the strength and increasing the permeability of the 

rock, providing routes for the passage of fluids and gas. For that reason, they 

play an essential role in many geomechanical issues (stability of boreholes, 

stimulation of oil and geothermal reservoirs, the design of civil structures, 

tunnels and hazardous waste disposals), and in understanding a number of 

processes in the Earth’s crust such as magmatic intrusions, plate tectonics, fault 

mechanics and sedimentary basins.  

 

More accurate interpretations of seismic reflection and refraction records 

require a better understanding of the effects of cracks on P and S waves. Birch 

(1960), and Kern (1978; Kern, 1990) found that the P wave velocities of various 

rock samples increase rapidly in a nonlinear manner below a critical point, 

referred to as the crack-closing pressure, as the confining pressure increases. 

They also found that there is a linear dependence of P wave velocities on 

confining pressure above the crack closing pressure (Figure 4-1). Below this 

pressure, microcrack closure is responsible for the non linear rapid increase of 

the velocities and above this pressure, the intrinsic properties (elastic compaction 

of a crack-free rock) are observed.  

 

Figure 4-1. Schematic diagram showing the effect of confining pressure on 

elastic wave velocity.  
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Many researchers measured the P and S wave velocities of different rock 

samples that contain unknown amount of microcracks and different 

microstructure, as a function of confining pressure (Benson et al., 2005; Benson 

et al., 2006a; Benson et al., 2006b; Birch, 1960; Birch, 1961; Christensen, 1965; 

Christensen, 1974; Christensen and Wang, 1985; Kern, 1978; Kern, 1990; 

Kitamura et al., 2010; Nur and Simmons, 1969; Peacock et al., 1994; Schubnel et 

al., 2006; Simmons, 1964; Wang and Ji, 2009). However, there is not much 

information about the effect of confining pressure on the P and S wave velocities 

of rocks that contain a controlled amount of microcrack damage. The aim of this 

study is to quantify the effect of varying crack density on the P and S wave 

velocities and elastic properties under confining pressure. The evolution of P and 

S wave velocities were monitored as a suite of dry Westerly granite samples 

were taken to 60%, 70%, 80% and 90% of the unconfined uniaxial stress. The 

induced microcrack damage samples were then subjected to hydrostatic 

confining pressure up to 200MPa and the evolution of P and S wave velocities 

were also monitored. The methodology used during the experiments is first 

presented, and then the results obtained are shown. Possible explanations for the 

trends observed in the data are discussed.   



 

96 

4.3 Experimental Methodology 
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Figure 4-2. Schematic diagram of the uniaxial (a) and hydrostatic (b) 

experimental setup 

A standard uniaxial press, where the sample is compressed unconfined 

(σ2=σ3=0) between a fixed rigid plate and a manually controlled moving 

hydraulic piston, was used to induce microcrack damage into Westerly granite 

samples (Figure 4-2a). P and S wave piezoelectric ceramics that have a 

fundamental frequency of 1.5MHz are housed in the loading platens to measure 

P and S wave velocities simultaneously as axial load is applied to the samples. 

Chapter 3 gives full details of the uniaxial apparatus setup. The unconfined 

strength (UCS) of the samples was taken to be 221MPa differential stress (Table 
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1). Sample WGUH1, WGUH2, WGUH3, and WGUH4 were taken to 60% 

±5.0%, 70% ±5.8%, 80% ±6.6%, and 90% ±7.5% respectively of the UCS. The 

loading and unloading rates were kept at ~1MPa/min. The load was held constant 

at every ~6MPa for a period of ~10 seconds to record the P and S wave data. 

 

The microcrack induced samples were then placed in a  hydrostatic 

apparatus, (See Armitage, 2008 for details of the hydrostatic apparatus) (Figure 

4-2b), to investigate the effect of confining pressure (depth) on the P and S wave 

velocities in variably controlled fractured rocks. The hydrostatic rig is capable of 

performing experiments at confining pressures up to 200MPa. A PVC jacket was 

used to separate the samples from the confining low viscosity (10 cs) silicon oil. 

The pore pressure within the samples was vented to laboratory conditions. The 

pressurization and depressurization rate were kept at ~1MPa/min and the 

confining pressure was held constant at every 10MPa for a period of ~10 seconds 

to record the P and S wave data. Electrical lead-throughs are placed in the top 

plug and bottom platen holder to feed the high frequency coaxial cables. PEEK 

material is used to seal and insulate the electrical lead-throughs from the body of 

the top plug and bottom platen holder. Two different types of piezoelectric 

ceramics, one P wave and one S wave with fundamental frequency of 1.5MHz, 

are glued to the upper and lower platens. The schematic arrangement is shown in 

the Figure 4-2b. The piezoelectric ceramics are separated from the confining 

pressure by the use of the top and bottom platen holder. The pulsing P and S 

wave piezoelectric ceramic is aligned with the receiving P and S wave 

piezoelectric ceramic respectively, and both S wave crystals were polarized in 

the same direction. Through transmission method was employed to measure 

simultaneously the P and S wave velocity of the sample. Sintered stainless steel, 

0.125" thick with 0.5 micron nominal pore size, was used as a backing material 

on the piezoelectric ceramic (VanValkenburg, 1983). The elastic wave 

impedance of the backing matched the elastic wave impedance of the 

piezoelectric ceramic resulting in a heavily damped piezoelectric ceramic with 

wider bandwidth that displays good range resolution. The standard for using 

ultrasonic testing to determine pulse velocities (ASTM, 1997a) was adhered to 

for accurate and reliable measurement of P and S wave velocity (see figure 4-3 

for a representative example of P and S wave arrival collected on sample WG1 
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for this study). A negative spike pulser / receiver (JSR DPR300 Pulser / 

Receiver) was used for excitation of the piezoelectric ceramics and detection of 

the pulse. The choice of piezoelectric ceramics to excite or receive is manually 

controlled by a switch box. A 300MHz bandwidth digital oscilloscope with 

20ppm time based accuracy (Tektronix TDS 3032B) is employed for recording 

and display of the received pulse which is synchronized with the pulser/receiver. 

The oscilloscope was also used to average 512 signals to reduce noise. The 

pulser/receiver and oscilloscope are coupled to a computer for storage of data, 

and processing of the recorded waveforms for analysis.  

 

All measurements were made on oven dry (at 80°C) intact Westerly 

granite samples under ambient laboratory conditions, with temperatures 

approximately 20C. Westerly granite from south-east Rhode Island, USA,  has 

low initial crack density, small grain size (average 1mm), has an extensive 

history of laboratory testing, can provide a high level of repeatability under 

carefully controlled test conditions, and generally considered to be isotropic 

[Lockner, 1998; Haimson and Chang, 2000]. For viable data set, the samples 

were cored, 20mm diameter, from the same block, in the same orientation to 

allow results to be comparable, cut so their length-to-diameter ratios were in 

excess of 2.5 but less than 3 and precision-ground to strict tolerances (±0.02 mm) 

as to the squareness of their ends (Paterson and Wong, 2005).  

 

From the P and S wave velocities, elastic constants such as Young’s 

modulus, E, and Poisson’s ratio can be estimated from the well-known 

relationships of isotropic materials as follows (e.g. Kuttruff, 1991): 

       Equation 4-1 

          Equation 4-2 

where Vp is the P wave velocity, Vs is the S wave velocity and ρ is the density. 

Density changes during the experiments were considered to have a negligible 

effect on the P and S wave velocities. In fact, density and length changes for 

Westerly granite samples loaded up to its failure strength under uniaxial 
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compression were found to account for less than 0.08% of the Young’s modulus. 

The length changes only accounted for less than 0.003%. This is due to the fact 

that Westerly granite has a total porosity of less than 1% (Brace, 1965; Meredith 

and Atkinson, 1985; Nur and Simmons, 1969; Walsh and Brace, 1972).  

 

 

Figure 4-3. Typical P and S wave arrivals (from sample WGA). Top: Pulsing 

with P wave piezoelectric ceramic and receiving with P piezoelectric ceramic 

trace. Bottom: Pulsing with S piezoelectric ceramic and receiving with S 

piezoelectric ceramic trace. Excitation pulse is at 0 µs. 

Sample Experiment type 

Failure Stress 

(MPa) Note 

WG-SDC UCS 205.86 To determine UCS 

WG-SDB UCS 217.88 To determine UCS 

WG-SDG UCS 223.81 To determine UCS 

WG-SDE UCS 239.34 To determine UCS 

WGA Hydrostatic NA No induced microcrack damage 

WGB Hydrostatic NA No induced microcrack damage 

WGD Hydrostatic NA No induced microcrack damage 

WGUH1 Uniaxial and Hydrostatic NA Loaded to 60% ± 5.0% of UCS 

WGUH2 Uniaxial and Hydrostatic  NA Loaded to 70% ± 5.8%  of UCS 

WGUH3 Uniaxial and Hydrostatic NA Loaded to 80% ± 6.6%  of UCS 

WGUH4 Uniaxial and Hydrostatic NA Loaded to 90% ± 7.5%  of UCS 

Table 4-1. Summary of experiments.   
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4.4 Results 

4.4.1 Uniaxial Compressive condition 

Increasing the differential stress during the uniaxial compressive 

condition closes the initial microcracks present in the sample.  This resulted in 

strong stress-dependency for the elastic wave velocities, their ratio (Vp/Vs), 

Young’s modulus and Poisson’s ratio (Figure 4-4). If sample WGUH2 is 

considered, there was an increase in the P (5.2 km/s to 5.7 km/s) and S wave 

velocities (3km/s to 3.2 km/s), Vp/Vs (1.74 to 1.78), Young’s modulus (60GPa to 

68GPa) and Poisson’s ratio (0.25 to 0.27) as the differential stress increased from 

12MPa to 155MPa. As sample WGUH4 approached failure, the S wave velocity 

decreased by 2% from 148MPa to 184MPa differential stress and then decreased 

rapidly by 4% to 200MPa differential stress. The P wave velocity decreased by 

0.5% at a near constant rate from 148MPa to 200MPa differential stress. This 

resulted in a decrease in the Young’s modulus (9%) and increase in the Poisson’s 

ratio (13%) and Vp/Vs (6%) from 148MPa to 200MPa differential stress.  

 

The samples accumulate microcrack damage when they exceed the 

perfectly elastic deformation region (about a 1/3 to 2/3 of the UCS  (Bieniawski, 

1967a; Brace et al., 1966) ), which is seen in the unloading curves (Figure 4-4). 

At a constant stress level (66MPa differential stress in this example), the 

microcrack damage caused an overall decrease in the P (3%) and S wave (10%) 

velocities and Young’s modulus (16%) and an overall increase in the Poisson’s 

ratio (17%) and Vp/Vs (7%) (Figure 4-5).  
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Figure 4-4. P (a) and S wave (b) 

velocities, their ratio (c), Young’s 

modulus (d) and Poisson’s ratio (e) with 

increasing differential stress. Solid and 

dashed lines represent loading and 

unloading respectively of samples. 

Sample variability is seen in the loading 

data. Sample WGUH1, WGUH2, 

WGUH3, and WGUH4 was taken to 

60%, 70%, 80% and 90% respectively 

of the UCS. 



 

103 

 

Figure 4-5. Summary of results showing normalized parameters as a 

function of microcrack damage.  Z is the P or S wave velocity, Vp/Vs, 

Young’s modulus, or Poisson’s ratio at a given damage level. Zo is the P or S 

wave velocity, Vp/Vs, Young’s modulus, Poisson’s ratio at an initial damage 

level. The initial damage is the microcrack present in the sample before any 

other microcracks were induced. These parameters were taken at 66MPa 

differential stress during uniaxial compression. 

4.4.2 Hydrostatic confining condition  

During hydrostatic pressurization, the microcracks within the samples 

that have no induced microcrack damage (WGA, WGB, and WGD) are closed 

resulting in a rapid non-linear increase in the P and S wave velocities and Young 

modulus (Figure 4-6 a and c), up to about 130MPa, and then a gentle linear 

increase up to 200MPa.  The elastic wave velocities are higher than those 

measured during the uniaxial compressive condition. The P wave velocity 

increased from 5.1km/s to 6km/s, S wave velocity increased from 3km/s to 

3.5km/s and the Young’s modulus increased from 60GPa to 80GPa. The Vp/Vs 

and Poisson’s ratio increased rapidly from 1.668 to 1.707 and 0.219 to 0.237 

respectively, as the confining pressure increased to 10MPa, and then increased 

slightly to1.714 and 0.242 respectively as the confining pressure increased to 

120MPa. Above 120MPa confining pressure, the Vp/Vs and Poisson’s ratio are 
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fairly constant.  The induced microcrack damage within the samples (WGUH1, 

WGUH2, WGUH3, and WGUH4) is also closed as the confining pressure 

increases. The elastic wave velocities and Young’s modulus of samples that have 

a greater amount of microcrack damage required higher confining pressure to be 

equal to those of samples with no induced microcrack damage. The P and S wave 

velocities of samples with high microcrack damage (WGUH3 and WGUH4) are 

equal to those of the samples with no induced microcrack damage at 120MPa 

and 60MPa respectively. There is not much difference between the Vp/Vs and 

Poisson’s ratio of samples with and without induced microcrack damage (Figure 

4-6 g and h). During depressurization, the elastic wave velocities, Vp/Vs, 

Young’s modulus, and Poisson’s ratio increased slightly compared to those 

during pressurization. 
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Figure 4-6. P (a) and S wave (c) velocity, their ratio (g), Young’s modulus (e) 

and Poisson’s ratio (h) with increasing confining pressure. Errors in velocity 

are estimated from repetition of measurements from samples without 

induced microcrack damage (WGA, WGB, and WGD).  The P and S wave 

velocities and Young’s modulus of the samples with induced microcrack 

damage are normalized to the P and S wave velocities and Young’s modulus 

of the samples without microcrack damage (b, d, and f).  
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4.5 Discussion 

4.5.1 The effect of P and S wave velocities and elastic 

properties subjected to uniaxial compressive condition 

There are several stages in the brittle failure of rocks: crack closure, 

elastic deformation, stable crack propagation, and unstable crack propagation 

(Bieniawski, 1967a; Bieniawski, 1967b; Bieniawski, 1967c; Brace et al., 1966) 

(Figure 4-9). Crack closure takes place, as soon as the rock is stressed, in cracks 

oriented perpendicular and oblique to the applied compressive stress. In the case 

of uniaxial compression, the compressive stress is clearly in uniaxial loading 

direction. This caused the P and S wave velocities, Vp/Vs and elastic properties 

(Young’s modulus and Poisson’s ratio) to increase. However, this region is about 

6% of the UCS for hard rocks (for example Westerly granite). After the crack 

closure region has occurred, elastic deformation takes place.  The P and S wave 

velocities, Vp/Vs and elastic properties also increased in this stage. If the applied 

load is removed during this stage, the P and S wave velocities, Vp/Vs and elastic 

properties will follow the same path as the loading path. Bieniawski [1967a] 

found that the crack faces slides against each other in this stage which resulted in 

the formation of smaller stable vertical cracks along the length of the initial 

crack. Bieniawski [1967a] also found that this stage finishes at ~35% of the UCS 

of the sample, while Brace (1966) found this stage can end at one-third to two-

third of the UCS of the sample. In the stable crack propagation stage, the cracks 

propagate predominantly in the direction of the applied stress and cause the rock 

to become dilatant. The rate of increase of the P and S wave velocities decreased 

and the velocities tend to a constant value (see sample WGUH2 in Figure 4-4). 

This stage ends at ~80% of the UCS of the sample (Bieniawski, 1967a). In the 

final stage, unstable crack propagation, the cracks continues to propagate in the 

direction of the applied stress at a faster rate compared to stable crack 

propagation, and the volumetric strain increased significantly. As the sample 

approaches failure, the microcracks coalesce to form shear fracture zone. This 

resulted in a slight decrease of the P wave velocity and a dramatic decrease of the 

S wave velocity (see sample WGUH4 in Figure 4-4). The S wave velocity is 

much more sensitive than the P wave velocity because the S wave is polarized 
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perpendicular to the loading direction and hence perpendicular to the cracks’ 

orientation, meanwhile the P wave is polarized parallel to the cracks’ orientation. 

Bieniawski [1967a] found that there is considerable damage in the rock samples 

through shattering of its grains.  

 

The rock accumulates microcrack damage in the stable crack propagation 

and unstable crack propagation stages. The higher the applied stress in these 

regions, the more microcrack damage the samples accumulates. The applied 

stress is non-linear to microcrack damage. If the applied load is removed in these 

stages, the P and S wave velocities during unloading of the sample are less than 

those during loading at any given stress level (see unloading curves in Figure 4-

4). The accumulated microcrack damage is greater in this data set compared the 

data set in Chapter 3 (Figure 4-7), because the loading threshold is not exactly 

the same. Samples taken to 60%, 70%, 80% and 90% of the UCS have a standard 

deviation of up to ± 7.5% of the UCS. Any difference in the UCS threshold, 

especially close to failure of the sample, will result in a higher accumulation of 

microcrack damage.  

 

Figure 4-7. Summary of results showing normalized parameters as a 

function of microcrack damage for: (left) present study; and (right) data 

from chapter 3. Z is the P or S wave velocity, Vp/Vs, Young’s modulus, or 

Poisson’s ratio at a given damage level. Zo is the P or S wave velocity, Vp/Vs, 

Young’s modulus, Poisson’s ratio at an initial damage level. The initial 

damage is the microcrack present in the sample before any other 

microcracks were induced. These parameters were taken at 66MPa 

differential stress during uniaxial compression.  



 

108 

4.5.2 The effect of P and S wave velocities and elastic 

properties subjected to hydrostatic confining condition 

The microcrack and induced microcrack damage within the sample are 

closed when they are placed under confining pressure. There is a rapid non linear 

increase in the elastic wave velocities, followed by a gentle linear increase. This 

response of the elastic waves velocity with increasing confining pressure are 

similar to those observed by  Birch (1960) and  Kern (1978; Kern, 1990). The 

crack closure pressure for the Westerly granite samples is about 130MPa. Birch 

(1960; Birch, 1961) measured P wave velocities for some 250 rock specimens, 

mainly igneous and metamorphic rocks, up to 1000MPa confining pressure and 

found that for typical holocrystalline igneous rocks the crack closure pressure is 

of the order of 100MPa. Kern (1978) measured P wave velocities in granite, 

amphibolites, and peridotite specimens under confining pressure up to 600MPa  

and found that the crack closure pressure is generally in the range 100MPa–

250MPa. During depressurization, the microcracks take time to reopen and 

therefore the P and S wave velocities increase.  

 

4.5.3 Comparison between the effect of P and S wave 

velocities subjected to hydrostatic confining and uniaxial 

compressive condition 

It is seen, from increasing-amplitude cyclic loading experiments in an 

uniaxial compressive condition (in Chapter 3), that the P and S wave velocities 

during loading follows the same path as the previous unloading cycle. However, 

the P and S wave velocities loading paths during hydrostatic confining condition 

are generally higher than those in the uniaxial compressive condition. The 

difference between the elastic wave velocities during the hydrostatic confining 

and uniaxial compressive conditions is greater for samples taken to higher 

percentage of the UCS (Figure 4-8). The elastic wave velocities are higher in the 

hydrostatic confining condition because the confining pressure closes cracks in 

all direction whereas the cracks are mainly closed in the direction parallel to the 

loading direction in the uniaxial compressive condition.  
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Figure 4-8. P (b) and S wave (c) 

velocities as a function of mean 

stress. Solid lines represent loading 

of sample under uniaxial 

compressive conditions. Dotted lines 

represent unloading of samples 

under uniaxial compressive 

conditions. Dashed lines represent 

pressurization of sample under 

hydrostatic confining conditions. 

Also shown are the approximate 

positions of the stages of crack 

development in brittle rock under 

uniaxial compression. (after 

Bieniawski, 1967a; Bieniawski, 

1967b; Bieniawski, 1967c; Brace et 

al., 1966). (a) the schematic 

illustration of crack orientation and 

growth are referred to a sample that 

has been through all the stages 

involved in the brittle failure of 

rocks (e.g. WGUH4) 
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4.6 Conclusion 

We presented laboratory data on the evolution of P and S wave velocities, 

Vp/Vs, and elastic properties (Young’s modulus and Poisson’s ratio) as: (1) dry 

Westerly granite samples were taken to 60%, 70%, 80% and 90% of the 

unconfined uniaxial strength and, (2) the induced microcrack damage samples 

were subjected to hydrostatic confining pressure up to 200MPa. Strong stress-

dependency exists in the uniaxial compressive and hydrostatic confining 

conditions due to closure of microcracks. In the uniaxial compressive condition, 

the microcracks are closed mainly in the direction of the applied stress, whereas 

the microcracks are closed in all direction in the hydrostatic confining condition.  

Closure of microcracks caused an increase in the P and S wave velocities, Vp/Vs, 

Young’s modulus and Poisson’s ratio.  

 

It is well established that changes in Vp/Vs and Poisson’s ratio are usually 

related to changes in the fluid transport properties (Nur and Simmons, 1969; 

O'Connell and Budiansky, 1974), fluid pressure (Christensen and Wang, 1985), 

and macrofracture (Moos and Zoback, 1983). The opening and propagation of 

microcracks predominantly parallel to the loading direction caused the S wave to 

decrease dramatically while the P wave decreased at a near constant rate which 

resulted in a rapid decrease in the Young’s modulus (from ~67GPa to 56GPa) 

and a rapid increase in the Vp/Vs (~1.76 to 1.88) and Poisson’s ratio (0.26 to 

0.30). This shows that anomalously high Poisson’s ratio and Vp/Vs and low 

Young’s modulus can also serve as a sensitive indicator of the amount of crack 

damage in the upper crust.  

 

The elastic wave velocities and Young’s modulus of samples that have a 

greater amount of microcrack damage required higher confining pressure to be 

equal to those of samples with no induced microcrack damage. The crack closure 

pressure for the Westerly granite samples is about 130MPa and is independent of 

the amount of microcrack damage induced into the samples.   
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5 Attenuation measurements of crystalline rocks 

under hydrostatic confining and uniaxial 

compressive conditions 

5.1 Abstract  

Seismic wave propagation in rocks is characterized by velocity and attenuation. 

The through transmission and spectral ratio techniques were used to measure P 

and S wave velocities and attenuation respectively of oven dried crystalline rock 

samples. Two suites of samples were subjected to different conditions: 

hydrostatic confining, up to 200MPa, and uniaxial compressive. Microcrack 

damage was induced in samples during increasing-amplitude cyclic loading 

experiments under uniaxial compressive condition. Attenuation measurements 

were made in the frequency range of 0.8MHz to 1.7MHz. In our experiments, 

frictional dissipation and scattering are the likely attenuation mechanisms. 

Closure of cracks due to increasing confining pressure and differential stress 

resulted in an increase in velocity and decrease in attenuation. Increasing-

amplitude stress cycling caused an increase in the density of microcrack damage 

which resulted in a decrease in velocities and increase in attenuation as the 

number of cycles increased. Our results show that seismic wave attenuation is 

more sensitive to the effects of microcrack closure and microcrack damage than 

seismic wave velocity.  
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5.2 Introduction 

A fundamental parameter associated with seismic wave propagation in 

rock is attenuation, which usually results in a change of the amplitude and shape 

of the transient waveform. Seismic wave attenuation consist of intrinsic 

attenuation (absorption of energy through conversion into heat due to interaction 

between the propagating wave and the rock) and extrinsic attenuation (the lost of 

energy due to beam spreading, transmission loss and scattering). However, it is 

difficult to differentiate between the two types of attenuation (O'doherty and 

Anstey, 1971; Schoenberger and Levin, 1978; Spencer et al., 1982).  

 

Seismic wave velocities and attenuation are affected by the presence of 

cracks (Friedman and Bur, 1974; Johnston and Toksöz, 1980; Murphy III, 1984; 

Pyrak-Nolte et al., 1990; Tao et al., 1995; Xu and King, 1990). In dry cracks, the 

mechanisms responsible for attenuation are frictional dissipation and scattering 

(Gordon and Davis, 1968; Lockner et al., 1977; Meglis et al., 1996; Walsh, 1966; 

Wulff et al., 1999). The quality factor, Q, which is dimensionless, is used as a 

measure of attenuation. The higher the Q factor, the lesser attenuating the rock is. 

The range of Q factor values in crystalline rocks from laboratory and seismic 

experiments is scarce. Moreover, a knowledge of Q factor in crystalline rocks is 

important because the use of high-resolution seismic methods is becoming 

increasingly common in such rocks for engineering, environmental and mining 

purposes (Juhlin, 1995; Milkereit et al., 1994). In this paper, oven dried 

crystalline rocks were subjected to hydrostatic confining and uniaxial 

compressive conditions to close microcracks and induce microcrack damage 

respectively. We aim to quantify the changes in P and S wave attenuation due to 

frictional dissipation and scattering as the microcracks and microcrack damage 

varies. The spectral ratio technique was used to measure attenuation.  The 

technique relies on the fact that signal amplitude decreases with increasing 

frequency more rapidly for a lossy medium than for an ‘elastic’ reference. 

Forming the ratio of spectral amplitudes for the reference and rock sample gives 

a measure of the relative attenuation from which the Q factor can be calculated.
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5.3 Experimental methodology  
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Figure 5-1. Schematic diagram of the hydrostatic (a) and uniaxial (b) 

experimental setup 

 

P and S wave velocities and attenuation measurements were made as two 

suites of samples were subjected to different conditions:  hydrostatic confining 

and uniaxial compressive. A hydrostatic apparatus was used to measure P and S 

wave velocity and attenuation of samples WGA, WGB, and WGD up to 200MPa 

confining pressure (Figure 5-1a). Chapter 4 gives full details of the hydrostatic 

apparatus setup. The pressurization rate was kept at ~1MPa/min and the 

confining pressure was held constant at every 10MPa for a period of ~10 seconds 

to record the P and S wave data. Increasing-amplitude cyclic loading experiments 

were carried out in a standard uniaxial press, where the sample is compressed 

unconfined (σ2=σ3=0) between a fixed rigid plate and a manually controlled 

moving hydraulic piston (Figure 5-1b). Chapter 3 gives full details of the 

uniaxial apparatus setup. In the first cycle of the increasing-amplitude cyclic 

loading experiments, sample WG-SDD, WG-SDI and WG-SDH were taken to 

50% ± 4% of its unconfined compression strength (UCS) and the stress was then 

reduced to zero. For the second cycle the sample was taken to 60% ± 4.5% of its 

UCS and then reduced to zero. This pattern was continued until a maximum of 

90% ± 7% of its UCS was reached. Cycle number is a non-linear proxy for the 
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amount of microfracture damage. An average of 221MPa differential stress was 

taken as the UCS of the cored Westerly granite samples (see Table 1). The 

loading and unloading rates were kept at ~1MPa/min. The load was held constant 

at every ~6MPa and 10MPa respectively for a period of ~10 seconds to record 

the P and S wave data. Time-dependent effects are almost negligible to the 

evolution of static elastic properties of dry Westerly granite for hold time up to 6 

hours (Heap and Faulkner, 2008) 

 

The hydrostatic and uniaxial apparatus has two different types of 

piezoelectric ceramics, one P wave and one S wave with fundamental frequency 

of 1.5MHz, which are housed in the top and bottom loading platens. Through 

transmission method was employed to measure simultaneously the P and S wave 

velocities and attenuation of the samples. The pulsing P and S wave piezoelectric 

ceramic is aligned with receiving P and S wave piezoelectric ceramic 

respectively, and both S wave crystals were polarized in the same direction. The 

standard for using ultrasonic testing to determine pulse velocities (ASTM, 

1997a) was adhered to for accurate and reliable measurement of P and S wave 

velocity (see figure 5-2 for a representative example of P and S wave arrival 

collected on sample WGA for this study). Sintered stainless steel, 0.125" thick 

with 0.5 micron nominal pore size, was used as a backing material on the 

piezoelectric ceramic (VanValkenburg, 1983). The elastic wave impedance of 

the backing matched the elastic wave impedance of the piezoelectric ceramic 

resulting in a heavily damped piezoelectric ceramic with wider bandwidth that 

displays good range resolution. A negative spike pulser / receiver (JSR DPR300 

Pulser / Receiver) was used for excitation of the piezoelectric ceramics and 

detection of the pulse. The choice of piezoelectric ceramics to excite or receive is 

manually controlled by a switch box. A 300MHz bandwidth digital oscilloscope 

with 20ppm time based accuracy (Tektronix TDS 3032B) is employed for 

recording and display of the received pulse which is synchronized with the 

pulser/receiver. The oscilloscope can also average up to 512 signals to reduce 

noise. The pulser/receiver and oscilloscope are coupled to a computer for storage 

of data, and processing of the recorded waveforms for analysis. 
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All measurements were made on oven dry (at 80°C) intact Westerly 

granite samples under ambient laboratory conditions, with temperatures 

approximately 20C. Westerly granite from south-east Rhode Island, USA,  has 

low initial crack density, small grain size (average 1mm), has an extensive 

history of laboratory testing, can provide a high level of repeatability under 

carefully controlled test conditions, and generally considered to be isotropic 

[Lockner, 1998; Haimson and Chang, 2000]. For viable data set, the samples 

were cored, 20mm diameter, from the same block, in the same orientation to 

allow results to be comparable, cut so their length-to-diameter ratios were in 

excess of 2.5 but less than 3 and precision-ground to strict tolerances (±0.02 mm) 

as to the squareness of their ends (Paterson and Wong, 2005). A surface finish of 

approximately 0.1Ra on the ends of the samples was achieved.   

 

Figure 5-2. P and S wave arrival of sample WGA. Top: Pulsing with P wave 

piezoelectric ceramic and receiving with P piezoelectric ceramic trace. 

Bottom: Pulsing with S piezoelectric ceramic and receiving with S 

piezoelectric ceramic trace. Excitation pulse is at 0 µs. 
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Sample Experiment type Failure Stress (MPa) No. Of cycles Note 

WG-SDC UCS 205.86 NA To determine UCS 

WG-SDB UCS 217.88 NA To determine UCS 

WG-SDG UCS 223.81 NA To determine UCS 

WG-SDE UCS 239.34 NA To determine UCS 

WGA Hydrostatic NA NA For repeatability 

WGB Hydrostatic NA NA For repeatability 

WGD Hydrostatic NA NA For repeatability 

WG-SDD 

Increasing-amplitude 

cyclic loading  NA 5 

For repeatability 

WG-SDI 

Increasing-amplitude 

cyclic loading NA 5 

For repeatability 

WG-SDH 

Increasing-amplitude 

cyclic loading NA 5 

For repeatability 

Table 5-1. Summary of experiments.    

Absolute measurement of attenuation is a formidable task as seismic 

wave amplitude is affected by geometric spreading, reflections, scattering, and 

intrinsic damping. The main laboratory techniques used to measure attenuation is 

spectral ratio and rise of time technique. Tarif and Bourbie (1987) estimated the 

relative accuracies of the spectral ratio and rise time techniques and found that 

the spectral ratio technique is reliable and easy to implement for Q values 

between 5 and 50, the rise time technique enables high attenuations (Q < 5) to be 

measured, and both techniques lack precision for low attenuation (Q > 100).  In 

the procedure outlined by Toksöz et al. (1979), the amplitudes of plane seismic 

waves for the reference and the sample are expressed as: 

  A G   Equation 5-1 

and  

                       G   Equation 5-2 

where A is the amplitude, f is the frequency, x is the distance, K = 2πf/v is the 

wave number, v is velocity and G(x) is a geometrical factor which includes beam 

spreading, reflections etc., and α(f) is the frequency dependent attenuation 

coefficient. The subscripts 1 and 2 refer to the reference and the sample 
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respectively. It is assumed that α is a linear function of frequency, although the 

method itself tests this assumption (Jackson and Anderson, 1970; Knopoff, 1964; 

McDonal et al., 1958).  

According to Toksöz et al. (1979), the following relationship can be established: 

α(f) = γf    Equation 5-3 

where γ is a constant and is related to the quality factor, Q,  by 

Q = π/γv    Equation 5-4 

 

When the same geometry is used for both the sample and reference (i.e. same 

sample dimensions, piezoelectric ceramic holders, and arrangements), then G1 

and G2 are frequency-independent scale factors. The ratio of the Fourier 

amplitudes is  

                                 
A

A

G

G
   Equation 5-5 

 or  

                              ln
A

A
ln 

G

G
  Equation 5-6 

When G1/G2 is independent of frequency, (γ2 – γ1) can be found from the slope of 

the line fitted to In (Al/A2) versus frequency (Figure 5-3). If the Q of the standard 

reference is known, γ2 of the sample can be determined. When the Q of the 

standard is high (i.e. Q ≈ ∞), then γ1 = 0, and γ2 of the rock sample can be 

determined directly from the slope. In fact, a reference material with a Q factor 

value greater than 1000 introduces an error less than 1%. Mild steel is used as the 

reference which has a Q value much greater than 1000 (between 7000 to 16000) 

(Burnyshev et al., 2005). A more serious concern is the validity of the 

assumption that the geometric factors G1 and G2 have the same frequency 

dependence, and G1/ G2 is independent of frequency. With polished rock surfaces 

and good coupling between the piezoelectric ceramic holder and sample, one 

would not expect frequency-dependent reflection coefficients at the interface. 

In our calculation of the Q factor, the linear region is taken in the 

frequency range of 0.8MHz – 1.7MHz. A Hanning window was applied to the 

averaged signals to minimize Gibbs’ phenomenon (a distortion or leakage due to 
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discontinuities in the frequency domain) (Hamming 1977). Fast Fourier 

transform is then performed on the first 2 periods of the P and S wave arrivals, of 

the reference and sample (Figure 3).  

 

Figure 5-3. Attenuation characteristics of the sample and reference at 

different hydrostatic confining pressure. Left: The magnitude of the fast 

Fourier transform of the first 2 periods of the P (a) and S wave (c) arrivals. 

Right: The spectral amplitude ratio of the reference to the sample of the P 

(b) and S wave (d). The linear portion is taken between 0.8MHz to 1.7MHz 

where a linear least square fit line is drawn through the data points. This 

verifies the linearity assumption made in the calculation.  



 

120 

5.4 Results 

In the hydrostatic confining condition, the P and S wave velocities and 

attenuation showed stress dependency. The P and S wave velocities increased 

from 5.1km/s to 6km/s and 3km/s to 3.5km/s respectively as the confining 

pressure increased (Figure 5-4 a and c) from 2MPa to 200MPa. In the first 

130MPa confining pressure, the P and S wave velocities increased rapidly in a 

non-linear manner and as the confining pressure increased to 200MPa the 

velocities increased linearly with gentle slope. The Q factor of the P wave 

increased linearly with a steep slope, from 23 to 54 for confining pressure up to 

100MPa, and then a gentle slope, from 54 to 60 for confining pressure up to 

200MPa. Whereas, the Q factor of the S wave increased gradually from 39 to 54 

as the confining pressure increased from 10MPa to 200MPa. In our experiments, 

the Q factor of the S wave was not reliable when the confining pressure was at 

2MPa.  

 

Figure 5-5 shows the P and S wave velocities and attenuation of sample 

WG - SDD under increasing-amplitude cyclic loading. Stress dependency of the 

P and S wave velocities and attenuation is also seen. If a single cycle is 

considered in Figure 5-5 (cycle 3 in this example), the P and S wave velocity 

increased from 4.9km/s to 5.6km/s and 2.9km/s to 3.1km/s respectively. Above 

~140MPa differential stress, the P and S wave velocity tend to stabilize. The Q 

factor of the P wave increased rapidly from 14 to 41 for differential stress up to 

60MPa (Figure 5-5b). Above 60MPa differential stress, the Q factor increased 

nominally to 47. The Q factor for the S wave also increased rapidly from 11 to 

31 for differential stress up to 30MPa (Figure 5-5d). Above 30MPa differential 

stress, the Q factor increased nominally to 33. The samples accumulate 

microcrack damage when they exceed the perfectly elastic deformation region 

(about a 1/3 to 2/3 of the UCS  (Bieniawski, 1967a; Brace et al., 1966) ). At a 

constant stress level (58MPa differential stress in this example), there is a 

decrease in velocity (~2% for P wave and ~3% for S wave) and increase in 

attenuation (~14% for P wave and ~24% for S wave) (Figure 5-6) as the number 

of cycle increased.         
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Figure 5-4. P (a) and S wave (c) velocities and attenuation (b and d) as a 

function of confining pressure. Errors are calculated from repetition of 

measurements from samples WGA, WGB, and WGD.  
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Figure 5-5. P (a) and S wave (c) velocities and attenuation (b and d) of 

sample WG-SDD under increasing-amplitude cyclic loading . The unloading 

measurements are shown.  
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Figure 5-6. Normalized parameters as a function of number of cycles.  Z is 

the P or S wave velocity, or P or S wave Q factor at a given cycle number. 

Zo is the P or S wave velocity, or P or S wave Q factor at the first cycle. 

These parameters were taken at 58MPa differential stress.  
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5.5 Discussion 

The main mechanisms responsible for attenuation in crustal rocks are: 

1. Frictional dissipation due to sliding on crack surfaces and grain 

boundaries (Gordon and Davis, 1968; Lockner et al., 1977; Walsh, 1966). 

The Q factor is generally independent of frequency.   

2. Scattering, a geometrical effect, where energy is loss from the interaction 

of seismic wave with cracks and pores. Scattering effects can be 

important, if not dominant, at high ultrasonic frequencies (frequency > 1 

MHz). At seismic frequencies, scattering due to pores is negligible 

(Johnston et al., 1979).  

3. Viscosity of saturating fluids, where attenuation peaks due to viscous 

relaxation developing at frequencies dependent both on pore geometry 

and fluid viscosity (Kuster and Toksöz, 1974; Solomon, 1973; Walsh, 

1968; Walsh, 1969).  

4. Flow of saturating fluids, where fluid flow between pores induced by 

seismic waves resulting in attenuation. This mechanism falls into two 

groups: inertial flow (Biot, 1956a; Biot, 1956b) which is important at 

ultrasonic frequencies; and squirting flow (Mavko and Nur, 1975; 

O'Connell and Budiansky, 1977a), more prominent at lower frequencies. 

In our experiments, the mechanisms responsible for attenuation are frictional 

dissipation and scattering. Johnston et al. (1979) modelled the behaviour of 

attenuation as a function of differential pressure for dry and saturated rocks, and 

found that friction on grain boundaries and thin cracks is the primary mechanism 

for attenuation. 

  

The stress dependency of the P and S wave velocities and attenuation 

during the hydrostatic confining and uniaxial compressive conditions can be 

explained by crack closure. In the uniaxial compressive conditions, cracks that 

are oriented transversely and obliquely to the axial loading direction are closed 

during loading of the sample, whereas cracks are closed in all direction during 

pressurization in the hydrostatic confining condition. This caused the velocities 

and Q factors to be lesser in the in the uniaxial compressive condition compared 

to those in the hydrostatic condition. The rapid nonlinear increase in the 
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velocities below 130MPa, in the hydrostatic confining condition, is referred to as 

the crack-closing pressure. Below this pressure, microcrack closure is 

responsible for the non linear rapid increase of the velocities and above this 

pressure, the intrinsic properties (elastic compaction of a crack-free rock) are 

observed (Birch, 1960; Kern, 1978; Kern, 1990). The crack-closing pressure can 

also be seen in the P wave Q factor where the gradient of the linear increase 

changes from steep to gentle. However, this change of gradient occurs at 

100MPa. Meglis et al.(1996) and Toksöz et al. (1979) also found that cracks are 

closed with  increasing confining pressure which results in an increase in velocity 

and decrease in attenuation. The results of the range of the P wave attenuation 

are oddly similar to the in situ results, at 50 – 1500Hz, measured by Holliger and 

Bühnemann (1996) as it is expected that attenuation at ultrasonic frequencies is 

higher than at seismic frequencies. Holliger and Bühnemann (1996) studied the 

attenuation of high-quality, broad-band (50-1500Hz) borehole-to-tunnel seismic 

data acquired inside a granite body cut by brittle faults. They reported Q-values, 

estimated from P-wave first arrivals by the spectral ratio and rise time 

techniques, ranging from about 20 to 60 with a median value of 35 and a 

standard error of 20% or less. Macrocracks and fluid saturation of the granite 

body are likely responsible for the high attenuation.  

 

The standard deviation of the P and S wave velocities is very small 

compared to those of the P and S wave attenuation. The large standard deviation 

of the P and S wave attenuation are likely due to coupling between the sample 

and the loading platens. A non-uniform air gap between the sample and loading 

platens exists which alters the transmission characteristics of the ultrasonic 

waves. To reduce the effect of a non-uniform air gap, an elastic wave couplant 

such as water, glycerin, grease, petroleum jelly, or oil can be used (Krautkramer 

and Krautkramer, 1990). The couplant should be kept as thin as possible, as 

increasing the thickness will degrade the transmitted signal. We found that elastic 

wave couplant improved the P wave arrival and made it difficult to pick the S 

wave arrival as the couplant increases the amplitude of the P to S and S to P 

conversion waves. These conversion waves arrive before the S wave arrival. 
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Increasing-amplitude cyclic loading experiments caused an increase in 

microcrack damage. During each cycle of the experiment, the elastic limit of the 

rock sample was exceeded which results in permanent deformation. The majority 

of the newly initiated microcracks and crack growth are oriented in the same 

direction as the applied stress, which is evident in a ~3% decrease in S wave 

velocity compared to ~2% decrease in P wave velocity; as the S wave is 

polarized normal to the loading direction. This is also corroborated by thin 

section analysis done by [Heap and Faulkner (2008). Attenuation is much more 

sensitive to microcrack damage than velocity, as our results show that attenuation 

increased by ~14% for P wave and ~24% for S wave.  

  

The assumption that G1/G2 (Equation 5) is independent of frequency may 

not be strictly valid and hence diffraction corrections are necessary (Klimentos, 

1991). Diffraction corrections are outlined by Seki et al. (1956) and extended by 

Papadakis (1975). If these corrections are not considered, the measured 

attenuation will be overestimated (Sears and Bonner, 1981). However, broadband 

pulses (i.e. generated by spiked or rectangular voltage pulses applied to heavily 

dampened transducers) tend to average out the effect of diffraction because they 

contain spectrum of frequencies, each of which experiences diffraction effects at 

a different distance from the transducer (Papadakis, 1975). Hence, the negative 

spike pulser and heavily damped piezoelectric ceramic used in our methodology 

averaged out the effect of any possible diffraction.  
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5.6 Conclusion 

Laboratory experiments were carried out on crystalline rocks using 

piezoelectric ceramic that has a fundamental frequency of 1.5MHz under 

hydrostatic confining and uniaxial compressive conditions. Attenuation 

measurements were made in the frequency range of 0.8MHz to 1.7MHz. In our 

experiments, the mechanisms responsible for attenuation are frictional 

dissipation and scattering. The effect of these mechanisms was minimized with 

the closure of microcracks and maximized when microcrack damage was 

induced in the sample. Increasing confining pressure closed microcracks in all 

directions which resulted in an overall 18% and 17% increase in the P and S 

wave velocity respectively, and a 161% and 38% decrease in P and S wave 

attenuation respectively. In the case of the increasing-amplitude cyclic loading 

experiments, cracks that are oriented transversely and obliquely to the axial 

loading direction are preferentially closed during loading of the sample, which 

resulted in an overall ~14% and 7% increase in the P and S wave velocity 

respectively, and a ~236% and 200% decrease in P and S wave attenuation 

respectively. The Q factor of the P wave is greater than the Q factor of the S 

wave in the hydrostatic confining and uniaxial compressive conditions.  

 

Increasing-amplitude cyclic loading experiments caused an increase in 

microcrack damage. At a constant stress level, there is a decrease in velocity 

(~1% for P wave and ~2.2% for S wave) and increase in attenuation (~14% for P 

wave and ~25% for S wave) as the number of cycles increased. Our results 

showed that seismic wave attenuation is more sensitive than seismic wave 

velocity to the effect of increasing confining pressure and differential stress, and 

microcrack damage.  
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6 Summary and further work 

The primary aims of this thesis and the specific issues to be addressed 

were outlined in the first chapter. These issues were addressed in chapters 3 to 5 

and hence will not be discussed in detail here. This chapter presents a summary 

of these results, implications for use of seismic waves to assess degree of fracture 

in the crust and outlines suggestions for further work.   

6.1 Summary of results 

Strong stress-dependency of P and S wave velocities and attenuation, 

Vp/Vs and elastic properties exists in the uniaxial compressive and hydrostatic 

confining conditions due to closure of microcracks. In the uniaxial compressive 

condition, cracks that are orientated oblique and perpendicular to the 

compression direction are closed with increasing differential stress. This resulted 

in a marked increase in the P and S wave velocities, dynamic and static Young’s 

modulus, and static Poisson’s ratio. The dynamic Poisson’s ratio and Vp/Vs 

increased slightly. The P and S wave Q factors also exhibited a larger increase 

compared to the other parameters. Moreover, the Q factor of the P wave is 

greater than the Q factor of the S wave. In the case of hydrostatic confining 

condition, all the cracks are closed with increasing confining pressure. The 

changes in velocities, Vp/Vs, dynamic elastic properties, and attenuation follow 

similar trends to those in the uniaxial compressive condition. However, the P and 

S wave velocities and Q factors and dynamic Young’s modulus are higher and 

the dynamic Poisson’s ratio and Vp/Vs are lower. The P and S wave velocities 

and Young’s modulus of samples that have a greater amount of induced 

microcrack damage required higher confining pressure to be equal to those of 

samples with no induced microcrack damage. The crack closure pressure, where 

cracks are totally closed, for the Westerly granite samples is about 130MPa and 

is independent of the amount of microcrack damage induced into the samples. 

 

The rock accumulates microcrack damage when the applied stress 

exceeds the elastic region. Bieniawski [1967a] found that this stage finishes at 

~35% of the UCS of the sample, while Brace [1966] found this stage can end at 

one-third to two-third of the UCS of the sample. The higher the applied stress 
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above the elastic region, the more microcrack damage the samples accumulates. 

The applied stress is non linear to microcrack damage. The accumulation of 

microcrack damage caused: a decrease in the P and S wave velocities and static 

and dynamic Young’s modulus; a small increase in the dynamic Poisson’s ratio 

and Vp/Vs; and a large increase in the static Poisson’s ratio, and P and S wave 

attenuation. 

 

Increasing-amplitude cyclic loading experiments showed that at low 

differential stress, the dynamic Young’s modulus is greater than the static 

Young’s modulus. Both moduli are equal at intermediate differential stress. At 

high differential stress level the static Young’s modulus is greater than the 

dynamic Young’s modulus. A linear relationship was established between the 

static and dynamic Young’s modulus. The gradient and intercept of the linear 

relationship between static and dynamic Young’s modulus change as the number 

of cycle increases. The static Poisson’s ratio is much greater than the dynamic 

Poisson’s ratio with exception to the first cycle. Bulging of the sample during the 

experiment affected the static Poisson’s ratio but cannot completely describe the 

difference seen between static and dynamic properties. Several other factors 

contribute to the difference between the static and dynamic elastic properties: (1) 

microcracks - dynamic properties are calculated from wave propagation that 

interacts with microcracks within the propagating path, while the static properties 

are influenced by the overall micocracks within the sample; (2) frequency – static 

elastic properties can be considered to be measured quasi-statically, whereas the 

dynamic elastic properties were measured at a much higher frequency (1.5MHz); 

(3) strain amplitude – static elastic measurements were accompanied by large 

strain amplitudes (10-2), whereas dynamic elastic properties are determined by 

wave propagation with extremely small strain amplitude (10-6). 

  

6.2 Implications for use of seismic waves to access rock 

fracture state in the crust 

Assessment of the degree of fracture in rocks is important as they play an 

essential role: in many geomechanical issues such as stability of boreholes, 
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stimulation of oil and geothermal reservoirs, the design of civil structures, 

tunnels and hazardous waste disposals; and in understanding a number of 

processes in the Earth’s crust such as magmatic intrusions, plate tectonics, fault 

mechanics and sedimentary basins. Seismic waves velocity and attenuation can 

be use to assess the degree of fracture. Seismic wave attenuation is much more 

sensitive to fractures than seismic wave velocity. Our results showed that the 

change in attenuation due to an increase in fracture density is 14 times more than 

the change in P wave velocity and 11 times more than the change in S wave 

velocity.  

 

Fractures within rocks are closed when they are subjected to increasing 

hydrostatic confining pressure (depth). We found that fractures are completely 

closed at ~5km in dry crystalline rocks. At shallow depth (less than 5km), 

fracture density affects seismic wave velocities. We observed an overall 6% and 

4% reduction in P and S wave velocities respectively due to an increase in the 

fracture density. The overall reduction in the P and S wave decreased to 2% and 

1% at ~2km. Consequently, assessing the degree of fracture between 2km and 

5km using seismic wave velocities may be difficult. Assessing the degree of 

fracture in this region is possible by using seismic wave attenuation data as 

attenuation is much more sensitive than velocity. We were not able to assess the 

effect of fracture density on seismic wave attenuation under hydrostatic 

confining pressure because attenuation is also affected by the air gaps between 

the interfaces of the sample and loading platens. It is very difficult to keep the air 

gap between the samples with different amount of fracture density uniform. To 

reduce the effect of the non-uniform air gap, an elastic wave couplant such as 

water, glycerin, grease, petroleum jelly, or oil can be used [Krautkramer and 

Krautkramer, 1990]. However, using an elastic wave couplant presents its own 

problems (see Chapter 2, section 2.6.3)    

 

The dynamic elastic properties that are derived from the seismic wave 

velocities do not fully reflect the static elastic properties. The static elastic 

properties are more susceptible to the effect of fractures.   
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6.3 Scope for further work 

In our experiments, we were able to control and provide a qualitative 

assessment of the fracture density. Numerous models which predict properties of 

materials as a function of damage have been developed in the framework of 

effective medium theories (e.g. Anderson et al., 1974; Cheng and Toksöz, 1979; 

Henyey and Pomphrey, 1982; Hudson, 1981; Hudson, 1986; Hudson, 1990; 

Kachanov, 1994; Nishizawa, 1982; O'Connell and Budiansky, 1974; O'Connell 

and Budiansky, 1977b; Sayers and Kachanov, 1991; Soga et al., 1978; Walsh, 

1965a; Walsh, 1965b). The major limitations of these models are that they do 

that account for: (1) interaction of cracks, (2) cracks that are not uniformly 

distributed spatially, and (3) complex shapes of fractures. However, they provide 

useful insight into the micromechanics of brittle failure of rocks and can be used 

with the inversion of the measured P and S wave velocities and elastic properties 

to provide a quantitative approximation of the crack density and crack aspect and 

ratio (width to length).  

 

The majority of the newly initiated microcracks and crack growth are 

oriented in the same direction as the applied stress. In our calculation of the 

dynamic elastic properties, we assumed isotropy which will lead to uncertainties 

in the dynamic elastic properties, especially as the number of cycle increases. 

Furthermore, if cracks are closed in some directions but are opened in other 

direction, the rock will exhibit a directional dependence of the effective elastic 

parameters and are, in general anisotropic. However, it is much more difficult to 

experimentally characterize the elastic properties of an anisotropic rock. 

Additional piezoelectric ceramics could be attached to the outer diameter of the 

core sample to measure the seismic velocities in three orthogonal directions 

simultaneously. This would enable the measurement of seismic velocity 

anisotropy and transverse isotropy evolution as microcracks are induced in the 

sample.  

 

Investigations of the dynamic Poisson’s ratio are rare due to the 

difficulties in determining the shear wave velocity. Consequently, very limited 

data relating the static and dynamic Poisson’s ratio have been published. We 
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were able to measure P and S wave velocities accurately and reliably, but yet we 

could not establish a relationship between the static and dynamic Poisson’s ratio. 

We attribute the differences in the static and dynamic elastic properties to the 

size distribution of the crack population relative to the amplitude and frequency 

of the applied stress, bulging of the sample due to the uniaxial configuration, and 

the assumption of isotropic elasticity in the sample. Future work should 

concentrate on quantifying the effect of these parameters and investigate the 

significant discrepancy between the static and dynamic Poisson’s ratio.  

 

In this thesis, laboratory measurements of velocities, attenuation and 

elastic properties of rocks were made in uniaxial compressive and hydrostatic 

confining conditions. Measurements of these parameters could be also made in a 

triaxial stress state to replicate fully true crustal conditions. The advantages of 

using a triaxial include:  

 Measuring attenuation and velocities as a function of 

microfracture damage at depth. Controlled microfractures can be 

induced while the rock sample is at depth. 

 

 Independent measurement of the static Young’s modulus, 

Poisson’s ratio and bulk modulus. Then a comparison of the static 

and dynamic elastic properties can be established at depth.  

 

The presence of fluid is common in the Earth’s crust. In our experiments 

the condition of the microfractures was dry in order to remove the complexity of 

saturation and fluid type. Similar experiments with different degree of saturation 

and fluid types could be carried out and then compared with these results to 

evaluate the coupled effect of saturation and fluid types in fractures on velocities, 

attenuation and elastic properties.       
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8 Appendix 

8.1 Electronic copy of labview program used to display 

and process the recorded P and S wave data.  

The program was made using Labview version 8.5 and can perform the 

following tasks (version 2): 

(1) For velocity 

 View P and S data file that has a .csv extension and 2 arrays (2 columns – 

time and voltage).  

 Pick time of flight and amplitude (voltage) level of P and S wave using 

the crosshairs. 

 

(2) For Attenuation 

 Apply a Hanning window to the P and S wave data. 

 Select the portion of data that is of interest by using the crosshairs (the 

time of flight from the yellow crosshair must be less than that from the 

red crosshair).  

 Perform FFT only on the selected data. 

 Display frequency and phase spectrum of selected data.  

 Output unfiltered  frequency spectrum data to file 

o Data file must be saved with a .csv extension  

 

(3) For filtering  

 Apply a Hanning window to the P and S wave data. 

 Select the portion of data that is of interest by using the crosshairs (the 

time of flight from the yellow crosshair must be less than that from the 

red crosshair).  

 Filter data using the Butterworth filter  (High Pass, Low pass, and band 

width) 

o The data is filtered then reversed and filter again (to remove the 

time delay in filtered data (Li and Nakagawa, 1997) ) 

 Display frequency and phase spectrum of selected data.  
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 Display frequency and phase data of filtered data 

 

A simpler version of the labview program is also available (version 1) that can 

only perform the following tasks: 

 View P and S data file that has a .csv extension and 2 arrays (2 columns – 

time and voltage). 

 Pick time of flight and amplitude (voltage) level of P and S wave using 

the crosshairs. 

 Filter data using the Butterworth filter  (High Pass, Low pass, and band 

width) 

o Data windowed by the use of Hanning window 

o The data is filtered then reversed and filter again (to remove the 

time delay in filtered data (Li and Nakagawa, 1997) ) 

 Display frequency and phase spectrum of selected data  

 Display frequency and Phase data of filtered data 

 

Labview 8.5 should be installed before using this program. 

 

8.2 Electronic copy of ‘isf to csv’ conversion script. 

 
This program is used to convert the P and S wave data that is saved from the 

oscilloscope in a .isf extension to a .csv extension. The follow command should 

be executed in MS-Dos:  

cnvrtwfm -l -8- myfile.isf 

Executing this command will generate a file called myfile.csv 

It is highly recommended to use a batch file for numerous data files. An example 

of a batch file is shown in Figure 7.1. The batch file and files to be converted 

must be placed in the same folder as the ‘isf to csv’ script when being executed.    
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    @echo off 

cnvrtwfm -l -8- p-p-M10-25.isf 

cnvrtwfm -l -8- p-p-M10-50.isf 

cnvrtwfm -l -8- p-p-M10-70.isf 

cnvrtwfm -l -8- p-s-M10-25.isf 

cnvrtwfm -l -8- p-s-M10-50.isf 

cnvrtwfm -l -8- p-s-M10-70.isf 

cnvrtwfm -l -8- s-p-M10-25.isf 

cnvrtwfm -l -8- s-p-M10-50.isf 

cnvrtwfm -l -8- s-p-M10-70.isf 

cnvrtwfm -l -8- s-s-M10-25.isf 

cnvrtwfm -l -8- s-s-M10-50.isf 

cnvrtwfm -l -8- s-s-M10-70.isf 

Figure 8-1. Example of a batch file. A text editor (Notepad or Wordpad in 

Windows) can be used to create the batch file. The file extension of the file 

should be saved as .bat.   


