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#### Abstract

Recent developments in the theory of grain boundaries have been largely concerned with the development of sophisticated geometrical methods for describing the structure of (primarily) large-angle boundaries. This is necessary since the atomic structure and properties of a grain boundary depend, in general, on a large number of parameters. In the simplest case of a planar boundary nine parameters are required to characterize the boundary. The relative orientation of the crystals and the interface can be specified by 6 parameters while three are required to define the location of the boundary.

It is, therefore, evident that the investigation of the atomic structure and properties of a grain boundary is, generally, more complicated than that of a single crystal. It is the aim of this thesis to point out an approach facilitating this task. The proposed approach is based on symmetry considerations of grain boundaries. Such considerations can be employed for simplifying calculations of tensor analysis or quantum mechanics. However, in order to do this a comprehensive framework of symmetry classes is required.

In chapters 1 and 2 of this thesis the proposed approach and symmetry theory are outlined. The crystallographic model of a grain boundary is then developed in chapter 3. The discussion in this chapter indicates that the structure of a bicrystal requires a description not only of the arrangement of the atoms, but also of the inter-relation of the two crystals. The most complete description of the bicrystal symmetry can be given on the basis of the theory of two-coloured symmetry within the framework of the Shubnikov groups.


According to the crystallographic model the symmetry of a bicrystal can be obtained by superimposing the geometrical figures representing the symmetry groups of the two adjacent crystals. This examined in detail in chapter 4 where a group-theoretical method is derived for determining the symmetry resulting by the superposition of two point groups. The method is subsequently used (chapter 5) for the determination of the permissible symmetry groups of interfaces.

In the next two chapters the variation of the bicrystal symmetry with relative displacement of the adjacent crystals and the location of the interface is investigated. The extension of the symmetry considerations to interphase boundaries and to other planar crystal defects is esamined in chapter 8. In the same chapter the application of symmetry to the study of atomic structure and properties of interfaces is examined.

The final part of the thesis is concerned with the experimental investigation of the structure of twins in silicon using a special imaging technique in the transmission electron microscope. This technique allows rigid-body translations at twin boundaries to be revealed as stacking-fault-like fringes. Thus, the structure of the $\Sigma=3$, coherent and incoherent, twins is determined.
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## Chapter 1

INTRODUCTION

### 1.1 Objectives of the theoretical part

Grain boundaries play an important role in controlling physical properties of polycrystalline solids. On account of this, the structure of grain boundaries has been studied extensively in recent years (Chadwick \& Smith, 1976). Most of the work carried out has been based on sophisticated experimental procedures as well as making use of powerful tools of modern physics to investigate the structure and/or the properties of interfaces. The present work is intended to supplement rather than compete with the physically based literature. The approach is phenomenological and the questions which are asked are: how are different causes/effects inter-related; and, what mathematical similarities are there in the formulation and manipulation of different grain-boundary properties?

The relationship between cause and effect can be studied on the basis of Neumann's (1885) principle. This principle states that 'the symmetry elements of any (macroscopic) physical property of a crystal must include all the symmetry elements of the point group of the crystal'. This implies that any given physical property may possess a higher symmetry than that possessed by the crystal. What is mandatory is that it can not be of a lower symmetry than that of the crystal.

Neumann's principle has been extensively used for the study of single crystals. But its validity is more general; recently Pond \& Bollmann (1979) pointed out that Neumann's principle holds equally well for bicrystals. An immediate implication is that the symmetry of the class to which a particular bicrystal belongs determines the tyDe and extent of anisotropy exhibited by $a$ given bicrystal in resard to the (macroscopic) physical properties.

A given symmetry has the same effect on different physical properties represented by the same tensor irrespectively of their physical nature. In a bicrystal belonging to a particular class all physical properties represented by a tensor of the same kind and rank possess the same scheme of non-vanishing coefficients. Once the effect of various symmetries on the tensors of different ranks and types is worked out, all that is necessary to determine the effect of symmetry on a particular physical property is to establish the kind and rank of the tensor by which it is represented. The usefulness and convenience of such a broad classification and general treatment are thus apparent. In order to use tensor calculus, however, a comprehensive crystallographic framework is required. This is the aim of the theoretical part of this thesis.

### 1.1.1 Earlier work on interfacial symmetry

The symmetry of bicrystals ${ }^{1 *}$ has been studied by employing concepts from twomcoloured symmetry (Mokievskii \& Shafranovskii, 1957; Curien \& Le Corre, 1958; Curien \& Donnay, 1959), the theory of representations (Indenbom, 1960), the theory of two-sided infinite plane groups (Holser, 1958a) and the general study of crystal shapes (Mokievskii, Shafranovskii \& Afanas'ev, 1965; Shafranovskii \& Pis'mennyi, 1961; Shafranovskii, 1960; Mokievskii, 1968). The last three approaches, although using different concepts, are based on the same principle. The derivation of the symmetry classes is based on successive consideration of the crystal faces of simple form and the combination of them. However, this approach does not give the symmetry group of the bicrystal but only the symmetry of the interface; the atomic configuration along-

[^0] the section on which they are mentionec.
side the boundary plane is neglected.
Curien \& Le Corre (1958), on the other hand, have proposed that in twinning by merohedry or by reticular merohedry ${ }^{2}$ the symbolism of 'black--white' Shubnikov groups can be used to designate the various twin laws (see also Mokievskii, Shafranovskii, Vovk \& Afanas'ev, 1966). Thus every twin law gives the geometrical relationship between two crystals, a 'black' one and a 'white' one. It corresponds, therefore, to a colour--reversing symmetry operation (see section 3.3). Although generalized extensions of this approach have been proposed (Curien \& Donnay, 1959; Takeda, Donnay \& Appleman, 1967) its use has been restricted to twins only.

It was only recently that the symmetry of a general grain boundary was considered by Pond \& Bollmann (1979). They proposed, independently, the employment of the two-coloured symmetry classes for the classification of a general bicrystal. Moreover, they showed that a complete crystallographic framework can be established for the classification of the interfacial symmetry. Such a framework is determined in this thesis.

### 1.1.2 The present approach

The study of the interfacial symmetry is necessarily based on the already established theory of symmetry (see e.g. Weyl, 1952;Neuman, 1956; Coxeter, 1969). The latter provides schemes for the classification of the symmetry of any object; the various schemes are discussed in chapter 2. In order to establish which of these schemes are consistent with the interfacial symmetry a geometrical model is required. Such a model as well as the associated crystallographic concepts are developed in chapter 3.

An important concept introduced in connection with the geometrical modelling of a interface is the 'dichromatic complex'. This is the
configuration of two interpenetrating latticemomplexes, i.e. sets of points describing the space symmetry of the adjacent crystals ${ }^{3}$. The dichromatic complex, although a purely mathematical concept, permits:
(a) a comprehensive description of the interfacial symmetry in terms of the component crystals, and,
(b) it can be used for the determination of the various interfacial symmetries created by two given crystals in a given misorientation.

Having established the geometrical model attention is focused on the symmetry groups which are consistent with the geometry of either the dichromatic complex or the bicrystal. The point groups of the former can be established by bearing in mind that they correspond to symmetries created by the superposition of the point symmetries of the associated lattice-complexes. Thus, the determination of the point groups is carried out by employing the group-theoretical method given in chapter 4. This method enables the point symmetry created by the superposition of two point groups to be studied in terms of the misorientation of the two components. The application of this method shows that the point groups of the dichromatic complexes are isomorphic to the antisymmetry point groups and a list of all permissible point groups is given in section 4.3. Furthermore, the method permits the determination of the point groups of the dichromatic patterns ${ }^{4}$.

The conclusions reached in chapters 3 and 4 are subsequently used for the determination of the symmetry classes of dichromatic complexes and bicrystals. Tables covering all the possible cases as well as examples of particular cases are given in chapter 5. These tables are derived by assuming that the components of the dichromatic complex or bicrystal have a common oriœin. Eond \& Bollmann (1979) have shown,
however, that the symmetry of dichromatic patterns or bicrystals can be changed if their components are displaced relative to each other. This is discussed in chapter 6 where an analytical procedure is developed for the systematic study of such variations of the symmetry.

The remaining of the theoretical part deals with the symmetry of bicrystals created for a given dichromatic complex. Thus, it is shown in chapter 7 that both the point and/or the translational bicrystal symmetry can be determined in a systematic way. Also, it is proved that group-theoretical considerations can be used in a comprehensive manner for predicting some interesting features of the interfacial symmetry. The most important of these is the occurence of bicrystals with symmetry related structures (Pond \& Bollmann, 1979). The implication of such cases is aparent (see e.g. Pond, 1977) and indicates that considerations of the interfacial symmetry may yield a model of grain boundary structure. This is of considerable importance on the grounds that all the current grain boundary structural models are basically of geometrical nature as is discussed in the next section.

Footnotes 1: In effect, the treatment in the mentional papers refer to twin related crystals, a rather special case of bicrystals.

2: Twinning by 'merohedry' or by 'reticular merohedry' are terms introduced by Friedel (1926) but since his work is in French the English-speaking reader may find easier to refer to Cahn (1954) for a contemporary account of the development of the ideas involved.

3: For a detailed definition of the lattice-complex
and dichromatic complex see section 3.1. 4: A dichromatic pattern has been defined by Pond \& Bollmann (1979) as the configuration of two interpenetrating lattices.

### 1.2 Outline of grain boundary models

The development of grain boundary theories (i.e. models tending to explain the structure and/or the properties of grain boundaries) was necessarily parallel to advances in the understanding of the crystalline state. Thus, it was not until tine crystalline nature of metals was accepted that the first grain boundary theory was put forward (Ewing \& Rosenhain, 1901; Rosenhain, 1925; see also King \& Chalmers, 1949 for a review). The main disadvantage of the Rosenhain's 'amorphous cement' model was that it necessitated a thick grain boundary layer (see e.g. Desch, 1912; Ke, 1947; McLean, 1957).

Gough (1928) then suggested that a defined atomic arrangement at the grain boundary layer should provide a means of accommodating the change in orientation between the two crystals. This was extented by Hargreaves \& Hills (1929) who formulated gough's idea into the first theory of grain boundary structure related to the crystal lattice geometry ('transition-lattice' model). Burgers (1940) and Bragg (1940) subsequently described the boundary in terms of an array of dislocation lines accommodating the misorientation between the two crystals. Their proposals were confirmed by the observations of Lomer \& Nye (1952) and Vogel, Pfann, Corey \& Thomas (1953).

Around the same time several theories (Mott, 1948; Kê, 1949; Smoluchowski, 1953; Friedel, Cullity \& Crussard, 1953) were put forward but none was completely successful. Each was put forward to explain particular properties and, while having some quantitative success with
properties which it was put forward to explain, did not explain other properties. Thus, the majority of recent theories have been based on the suggestions of Bragg (1940) and Burgers (1940). The development of this model for low-angle boundaries was due to Frank (1950) who presented a formulae relating the angular misorientation of the two crystals to the Burgers vectors and spacings of dislocations required to produce that misorientation. Read \& Shockley (1950) used Frank's formula for the calculation of the energy of low-angle boundaries and their results showed good agreement with experimental results (Dunn, Daniels \& Bolton, 1950).

Brandon, Ralph, Ranganathan \& Wald (1964) and Brandon (1966) combined the dislocation array idea with the coincidence-site lattice (CSL) model of Friedel (1926) and Ellis \& Treuting (1951) ${ }^{1}$ in order to describe the structure of high-angle boundaries. Experimental evidence (see e.g. Kronberg \& Wilson, 1949) indicated that the CSL model provides a reasonable explanation of certain interfaces. However, more systematic experiments by Aust \& Rutter (1959) and Aust, Ferran \& Cizeron (1963) showed that not all the boundaries had the exact CSL misorientation, but that angular deviations up to $\pm 5^{\circ}$ from exact coincidence could be observed. It became, therefore, necessary to find a more general mathematical framework for expressing the concept of coincidence, and generalizing the ideas to include all possible misorientations. One way in which this problem may be approached has been developed by Bollmann (1970) and is the O-lattice theory.

Bollmann's model generalized the concept of coincidence to consider not just coincidence of lattice sites between crystals; but coincidence of equivalent points within two misorientated crystals. The O-lattice model enables a grain boundary dislocation structure to be
constructed for any boundary (see e.g. Warrington \& Bollmann, 1972; Christian, 1975; Smith \& Pond, 1976) and also enables the possible Burgers vectors of grain boundary dislocations to be obtained (Grimmer, Bollmann \& Warrington, 1974). However, the optimum structure as predicted by the 0-lattice is calculated from a purely geometrical consideration of the crystals making up the interface, and takes no account of the possibility of different interatomic interactions occuring in different materials with the same lattice type.

Relatively recently a number of papers ${ }^{2}$ were published concerned with computer simulation of the structure (and properties) of grain boundaries in an attempt to account for the influence of the interatomic interactions. These calculations show, to a greater or lesser extent, that coincidence boundaries display minima in the energy vs. misorientation curve.

Another feature obtained by preliminary computer simulation of grain boundary structures was revealed about 1967-1970 by Chalmers and co-workers whose work developed an alternative concept of coincidence. On the basis of these calculations, and subsequent work (see e.g. Pond, Smith \& Clark, 1974; Pond, 1975,1976; Pond, Smith \& Vitek, 1976), a new model of the structure of coincidence-related boundaries was proposed, in which the maintenance of a periodic structure in the interface is central, rather than the occupation of coincidence sites. It is still true, however, that coincidence misorientations produce lower energy interfaces than random ones, the misorientation being unaffected by the presence of a translation. Thus, it was proposed that the periodicity of boundaries between crystals in a CSL orientation remains of fundamental importance in defining the nature of grain boundary dislocations and the location of minima in the energy of grain boundary.

Footnotes 1: The identity between the two approaches was pointed


#### Abstract

out by Whitwhan, Mouflard \& Lacombe (1951). 2: See Hasson and co-workers (1970-1972c); Weins and co-workers (1969-1972b); Dahl and co-workers (1970 -1972b); Pond and co-workers (1976, 1979); Smith et al. (1977); Pond \& Vitek (1977); Bristowe \& Crocker (1975), and, Geary \& Bacon (1976).


### 1.3 Objectives of the experimental work

The aim of the experimental part of this thesis was to use transmission electron microscopy for analysing the structure of grain boundaries formed by CSL related crystals. This involved the determination of rigid-body translations at grain boundaries by using an imaging mode which allows them to be revealed as stacking-fault like fringes. This technique has been used for investigating the structure of twin boundaries in aluminium (Pond \& Smith, 1974), stainless steel (Pond, Smith \& Clark, 1974) and copper (Pond \& Smith, 1976). There are several reasons, such as easy specimen preparation, relatively simple structure, comparison with computer simulated grain boundary structure, which have contributed, at least in the initial stage, towards the application of the method to metals.

In this thesis, because of its technological importance, the material chosen was silicon. The significance of the grain boundary structure studies in this material can be unterstood by the following considerations. During the last years there has been an impact on terrestial use of solar cells. These are photovoltaic devices designed to convert sunlight into electric power. The advantages of solar cells lie in their ability to provide significant quantities of electrical energy from an inexhaustible resource without the problems of pollution or physical danger. However, the technology for photovoltaic conversion must
be further developed to make it economical viable for terrestial applications. The efforts in photovoltaic research are mainly concentrated on polycrystalline silicon cells. The primarily goal is the development and fabrication of low cost silicon base materials.

One of the key factors controlling the cost of terrestial silicon solar cell production is the process of growing silicon sheet. It is well recognized by now (Hovel, 1975; Palz, 1979) that the cost of silicon sheet has to be substantially reduced to meet the requirements of low-cost photovoltaic arrays. The current process of producing silicon sheet is entirely based on the conventional Czochralski ingot growth and wafering as practiced by the semiconductor industry. The order of magnitude reduction in cost required by low-cost silicon sheet can not be met by this current technology (Koliwan, Daud \& Liu, 1979). Clearly, alternative sheet growth processes are needed.

The prospects for significant cost reduction seem very good, particularly with the ribbon or polycrystalline silicon growth processes. The silicon obtained by these growth methods differs from that produced for semiconductor intergrated circuit applications. The low-cost silicon sheet is structurally and chemically less perfect; these imperfections are the direct result of the growth processes. Such imperfections may influence the electrical and/or mechanical properties of the material with immediate consequences in the solar cell performance. Grain boundary effects are probably the most important since can short circuit the junction or barrier, and often recombination velocities in the boundary are very high. The first contributes a low resistance and the second yields a low quantum efficiency. Potential barriers often exist at grain boundaries and these can add to the series resistance if the grains do not extend through the film.

The above considerations indicate the great importance of the study of the grain boundary structure in silicon. Most of the sheet methods produce a polycrystalline sheet where the majority of the boundaries are twins (Helmreich \& Seiter, 1979; Johan et al. 1979). Thus, the significance of knowing the structure of the twins is aparent. These considerations indicate the background in which the experimental work of this thesis lies. In chapter 10 the structure of the coherent and the $\Sigma=3,\{211\}$ twins is determined. The obtained structure is interpreted in terms of atomic bonding as well as in connection to results obtained by measurements of the electrical properties of appropriate specimens reported by other workers.

## Chapter 2

SYMMETRY OF OBJECTS

### 2.1 Classical symmetry ${ }^{1}$

Symmetry groups are sets of geometrical transformations (symmetry operations) which operating on an object leave it in a condition indistinguishable from its original condition. The classical theory of symmetry was originally developed in the publications of Fedorov (1949) and Schönflies (1891). Subsequently, numerous works (see e.g. Bravais, 1866; Niggli, 1919; Speiser, 1924) have been carried out leading to the establishment of a complete framework for the symmetry theory. This framework serves to classify any 1-, 2- or 3-dimensional object since any given object can possess one and only one combination of symmetry operations. These ideas were soon applied in fields such as geometrical crystallography, physical theory of crystal structures, the dynamical theory of crystal lattice and the theory of electron structure.

The conventional treatment for deriving the various symmetry classes is to consider initially the point groups (in 1-, 2- or 3-dimensions) and then to combine these symmetry operations with the appropriate translational symmetry. The symmetry of the obtained configuration of single points can be described by considering the concept of lattice--complex' (Gitterkomplex) introduced by Niggli (1919, 1924). A lattice--complex is the totallity of all points which can be derived from a given point, $x y z$, by the employment of all the point symmetry operations of a given spatial group ${ }^{2}$. The translation group is then applied to this point configuration so that an identical lattice is generated for all points equivalent to $x y z^{3}$.

A lattice-complex is, by definition, different from a lattice which is a periodic array of (mathematical) points specifying the translational
(but not the point) symmetry of the crystal. Thus, to each lattice--complex corresponds a lattice (which can be found if the translational group of the particular spatial group is considered); but the inverse is not always true. The lattice-complex and the lattice can be identical ${ }^{4}$ only for the cases where the particular spatial symmetry group belongs to the holosymmetric class of the crystal system.

The classification scheme of the theory of symmetry is based on the following principles. Firstly, the dimensions of the space 'in' which the object is considered restrict the kind of symmetry operations being consistent with the geometry of the object. For example, a one-dimensional object can not have any symmetry operation besides the transformations which leave the one-dimensional space invariant. Secondly, owing to the particular features of the object, particular geometric elements (point, line, plane, cell or some combination of them) are required to remain invariant under all operations ${ }^{5}$ of the symmetry groups in a class; the well-known distinction between point and space groups is an example.

The two principles mentioned above constitute the basis for a comprehensive classification of symmetry classes, namely, the 'dimensional' description of symmetry groups (Neronova \& Belov, 1961; Holser, 1961). This is an expression of the dimensions of space remaining invariant for each symmetry class. This is examined in appendix 2, whereas the classification of (classical) symmetry groups according to their dimensional description is given in table 2.1.1.

It is perhaps appropriate to give the full definitions of some of the classes appearing in table 2.1.1. The class of rod groups, $G_{3,1}^{1}$. for example, is associated with figures without singular points and planes but with a singular translation axis. On the other hand, the

TABLE 2.1.1
Dimensional description of (classical) symmetry classes for 1-, 2- and 3-dimensional systems

| Invariance | Symbol | No. of groups | Comments |
| :---: | :---: | :---: | :---: |
| 0 | $\mathrm{G}_{0}^{1}$ | 1 | (1) |
| 0,1 | $\mathrm{G}_{1,0}^{1}$ | 2 | 1-dimensional point groups (2) |
| 0,1,2 | $\mathrm{G}_{2,1,0}^{1}$ | 5 | (2) |
| 0,1,2,3 | $G_{3,2,1,0}^{1}$ | 16 | strip groups (3) |
| $\left.\begin{array}{l} 0,1,3 \\ 0,2,3 \end{array}\right\}(4)$ | $\left\{\begin{array}{l}G_{3,1,0}^{1} \\ G_{3,2,0}^{1}\end{array}\right.$ | 31 | two-sided, one-coloured rosette groups (5) |
| 0,2 | $\mathrm{G}_{2,0}^{1}$ | 10 | 2-dimensional point groups (6) |
| 0,3 | $\mathrm{G}_{3,0}^{1}$ | 32 | 3-dimensional point groups (7) |
| 1 | $\mathrm{G}_{1}^{1}$ | 2 | 1-dimensional space groups (7) |
| 1,2 | $\mathrm{G}_{2,1}^{1}$ | 7 | line groups in 2-dimensions (7) |
| 1,2,3 | $\mathrm{G}_{3,2,1}^{1}$ | 31 | two-sided, one-coloured band groups (8) |
| 1,3 | $\mathrm{G}_{3,1}^{1}$ | 75 | rod groups (line groups in 3-dimensions) (9) |
| 2 | $\mathrm{G}_{2}^{1}$ | 17 | 2-dimensional space groups (7) |
| 2,3 | $\mathrm{G}_{3,2}^{1}$ | 80 | layer groups (10) |
| 3 | $\mathrm{G}_{3}^{1}$ |  | space groups (Fedorov groups) (7) |

(1) Neronova \& Belov (1961); Niggli (1959)
(2) Niggli (1959)
(3) Nowacki (1960); Holser (1960)

TABLE 2.1.1-continued
(4) the equivalence of classes $0,1,3$ and $0,2,3$ is discussed by Holser (1961)
(5) Alexander \& Herrmann (1929); Weber (1929); Hermann (1929a); Heesch (1929)
(6) Niggli (1959); Mackay (1957)
(7) International Tables of X-ray Crystallography (1969)
(8) Speiser (1924); Belov (1956)
(9) Hermann (1929a); see also in International Tables of X-ray Crystallography (1969)
(10) Hermann (1929a); Alexander \& Herrmann (1929); Weber (1929)
symmetry of figures without singular points but with a singular plane (on which two non-parallel translation axes are present) is described by the layer class $G_{3,2}^{1}$.

The classes $G_{3,2,0}^{1}$ and $G_{3,2,1}^{1}$ (together with the $G_{3,2}^{1}$ ) are special cases of symmetry consistent with objects containing a singular plane. The former class corresponds to rosettes, i.e. to figures with a singular point and a singular plane. The other class mentioned above is the class of bands where a singular translation axis is considered in addition to the singular point and singular plane. It is of interest to notice that the class $G_{3,2,1}^{1}$ bears the same relationship to $G_{3,2,0}^{1}$ as the class $G_{3,1}^{1}$ to $G_{3,0^{\circ}}^{1}$. This can be seen in figure 2.1.1 which indicates the relationships between the symmetry classes mentioned above.

Footnotes 1: The nomenclature used in this thesis for denoting symmetry groups, elements and operations is outlined in appendix 1.

2: The term 'spatial symmetry groups' denotes symmetry groups where 1-, 2- or 3-dimensional translation symmetry is included in addition to point symmetry. Spatial symmetry groups should be distinguished from space symmetry groups since the latter involve combinations of point symmetry operations with 3-dimensional translation symmetry.

3: Obviously, it is possible to work in the converse sense and operate first with the translation group and then with all symmetry operations apart from those of the translational group.

4: Provided that an appropriate 'starding' point is considered for the lattice-complex.
5: This includes translations as well as operations of rotation and reflection.

## Figure 2.1.1

Schematic representation of the relationships among some symmetry groups.


### 2.2 Antisymmetry

Comparetively recently generalizations of symmetry have been developed. The most straightforward of these generalizations is the concept of antisymmetry (or two-coloured or Shubnikov symmetry) groups. This concept is now briefly examined.

### 2.2.1 Introduction of antisymmetry

The cocept of two-coloured symmetry is based on the ideas developed by Heesch (1930) and Shubnikov (1945, 1951). They worked out a theory of symmetry groups in which an operation interchanging black and white colours is considered in addition to the usual geometrical operations. In this respect, antisymmetry is the correspondence of faces, points or other crystallographic objects having some property denoted by a colour or sign, to other faces, points or objects symmetrically related in position, but having the same property with the opposite colour or sign.

Operations of antisymmetry transfer the object to a symmetrically related position and change its colour or sign. These are called colour-reversing operations (or antioperations) in contrast to the ordinary symmetry operations of the classical crystallography ${ }^{1}$. Thus, the antiidentity operation, for example, corresponds to the operation of changing the colour while keeping the object in its original position. Operations of reflection in a plane and colour-exchange or of inversion in an abritrary point and colour-exchange (successively performed) will be termed colour-reversing reflection (antireflection) or colour-reversing inversion (antiinversion) respectively.

Some of the antisymmetry operations are schematically represented in figure 2.2.1 with reference to (geometrical) transformations of oblique tetrahedra coloured either black or white. The tetranedra can

## Figure 2.2.1

Schematic representation of some antioperations are shown by using oblique tetrahedra which may point either upwards (a) or downwards (b). The antioperations shown are: colour-reversing mirror plane (c), two-fold colour-reversing rotation axis placed perpendicular to the plane of the diagram (d), two-fold colour-reversing rotation axis in the plane of the diagram (e), colour-reversing centre of symmetry (f), and a four-fold rotoinversion colour-reversing axis (g).

(a)

(b)

(c!
(d)
(f)


(e)

(g)
point either upwards (figure 2.2.1a) or downwards (figure 2.2.1b).

### 2.2.2 Groups of antisymmetry of finite objects

The consideration of colour exchanging operations in addition to the classical symmetry operations implies an increase in the number of permissible operations. Consequently, the number of antisymmetry point groups is also increased; it is appropriate to classify these groups into:
(1) the classical (or one-coloured) groups, i.e. groups where no colour-reversing operations are present,
(2) the grey (or neutral) groups obtained by additing the antiidentity operation to the generators of the classical groups, and,
(3) the black-white groups obtained by replacing some (but not all) of the ordinary operations present in the classical groups by the corresponding colour-reversing operations. These groups are isomorphic with the symmetry groups of polyhedra with two-coloured faces (Shubnikov, 1951).

The term 'two-coloured' groups is used in this thesis to denote the set of all (classical, grey and black-white) groups with a given dimensional description $G_{r, s, t^{2}}^{2}$

In the grey groups equal and opposite black and white objects are exactly superposed (see figure $2.2 .2 a$ and $c$ ), whereas in the black-white groups white objects are interchanged with black ones (figure 2.2.2b and d).

From the group-theoretical point of view to every classical point group ${ }^{2} G$ there corresponds a grey point group $M$, given by (see Koptsik, 1966; Bertaut, 1968; Boyle, 1969; Krishnamurti \& Gopalakrishnamurti, 1969; Schelkens, 1970; Sumberg et al. 1972):

## Figure 2.2 .2

Examples of transformation of classical (one-coloured) point groups into grey ( $a, c$ ) or black-white ( $b, d$ ) point groups.


$$
\begin{equation*}
\mathrm{M}=\mathrm{G}+\underline{\underline{C} G} \tag{2.2.1}
\end{equation*}
$$

where C is the operation of antidentity and the summation is to be understood in the Galois (1897) sense, i.e. as a juxtaposition of elements. Black-white groups, on the other hand, are defined by:

$$
\begin{equation*}
M(H)=H+\underset{Z}{C}(G-H) \tag{2.2.2}
\end{equation*}
$$

where $H$ is a halving subgroup of $G$, and G-H means the set of elements of $G$ that do not belong to $H$. A halving subgroup is defined as a subgroup of index 2 (i.e. it has half as many elements as $G$ ) and is, therefore, an invariant subgroup (Higman, 1955).

The two-coloured point groups, $G_{3,0}^{2}$ often called Heesch groups, were first derived by Heesch (1930) and later by Shubnikov (1951). In 1960 to 1965 two-coloured groups keeping as special (invariant) elements certain points, lines or planes (i.e. subgroups of $G_{3,0}^{2}$ ) were derived. To the known 158 Heesch groups were added the two-dimensional, two-coloured point groups, $G_{2,0}^{2}$ (Nowacki, 1960; Palistrant, 1965), the $G_{2,1,0}^{2}$ (Palistrant, 1965) and the $G_{3,2,1,0}^{2}$ (Shubnikov, 1962a-c) groups. The dimensional description of the two-coloured classes of symmetry groups is given in table 2.2.1.

### 2.2.3 Groups of antisymmetry of infinite figures

By passing from finite to infinite figures the possibility of translational symmetry must be considered in addition to the point symmetry operations. The combination of translations and colour exchange implies the occurence of colour-reversing translations (or antitranslations). An immediate consequence is that the number of lattices (i.e. the number of non-equivalent ways of arranging black and white points in the space) increases.

The derivation of the two-coloured lattices is based on the fundamental property of the colour translation; two consecutive colour

TABLE 2.2 .1
Dimensional description of two-coloured symmetry classes for 1-, 2- and 3-dimensional systems

| Invariance | Symbol | No. of groups | Comments |
| :---: | :---: | :---: | :---: |
| 0 | $\mathrm{G}_{0}^{2}$ | 2 | (1) |
| 0,1 | $G_{1,0}^{2}$ | 5 | two-coloured, 1-dimensional point groups |
| 0,1,2 | $G_{2,1,0}^{2}$ |  | (2) |
| 0,1,2,3 | $G_{3,2,1,0}^{2}$ |  | two-coloured strip groups (3) |
| $\left.\begin{array}{l} 0,1,3 \\ 0,2,3 \end{array}\right\}(4)$ | $\left\{\begin{array}{l}G_{3,1,0}^{2} \\ G_{3,2,0}^{2}\end{array}\right.$ | 125 | two-sided, two-coloured rosette groups (5) |
| 0,2 | $\mathrm{G}_{2,0}^{2}$ |  | two-coloured, 2-dimensional point groups (6) |
| 0,3 | $G_{3,0}^{2}$ | 122 | two-coloured, 3-dimensional point (Heesch) groups (7) |
| 1 | $G_{1}^{2}$ | 7 | two-coloured, 1-dimensional space groups (1) |
| 1,2 | $\mathrm{G}_{2,1}^{2}$ |  | two-coloured line groups in 2-dimensions (8) |
| 1,2,3 | $G_{3,2,1}^{2}$ | 179 | two-sided, two-coloured band groups (9) |
| 1,3 | $G_{3,1}^{2}$ | 394 | twomsided, two-coloured rod groups (10) |
| 2 | $G_{2}^{2}$ | 80 | two-coloured pattern groups (11) |

TABLE 2.2.1-continued

| Invariance | Symbol | No. of <br> groups | Comments |
| :---: | :---: | :---: | :---: |
| 2,3 | $G_{3,2}^{2}$ | 530 | two-sided, two-coloured <br> layer groups (12) |
| 3 | $G_{3}^{2}$ | 1651 | two-coloured space groups <br> in 3-dimensions (Shubnikov <br> groups) (13) |

(1) Neronova \& Belov (1961)
(2) Palistrant (1965)
(3) Shubnikov (1962a,b)
(4) the equivalence is discussed by Holser (1961)
(5) see appendix 3
(6) Nowacki (1960); Palistrant (1965)
(7) Heesch (1929); Shubnikov (1951); Koptsik (1966)
(8) Belov (1956)
(9) see appendix 4
(10) Neronova \& Belov (1961); Galyarskii \& Zamorzaev (1965); Shubnikov (1959)
(11) Heesch (1929); Cochran (1952); see also Shubnikov \& Koptsik (1974)
(12) Neronova \& Belov (1961); Palistrant \& Zamorzaev (1963)
(13) Heesch (1929); Zamorzaev (1953, 1957, 1962); Belov, Neronova \& Smirnova (1955, 1957); Koptsik (1966)
translations in one direction are equivalent to one uncoloured translation in the same direction. The two-coloured lattices are classified into:
(1) the classical, and,
(2) the black-white (or antitranslation) lattices.

Belov, Neronova \& Smirnova (1955) shown that in three dimensions there are 36 two-coloured Bravais lattices including the 14 classical but excluding a further 14 grey lattices.

The 1651 two-coloured space groups, $G_{3}^{2}$, were first derived by Zamorzaev (1953, 1962) and it was he who introduced the term 'Shubnikov groups'. The remaining classes of two-coloured symmetry groups were derived between 1929 and 1963; references for these groups are given in table 2.2.1.

Footnotes | 1: | Subsequently, the terms 'element of symmetry' or |
| ---: | :--- |
|  | 'symmetry operation' will be understood to include |
|  | elements or operations of antisymmetry respectively |
|  | (unless specifically is stated to be otherwise). |
| $2:$ | $G$ is not necessarily one of the 32 classical point |
|  | groups, but it can be any one-coloured point group |
|  | (Koptsik, $1966 ;$ Boyle, 1969). |

## Chapter 3 <br> CRYSTALLOGRAPHIC TREATMENT OF INTERFACES

### 3.1 A model of bicrystals

An interface is considered to be the surface separating two (semi-infinite) crystals differing in chemical composition and/or the orientation of their respective lattices. The geometrical relationships existing between the two crystals define the interfacial symmetry. This can be expressed by referring to the 'ideal bicrystal'.

### 3.1.1 The ideal bicrystal

An ideal bicrystal is defined as the assembly of two semi-infinite crystals (differing in chemical composition and/or the orientation of their lattices) separated by a geometrical plane, the interface. One of the two semi-infinite crystals is designated 'white' and the other 'black'; this designation is, however, quite abritary and there is no difference between a white and a black point except that they belong to different crystals.

The term 'ideal bicrystal' (or simply bicrystal) is used in this work to denote a strictly mathematical configuration ${ }^{1}$. This definition implies that:
(1) the interface is considered to be a unique plane in the bicrystal as it represents a surface of a two-dimensional mathematical discontinuity which may be associated with a sharp change in physical properties; and,
(2) an ideal bicrystal extends to infinity.

For symmetry considerations it is often advantageous to disregard the atomic structure of the adjacent crystals. The interface is, then, considered as the unique plane separating the black and white semi-infinite lattice-complexes ${ }^{2}$ (see section 2.1 for the definition of a lattice -complex).

### 3.1.2 Dichromatic complex

Furthermore, in some cases, depending on what is studied, the requirement of the unique plane can be relaxed. This is equivalent to allowing the black and white lattice-complexes to interpenetrate each other. The configuration so obtained consists of two differently orientated and/or different lattice-complexes and is called a dichromatic complex'. The introduction of this concept involves a significant simplification as far as the symmetry studies of bicrystals are concerned since their symmetry can be studied in direct relation to the symmetry of the component structure(s). Moreover, in this case the symmetry of a bicrystal corresponds directly to the correlative part of the dichromatic complex symmetry, i.e. a section of the spatial group taken at the interface position (this is examined in section 7.1).

### 3.1.3 Dichromatic pattern

It must be mentioned that the term 'dichromatic complex' is to be distinguished from the concept of the 'dichromatic pattern' introduced by Pond \& Bollmann (1979). They defined the dichromatic pattern as consisting of two interpenetrating ${ }^{3}$ lattices. In the remaining of the thesis the term dichromatic complex is considered to include the dichromatic pattern concept as well, unless it is specifically stated to be otherwise.

The dichromatic pattern provides a comprehensive skeleton for the construction of an ideal bicrystal. This is because, once the boundary plane is fixed in the dichromatic pattern the appropriate bases may be filled at the sides of the white lattice on the one side of the boundary and at the sides of the black lattice on the other side. As soon as the interface is realized the remainer of the lattices lose their meaning.

The difference between dichromatic patterns and dichromatic
complexes is illustrated in figure 3.1.1. This shows (figure 3.1.1a) the dichromatic complex formed between two diamond-structure-type lattice-complexes (they are related by the CSL rotation [001]/36.9 ${ }^{\circ}$ ). In this particular case the associated dichromatic pattern is formed by two f.c.c. lattices (figure 3.1.1b) in the same misorientation relationship.

The above example indicates an alternative procedure for obtaining the dichromatic complex. Thus, it is obtained by locating appropriate sets of points to each lattice position of the dichromatic pattern (in the correct orientation). It is, therefore, clear that the dichromatic complex has the same periodicity as the associated dichromatic pattern.

### 3.1.4 Degrees of freedom of an interface

The relative position of the two crystals across an interface is fully described, without any particular reference to an interfacial structure model, by determining:
(1) the misorientation relationship ${ }^{4}$.
(2) the relative translational position of the two crystals, and,
(3) the orientation of the interface plane.

The white lattice-complex is considered fixed in space and is used as reference. Any misorientation present is considered ${ }^{5}$ to arise from the appropriate movement and/or rotation of the black lattice-complex. Following Seitz $(1936)^{6}$ the symbol $\left.\left\{R^{\prime} / t \underline{t}\right\}=\{(h k l] / \theta) ' / t\right\}$ is introduced for describing the relative position and misorientation of the two components. The $R^{\prime}=([h k l] / \theta)^{\prime}$ means that a lattice-complex originally coincident with the white lattice-complex and with the same colour is rotated by an angle $\theta$ about [hkl] (using the coordinate system of the white lattice-complex) and subsequently undergoes colour reversal from white to black ${ }^{7}$ and a shift characterized by a vector $t$ (which is

## Figure 3.1.1

Schematic representation showing the difference between a dichromatic complex and a dichromatic pattern:
(a) (001) projection of a dichromatic complex formed by two lattice-complexes of the diamond-structure type in [001]/36.9 $9^{0}$ misorientation
(b) (001) projection of a dichromatic pattern formed by two f.c.c. lattices in [001]/36.9 $9^{\circ}$ misorientation

> Key: Open symbols: positions of the white lattice/lattice-complex Filled symbols: positions of the black lattice/lattice-complex Large circles: in the plane of the paper Small circles: $\pm a / 2$ out of the paper Large squares: $+a / 4$ out of the paper Small squares: $+3 a / 4$ out of the paper

(a)

(b)
the displacement of the black lattice-complex away from the neutral origin position).

For dichromatic complexes constructed by a given lattice-complex six geometrical degrees of freedom are required for specifying the misorientation relationship between the black and white components. Three degrees of freedom are associated with the specification of the axis, [hll], and angle, $\theta$, of rotation; the other three degrees are required for the specification of $t$. Two additional degrees of geometrical freedom: are associated with the specification of the interface plane, $u=[p a r]$, when a bicrystal is constructed.

### 3.1.5 Manufacture of an ideal bicrystal

To manufacture an ideal bicrystal it is, therefore, necessary (Pond \& Bollmann, 1979):
(1) to obtain tine appropriate dichromatic pattern,
(2) to specify the orientation of the boundary plane, and,
(3) to locate the appropriate bases (atomic motifs) at the sites of the white lattice on the one side of the boundary and at the sites of the black lattice on the other.

The above developed model was derived by bearing in mind a general (grain or interphase) boundary. The considerations in the remaining of this work, however, are restricted to grain boundaries (unless specifically is stated to be otherwise). This means that the two lattice-complexes are considered to be identical and the grain boundary is considered as the planar surface separating them. Interphase boundaries will be considered separately in section 8.2 .

Footnotes 1: This means that imperfections such as dislocations on the interface or in either of the crystals, atomic relaxation or stress movements are not considered. This immediately yields that symmetry changes
introduced by such deviations from the normal configuration are not included in the considerations of this thesis.

2: It is hoped that the advantages of this formulation will become apparent in due course.

3: The fact that a lattice is, by definition, infinite does not necessarily involves that the two lattices are interpenetrating, since they can be considered to be 'in' different metric spaces.

4: The misalignment between the two components of a bicrystal (or a dichromatic complex) will be called its misorientation relationship (or simply misorientation).

5: This treatment refers, obviously, to grain boundaries only; for the case of interphase boundaries a similar procedure can be devised (see section 8.2).

6: The original paper is written in German; for an English translation see Cracknell (1968).

7: Obviously, it is possible to work in the converse sense and operate first the colour reversal and then the rotation $[h k .1] / \theta$.

### 3.2 Crystallographic definitions for interfaces

Dichromatic complexes and bicrystals are 'objects' in the sense of the theory of symmetry. This means that they possess spatial and/or point symmetry. The function of this section is to deduce the symmetry terminology relevant to the study of interfaces.

### 3.2.1 Dichromatic point groups

A dichromatic point group ${ }^{1}$ is a group in the mathematical sense containing symmetry operations (being consistent with each other and with the dichromatic complex geometry) which leave one point of the dichromatic complex unmoved.

The dichromatic point groups can be established in a way similar to that used in classical crystallography for deriving the 32 point groups. This procedure is based on the determination of the set of
symmetry operations being consistent with the dichromatic complex geometry. This imposes limitations upon the permissible symmetry elements. The point groups are then determined by considering oombinations amongst the symmetry elements so obtained.

Alternatively, the dichromatic point groups can be determined directly in a far more elegant and comprehensive way. The deviation method is based on the fact that a dichromatic complex is, by definition, the configuration of two interpenetrating lattice-complexes (section 3.1). Accordingly, the dichromatic point symmetry is expressed by the point group obtained by the superposition of two identical point groups (in the appropriate misorientation). In this respect the dichromatic point groups can be determined by applying the group-theoretical method which is developed in chapter 4.
3.2.2 Bicrystal point groups

A bicrystal point group is a group in the mathematical sense containing symmetry operations (being consistent with each other and with the bicrystal geometry) which leave one point of the bicrystal unmoved.

The bicrystal point groups can be determined by either establishing the permissible symmetry operations and then investigating combinations between them or by considering the relationship between dichromatic complexes and bicrystals. The former procedure is preferable since the existing crystallographic framework can be directly used for establishing the combinations of symmetry elements.

The alternative procedure is based on the considerations given in section 7.1 where it is shown that the bicrystal point groups are obtained by considering each one of the dichromatic point groups. For the particular point group a sectional plane (corresponding to the
interface plane) is employed and the resulting symmetry is investigated by varing the orientation of the sectional plane. This method, although not very useful for a general study of the bicrystal point groups, can be used for determining the groups associated to a particular dichromatic complex.

> Footnote 1: The term 'dichromatic point group' is not to be confused with the 'two-coloured group' term referred to in section 2.2 (note that Belov, Neronova \& Smirnova (1955, 1957) used the term 'dichromatic groups' when referring to the antisymmetry groups).

### 3.3 Crystallographic framework

As Pond \& Bollmann (1979) pointed out the symmetry of both the dichromatic complexes and bicrystals can be classified according to the established framework of the theory of symmetry (see chapter 2). This is examined here by using the dimensional description of symmetry classes. But before doing so, the significance of employing antisymmetry classes is briefly considerea.

### 3.3.1 Antisymmetry classes of interfacial symmetry

Dichromatic complexes and bicrystals were introduced as sets of white and black points. The designation of white and black is quite abritrary and there is no difference between a white and a black point except that they belong to different lattice-complexes. As far as the symmetry is considered, the question arises of the possible symmetry types (groups) of the white/black point distribution.

Let $\underline{\underline{C}}$ be the transformation reversing the colours of points. The problem of determining the possible types of dichromatic complex or bicrystal symmetry is the construction of all possible groups containing
besides the usual (geometrical) transformations the symmetry operations obtained by combining the latter with the transformation C. This problem has been extensively considered by Shubnikov and co-worlcers who have shown that these groups form the antisymmetry classes (see section 2.2).

### 3.3.2 Classes of dichromatic complexes

Dichromatic complexes are three-dimensional objects and, hence, their symmetry classes are considered 'in' the three-dimensional space. This means that all the symmetry classes of dichromatic complexes must have three-dimensional highest invariance, i.e. only classes with dimensional description $G_{3, t}^{2}$ must be taken into account.

In order to establish further the symmetry classes of dichromatic complexes, the dimension of the lowest invariance, which each symmetry class must possess, has to be determined. This is, in fact, equivalent to establish the number, $n$, of non-paraller translational axes present in the dichromatic complex. In practical terms, the determination of the number $n$ fixes the index $t$ in the symbol $G_{3, t}^{2}$.

Pond \& Bollmann (1979) have shown that dichromatic patterns can have translational symmetry in zero-, one-, two- or three-dimensions. The same holds for dichromatic complexes (see section 3.1). Non-periodic dichromatic complexes are obtained by rotations of the black lattice-complex about a singular point, the common origin. The symmetry class, $G_{3,0}^{2}$, of dichromatic complexes with singular points contains the two-coloured point groups (see table 2.2.1). these groups are often called Heesch groups and a complete list is given by Shubnikov \& Koptsik (1974).

Dichromatic complexes containing a singular line and, hence, exhibiting one-dimensional periodicity are formed only when the rotation axis [hkl] is rational. On the other hand, dichromatic complexes with
two-dimensional translational symmetry contain a singular plane and occur only for non-cubic lattices (or where the component lattices have different lattice parameters or Bravais classes). The symmetry groups of dichromatic complexes with one- or two-dimensional translations while transforming the three-dimensional space into itself keep a singular line or plane respectively invariant. Thus, the symmetry classes for dichromatic complexes with one or two (non-parallel) translation axes are those of two-coloured rod groups, $G_{3,1}^{2}$, or layer groups, $G_{3,2}^{2}$, respectively. Complete lists of two-coloured, twomsided rod and layer groups have been published by Neronova \& Belov (1961).

Finally, three-dimensional periodic dichromatic complexes arise from rotations [hkl]/ $\theta$ leading to coincidence site lattices. The symmetry of the dichromatic complexes with singular lattices correspond to the two-coloured class $G_{3}^{2}$, and, hence, these complexes are classified by using the two-coloured space groups. These groups are also called Shubnikov groups and a complete enumeration was published by Belov, Neronova \& Smirnova (1955). This list, however, contains a number of misprints and errors. Corrections pointed out by Donnay, Belov, Neronova \& Smirnova (1958) and a consistent table was published by Belov, Neronova \& Smirnova (1957).

The discussion above has been tactically confirmed to crystallographic groups only. Attention is now directed briefly to non-crystalloEraphic classes. As mentioned by Pond \& Bollmann (1979) 8- anc 12-fold axes can be created by appropriate rotations [hkl]/ $\theta^{1}$. Therefore, $8 \infty$ and 12-fold rotation or rotoinversion axes have to be considered in addition to crystallographic axes in the case of onewdimensional periodic dichromatic complexes (see section 4.3). Moreover, the associated non-crystallographic point groups are also included in the considera-
tions since they describe the point symnetry of dichromatic complexes with one-dimensional translational symmetry ${ }^{2}$.

### 3.3.3 Symmetry classes of bicrystals

Bicrystals are three-dimensional objects containing a singular plane, the interface. The presence of the singular plane introduces further restrictions as far as the symmetry classes of bicrystals are concerned since this plane must be invariant under any operation of the bicrystal symmetry group. Consequently, except for the three-dimensional highest invariance, the bicrystal classes must possess a two-dimensional invariance as well. Thus, the bicrystal classes have a dimensional description of the form $G_{3,2, t}^{2}$.

The singular plane of the bicrystal classes need not be polar ${ }^{3}$. i.e. the 'front' and 'back' sides of the plane need not be different. Examples of non-polar boundary planes are growth twins in Ge, Si or deformation twins observed in various metals. On the other hand, in the (110) twin in aragonite as illustrated by Bragg \& Claringbull (1965) (see also section 5.4) the boundary plane is not the same on both sides; it contains a glide plane first noted by Donnay (1954).

The polar character of interface planes was first treaded theoretically for the case of twins by Schaacke (1938) at about the same time that the first case (Baveno twin in fieldspar) was recognized by Bragg (1937) (see also section 5.4). Therefore, it is necessary to consider symmetry groups known as two-sided groups (Shubnikov \& Koptsik, 1974\%. The two-sided character of the groups involves that transformations making the two sides coincide with each another are permitted; and, hence, the two-sided groups include the polar as well as the non--polar plane classes.

The boundary plane might exhibit zero-, one-, or two-dimensional
translational symmetry (Pond \& Bollmann, 1979). In the case of non-periodic bicrystals the symmetry group transforms both the three-dimensional space and the unique plane into themselves and at the same time keeps the singular point invariant. Thus, non-periodic bicrystals belong to the symmetry class $G_{3,2,0}^{2}$ which is the two-sided, two-coloured rosette class. A complete list of the two-sided, two-coloured rosette groups is derived in appendix 3.

If one-dimensional periodicity is present on the interface the symmetry group must leave a singular line as well as the two- and three-dimensional spaces invariant. Consequently, bicrystals with one-dimensional periodicity are classifified in terms of two-sided, two-coloured band groups, $G_{3,2,1}^{2}$. The complete list of these groups is derived in appendix 4. Finally, bicrystals with two-dimensional translational symmetry are described by the symmetry class of two-sided, two-coloured layers, $G_{3,2}^{2}$ (Neronova \& Belov, 1961).

In concluding it should be noticed that in this section the deviation of the symmetry classes for dichromatic complexes and bicrystals is based on the dimensional description of the various symmetry classes. However, not all the groups of the symmetry classes mentioned above are permissible for dichromatic complexes and bicrystals. This is because of the special features possessed by both dichromatic complexes and i.icrystals. This is the subject of chapter 5.

Footnotes 1: The formation of non-crystallographic symmetry elements is examined from the group-theoretical point of view in section 4.3 .
2: It should be noticed that non-periodic dichromatic complexes (i.e. complexes obtained by rotations of the black component about a non-rational direction)
can not possess an 8 - or 12-fold axis.
3: A plane is called polar if its two surfaces are not (physically) equal to one another; in other terms, a polar plane has a 'front' and a 'back' side.

## Chapter 4 <br> SUPERPOSITION OF SYMMETRIES

## Introduction

As was mentioned earlier the dichromatic point group can be determined by considering the superposition of two (classical) point groups in the correct misorientation. The symmetry created by such a superposition can be investigated by the group-theoretical method presented in this chapter.

The basis of the method is the geometrical interpretation of the Neumann-Curie principle outlined in section 4.1. The discussion in this section indicates the qualitative approach for studying the superposition of two point groups. The conclusions reached are subsequently used (section 4.2) for a formulation of the principle in terms of the group theory postulates.

The quantitative approach has been developed having in mind the particular connection with the dichromatic point groups. In view of this the group theoretical expressions yield a procedure enabling the study of the symmetry of the superposed point groups as a function of the misorientation relationship. Consequently, the method developed allows a systematic study of all the permissible dichromatic point groups. The method is applied in chapter 5 where tables containing all the permissible point groups for the dichromatic complexes are determined.
4.1 The principle of composite systems

The aim of this section is to analyze the relationship between the point symmetries of a composite and its components. Such a relationship is governed by the 'principle of the superposition of the symmetry groups'
(Neumann, 1885; Curie, 1894, 1908) which states that the symmetry group of two (or more) objects, regarded as a whole, is the highest common subgroup or the lowest common supergroup of the symmetry groups of the components.

This principle extented to physical properties constitutes the fundamental concept in the field of physical applications of the symmetry theory. For the purposes of the present work, however, a simple geometrical interpretation of the principle is adequate.

### 4.1.1 The geometrical interpretation of the Neumann-Curie principle

Consider the simple case of superposition of the symmetries of a cube (group $m 3 m$ ) and a tetragonal prism (group $4 / m m m$ ), where their centres of gravity and four-fold axes coincide. In this particular example the composite symmetry will be either $4 / \mathrm{mmm}$ (if the planes of symmetry of the two figures coincide) or $4 / \mathrm{m}$. This result can be expressed in the general way by stating that the combination of two (or more) geometrically different figures ${ }^{1}$ into a composite will comprise only those symmetry elements which are common to all components. The symmetry group of the composite is in this case the common subgroup (including the trivial cases) of the symmetry groups of the components.

A composite with symmetry higher than that of the components can be formed if identical components are considered. In the case of a regular hexagon composed of equlateral triangles, for example, the symmetry of the whole ( 6 mm ) is higher than the symmetry of the components (3m). Thus, if the components are identical then the symmetry group of the composite may be a supergroup of the symmetry group of the components.

### 4.1.2 Kinds of symmetry operations created by superposition of point groups

A necessary condition imposed by the Neumann-Curie principle is that the relative position of the components must be taken into account in order to determine the symmetry operations of the composite. A immediate consequence of this condition is illustrated by the following example.

Consider figure 4.1.la which shows separately two components with symmetry 4 in mirror orientation. When they are superposed (figure 4.1.1b), so that they have the same origin, the 4-fold axes of the separate individuals coincide, and, hence, the composite has also a 4-fold axis. But when superposed, there is further symmetry in the composite: any part on the left, say, of one component is related to a similar point on the right of the other component by the symmetry operation which relates the two components. Therefore, the composite has the common symmetry of the individuals augmented by the operation of the mirror reflection.

The above example indicates that it is possiple for the composite to contain a symmetry element created not by the coincidence but by the appropriate orientation of symmetry elements of the components. Thus, the requirement to account for the relative position of the symmetry operation of the components leads to the above mentioned important aspect of the composite symmetry. This is of great importance in the case of dichromatic point groups.

Referring to dichromatic complexes rotation of the black lattice -complex relative to the white one creates a dichromatic complex with symmetry generally different to that of the white or black lattice-complex. This is because:

Figure 4.1 .1
Superposition of two equivalent components. In (a) the components, each exhibiting symmetry 4 , are shown in a mirror orientation. The composite obtained by their superposition (b) exhibits symmetry 4 mm 。
(a)

(b)

(a) symmetry elements parallel, after rotation, to one another, in both the white and black lattice-complexes, are conserved
(b) symmetry elements of the lattice-complexes not parallel after rotation are suppressed; yet they can give rise to colour-reversing operations present in the dichromatic. complex.

According to the above discussion it is straightformard to predict the symmetry of the dichromatic complex when the white and black lattice -complexes are given and the misorientation between them is known (see appendix 5). However, for a systematic study of the dichromatic classes an analytical method simplifies the task a great deal. This method allowing the study of the symmetry variation with the misorientation relationship and/or the component symmetry is particularly useful for components with high symmetry (for example cubic groups).

Footnote 1: Two figures are geometrically different if they can not be converted into one another by transformations of motion and/or similarity. They are also called non-equivalent objects.
4.2 Group-theoretical formulation of the superposition of symmetries

In the previous section a qualitative approach of the Neumann-Curie principle was discussed. For the systematic study of the dichromatic point groups it is, however, necessary to have a quantitative expression and this is the subject of the present section.

The following notation is introduced. Let both the white and black lattice-complexes exhibit a symmetry described by a point group $G_{0}$ of order $r_{w}$ and elements $\underline{\underline{g}}_{i}$. The group of the white and black lattice--complexes are designated $G_{w}$ and $G_{b}$ respectively and they have the same order and elements as $G_{0}{ }^{1}$. Operation of the symmetry transformations
$g_{i}$ on a general point gives all the general points of the point group Go (see appendix 5). Therefore, before rotation the general points expressed relative to the white system are given by $\underline{g}_{i} \underline{x}$, where $\underline{x}$ is the position vector of the 'starting' point.

When the black lattice is rotated by [hkl]/ $\theta$, two sets of points are present, namely, the sets of white and black points. Thus, the number of points is doubled and their positions (relative to the white coordinate system) are $\underline{g}_{i} x$ (white points) and $\operatorname{Rg}_{i} x$ (black points), where $R^{2}$ is the matrix describing the vector transformation of the black lattice-complex. Moreover, while the symmetry operations of $G$ are $g_{i}$ " those of $G_{b}$ are expressed relative to the white coordinate system by $\underline{R g}_{i} R^{-1}$ (see e.g. Eisenhart, 1933).
4.2.1 Ordinary symmetry operations

Any ordinary symmetry operation in the dichromatic point group relates two points of the same colour; this operation must relate pairs of white as well as black points. Moreover, this symmetry operation must be common in the white and black point groups, since none of the black and white configurations are altered but only their orientation is changed during the rotation. Therefore, the necessary and sufficient condition that an ordinary symmetry operation is present in the dichromatic point group is that identićal elements of $G_{w}$ and $G_{b}$ are coincident ${ }^{3}$.

Consequently, the ordinary symmetry operations in the dichromatic point group are those elements of $G_{0}$ which satisfy the relation:

$$
\begin{equation*}
\mathrm{g}_{\mathrm{i}}=\mathrm{Rg} \mathrm{Rg}_{\mathrm{m}} \mathrm{R}^{-1} \tag{4.2.1}
\end{equation*}
$$

where ${\underset{\mathrm{g}}{\mathrm{i}}}$ and $\mathrm{g}_{\mathrm{i} j}$ are expressed relative to the coordinate system of the white lattice-complex.

Now, let $D_{0}$ be the set of elements of $G_{0}$ for which relation (4.2.1)
holds. In appendix 6 the following theorem is proved:

Theorem 4.2.1: The ordinary symmetry operations of the dichromatic point group form a subgroup (including the trivial ones) of the point group of the white (and black) lattice-complex.

The elements of the subgroup $D_{0}$ are denoted by $h_{i}$. This theorem immediately yields (see appendix 6):

Theorem 4.2.2: The order of the dichromatic point group (r) is equal to $2 / k$ times the order of the white point group $\left(r_{w}\right)$, where $k$ is an integer.

A consequence of the last theorem is that only symmetry operations of order equal to or less than twice the order of the point group $G_{0}$ can be present in a dichromatic point group. The equality, however, holds only when the dichromatic point group is a cyclic one (see e.g. Cornwell, 1969).

### 4.2.2 Colour-reversing symmetry operations

Attention is now focused on the colour-reversing symmetry operations.
Theorem 4.2.1 propounds that the general points of the dichromatic point group are as follows:
white points: $\{\underset{=1}{h} \underset{1}{w}, \underset{=2}{h} w, \cdots, \underset{z=}{h} \underset{0}{w}\}$

where $w$ and $b$ are the white and black 'starting' points respestively, and $h_{i}\left(i=1,2, \ldots, r_{0} ; r_{0}\right.$ being the order of $\left.D_{0}\right)$ are the elements of the group $D_{0}$.

The relation between $w$ and $b$ can be found if it is born in mind that the black points are obtained by a rotation of the white ones.

Thus, $\underline{b}=\operatorname{Rg}_{k} \underline{w}$, where $g_{k}$ is a symmetry operation of $G_{0}\left(g_{k}\right.$ could be an element of $D_{0}$ or not). Therefore, the above sets can be written as:


Any colourwreversing symmetry element of the dichromatic point group must relate a white and a black point of the above sets. Therefore, the colour-reversing operations are given by:
(in view of the fact that the relation (4.2.1) can be written as


The set of the colour-reversing operations $C_{m}$ is denoted by $D_{C}$. The conditions under which the set of symmetry operations $D=D_{0}+D_{c}$ forms a group are examined in appendix 7. For reacons that will be made clear immediately below two cases were considered in appendix 7 , mainly, the 'doubled symmetry' and the 'single symmetry' cases.

In the former case the colour-seversing elements are given by $\underset{=a}{C}=\underset{a}{h}{\underset{\sim}{r}}^{-1}$ and the proof given in appendix 7 immediately yields:

Theorem 4.2.3: A dichromatic point group of order $2 r_{0}$ is formed by any rotation $\underset{\sim}{R}$ such that (a) $\mathrm{Rg}_{1} \mathbb{R}^{-1}=\mathrm{g}_{2}$ for any two elements $g_{1}{ }^{\circ} \mathrm{g}_{2}$ of $G_{0}$ and,
(b) $\frac{R R}{\underline{N}}=g_{3}\left(g_{3} \in G_{0}\right)$.

Also, for any $\underset{\sim}{R}$ satisfying the above theorem it follows that: Theorem 4.2.4: In the doubled symmetry case the ordinary elements of the dichromatic point group are
all the operations of the group $G_{0}$. whereas the colour-reversing symmetry operations are given

For the single symmetry case, where the colour-reversing elements are given by a relation of the form $C_{a}=g_{d} R^{-1}$ with $g_{g} \in\left\{G_{0}{ }_{0} D_{0}\right\}^{5}$ the fulfilment of the group postulates (see appendix 7) gives the following:

Theorem 4.2.5: In the single symmetry case a dichromatic point group is formed for any rotation $\underset{\sim}{R}$ which satisfies the relation $g_{1}=\mathrm{Rg}_{1} \frac{\mathrm{R}}{\mathrm{E}}$ for all the elements of $D_{2}$ (where $D_{2}$ is a factor 2 supergroup of $D_{0}$ and at the same time a subgroup of $G_{0}$ ). The ordinary elements of the dichromatic point group are the elements of the group $D_{0}$ and the colour-reversing operations are given by $g_{i k=}^{R^{-1}}$ with $g_{g} \in\left\{D_{2}-D_{0}\right\}^{6}$.
4.2.3 Group-theoretical expression of the dichromatic point groups If the rotation $\underset{=}{R}$ (obtained from either theorem 4.2.3 or 4.2.5) is equal to a symmetry operation of the white point group, i.e. $\underset{=}{R}=\underline{\underline{g}}_{i}$, then the relation $\mathrm{Rg}_{1} \stackrel{\mathrm{R}}{ }_{-1}^{=} \mathrm{g}_{2}$ holds for all the elements of the white point group. Consequently, this case corresponds to complete coincidence of the white and black point groups and, hence, the dichromatic point group is a grey point group isomorphic to the white point group (see section 2.2). This is expressed as follows:

Theorem 4.2.6: Rotations $\underset{=}{R}$ being equal to a symnetry operation of the white point group yield a dichromatic complex with symmetry of the grey point group

$$
\begin{aligned}
& D=D_{0}+1^{\prime} D_{0} \text { (where } 1^{\prime} \text { is the antiidentity ope- } \\
& \text { ration. }
\end{aligned}
$$

For other rotations obtained according to theorem 4.2 .3 or 4.2 .5 the dichromatic point group is isomorphic to a two-coloured point group (see below). Any other rotation yields a dichromatic point group being isomorphic to $G_{0}$ or to the point group 1:

Theorem 4.2.7: For all the rotations $\underset{\sim}{R}$ which satisfy theorem 4.2 .3 or 4.2 .5 and are not symmetry operations of $G_{0}$ the dichromatic point group formed is given by $D=D_{0}+I^{\prime}\left(D_{2}-D_{0}\right)$ where $D_{0}$ is equal to $G_{0}$ (doubled symmetry case) or a subgroup of $G_{0}$ (single symmetry case).

For the doubled symmetry case the rotation $\underset{\underset{x}{R}}{R}$ is determined from the equation $\underline{\underline{R R}}=\underline{g}_{i}$. Therefore, it can easily be shown that:

Theorem 4.2.8: If the point group $G_{0}$ contains a symmetry rotation $\theta$ about a direction [hkl], then the rotation $\theta / 2$ (and its symmetrical equivalent) about the direction [hkl] give rise to a dichromatic point group of order twice the order of $G_{0}$.

A special case of this theorem is the following rule given by Pond \& Bollmann (1979): "colour-reversing rotation axes, $U$ ', arise when two ordinary U/2-fold rotation axes are coincident and $\theta$ is $2 \pi / U^{\prime \prime}$.

Until now the rotation R has been assumed to be a proper rotation. However, this is the case for a (centrosymmetrical) lattice. If no centre of symmetry is present in the lattice-complex then improper rotations must be considered as well ${ }^{7}$. The rotation is, then, expressed as Ri, where $\underset{=}{i}$ is the (ordinary) inversion operation and the colour-reversing
 case).

Footnotes 1: The elements of $G_{0}$ have the same orientation as those of $G^{w}$.
2: $R$ is to be considered as a rotation and a colour--reversing operation consequentively applied.
3: This implies, of course, that the elements of $G$ and $G_{b}$ are expressed relative to the same coordinate system.
4: The summation is to be understood in the Galois (1897) sense, i.e. as a juxtaposition of elements.
5: $\left\{G_{0}-D_{0}\right\}$ is the set of elements of $G_{0}$ which do not belong to $D_{0}$.
$6:\left\{D_{2}-D_{0}\right\}$ denotes the set of elements of $D_{2}$ which do. not belong to $D_{0}$.
7: This obviously refers to dichromatic complexes but not dichromatic patterns.

### 4.3 Point groups obtained by the superposition of two identical point

## groups

The group theoretical considerations given in the previous section allow the determination of all possible dichromatic point groups obtained by the superposition of two identical point groups. The main function of this section is to outline the procedure for this determination.

### 4.3.1 The procedure

For a given white group $G_{w}$ with elements $g_{i}\left(i=1,2, \ldots, r_{w}\right)$ both the doubled and the single symmetry cases have to be considered. In the former case the conditions for forming a dichromatic point group are given by theorems 4.2.3 and 4.2.4. Consequently, for every element $\underline{\underline{g}}_{1}$ a rotation $R_{i}$ is determined by solving the equation

$$
{ }_{=1}^{R} \mathbb{R}_{=i}=\underline{g}_{i}
$$

(in fact ${\underset{\sim}{Z}}_{i}$ is obtained by applying theorem 4.2.8). However, not all of these rotations correspond to a dichromatic point group. This is because, according to theoren $4.2 .3, \mathrm{R}_{\mathrm{i}}$ must additionally leave the $G_{0}$
 and $i \neq j$. The number of $\mathrm{R}_{\mathrm{i}}{ }^{\prime}$ s fulfilling the later requirement can be further reduced by rejecting rotations ${\underset{E}{E}}^{R_{i}}$ being equivalent to a symmetry operation of $G_{w}$ (theorem 4.2.6). The remaining ${\underset{X}{i}}^{\prime}$ 's yield a dichromatic point group of order $2 r_{w}$ with colourwreversing elements (expressed relam
 or improper rotations respectively.

For dichromatic point groups corresponding to the single symmetry case the subgroups $D_{0}$ of the white group $G_{w}$ must be determined. Moreover, for each subgroup, $D_{0}$, its invariant supergroups which at the same time are subgroups of $G$ must be found. The tables given in International Tables of X-ray Crystallography (1969) or the figure A9.2 simplify the task for the determination of the subgroups $D_{0}$ and their supergroups $D_{2}$.

For each supergroup $D_{2}$ the solution satisfying simultaneously the equations $\underset{=}{\operatorname{Rg}_{i}} \underset{i=}{R=g_{2}}(i=1,2, \ldots)$ where $g_{i}$ are the elements of the set $\left\{D_{2}-D_{0}\right\}$ is determined. Rotations corresponding to a solution so obtained are rejected if: (a) the are equivalent to a symmetry operation of $G_{w}$, (b) they conserve the $G_{w}$ (i.e. they leave the point group $G_{w}$ invariant). The latter condition is obvious, since such a rotation corresponds to the doubled symmetry case and therefore it has been considered previously.

### 4.3.2 Rules

The application of the above procedure is demonstrated in appendix 8 where particular cases are considered. The superposition of any two
identical point groups can be treated in a similar fashion. In this way table 4.3 .1 giving the black-white ${ }^{1}$ groups created by the superposition of white and black groups is derived. The point groups of the dichromatic patterns corresponding to the superposition of holosymmetric (black and white) symmetry groups are marked by an 'asterisk' in table 4.3.1. A number of interesting conclusions can be obtained from table 4.3.1. These are expressed in the following rules:

Rule 4.3.1: In the cases of 2-, 4- and 6-fold ordinary rotational axes rotation about a direction perpendicular to these axes results in a 2 -fold colour-reversing rotational axis (or to a colour-reversing mirror plane in the case of improper rotations) except for some special rotation angles (for which higher symmetry results due to the particular symmetry).

Rule 4.3.2: For all the primitive symmetry classes rotation $\theta=n 2 n / u$ about a $u / 2-f o l d$ ordinary axis results in a colour-reversing rotation axis $u^{\prime}$ (or a $\bar{u}^{\prime}$ axis for improper rotations).

Rule 4.3.3: For a mirror plane any rotation $\theta \notin 180^{\circ}$ along a direction on the plane results in a colour-reversing mirror plane (or, in the case of improper rotation, in a two-fold colour-reversing rotational axis), except for $\theta=180^{\circ}$ where a mm'2' symnetry is created.

### 4.3.3 Non-crystallographic dichromatic point groups

Rule 4.3.2 implies that in the particular case of a 4- or 6-fold ordinary axis special rotations (i.e. $\theta=n 2 n / u, u=8$ or 12 respectively)

## TABLE 4.3.1

Black-white point groups obtained by the superposition of two identical point groups (grey groups are not included)

White point group
Black-white point group
(a) primitive symmetry clesses

| 1 | 「' $\mathrm{I}^{\prime} \mathrm{m}^{\prime}$ |  |  |  | $2 m^{\prime} m^{\prime}$ | 21 | m |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2/m' | 行 | $4^{\prime}$ | 22'2' |  |  |  |
| 3 |  | 6 | 3 | 1 3m |  |  |  |
| 4 | $4 / m^{\prime}$ | $\overline{8}$ | 81 | 42'2' | $4 m^{\prime} m^{\prime}$ | $2^{\prime}$ |  |
| 6 | 6/m' | $\overline{12}$ | 12 | $62^{\prime}$ | $6 \mathrm{~m}^{\prime}$ |  |  |

(b) planar symmetry classes

| m | 21/m | $21 \mathrm{~mm}{ }^{\prime}$ | $2{ }^{1}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 mm | mmn' | $\overline{4}^{\prime} 2^{\prime} \mathrm{m}$ | $4^{\prime} \mathrm{mm}^{\prime}$ | 22'2' | $2 m^{\prime} m^{\prime}$ |
|  | $2^{\prime} \mathrm{mm}^{\prime} \mathbf{2 ' ~ m ~}^{\prime}$ |  |  |  |  |
| 3m | $\overline{3} 1 \mathrm{~m}$ | $6^{6} 21 \mathrm{~m}$ | $6{ }^{\prime} \mathrm{mm}{ }^{\text {a }}$ | $3213 m^{\prime}$ | $2{ }^{\prime} \mathrm{mm}{ }^{\prime}$ |
| 4 mm | 4/m'mm $\overline{8}^{\prime} 2^{\prime} \mathrm{m}$ 8'mm' $42^{\prime} 2^{\prime} 4 \mathrm{~m}^{\prime} \mathrm{m}^{\prime}$ |  |  |  |  |
|  | $2^{\prime} \mathrm{mm}^{\prime \prime} 2^{\prime} \mathrm{m}^{\prime}$ |  |  |  |  |
| 6 mm |  |  |  |  |  |
|  |  |  |  |  |  |

(c) axial symmetry classes
$222 m^{\prime} m^{\prime} m^{\prime} \overline{4}^{\prime} 2 m^{\prime}$ 4'22' 22'2' $2 m^{\prime} m^{\prime}$
$2^{1} \mathrm{~m}^{\prime}$

$3 m^{\prime} 22^{\prime} 2^{\prime} 2 m^{\prime} m^{\prime} \quad 2 \prime m^{\prime}$
422

622

42'2' $4 m^{\prime} m^{\prime} \quad 22^{\prime 2 \prime} 2 m^{\prime} m^{\prime} \quad 21 \quad m^{\prime}$

62'2' $6 m^{\prime} m^{\prime} \quad 22^{\prime} 2^{\prime} \quad 2 m^{\prime} m^{\prime} \quad 2^{\prime} \mathrm{m}^{\prime}$
(d) central symmetry classes

* $\overline{1}$

2'/m'

- $2 / m$
$4^{\prime} / \mathrm{m}^{\prime} \quad \mathrm{mm}{ }^{\prime} \mathrm{m}^{\prime} \quad 21 / \mathrm{m}^{\prime}$
$\overline{3}$
6'/m' $\overline{3} \mathrm{~m}^{\prime} \quad 21 / \mathrm{m}^{\prime}$
$4 / \mathrm{m} \quad 8^{\prime} / \mathrm{m}^{\prime} 4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime} \quad 21 / \mathrm{m}^{\prime}$
$6 / \mathrm{m} \quad 12{ }^{\prime} / \mathrm{m} \quad 6 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime} \quad 2{ }^{\prime} / \mathrm{m}^{\prime}$
(e) planar-axial symmetry classes

(h) classes of 23; 432

(i) classes of $\overline{4} 3 \mathrm{~m}$; m3; m3m $\overline{4} 3 \mathrm{~m}$
m3
* m3m
$m^{\prime}{ }^{\top} \cdot \mathrm{m} \quad \mathbf{\sigma}^{\prime} 2^{\prime} \mathrm{m} \quad 6^{\prime} \mathrm{mm}^{\prime} \quad 32^{\prime} \quad 3 \mathrm{~m}^{\prime} \quad \overline{4} \mathbf{2}^{\prime} \mathrm{m}^{\prime}$
2'mm' 2' m'
m3̄m' $61 / \mathrm{m}^{\prime} \quad \overline{3} \mathrm{~m}^{\prime} \quad \mathrm{mm} \mathrm{m}^{\prime} \quad 21 / \mathrm{m}^{\prime}$
$61 / \mathrm{m}^{\prime} \mathrm{mm}^{\prime} \quad 41 / \mathrm{mmm}^{\prime} 8^{\prime} / \mathrm{mmm}^{\prime} \quad \overline{3} \mathrm{~m}^{\prime}$
$4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime} \mathrm{mm} \mathrm{m}^{\prime} \mathrm{m}^{\prime} \quad 21 / \mathrm{m}^{\prime}$
create an $8^{\prime}$ - or 12'-fold (or $^{\prime} \overline{8}^{\prime}$ - or $\overline{12}{ }^{\prime}$-fold) colour-reversing rotational axis respectively. The consideration of the non-crystallographic rotation or rotoinversion axes in dichromatic point groups is now investigated.

Referring to the conventional crystallography, restrictions on the order of a rotation axis are imposed by the simultaneous occurence of repetition due to the rotational and 2- or 3-dimensional periodicity. These restrictions imply that nets and lattices can be consisted with the symmetry of 1-, 2-, 3-, 4- and 6-fold rotation and rotoinversion axes only.

In the case of one-dimensional periodic objects, however, non-crystallographic axes lying along the periodic direction are consistent with the symmetry of the object. Moreover, non-crystallographic symmetry is permissible for finite (i.e. non-periodic) objects.

According to the above discussion point groups containing 8- and 12-fold axes are permissible dichromatic point groups only in the case of dichromatic complexes with one-dimensional periodicity. Since no complete list of these groups is available in the literature, the enumeration of the $8-$ and $12-f o l d$ two-coloured point and rod groups is given in appendices 9 and 10 respectively.

-     - 

Footnote 1: Grey groups created by the superposition are not included in this table.

## Chapter 5

SYMMETRY GROUPS OF DICHROMATIC COMPLEXES AND BICRYSTALS

### 5.1 Permissible symmetry groups for dichromatic complexes

As was mentioned in section 3.3 the symmetry of dichromatic complexes can be classified according to the classes of two-coloured point, rod, layer or space groups. However, the restrictions imposed on the permitted symmetry operations mean that a number of two-coloured groups must be excluded. For example, restrictions arise due to the fact that dichromatic complexes are formed by two lattice-complexes which are not in complete coincidence (see section 3.1). Thus, not all points in a dichromatic complex can be neutral and, consequently, dichromatic point groups can not be grey point groups.

As far as dichromatic patterns are concerned they are formed by two interpenetrating (identical) Bravais lattices. Thus, their point groups correspond to symmetries created by the superposition of holosymmetric point groups. Referring to table 4.3.1 (where the holosymmetric point groups are marked by an asterisk) it is clear that the permissible two-coloured point groups of dichromatic patterns are those shown in table 5.1.1.

The periodicity occuring in dichromatic complexes arises by the existence of a superlattice ${ }^{1}$ being common for the two components (see e.g. Santoro, 1974). The occurence of this common superlattice implies that antitranslations are not permissible, or stated alternatively, the black-white lattices are excluded ${ }^{2}$. In fact, this restriction is the only one imposed on the permissible spatial symmetry of dichromatic complexes. Consequently, the only spatial groups which have to be excluded

TABLE 5.1.1
Permissible two-coloured point groups of dichromatic patterns with grey origin

| Crystal system of white lattice | White point group | Point group of dichromatic pattern |
| :---: | :---: | :---: |
| triclinic | $\overline{1}$ | I' $2^{\prime} \mathrm{m}^{\prime}$ |
| monoclinic | 2/m | $41 / m \quad m^{\prime} m^{\prime} \quad 21 / m^{\prime}$ |
| orthorhombic | mmm | $4^{1} / \mathrm{mmm}^{\prime} \quad \mathrm{mm}^{\prime} \mathrm{m}^{\prime} \quad 21 / \mathrm{m}^{\prime}$ |
| hexagonal | 6/mmm | $\underline{12} / \mathrm{mmm}^{\prime} \quad 61 / \mathrm{mmm}{ }^{\prime} \quad 6 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ |
|  |  | $\mathrm{mm}^{\prime} \mathrm{m}^{\prime} \quad 21 / \mathrm{m}^{\prime}$ |
| trigonal (rhombohedral) | $\overline{3} \mathrm{~m}$ | $6{ }^{\prime} / \mathrm{m}^{\prime} \mathrm{mm} \mathrm{l}^{\prime} \quad 41 / \mathrm{m} \quad \overline{3} \mathrm{~m}^{\prime}$ |
|  |  | $m m^{\prime} m^{\prime} \quad 21 / m^{\prime}$ |
| tetragonal | 4/mmm | 8'/mmm' ${ }^{\prime} / \mathrm{mmm}^{\prime} \quad 4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ |
|  |  | $\mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ 2'/m' |
| cubic | m3m | 6'/m'mm' $\mathbf{4}^{\prime} / \mathrm{mmm}{ }^{\prime} 8^{\prime} / \mathrm{mmm}{ }^{\prime}$ |
|  |  | $\overline{3} \mathrm{~m}^{\prime} \quad 4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime} \mathrm{mm} \mathrm{m}^{\prime}$ 21/m' |

are those corresponding to either a black-white lattice or to a grey point group.

As far as the spatial symmetry of dichromatic patterns is concerned, it can be determined by bearing in mind that the possible point groups are those in table 5.1.1. The spatial groups are then enumerated by selecting the spatial groups which are isomorphous with the point groups in this table. Thus, the tables of two-coloured rod and layer groups published by Neronova \& Belov (1961) are considered ${ }^{3}$ and the lists of the permissible groups for dichromatic patterns with one- and two-dimensional periodicity are established (tables 5.1 .2 and 5.1 .3 respectively). Similarly, the table of the two-coloured space groups given by Belov, Neronova \& Smirnova $(1957)^{4}$ is used for determining the permissible dichromatic space groups (table 5.1.4).

It should emphasized, however, that the given tables correspond to dichromatic patterns where the origin is a neutral point. If this is not the case the number of symmetry classes of dichromatic patterns is greater (see chapter 6) but the listing of the spatial groups for such cases is a very large task (an example serving to indicate the manner of derivation is presented in chapter 6).

Footnotes 1: The term 'superlattice' used here indicates a lattice obtained from the original lattice by means of a transformation matrix having integral elements and determinant larger than unity (Santoro \& Mighell, 1972). In some publications (see e.g. Bucksch, 1971, 1972) the superlattice, as defined here, is called 'sublattice'.
2: Because of this the term 'black-white spatial group' is used, hereafter, to denote black-white symmetry groups with classical lattices.

TABLE 5.1.2
Permissible two-coloured rod groups of dichromatic patterns with grey origin

| Number | Rod group | Number | Rod group |
| :---: | :---: | :---: | :---: |
| 1 | p1 | 11 | $p^{\prime \prime} m^{\prime \prime m}$ |
| 2 | p112' | 12 | p4 ${ }^{1 / \mathrm{mmm}}{ }^{1}$ |
| 3 | p2'11 | 13 | $p 4 / m m^{\prime} m^{\prime}$ |
| 4 | p ${ }^{1}$ | 14 | $\mathrm{p} 6 / \mathrm{mm}{ }^{\prime} \mathrm{m}^{\prime}$ |
| 5 | p11m' | 15 | P6'/mmm ${ }^{\text {' }}$ |
| 6 | pm'11 | 16 | $\mathrm{p}^{1 / m^{\prime} \mathrm{mm}^{\prime}}$ |
| 7 | $\mathrm{p}^{1121 / m^{\prime}}$ | 17 | $p \overline{3} \mathrm{~m}^{\prime}$ |
| 8 | $p{ }^{\prime} / m^{\prime} 11$ | 18 | p8'/mmm' |
| 9 | p4'm | 19 | $\mathrm{P} 12^{\prime} / \mathrm{mmm}{ }^{\prime}$ |
| 10 | pmm'm' |  |  |

## TABLE 5.1.3

Permissible two-coloured layer groups of dichromatic patterns with grey origin

| Number | Layer group | Number | Layer group |
| :---: | :---: | :---: | :---: |
| 1 | p1 | 14 | $c m^{\prime} \mathrm{m}^{\prime} \mathrm{m}$ |
| 2 | pi' | 15 | cmm 'm' |
| 3 | p112' | 16 | $\mathrm{p} 41 / \mathrm{m}$ |
| 4 | p12'1 | 17 | $\mathrm{p} 41 / \mathrm{mm} \mathrm{m}^{\prime \prime}$ |
| 5 | c12'1 | 18 | p4'/mmm' |
| 6 | p11m' | 19 | $\mathrm{p} 4 / \mathrm{mm}$ 'm |
| 7 | p1m'1 | 20 | p3̄1m' |
| 8 | c1m'1 | 21 | p3̄m'1 |
| 9 | p112 $/ \mathrm{m}^{\prime}$ | 22 | $\mathrm{p} 6^{1 / m m ' m}$ |
| 10 | $\mathrm{p} 12^{\prime / m^{\prime} 1}$ | 23 | $\mathrm{p} 61 / \mathrm{mmm}{ }^{\prime}$ |
| 11 | c12'/m'1 | 24 | p6'/m'm'm |
| 12 | $p m^{\prime} m^{\prime} m$ | 25 | $\mathrm{p} 6 / \mathrm{mm}{ }^{\prime} \mathrm{m}^{\prime}$ |
| 13 | pmm'm' | 26 | p6'/m'mm' |

TABLE 5.1.4
Permissible two-coloured space groups of dichromatic patterns with grey origin

| Number | Space group | Number | Space group |
| :---: | :---: | :---: | :---: |
| 1 | P1 | 16 | $14^{1 / m}$ |
| 2 | Pİ | 17 | P4'/mm'm |
| 3 | P2' | 18 | P4'/mmm |
| 4 | C2' | 19 | $\mathrm{P} 4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ |
| 5 | Pm' | 20 | I4'/mm'm |
| 6 | Cm' | 21 | $14^{1} / \mathrm{mmm}{ }^{\prime}$ |
| 7 | P2'/m' | 22 | $14 / \mathrm{mm}{ }^{\prime} \mathrm{m}$ ' |
| 8 | C2'/m' | 23 | P3̄1m ${ }^{\text {P }}$ |
| 9 | Pm'm'm | 24 | P3]'1 |
| 10 | Cm'm'm | 25 | R $\mathrm{B}_{\mathrm{m}}$ ' |
| 11 | Cmm'm' | 26 | P6'/mm'm |
| 12 | Fm'm'm | 27 | P6'/mmm ${ }^{\prime}$ |
| 13 | Im'mm' | 28 | $\mathrm{P} 6^{1 / m} / \mathrm{m}^{\prime} \mathrm{m}$ |
| 14 | Im'm'm | 29 | P6'/m'mm' |
| 15 | P4 ${ }^{1 / m}$ | 30 | $\mathrm{P} 6 / \mathrm{mm}{ }^{\prime} \mathrm{m}^{\prime}$ |


#### Abstract

3: In the case of rod groups, however, the groups containing 8- or 12-fold rotation axes must also be considered (see appendix 10). 4: This table contains the two-coloured space groups first enumerated by Zamorzaev (1953). The 1957 table, however, lists the space groups with nomenclature and arrangement concordant with the notation layed out in International Tables of X-ray Crystallography (1969). Also, the latter table contains the corrections to the list published by Belov, Neronova \& Smirnova (1955) pointed out by Donnay et al. (1958). The only other difference in the two lists is that in the 1957 table the two-coloured space groups are classified according to the isomorphous Fedorov groups.


### 5.2 Examples of symmetry classification of dichromatic complexes

The primary aim of this section is to refer to particular dichromatic complexes and to demonstrate certain aspects of their symmetry. In the first example the possibility of a non-crystallographic point groups is illustrated. Then, attention is given to coincidence-site lattices formed by cubic or hexagonal (c/am1.6311) lattices. Finally, the (110) twin in pyrite is referred to as an example of dichromatic pattern with $\Sigma=1$.

### 5.2.1 Non-crystallographic dichromatic point group

As was already mentioned (section 4.3) a non-crystallographic group is created only if the white point group contains a 4- or 6-fold axis and the rotation axis is along this direction.

To demonstrate this, let the white and black lattices be simple cubic (symmetry group Pm3m). The dichromatic pattern shown in figure
5.2 .1 is obtained by a rotation $[001] / 45^{\circ}$ of the black lattice. The point symmetry of this pattern is determined by employing the analytical method given in chapter 4.

The white point group contains 48 symmetry operations which are given in table A1.3. The ordinary symmetry elements of the dichromatic point group are these elements of the white point group which satisfy the relation (see section 4.2):

$$
\underline{\mathrm{Rg}}_{\mathrm{i}} \mathrm{R}^{-1}=\underline{\underline{\underline{g}}}_{i}
$$

where

$$
\underline{R}=\left(\begin{array}{ccc}
\cos \left(45^{\circ}\right) & \cos \left(45^{\circ}\right) & 0 \\
\cos \left(135^{\circ}\right) & \cos \left(45^{\circ}\right) & 0 \\
0 & 0 & 1
\end{array}\right)
$$

The above relation is employed for each one of the elements of the point group m 3 m and the results are listed in table 5.2.1. According to this table, only 16 elements of the white group are also elements of the dichromatic point group. These eloments form the group $D_{0}=4 / \mathrm{mmm}$ which is, of course, a subgroup of the white group (theorem 4.2.1). The order of the group $D_{0}$ is 16 and according to theorem 4.2.2 the order of the dichromatic point group must be equal to 32. In other words, the dichromatic point group must be one of the invariant supergroups of $D_{0}$; reference to figure A9.2 shows that the dichromatic point group is the black-white group 8 '/mm'm'.

This is easily verified if it is recalled that the dichromatic point group $D$ is given by $D=D_{0}+\mathrm{RD}_{0}$. Thus, the colour-reversing symm metry operations are given by $\mathrm{Rg}_{i}$, where $\mathrm{g}_{\mathrm{i}}$ are the elements of $\mathrm{D}_{0}$ i these operations are also listed in table 5.2.1. Comparing the elements of the dichromatic point group to those given in table A9.1a it is evident that the former is isomorphous to the group $8^{\prime} / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$.

## Figure 5.2.1

Projection along [001] of a dichromatic pattern formed by simple cubic lattices with misorientation [001] $/ 45^{\circ}$. The white lattice is indicated by open circles while the black one by filled circles. The dichromatic pattern exhibits $8^{1} / \mathrm{mm}^{\prime} \mathrm{m}$ symmetry.


Determination of the dichromatic point group formed by the superposition of two cubic lattices (point group m3m) with misorientation [001]/45 ${ }^{\circ}$

| $\underline{\underline{g}}^{\text {i }}$ | $\mathrm{Rg}_{\mathrm{i}} \mathrm{i}^{-1}$ | $\mathrm{g}_{\mathrm{i}} \mathrm{R}^{-1}$ | $\underline{\underline{g}}_{1}$ |  | $\mathrm{ES}_{\underline{1}} \mathrm{R}^{-1}$ | $\mathrm{g}_{\mathrm{L}}{ }^{\text {i }}$ |  | $\mathrm{g}_{\mathrm{i}} \mathrm{i}^{-1}$ | $\mathrm{g}_{1}$ | $\mathrm{Rg}_{i} \mathrm{R}^{-1}$ | ${\underline{\underline{g}} \mathrm{i}^{\text {R }}{ }^{-1}}^{-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $8_{z}^{11}$ | ${ }_{8}^{1}$ |  |  | i | 1 | $\overline{\mathbf{B}}_{\mathrm{z}}^{1 \prime}$ | ${ }^{8}$ |  |  |
| $3_{8}^{1}$ |  |  | $2_{k}^{1}$ |  |  | $\overline{6}_{8}^{1}$ |  |  | ${ }_{5}$ |  |  |
| $3_{\gamma}^{2}$ |  |  | $2_{\lambda}^{1}$ |  |  | $6_{\gamma}^{5}$ |  |  | ${ }^{8}{ }_{\lambda}$ |  |  |
| $3_{\delta}^{1}$ |  |  | $4_{2}^{1}$ | $4_{z}^{1}$ | $8_{z}^{31}$ | $\sigma_{\delta}^{1}$ |  |  | $\mathrm{z}_{\mathrm{x}}^{1}$ |  |  |
| $3_{\delta}^{2}$ |  |  | $4_{2}^{3}$ | $4_{2}^{3}$ | $8_{2}^{71}$ | $\overline{6}_{\delta}^{5}$ |  |  | $\overline{4}_{x}^{3}$ |  |  |
| $3{ }_{6}^{1}$ |  |  | $4^{1}$ |  |  | $\bar{\sigma}_{\epsilon}^{1}$ |  |  | $\overline{4}^{1}$ |  |  |
| $3_{\epsilon}^{2}$ |  |  | $4^{3}$ |  |  | $\overline{6}^{5}$ |  |  | $\overline{4}^{-3}$ |  |  |
| $3_{2}^{1}$ |  |  | $4^{1}$ |  |  | $\bar{\sigma}_{z}^{1}$ |  |  | $\frac{-1}{2}$ | $4_{2}^{1}$ | $\overline{8}_{z}^{71}$ |
| $3_{z}^{2}$ |  |  | $4^{3}$ |  |  | $6_{2}^{5}$ |  |  | $\overline{4}^{-3}$ | $4^{4}$ | $\overline{8}_{z}^{3 \prime}$ |
| $2_{a}^{1}$ | $2^{1}$ | $2^{11}$ | $2_{x}^{1}$ | $2_{\beta}^{1}$ | $2_{\tau}^{11}$ | $8_{0}$ | ${ }^{\mathbf{s}} \mathbf{x}$ | $8^{\prime}$ | ${ }^{\mathbf{s}} \mathbf{x}$ | ${ }^{8}$ | ${ }^{81}$ |
| $2_{\beta}^{1}$ | $2^{1}$ | $2_{p}^{11}$ | $2_{y}^{1}$ | $2_{a}^{1}$ | $2_{z}^{11}$ | ${ }_{8}{ }_{\beta}$ | ${ }^{8} \mathbf{y}$ | $s_{p}^{\prime}$ | $8^{8}$ | $\mathrm{s}_{0}$ | ${ }^{s} \frac{1}{z}$ |
| $2_{7}^{1}$ |  |  | $2_{z}^{1}$ | $2_{z}^{1}$ | $8_{z}^{51}$ | $\mathbf{8}_{\boldsymbol{\eta}}$ |  |  | $\mathrm{s}_{2}$ | $\mathrm{s}_{2}$ | $\overline{8}_{2}{ }^{51}$ |

In order to determine the spatial symmetry group of the dichromatic pattern in figure 5.2.1 its periodicity must also be established. The pattern contains coincidence sites along the [001] (i.e. the rotation axis) and this is the only periodicity axis. Thus, the spatial symmetry of the pattern is described by the rod group $08^{1} / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$.

### 5.2.2 CSL dichromatic symmetry groups in cubic and hexagonal crystal systems

Dichromatic patterns with three-dimensional translational symmetry are associated with CSL misorientation relationships. These rotations have been extensively studied for cubic materials (see e.g. Warrington \& Bufalini, 1971).

Figure 5.2 .2 shows the projections along [hkl] of some CSL based dichromatic patterns between cubic lattices; the [hkl] direction is a symmetry axis of the lattice. For each pattern the main symmetry elements are indicated in the figure but colour-reversing mirror glide planes, etc. generated in centred CSL cells have been omitted for clarity. For each of these patterns the space group is also shown in the figure.

In systems other than the cubic a CSL is only possible if axial ratios and interaxial angles happen to have particular values (Donnay \& Donnay, 1954). Warrington (1975) considered the possibility of CSL formation in the hexagonal system for the ideal ratio $c / a=\sqrt{8 / 3}$ and published a list of axis/angle pairs leading to CSL.

Figure 5.2.3 is a schematic representation of such CSL cells obtained by rotations along the [00.1] axis. Open and filled circles represent, as usual, the sites of the white and black lattice respectively. The main symmetry elements as well as the three-dimensional space group are indicated in the figure.

## Figure 5.2.2

Projections along [hkl] of CSL dichromatic patterns formed by face-centred or body-centred cubic lattices. The component lattices, [hkl]/ $\theta$ and $\Sigma$ are as follows:
(a) fcc/fcc, [111] $/ 60^{\circ}, . \sum=3$ (*)
(b) $\mathrm{bcc} / \mathrm{bcc},[111] / 60^{\circ}, \sum=3$
(c) fcc/fcc, $[001] / 36.9^{\circ}, \sum=5$ (*)
(d) bcc/bcc, $[001] / 36.9^{\circ}, \sum=5$
(e) fcc/fce, [011] $/ 38.9^{\circ}, \Sigma=9$ (*)
(f) bcc/bcc, $[011] / 38.9^{\circ}, \quad \sum=9$
(g) fcc/fcc, $[011] / 50.47^{\circ}, \sum=11$ (*)
(h) bcc/bcc, $[011] / 50.47^{\circ}, \sum=11$

The size of symbols represents the ...ABABA... stacking along [001] and [011] and ...ABCABCAB... along [111]. Open and filled circles indicate the white and black lattices respectively.
(* after Pond \& Bollmann, 1979)





## Figure 5.2.3

Projections along [00.1] of CSL dichromatic patterns formed by hexagonal lattices ( $c / a=1.633$ ). The white and black lattices are represented by open and filled circles:
(a) $[00.1] / 21.79^{\circ}, \Sigma=7$
(b) $[00.1] / 27.8^{\circ}, \sum=13$


### 5.2.3 Twinning in pyrite

Twinned crystals of pyrite ( $\mathrm{FeS}_{2}$ ) are typical examples of twinning by merohedry. The unit cell of $\mathrm{FeS}_{2}$ is cubic; its structure can be compared with the NaCl structure if it is supposed that Fe replaces Na and a $S_{2}$ group replaces $C l$ (figure 5.2.4). The dumb-bell shaped $S_{2}$ groups are so orientated that each of the eight small cubes into which the unit cube is divided has only one group pointing towards its centre.

Pyrite is cubic but belongs to the class m3 while its lattice which always possess the highest symmetry possible for the corresponding crystal system, has the symmetry m3m. The lattice, therefore, possess a plane of symmetry parallel to (110), but the structure does not. Pyrite is often found twinned with respect to a (110) symmetry plane. Figure 5.2.5 shows the atomic configuration of the (110) twin in pyrite; this can be described by a reflection on the (110) plane.

Figure 5.2 .6 shows the dichromatic complex corresponding to the (110) twin in pyrite; it is obtained by a reflection in (110). In this figure the atom positions are shown as either open or filled symbols depending on whether they belong to the white or black lattice-complex. The space group of the dichromatic complex in figure 5.2 .6 is $\mathbf{C 2} / \mathrm{m}^{\prime}$ where the colour-reversing mirror plane is normal to the [110] axis of the white lattice complex.

By choosing the twin plane perpenticular to $[110]_{w}$ and locating the appropriate atoms at the positions of the black latticemcomplex on one side of the twin plane and of the white lattice-complex on the other side the configuration of figure 5.2 .5 is obtained. The symmetry of the bicrystal is described by the two-coloured layer group $\mathbf{C 2} / \mathrm{m}^{\prime}$.

Figure 5.2 .4
The structure of pyrite, $\mathrm{FeS}_{2}$. The distance between the two sulphur atoms is 2.10 ; however, their nearness has been overemphasized in the figure in order to make the correspondence with the NaCl structure more obvious
(after Bragg \& Claringbull, 1965)


## Figure 5.2 .5

Structure of a (110) twin in pyrite projected on (001) (after Cahn, 1954)

Key: Open symbols: positions of the white lattice--complex Filled symbols: positions of the black lattice--complex
Large circles: Fe atoms in the plane of the paper
Small circles: Fe atoms $\pm \mathrm{a} / 2$ out of the paper Large squares: $S$ atoms $x$ out of the paper Small squares: S atoms 1-x out of the paper Large triangles: $S$ atoms $1 / 2-x$ out of the paper Small triangles: $S$ atoms $1 / 2+x$ out of the paper


## Figure 5.2.6

Dichromatic complex corresponding to the (110) twin in pyrite projected on (001)

Key: Open symbols: positions of the white lattice--complex Filled symbols: positions of the black lattice--complex
Large circles: Fe atoms in the plane of the paper Small circles: Fe atoms $\pm a / 2$ out of the paper Large squares: $S$ atoms $x$ out of the paper Small squares: $S$ atoms $1-x$ out of the paper Large triangles: $S$ atoms 1/2-x out of the paper Small triangles: $S$ atoms $1 / 2+x$ out of the paper


### 5.3 Permissible symmetry groups of bicrystals

As in the case of dichromatic complexes, the misorientation between the two bicrystal components implies that grey point groups are not permissible. A bicrystal, however, possesses an additional feature, the interface. Any permissible symmetry elements must transform this plane into itself and moreover it must not interchange the two sides. This is carried out by considering each one of the possible symmetry operations.

### 5.3.1 Centrosymmetric and centroantisymmetric bicrystal groups

Let the side of the unique plane towards the white crystal be called the white side and the opposite side be the black side. Any permissible symmetry element transform the unique plane into itself and also it must not interchange the black and white sides.

This implies that no ordinary centre of symmetry is consistent with a bicrystal class. The presence of an ordinary symmetry centre involves that both the sides of the unique plane must be neutral (i.e. white and black coloured at the same time). Therefore, centrosymmetrical ${ }^{1}$ rosette groups are not permissible bicrystal groups.

Secondly, the possibility of centroantisymmetrical bicrystal groups is considered. At first sight it appears that the colour-reversing inversion centre is also not a permissible symmetry operation. The presence of a colour-reversing inversion centre on the boundary plane involves that the black lattice is identical to the white one and that the black lattice points assume positions which satisfy the white lattice (if the latter is considered to extent over the whole space). Thus, the colour-reversing inversion centre leaves the unique plane invariant and
at the same time does not interchange its two sides; additionally it implies that the white and black lattices are in complete coincidence.

In this case the two-dimensional discontinuity is conserved only when the structure of the grains is not centrosymmetrical and their mutual orientation corresponds to a colourmreversing inversion operation. This is possible, however, only when each component crystal has lower than holosymmetric symmetry (an example of centroantisymmetric bicrystal group is given in section 5.4).

### 5.3.2 Restrictions on the other point symmetry operations

In order to investigate the consistency of the rest of the point symmetry operations, it must be born in mind that symmetry operations of two kinds might be present in a bicrystal group, i.e. ordinary and colour-reversing operations.

The condition of colour invariance of the unique plane imposes restrictions on the orientation of both the ordinary and colour-reversing symmetry operations. This is because the white side of the unique plane is transformed into the black one only when the colour-reversing symmetry element is located 'in' the boundary plane. On the other hand, ordinary symmetry operations permitting a transformation of each side of the plane into itself must be perpendicular to the boundary plene. The only exceptions to the above rules are the cases of 3-, 4- and 6-fold colourreversing rotoinversion axes ${ }^{2}$ which must be orientated perpendicular to the plane. This is easily explained since these axes arise by the succesive operation of a colour-reversing inversion and an ordinary proper rotation; the exception being the tetrad inversion axis $\overline{4}$.

As far as the order of the symmetry operations is concerned, this is determined by the presence of the unique plane through the restrictions
imposed on the operations by the nature of the associated symmetry groups as derived in section 3.3. Thus, three-, four- and six-fold axes serve as•bicrystal symmetry operations equally well as two-fold axes. However, the three-, four- and six-fold axes may lie either perpendicular to the plane or within it. Mirror planes can also be orientated either parallel or perpendicular to the boundary plane. Accordingly the following restrictions are imposed on the kind and/or order of the symmetry operations present in a bicrystal. Three-, fourand six-fold rotation and rotoinversion axes must be ordinary and colour-reversing respectively and must be perpendicular to the boundary plane. Two-fold rotation axes and mirror planes can be either ordinary, in which case they are perpendicular to the boundary plane, or colour--reversing operations parallel to it.

Additional conditions are imposed on the combinations of the aymmetry operations in a bicrystal group. It has been established (section 3.3) that the symmetry classes for bicrystals are the two-sided, two--coloured rosette, rod, and layer groups. It is evident from the construction of these groups that only certain relations are allowed between a pair (or among a set) of symmetry operations. For example, two-fold colour-reversing axes may lie at only $90^{\circ}$ (or $120^{\circ}$ ) to another. Furthermore, an ordinary and a colour-reversing element necessitate their product as a second colour-reversing element. The relations between a pair (or among a set) of symnetry operations in a bicrystal. are governed by the theorems given by loeb (1971).

### 5.3.3 Symmetry classes of bicrystals

Using the above conditions the permissible point groups for a bicrystal have been determined and are given in table 5.3.1. It would

TABLE 5.3.1
Permissible bicrystal point groups

| Number | Bicrystal system | Bicrystal groups |  |
| :---: | :---: | :---: | :---: |
|  |  | Classical | Black-white |
| 1 | triclinic | 1 |  |
| 2 |  |  | I' |
| 3 | monoclinic | 211 |  |
| 4 |  |  | m'11 |
| 5 |  |  | 2/m'11 |
| 6 |  |  | 12'1 |
| 7 |  | 1 ml |  |
| 8 |  |  | 121/m1 |
| 9 | orthorhombic |  | 22'2' |
| 10 |  | 2 mm |  |
| 11* |  |  | $m^{\prime 2} \mathrm{~m}$ |
| 12 |  |  | m'mm |
| 13 | tetragonal | 4 |  |
| 14 |  |  | 4' |
| 15 |  |  | 4/m' |
| 16 |  |  | 42'2' |
| 17 |  | 4 mm |  |
| 18 |  |  | $\overline{4} \cdot{ }^{\prime} \mathrm{m}$ |
| 19 |  |  | 4/m'mm |
| 20 | trigonal | 3 |  |
| 21 |  |  | 3' |
| 22 |  |  | $32^{\prime}$ |
| 23 |  | 3m |  |
| 24 |  |  | $\overline{3} \cdot \mathrm{~m}$ |
| 25 | hexagonal | 6 |  |
| 26 |  |  | 61 |
| 27 |  |  | 6/m' |
| 28 |  |  | 62'2' |
| 29 |  | 6 mm |  |
| 30 |  |  | $\overline{\bar{\prime}} \mathrm{m} \mathbf{l}^{\prime}$ |
| 31 |  |  | $6 / \mathrm{m}^{\prime} \mathrm{mm}$ |

be of interest to notice that just one point group appears in this table for each of the 31 classes of rosettes. Thus, the point symmetry of bicrystals is classified according to the groups given in table 5.3.1 which can be regarded as the 31 bicrystal classes in an analogous manner to the 32 single crystal classes. Further inspection of table 5.3.1 indicates that the 31 bicrystal classes can be distributed amongst six 'bicrystal systems' which, in fact, are the systems for three-dimensional objects containing a singular point and a singular plane.

The characteristic symmetry for each of the six bicrystal systems is summarized in table 5.3 .2 while figure 5.3 .1 shows the atereographic representation of the 31 bicrystal classes. The following conventions are introduced for drawing these stereograms. The normal to the drawing plane is taken as the direction perpendicular to the interface. White and black points are considered above and below the page respectively; thus, solid circles and open squares are used to indicate the white and black point respectively.

### 5.3.4 Spatial symmetry groups of bicrystals

The discussion above was restricted to the point symmetry only; bicrystals can, however, exhibit translational symmetry as well. The latter arises by the existence of a superlattice being common for the two bicrystal components (see e.g. Santoro \& Mighell, 1972). A consequence of the presence of the common superlattice is that antitranslations are not permissible, or stated alternatively, the black-white lattices are excluded ${ }^{3}$. Consequently, the spatial groups of bicrystals are determined by combining (classical) translations with (two-coloured) point symmetry.

The determination of the spatial groups of bicrystals is based on table 5.3.1 where the permissible point groups are listed. The procedure

## TABLE 5.3.2

CHARACTERISTIC SYMMETRY OF BICRYSTAL CLASSES


## Figure 5.3 .1

Stereograms of the bicrystal point groups. The normal to the page of the drawing is taken as the direction perpendicular to the interface. Solid circles and open squares represent points above and below the interface respectively.
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for establishing the spatial symmetry of bicrystals is, therefore, to consider the lists of the two-sided, two-coloured band or layer groups and to delete those groups which are not isomorphous to a bicrystal rosette group (table 5.3.1). In selecting the spatial groups the possibility of glide mirror planes or screw axes must also be considered. As it was noted in section 3.3 a glide mirror plane may serve just as well as a colour-reversing operation in bicrystals (this is the case for twins in aragonite and feldspars; see section 5.4). The only screw axes consistent with the bicrystal symmetry are the two-fold colour-reversing ones (which, obviously, must be on the interface).

A complete list of the twomsided, two-coloured band groups is given In appendix 4 . (table A4.2). The permissible bicrystal band groups are then obtained (table 5.3.3) by following the procedure mentioned above. Similarly, the table of two-coloured layer groups given by Neronova \& Belov (1961) is considered for deriving the list of the permissible bicrystal layer groups (table 5.3.4).

The periodicity of bicrystals is expressed by the one one-dimensional ( $p$ ) or the five two-dimensional (p or c) lattices (see e.g. International Tables for X-ray Crystallography, 1969).

Footnotes -1: The tern centrosymmetrical denotes a symmetry group containing an ordinary inversion centre. If a colour-reversing inversion centre is present the group is called centroantisymmetric.

2: Although only examples of $1^{\prime \prime}$ (which by themselves are rather special cases) have come to the author's notice, all the inversion axes are considered for the sake of generality.

3: Because of this, the term 'black-white spatial groups' is used, hereafter, to denote black-white symmetry groups with classical lattices.

TABLE 5.3.3
Permissible bicrystal band groups

| Number | Bicrystal groups |  | Number | Bicrystal groups |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Classical | Black-white |  | Classical | Black-white |
| 1 | $p^{111}$ |  | 16 |  | p112/m |
| 2 |  | $p^{\overline{1} \cdot 11}$ | 17 |  | p112/b |
| 3. | p211 |  | 18 |  | P22'2' |
| 4 |  | p12'1 | 19 |  | $\mathrm{P}^{22} 1^{2 \prime}$ |
| 5 |  | $\mathrm{P}^{12} 1^{1}$ | 20 | $p^{2 m m}$ |  |
| 6 |  | p112' | 21 | $p^{2 m b}$ |  |
| 7 |  | $p m ' 11$ | 22 |  | pm'2'm |
| 8 |  | pb'11 | 23 |  | pb'2'b |
| 9 | plm1 |  | 24 |  | $p^{\prime} \cdot 2 ; 1 m$ |
| 10 | p11m |  | 25 |  | $\rho m^{\prime} 2_{1}^{\prime} b$ |
| 11 | p11b |  | 26 |  | pm'm2' |
| 12 |  | $p^{2 / m}{ }^{\prime} 11$ | 27 |  | $\mathrm{pb}{ }^{\prime} \mathrm{m}^{\prime \prime}$ |
| 13 |  | $p 2 / b^{\prime} 11$ | 28 |  | $\mathrm{pm} \mathrm{mm}^{\prime m}$ |
| 14 |  | p12'/m1 | 29 |  | $\mathrm{pb}^{\prime} \mathrm{mm}$ |
| 15 |  | $\mathrm{pl2} 1 / \mathrm{ml}$ | 30 |  | $p m^{\prime} m b$ |
|  |  |  | 31 |  | pb'mb |

TABLE 5.3.4
Permissible bicrystal layer groups

| Number | Bicrystal groups |  | Number | Bicrystal groups |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Classical | Black-white |  | Classical | Black-white |
| 1 | p1 |  | 21 |  | P22 ${ }^{12}$ |
| 2 |  | pI' | 22 |  | c22'2' |
| 3 | p211 |  | 23 | p2mm |  |
| 4 |  | p112' | 24 |  | pm'm2' |
| 5 |  | p112' | 25 |  | pc'm2' |
| 6 |  | c112' | 26 |  | pc'c2' |
| 7 |  | pm'11 | 27 |  | pc'2'm |
| 8 | pilm |  | 28 | p2mb |  |
| 9 | p11c |  | 29 |  | pm'c2; |
| 10 |  | pc'11 | 30 |  | pc'2! ${ }^{\text {b }}$ |
| 11 | c11m |  | 31 |  | pn'c2' |
| 12 |  | p2/m'11 | 32 |  | pn'm2' |
| 13 |  | p112'/m | 33 | p2cb |  |
| 14 |  | p1121/m | 34 | c2mm |  |
| 15 |  | c1121/m | 35 |  | cm'm2' |
| 16 |  | p2/c'11 | 36 |  | cb'm2' |
| 17 |  | p112'/b | 37 |  | pm ${ }^{1} \mathrm{~mm}$ |
| 18 |  | p1121/b | 38 |  | pe'cm |
| 19 |  | p22'2' | 39 |  | pn'cb |
| 20 |  | p22i2i | 40 |  | $\mathrm{pm}^{\prime} \mathrm{mb}$ |

## TABLE 5.3.4-continued

| Number | Bicrystal groups |  | Number | Bicrystal groups |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Classical | Black-white |  | Classical | Black-white |
| 41 |  | pc'mm | 61 |  | $\mathrm{p} 4 / \mathrm{m}^{\circ} \mathrm{mm}$ |
| 42 |  | pn'mb | 62 |  | $\mathrm{p} 4 / \mathrm{n}^{\prime} \mathrm{cm}$ |
| 43 |  | pc ${ }^{\text {c }}$ b | 63 |  | $\mathrm{p} 4 / \mathrm{m}^{\prime} \mathrm{cm}$ |
| 44 |  | pm'cb | 64 |  | $\mathrm{p} 4 / \mathrm{n}$ 'mm |
| 45 |  | pc'mb | 65 | p3 |  |
| 46 |  | pn'mm | 66 |  | p $\overline{3}^{\prime}$ |
| 47 |  | $\mathrm{cm}^{\prime} \mathrm{mm}$ | 67 |  | p312 ${ }^{\text { }}$ |
| 48 |  | cb ${ }^{\text {mm }}$ | 68 |  | p32'1 |
| 49 | p4 |  | 69 | p3m1 |  |
| 50 |  | p $\overline{4}^{1}$ | 70 | p31m |  |
| 51 |  | p4/m' | 71 |  | p3'1m |
| 52 |  | p4/n' | 72 |  | $\mathrm{p} \overline{3}^{\prime} \mathrm{ml}$ |
| 53 |  | p42'2' | 73 | p6 |  |
| 54 |  | p42'2' | 74 |  | p ${ }^{1}$ |
| 55 | p4mm |  | 75 |  | $\mathrm{p} 6 / \mathrm{m}^{\prime}$ |
| 56 | p4cm |  | 76 |  | p62'2' |
| 57 |  | p4'2'm | 77 | p6mm |  |
| 58 |  | p $\overline{4}^{\prime} 2_{1}^{1} \mathrm{~m}$ | 78 |  | p6'm2' |
| 59 |  |  | 79 |  | p $\overline{6}^{\prime}$ 2'm |
| 60 |  | p $\mathbf{4}^{\prime}$ c2' | 80 |  | $\mathrm{p} 6 / \mathrm{m}^{\prime} \mathrm{mm}$ |

### 5.4 Examples of symmetry classification of bicrystals

This section deals with bicrystals where the interface is a twin boundary. Only twins in non-isometric materials are discussed here. In these cases a (perfect) CSL is formed only for appropriate values of the axial ratios and the interaxial angles (Donnay \& Donnay, 1954). But, there are cases where a coincidence-site net is formed.

### 5.4.1 Twinning in the hexagonal system

Much experimental work has been carried out on the deformation twinning elements for the hexagonal metals (see e.g. Clark \& Craing, 1953). A survey (Rapperport \& Hartley, 1960) of the deformation modes in h.c.p. metals reveals that those with $c / a>1.633$ twin only on $\{10 \overline{1} 2\}$ planes while those with $c / a<1.633$ on $\{11 \overline{2} 1\}$ planes as well as on $\{10 \overline{1} 2\}$ planes.

The low-temperature phase of zirconium is typical of the metals with $c / a<1.633$. It has a close-packed hexagonal structure with am3.223 and $c=5.123 \AA(c / a=1.589)$. Figure 5.4 .1 shows the configuration resulting from (1012) twinning in zirconium according to Westlake (1961). This configuration results by purely geometrical considerations and no local relaxation of the atoms on or near to the boundary was taken into account. In this diagram the atom positions are shown as either open or filled symbols depending on whether they belong to the matrix or the twin. Circles are in the plane of the paper, whereas squares are a/2 above or below the page. The two components are related by a rotation approximately $85^{\circ}$ along the [ $\left.\overline{12} \overline{10}\right]$ direction.

In the structure of zirconium the angle between the vectors [ $\overline{1} 01 \overline{1}]$ and [ $\overline{1} 011$ ] is equal to $85.09^{\circ}$. Consequently, a rotation [ $\left.\overline{1} 2 \overline{1} 0\right] / 85.09^{\circ}$ leads to a coincidence net on the (1012). The corresponding dichromatic

## Figure 5.4.1

Twinning on (10 $\overline{12}$ ) planes in zirconium; projection on the ( $\overline{12} \overline{10}$ ) plane. Circles and squares are atomic positions in the plane of the paper and $\pm a / 2$ out of the paper respectively.
(after Westlake, 1961)

complex shown in figure 5.4.2 exhibits, therefore, a two-dimensional periodicity.

The layer group of the dichromatic complex is pmn'2'. The ordinary mirror is parallel to the ( $\overline{1} 2 \overline{1} 0)$ which is common to both the white and black lattices. The colour-reversing mirror plane and the 2-fold axis lie on (10 $\overline{1}_{w}$ and $[\overline{1} 011]_{w}$ respectively (the subscript denotes the coordinate system used for expressing the directions and planes).

In order to create the (1012) twin in zirconium the procedure outlined in section 3.1 is employed. Thus, by locating the composition plane of the twin parallel to the (10 $\overline{12}$ ) in such a way so it passes through the coincidence sites the configuration shown in figure 5.4.1 is obtained. The spatial symmetry of the bicrystal is described by the layer group pmm'2'.

The structure of the (10 $\overline{1} 2$ ) twin in zixconium as shown in figure 5.4.1 corresponds to a high energy configuration because of the overlapping of atoms alongside the twin plane (i.e. atoms A and B). Rapperport \& Hartley (1960) studied the deformation twins in zirconium, and they proposed that the motion of individual atoms leads to a lower energy configuration. According to them half the atoms in the twin plane assume compromising positions which do not satisfy the lattices of the twinned or the untwinned material. One can not, however, be certain of the motion of these atoms.

### 5.4.2 Iwinning in the orthorhombic system

Twin boundaries in a-uranium can also be described in terms of a coincidence-site net. The twinning elements of uranium have been determined by Cahn (1953). Uranium belongs to the orthorhombic crystal class and it is found that twins of types $I$ and II appear in addition to the

## Figure 5.4.2

Dichromatic complex obtained by two lattice-complexes of the zirconium-structure type with misorientation [1210]/85.09 ${ }^{\circ}$. White and black points are represented, as usual; by open and full symbols. Circles are in the plane of the paper, whereas squares are $\pm 2 / 2$ out of the page.
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more usual compound twins. Cahn identified four families, of which two were of type $I$, one of type II and one compound (for definitions of type I and II or compound twins see, for example, Klassen-Neklyudova, 1964).

The structure of a-uranium is illustrated in figure 5.4.3. - From the lack of coincidence between the lattice points and the atomic positions, it would be expected that the atom movements are very irregular. This leads to doubt about the exact position of the twinning plane, and Cahn (1953) has settled its position subject to one of the following conditions: (a) the main adjustments of the atoms are minimized, (b) all atoms should move roughly the same distance (c) a proportion of the atoms should already be in coincidence points.

By imposing these conditions Cahn gave the structure of the (130) twin in a-uranium; the (001) projection is shown in figure 5.4.4. The broken lines indicate the distortion of the region of contact according to Cahn.

Figure 5.4 .4 shows that the black lattice-complex is rotated along (001) by an angle $101^{\circ}$ approximately. Refering to the structure of a-uranium a number of points can be found with an angular separation approximately equal to $101^{\circ}$. The angle between the points [250] and [250] is equal to $101.12^{\circ}$. Therefore, the rotation $[001] / 101.12^{0}$ results in a coincidence site net on the (130) plane. Nearly coincidence sites are to be found by moving perpendicular to this plane. The (130) twin in a-uranium corresponds, therefore, to a $[001] / 101.12^{\circ}$ rotation; the layer group of the bicrystal is cmm'2'.

An second example of twinning in orthorhombic system refers to the aragonite. The structure of aragonite $\left(\mathrm{CaCO}_{3}\right)$ is described by the

## Figure 5.4.3

The stucture of $\alpha$-uranium

## 



## Figure 5.4.4

Twinning on (130) planes in muranium; projection on (001). The fillen and open circles indicate atoms at $c / 4$ and $3 c / 4$ respectively. The broken lines indicate the distortion at the region of contact. (after Cahn, 1953)

orthorhombic space group Pmen ( $a=4.94$, $b=7.94, c=5.72 \AA$ ) (Bragg, 1924) and the unit cell contains $4 \mathrm{CaCO}_{3}$ groups (figure 5.4.5). This structure is pseudohexagonal, with the $c$ axis as the pseudohexagonal axis. The calcium atoms are arranged in a hexagonal array, but the arrangement of the $\mathrm{CO}_{3}$ groups lowers the symmetry to orthorhombic.

Single crystals of aragonite are rare; twinning about $\{110\}$ is nearly always present. The atomic configuration of the (110) twin in aragonite is shown in figure 5.4.6. The two individuals of the twin are related by the colour-reversing glide plane which coincides with the twin plane.

### 5.4.3 Twinning in the tetragonal system

The last example of twins in metals is the twinning of tin. The twin plane of white tin was first determined by Mügge (1917, 1927) and by Tanaka \& Kamio (1931) as the (331) plane. Chalmers (1953), on the other hand, considered it as the (301) plane. A re-investigation by Clark, Craig \& Chalmers (1950) has confirmed the latter indices, and also shown that the confusion arose from an improper choice of the unit cell in the earlier references.

The lattice of $\beta$-tin is body-centred tetragonal, with four atoms per unit cell at the points $000,1 / 201 / 4,01 / 2 / 4$ and $1 / 2 / 21 / 2$, as shown in figure 5.4.7. The pattern of atomic positions alongside the twin boundary is shown in figure 5.4.8. Open and filled symbols represent the atomic positions in the matrix and twin respectively. Circles are atomic positions on the plane of the page and triangles are a/2 above or below the page. The layer group of this configuration is $\mathrm{cmm}^{\prime} \mathbf{2}^{\prime}$.

## 5:4.4 Twinning in the monoclinic system

The first example of twinning in the monoclinic system refers to the family of the feldspars. These minerals fall into two main groups,

## Figure 5.4.5

The structure of aragonite, $\mathrm{CaCO}_{3}$; superimposed oxygen atoms have been made visible by symmetrical displacemnts. The heights of the atoms are measured above the face of the unit cell along the axis of projection in hundredths of the projected unit cell edge.
(after Bragg, 1924)

(a)
(b)

Figure 5.4.6
(110) twinning in aragonite; projection on (001) plane. (after Bragg \& Claringbull, 1965)

Key: Filled circles: Ca atoms in the plane of the page Open circles: Ca atoms at $\pm 0.50 \mathrm{c}$ out of the page Crossed circles: $C$ atoms at 0.33 c and 0.83 c or 0.17 c and 0.67 c out of the page Large filled squares: 0 atoms at 0.17 c out of the page
Large open squares: 0 atoms at $0.33 c$ out of the page Small filled squares: 0 atoms at 0.83 c out of the page
Small open squares: 0 atoms at $0.67 c$ out of the page


## Figure 5.4.7

The structure of white tin


## Figure 5.4.8

(103) twinning in $\beta$-tin, projected on (010) plane.

Key: Open symbols: positions of the white lattice-complex Filled symbols: positions of the black lattice-
-complex
Circles: positions on the plane of the paper Triangles: $\pm \mathrm{b} / 2$ out of the page

one with monoclinic or very nearly monoclinic symmetry, the other definitely triclinic. One of the most remarkable features of the feldspars is the number of ways in which the crystals twin. The five common methods of twinning have simple and direct interpretations (Bragg \& Claringbull, 1965). In this section, however, only the Baveno twin in orthoclase ( $\mathrm{KAlSi}_{3} \mathrm{O}_{8}$ ) is considered; orthoclase belongs to the monoclinic system with space group $C 2 / m$ and unit cell constants $a=8.562, b=12.996, c=7.193 \AA$, $\beta=116.01^{\circ}$ (Cole, Sörum \& Kennard, 1949; Jones \& Taylor, 1961).

The structure of the Baveno twin according to Bragg \& Claringbull (1965) is shown in figure 5.4.9; the twin plane is (021). The two individuals (one in full line, the other in dotted line) have to be filled together after a relative displacement along the twin plane (021). which thus becomes a glide mirror plane. This is permissible for a growth twin but must cause severe stresses in the interface of a mechanical (deformation) twin.

The last example considered in this section is the twinning in serpierite, $\mathrm{Ca}(\mathrm{Cu}, \mathrm{Zn})_{4}(\mathrm{OH})_{6}\left(\mathrm{SO}_{4}\right)_{2} \cdot \mathrm{BH}_{2} \mathrm{O}$. This material crystallizes in the monoclinic system with space group $\mathrm{c} 2 / \mathrm{c}$, $\mathrm{a}=22.186, \mathrm{~b}=6.250$, $\mathrm{c}=21.853$, $\beta=113.36^{\circ}$ and $Z=8$ (Faraone, Sabelli \& Zanazzi, 1967).

Figure 5.4.10 illustrates the arrangement of representative points In a serpierite twin according to Sabelli \& Zanazzi (1968). The boundary, with the symmetry operations relating the two individuals of the twin, is outlined by a dashed line. At the boundary there is the formation of the two-fold screw axes parallel to $[010]$ and inversion centres at $1 / 4$ and $3 / 4$. These symmetry operations are colour-reversing ones, since they relate the two individuals of the twin.

Twinning in serpierite is an example of bicrystals where a colour-

Figure 5.4.9
Baveno twin; one individual is drawn in full line, the other dotted. The heights of the atoms are measured above the face of the unit cell along the axis of projection in hundredths of the projected unit cell edge.

[^1]

Figure 5.4.10
The arrangement of representative points in a serpierite twin. The boundary, with the twin symmetry operations, is outlined by a dashed line.
(after Sabelli \& Zanazzi, 1968)

-reversing inversion centre or a colour-reversing two-fold screw axis is present on the boundary plane. The colour-reversing inversion centre implies that the lattice is continuous across the boundary. Indeed, the additional (colourmreversing) elements of the twin do not affect the symmetry of the lattice, being of the same kind as those still present in the structure, even if in positions not stated by the space group.

## Chapter 6

VARIATION OF SYMBETRY WITH RELATIVE DISPLACEMENT

## Introduction

The symmetry of dichromatic complexes or bicrystals depends on the misorientation and the relative position of their components. In the previous chapters the two components were assumed to have a common origin, and, hence the symmetry of dichromatic complexes and bicrystals was studied in relation to changes in the misorientation.

It remains, therefore, to consider symmetry variations due to relative displacements. Such variation is governed by general principles which are applied in the same way for both dichromatic complexes or bicrystals. Thus, in the cases where no distinction is required reference is made to a 'composite' which can equally well be a dichromatic complex or a bicrystal.

The study of the symmetry variation is carried out separately for finite and periodic composites. In section 6.1 the variation of the point symmetry is investigated and an analytical procedure is derived; the latter enables the determination of the conditions under which particular operations of symmetry are conserved. The application of this procedure is demonstrated for a particular example in section 6.2. Next, the case of periodic composites is considered and a method for determining the spatial symmetry variation is given in section 6.3. This method is used in the last section for studying the symmetry variation of a three-dimensional dichromatic pattern.

### 6.1 Point symmetry variation

In order to study the point symmetry variation of a composite its white component will be considered fixed in space and any displacement
will result by the relative translation of the black component. If the latter is displaced away from its original position the geometrical relationships (i.e. the symmetry) between the two components changes. Some of the symmetry operations of the original composite might be destroyed after the displacement, while others are conserved ${ }^{1}$.

For example consider the composite in figure 6.1.1a obtained by the exact superposition of two (identical) components. The point symmetry of the components is 4 mm , and that of the composite 4 mml ' (grey point group). If the black component is, now, displaced by $t=(x, 0,0)^{2}$ the symmetry of the composite so obtained is reduced to $\mathrm{m}^{\prime} \mathrm{m}^{\prime \prime}$ (figure 6.1.1b). This displacement conserves the symmetry operations $1,2_{z}^{1^{\prime}}, s_{x}^{\prime}, s_{y}$ of the original composite but destroys all the remaining ones.

### 6.1.1 Subgroup relations in the point symmetry variation

It is seen by comparing the composites in figures 6.1.1a and 6.1.1b that the shifting of the components relative to each another results in a composite with lower symmetry. This holds, however, only for the cases of holosymmetric composites, i.e. composites exhibiting the highest possible symmetry which can be created by the superposition of two given components in a given misorientation relationship. For two given components and for a given misorientation there exists a unique translational position of the two components leading to the holosymmetric composite. The symmetry group of the latter is isomorphous to either the point group of the compoments or to a subgroup/supergroup of it (depending on the misorientation of the two components) and this can be found by applying the procedure in section 4.3.

In the following text the composite with $t=0$ (see section 3.1 ) is taken to be always the holosymmetric one, unless specifically stated to

## Figure 6.1.1

It shows the variation of the point symmetry with displacement. The original composite is shown in (a); its symmetry is $4 \mathrm{~mm} \mathbf{l}^{\prime}$. When the black component is displaced by $t$ the symmetry is reduced to $m^{\prime} m 2^{\prime}$ (b). Note the shift of the mirror plane $m_{x}^{\prime}$. The coordinate system for expressing the symmetry operations and displacements is shown in (a); the z-axis is out of the plane of the paper.

be otherwise. In this case the point symmetry of the composite after displacement is a subgroup of the point group of the holosymmetric composite. First of all, it is a group by virtue of the restrictions placed upon the conservation of its elements. No product of elements in the set can be unrelated to the particular geometric relationship of the two components, and all elements of the initial composite related to this relationship are included in the set. Secondly, it is a subgroup because in displacing the black component symmetry elements are removed, but not added (as long as the initial composite is the holosymmetric one).

The consideration of a holosymmetric composite for $t=0$ provides a way to check that all the symmetries of 'displaced' composites have been found. This is because only certain symmetries, which are amongst the subgroups of the particular point group, can be created by displacing the black component.

Having established the relationship between the point groups of the composites before and after displacement the analytical approach for studying the point symmetry variation can be derived. For this the colourmeversing and ordinary symmetry operations are considered separately.

### 6.1.2 Conservation of colour-reversing symmetry operations

Colour-reversing symmetry operations arise by the geometrical relationships existing between the white and black components. Thus, any displacement $t$ which does not alter the particular relationship conserves the respective operation which, however, is shifted by $t / 2$. Referring to flgure 6.1.1b, for an example, the mirror plane $s_{x}^{\prime}$ has been shifted after the displacement $t=(x, 0,0)$, by $(x / 2,0,0)$ relative to its original

## position.

When the black component is displaced by $t$ the origin of the coordinate system has, therefore, to be displaced by $t / 2$ in order to retain the form of the symmetry operation matrix representations (this coordinate system is called the 'displaced coordinate system'). Alternatively stated, it can be considered that the black component is displaced by $t / 2$ and at the same time the white component by $-t / 2$. In this case the conserved symmetry elements remain in their initial positions and, hence, they are expressed relative to the original coordinate system.

Let $\underset{S}{S}$ be a colour-reversing symmetry operation which is conserved after displacement t. Since $S$ is present in the initial composite there is at least a pair of points belonging to the white and black components -their positions in the original composite are denoted by $\underline{x}_{W}$ and $\underline{x}_{b}$ re-spectively- for which:

$$
S_{=} x_{w}=x_{b}
$$

If the black and white compoments are displaced by $t / 2$ and $-t / 2$ the positions of the above points (relative to the original coordinate system) are $\underline{x}_{w}-t / 2$ and $\underline{x}_{b}+t / 2$ respectively. The symmetry relationship between the two points is now expressed by:

$$
\underline{S}\left(\underline{x}_{w}-t / 2\right)=x_{b}+t / 2
$$

Consequently, a colour-reversing symmetry operation is conserved only if:

$$
\begin{equation*}
\underline{\underline{S}(-t / 2)=t / 2} \tag{6.1.1}
\end{equation*}
$$

where the displacement $t / 2$ is expressed relative to the coordinate system of the original composite.

### 6.1.3 Conservation of ordinary symmetry operations

Ordinary symmetry operations result by the coincidence of identical operations in the two components (see section 4.1). Thus, a displacement
$t$ conserves an ordinary symmetry operation only when it leaves these symmetry elements in coincidence. If the original composite contains, say, a u-fold rotation axis, obtained by the superposition of two u-fold axes of the components, then this axis is conserved only for displacements along its direction.

Let $\mathrm{S}_{\mathrm{O}}$ an ordinary symmetry operation which is conserved when the two components are displaced relative to each other. In the initial composite there is at least a pair of white points, $\underline{x}_{w}$ and $\underline{x}_{w}^{\prime}$, as well as a pair of black points, $\underline{x}_{b}$ and $\underline{x}_{b}^{\prime}$, for which:
and

$$
\begin{aligned}
& \underline{S}_{0} x_{w}^{\prime}=x_{w} \\
& S_{=0} x_{b}^{\prime}=x_{b}
\end{aligned}
$$

After displacement the positions of the points in the white component become $\underline{x}_{W}-t / 2$ and ${\underset{x}{W}}_{1}^{-t / 2}$ and those in the black component $\underline{x}_{b}+\underline{t} / 2$ and $\underline{x}_{b}{ }^{\prime}+t / 2$ respectively. Therefore, the symmetry relationships of the two pairs of points are given by:
and

$$
\begin{aligned}
& S_{=0}\left(x_{w}^{\prime}-t / 2\right)=x_{w}-t / 2 \\
& S_{=0}\left(x_{b}^{\prime}+t / 2\right)=x_{b}+t / 2
\end{aligned}
$$

Consequently, an ordinary symmetry operation is conserved by a displacement only if:

$$
\begin{equation*}
\underline{S}_{=0}(\underline{t} / 2)=\underline{t} / 2 \tag{6.1.2}
\end{equation*}
$$

A displacement, therefore, conserves only these ordinary symmetry elements which satisfy relation (6.1.2); for the same displacement the colour-reversing elements present in the composite are given by relation (6.1.1).
6.1.4 Conservation of (ordinary or colour-reversing) symmetry elements

Relations (6.1.1) and (6.1.2) give the conditions under which symmetry operations of the composite are conserved by displacements of
the black component. For determining the displacements conserving a symmetry element all the symmetry operations associated to it must be considered. The displacement conserving a particular symmetry element is then the one for which all the associated symmetry operations are invariant. In other words, in the case of a symmetry element, of order $n^{3}$, the displacement conserving it is determined by the solution of the system:

$$
\begin{equation*}
{\underset{玉}{i}}\left[(-1)^{k} t / 2\right]=t / 2 \tag{6.1.3}
\end{equation*}
$$

where ${\underset{\sim}{=}}(1=1 ; 2, \ldots, n)$ are the matrices of the symmetry operations associated to the symmetry element and $k=1$ for colour-reversing or $k=2$ for ordinary symmetry operations. Under this convention equations (6.1.1) and (6.1.2) allow the determination of displacements conserving the symmetry elements of the original composite.

Concluding this section it is of interest to give the general rules of symmetry element conservation with displacement:

Rule 6.1.1: The ordinary identity operation is conserved by any displacement whereas no translation conserves the antisymmetry operation.

Rule 6.1.2: An ordinary rotation axis or mirror plane is conserved only by displacements parallel to this axis or plane of symmetry.

Rule 6.1.3: u-fold (u>2) colour-reversing rotation axes are destroyed by any displacement. However, colour--reversing axes $2^{\prime}$ or planes $\mathrm{m}^{\prime}$ are conserved by displacements which are perpendicular to these rotation axes and symmetry planes.

Rule 6.1.4: The ordinary inversion centre is destroyed by any displacement whereas the colour-reversing one is always conserved.

The displacement associated with the identity operation is rather obvious; there is no displacement destroying the symmetrical relation of a point to itself. In contrast, the colour-reversing centre of symmetry is destroyed by any displacement because the inversion centres in the two components are brought out of coincidence. The way of deriving the remaining of the above rules is demonstrated in the next section.

Footnotes 1: No new symmetry operations can be created by a displacement (see section 6.1.1).

2: The symbol $t=(x, 0,0)$ denotes the vector $t=x i+0 j+0 k$ with $i, j, k$ the unit vectors along the $x-y-y$ and zaxes of the coordinate system Oxyz indicated in figure 6.1.1a.

3: Order of a symmetry element is the number of symmetry operations associated with this particular element; for example, the order of the $\overline{\text { I-fold rota- }}$ tion axis is equal to 4.

### 6.2 Example of point symmetry variation

The application of the method outlined in section 6.1 is now demonstrated with reference to a particular example. For this a bicoloured composite is considered and its point symmetry variation is studied by allowing the two components to be displaced relative to one another Let both the white and black components be non-periodic ${ }^{1}$ with symmetry $4 / \mathrm{mmm}$ and let these be superposed so the obtained composite has the symmetry $4 / \mathrm{mm} \mathrm{m}^{\prime}$ '. This point group contains the following symmetry operations (see table A1.3):
ordinary operations: $1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, i, 4_{z}^{1}, 4_{z}^{3}, s_{z}$ colourmreversing operations: $2_{x}^{1^{\prime}}, 2_{y}^{1^{\prime \prime}}, 2_{\alpha}^{1^{\prime}}, 2_{p}^{1^{\prime}}, s_{x^{\prime}}^{\prime}, s_{y^{\prime}}^{\prime}, s_{\alpha}^{\prime}, s_{p}^{\prime} \cdot$

The z-axis of the orthogonal coordinate system used for expressing
the matrix representations of the symmetry operations (and the displacements) is along the 4-fold axis. The $x$ - and $y$-axes, on the other hand, coincide with two mutually orthogonal 2-fold axes of the point group.

The considered composite exhibits the highest possible symmetry created by the given components in the given misorientation, i.e. it is the holosymmetric composite. Consequently, only certain symmetries can be created by displacing the black component. These symmetries are among the subgroups of the point group $4 / m^{\prime} m^{\prime}$ given in table 6.2 .1 (note that all the crystallographically non-equivalent subgroups of $4 / \mathrm{mm} \mathrm{m}^{\prime} \mathrm{m}^{\prime}$ are. included in this table).

### 6.2.1 Conservation of symmetry elements

The next stage in the procedure is to determine the displacement(s) for which each of the symmetry operations of $4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ is invariant. Col-our-reversing operations are conserved by the displacements obtained as solutions of the equation (6.1.1); these are given in table 6.2.2. On the other hand, the displacements conserving ordinary operations are, according to equation (6.1.2), these in table 6.2.3.

In applying the results of tables 6.2 .2 and 6.2 .3 it must be born in mind that they correspond to symmetry operations. The translation(s) conserving a particular symmetry element is(are) the displacement(s) for which all the symmetry operations associated to this element are invariant (see section 6.1.4). The ordinary 4-fold axis, for example, involves the presence of the four symmetry operations: $1,4_{z}^{1}, 2_{z}^{1}, 4_{z}^{3}$. A11 these operations are conserved for displacements parallel to the $z-a x i s$ and, hence, the 4 -fold ordinary axis is conserved for $t=(0,0, z)$. As far as the ordinary axis $\overline{4}$ is conserned, it contains the symmetry operations: $1,4_{z}^{1}, 2_{z}^{1}, \overline{4}_{z}^{3}$ and, therefore, it is destroyed by any displacement (table 6.2.3).

Subgroups of the dock-white point group $4 / \mathrm{mm}^{\prime \prime}{ }^{\circ}$

| number | subgroup | 1 |  | $4_{2}^{1}$ | $4_{2}^{3}$ | $2_{z}^{1}$ | $2_{x}^{1}$ | $2^{2}{ }^{\prime}$ | $2_{\alpha}^{1^{\prime}}$ | $2_{B}^{1}$ | 1 |  | $\overline{4}_{z}^{3}$ | $\mathrm{S}_{2}$ | $s_{x}^{\prime}$ | $s^{\prime}$ | $s_{a}^{\text {a }}$ | $s_{B}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ | X |  | $\mathbf{x}$ | $x$ | X | $x$ | X | X | X | X | X | X | X | X | X | $x$ | $X$ |
| 2 | $\overline{4} 2{ }^{\prime \prime}{ }^{\prime}$ | $x$ |  | $x$ | $x$ | x | $x$ | $\times$ |  |  |  |  |  |  |  |  | $x$ | $x$ |
| 3 | $\overline{4} 2 \mathrm{~m}^{\prime}$ | $x$ |  | $x$ | $x$ | x x |  |  | $x$ | x |  |  |  |  | X | X |  |  |
| 4 | $4 \mathrm{~m}^{\prime \prime} \mathrm{m}^{\prime}$ | X |  | $x$ | $x$ | $x$ |  |  |  |  |  |  |  |  | x | X | X | X |
| 5 | 42'2' | $x$ |  | $x$ | $x$ | $x$ | X | X | $x$ | X |  |  |  |  |  |  |  |  |
| 6 | $4 / \mathrm{m}$ | $x$ |  | X | $x$ | $x$ |  |  |  |  | x | x | $x$ | $x$ |  |  |  |  |
| 7 | 4 | X |  |  |  | $x$ |  |  |  |  |  | X | X |  |  |  |  |  |
| 8 | 4 | X |  | X | $x$ | X |  |  |  |  |  |  |  |  |  |  |  |  |
| 9 | mimim | $x$ |  |  |  | $x$ | $x$ | $x$ |  |  | $x$ |  |  | X | X | $x$ |  |  |
| 10 | m'min | $x$ |  |  |  | x |  |  | $x$ | $x$ | x |  |  | x |  |  | X | $x$ |
| 11 | m'm' | $x$ |  |  |  |  |  | x |  |  |  |  |  | x | x |  |  |  |
| 12 | mim ${ }^{\prime \prime}$ | X |  |  |  |  | $x$ |  |  |  |  |  |  | X |  | X |  |  |
| 13 | m'mz | X |  |  |  |  |  |  |  | $x$ |  |  |  | $x$ |  |  | X |  |
| 14 | min' | x |  |  |  |  |  |  | $x$ |  |  |  |  | X |  |  |  | X |
| 15 | $2^{\prime} / \mathrm{m}^{\prime}$ | $x$ |  |  |  |  | $x$ |  |  |  | $x$ |  |  |  | $x$ |  |  |  |
| 16 | $2^{\prime} 1 \mathrm{~m}^{\prime}$ | $x$ |  |  |  |  |  | $x$ |  |  | x |  |  |  |  | X |  |  |
| 17 | $21 / \mathrm{m}^{\prime}$ | $x$ |  |  |  |  |  |  | $x$ |  | x |  |  |  |  |  | x |  |
| 18 | $2 \% \mathrm{~m}^{\prime \prime}$ | X |  |  |  |  |  |  |  | $x$ | X |  |  |  |  |  |  | $x$ |
| 19 | 2 m | X |  |  |  | $x$ |  |  |  |  | X |  |  | X |  |  |  |  |
| 20 | $\mathrm{m}^{\prime} \mathrm{m}^{\prime} 2$ | $x$ |  |  |  | $x$ |  |  |  |  |  |  |  |  | X | X |  |  |
| 21 | $\mathrm{m}^{\prime} \mathrm{m}^{\prime} 2$ | $x$ |  |  |  | $x$ |  |  |  |  |  |  |  |  |  |  | $x$ | x |
| 22 | $22^{2 \prime}$ | $x$ |  |  |  | $x$ | $x$ | $x$ |  |  |  |  |  |  |  |  |  |  |
| 23 | 222 | $x$ |  |  |  | $x$ |  |  | $x$ | $\mathbf{x}$ |  |  |  |  |  |  |  |  |
| 24 | $\bar{T}$ | $x$ |  |  |  |  |  |  |  |  | $x$ |  |  |  |  |  |  |  |
| 25 | $\mathrm{m}^{\prime}$ | $x$ |  |  |  |  |  |  |  |  |  |  |  |  | X |  |  |  |
| 26 | $\mathrm{m}^{\prime}$ | $x$ |  |  |  |  |  |  |  |  |  |  |  |  |  | X |  |  |
| 27 | $\mathrm{m}^{\prime}$ | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $x$ |  |
| 28 | $\mathrm{m}^{\prime}$ | $x$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\times$ |
| 29 | 2 | $x$ |  |  |  |  | X |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 2 | $x$ |  |  |  |  |  | $x$ |  |  |  |  |  |  |  |  |  |  |
| 31 | 2 | X |  |  |  |  |  |  | $x$ |  |  |  |  |  |  |  |  |  |
| 32 | 2 | X |  |  |  |  |  |  |  | $\times$ |  |  |  |  |  |  |  |  |
| 33 | m | $x$ |  |  |  |  |  |  |  |  |  |  |  | X |  |  |  |  |
| 34 | 2 | $x$ |  |  |  | X |  |  |  |  |  |  |  |  |  |  |  |  |
| 35 | 1 | X |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

## TABLE 6.2.2

Solutions of the equation $\underline{\underline{S}}(-\underline{t} / 2)=t / 2$ for the colour-reversing symmetry operations of the black-white point group $4 / \mathrm{mm}$ ' $\mathrm{m}^{\prime}$

| Symmetry <br> element | Matrix equation | Solution |
| :---: | :---: | :---: |
| $2^{11}$ | $\left(\begin{array}{rrr}1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1\end{array}\right)\left(\begin{array}{l}-t_{x} / 2 \\ -t_{y} / 2 \\ -t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=0 \\ & t_{y}: \text { no condition } \\ & t_{z}: \text { no condition } \end{aligned}$ |
| $2^{11}$ | $\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1\end{array}\right)\left(\begin{array}{l}-t_{x} / 2 \\ -t_{y} / 2 \\ -t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}: \text { no condition } \\ & t_{y}=0 \\ & t_{z}: \text { no condition } \end{aligned}$ |
| $2{ }^{11}$ | $\left(\begin{array}{ccc}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & -1\end{array}\right)\left(\begin{array}{l}-t_{x} / 2 \\ -t_{y} / 2 \\ -t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=-t_{y}(*) \\ & t_{z}=\text { no condition } \end{aligned}$ |
| $2_{\beta}^{11}$ | $\left(\begin{array}{rrr}0 & -1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & -1\end{array}\right)\left(\begin{array}{l}-t_{x} / 2 \\ -t_{y} / 2 \\ -t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=t_{y} \quad(* *) \\ & t_{z}=\text { no condition } \end{aligned}$ |
| $s_{x}^{\prime}$ | $\left(\begin{array}{ccc}-1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{l}-t_{x} / 2 \\ -t_{y} / 2 \\ -t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}: \text { no condition } \\ & t_{y}=0 \\ & t_{z}=0 \end{aligned}$ |
| $B_{j}$ | $\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{l}-t_{x} / 2 \\ -t_{y} / 2 \\ -t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=0 \\ & t_{y}: \text { no condition } \\ & t_{z}=0 \end{aligned}$ |
| $s_{\alpha}^{\prime}$ | $\left(\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{l}-t_{x} / 2 \\ -t_{y} / 2 \\ -t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=t_{y} \quad(* *) \\ & t_{z}=0 \end{aligned}$ |
| $8_{B}^{1}$ | $\left(\begin{array}{rrr}0 & -1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{l}-t_{x} / 2 \\ -t_{y} / 2 \\ -t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=-t_{y}(*) \\ & t_{z}=0 \end{aligned}$ |

(*) $t_{x}=-t_{y}$ means a displacement perpendicular to the $x y$-direction (**) $t_{x}=t_{y}$ denotes a dis placement perpendicular to the $x \bar{y}$-direction

## TABLE 6.2.3

Solutions of the equation $\underset{\Sigma}{S}(t / 2)=t / 2$ for the ordinary symmetry operations of the black-white point group $4 / \mathrm{mm} \mathrm{m}^{\prime}$ '

| Symmetry <br> element | Matrix equation | Solution |
| :---: | :---: | :---: |
| 1 | $\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $t_{x}$ : no condition <br> $t_{y}$ : no condition <br> $t_{z}$ : no condition |
| $4{ }_{2}^{1}$ | $\left(\left(\begin{array}{ccc}0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)\right.$ | $\begin{aligned} & t_{x}=0 \\ & t_{y}=0 \\ & t_{z}=\text { no condition } \end{aligned}$ |
| $4_{2}^{3}$ | $\left(\begin{array}{ccc}0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=0 \\ & t_{y}=0 \\ & t_{z}=\text { no condition } \end{aligned}$ |
| $2_{2}^{1}$ | $\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=0 \\ & t_{y}=0 \\ & t_{z}: \text { no condition } \end{aligned}$ |
| $i$ | $\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1\end{array}\right)\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=0 \\ & t_{y}=0 \\ & t_{z}=0 \end{aligned}$ |
| $\overline{4}_{2}^{1}$ | $\left(\begin{array}{rrr}0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & -1\end{array}\right)\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=0 \\ & t_{y}=0 \\ & t_{z}=0 \end{aligned}$ |
| $\overline{4}_{2}^{3}$ | $\left(\begin{array}{ccc}0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & -1\end{array}\right)\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $\begin{aligned} & t_{x}=0 \\ & t_{y}=0 \\ & t_{z}=0 \end{aligned}$ |
| $\mathrm{s}_{2}$ | $\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1\end{array}\right)\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)=\left(\begin{array}{l}t_{x} / 2 \\ t_{y} / 2 \\ t_{z} / 2\end{array}\right)$ | $t_{x}$ : no condition <br> $t_{y}$ : no condition $t_{z}=0$ |

The colour-reversing mirrors $s_{\alpha}^{\prime}$ and $s_{\beta}^{\prime}$, on the other hand, are invariant for displacements which do not change the respective mirror relationships of the two components, that is, for displacements ( $x, x, 0$ ) and ( $-x, x, 0$ ) respectively (rule 6.1.3). These considerations indicate the way by which the rules in the previous section were derived.

### 6.2.2 Conservation of sets of symmetry operations

Attention is now focused on displacements which conserve sets of symmetry elements. In other words, the displacements leading to a composite with symmetry described by any one of the subgroups of the point group $4 / \mathrm{mm}$ ' $\mathrm{m}^{\prime}$ are determined. For this, each one of the subgroups given in table 6.2.1 is considered (starting with those of higher symmetry). For each subgroup a displacement conserving all the group elements can be established. This is, in fact, equivalent to solving the system of $r$ equations: ${\underset{=}{i}}_{i}(-t / 2)=t / 2(i=1,2, \ldots, r / 2)$ and ${\underset{\sim}{m}}_{j}(t / 2)=t / 2$ ( $j=1,2, \ldots, r / 2$ ) where $S_{i}$ and $S_{j}$ are respectively the matrix representations of the colour-reversing and ordinary elements of the particular subgroup of order $r$.

For example, consider the subgroup $42^{\prime} 2^{\prime}=\left\{1,4 i_{z}^{1}, 2_{z}^{1}, 4_{z}^{3}, 2_{x}^{1^{\prime \prime}}, 2_{y}^{1^{\prime}}\right.$, $\left.2_{\alpha}^{1^{\prime}}, 2_{\beta}^{1^{\prime}}\right\}$. The 4-fold axis is conserved by a displacement $(0,0, z)$, whereas the axes $2_{x}^{1^{\prime}}, 2_{y}^{1^{\prime}}, 2_{\alpha}^{1^{\prime \prime}}, 2_{p}^{1^{\prime \prime}}$ are conserved by the displacements $(0, y, z),(x, 0, z),(-x, x, z),(x, x, z)$ respectively. Therefore, the only displacement conserving all the elements of $42^{\prime} 2^{\prime}$ are of the form $(0,0, z)$. Similar considerations give the displacements which conserve each of the remaining subgroups in table 6.2.1. These displacenents and the associated point groups are given in table 6.2.4 ${ }^{2}$. Since the point group of the composite for $t \notin O$ is restricted to be a subgroup of the point group $4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ and since all the subgroups were considered it is clear

TABLE 6.2 .4
Point symmetry variation of a composite with symmetry $4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ 。

| Fractional coordinates of displacement | Point group |  |
| :---: | :---: | :---: |
|  | Number* | Symbol |
| 000 | 1 | $4 / \mathrm{mm} \mathrm{m}^{\prime}$ |
| O0z | 5 | 42'2' |
| Oyo | 11 | $m^{\prime} \mathrm{m}^{\prime}$ |
| $x 00$ | 12 | $m^{\prime} \mathrm{m}^{\prime}$ |
| xx0 | 13 | m'm2' |
| $\overline{\mathbf{x}} \times 0$ | 14 | m'm2' |
| $\mathbf{x 0 z}$ | 29 | 21 |
| Oyz | 30 | 21 |
| xaxz | 31 | 21 |
| $\bar{x} \times \mathbf{z}$ | 32 | 2' |
| xy0 | 33 | m |
| xyz | 35 | 1 |

(*) see table 6.2.1
that table 6.2.4 covers all the possible composites obtained from the original holosymmetric one.

When the displacements conserving the elements of a subgroup are determined, the following must be kept in mind:

1) Since the ordinary identity operation is conserved by any displacement, there is no need to account for this operation.
2) Certain subgroups are not invariant by displacements $t \neq 0$. The subgroup $42^{\prime} \mathrm{m}^{\prime}$, for example, is conserved by the displacement $t=(0,0,0)$ only.
3) Certain subgroups are formed by displacements which at the same time conserve another subgroup of higher symmetry.

The latter is a consequence of the conservation of various symmetry elements by the same displacement. For example, both subgroups 42'2' and 4 are formed by a displacement of the form $(0,0,2)$. This happens when the two groups contain common elements, or, in other words, when the group of lower symmetry is a subgroup of the one of higher symmetry. In such cases, however, the symmetry of the dichromatic complex or bicrystal is described by the highest order subgroup (highest symmetry). This explains why the subgroup list must be considered in a sequence of decreasing group order.

### 6.2.3 Equivalent composites

Table 6.2 .4 shows that certain subgroups can be created by more than one crystallographically equivalent displacement ${ }^{3}$. This occurs in the cases where a subgroup adopts more than one crystallographically equivalent orientation in the point group of the composite with $t=0$. The subgroup $m^{\prime}$, for example, adopts two different, but equivalent, orientations in $4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$; the two orientations are related by symmetry
operations of the initial composite. As it can be seen from table 6.2.4 the displacements leading to the corresponding composites are also related by symmetry operations of the initial composite.

Pond \& Bollmann (1979) have shown that whenever a composite with t=0 contains point symmetry higher than 1 , there exists a set of dichromatic patterns or bicrystals, obtained from the original composite by displacements of the black component, which are related by the symmetry of the initial composite. They called the composites of such sets equivalent dichromatic patterns and equivalent bicrystals. Similar considerations indicate that the same holds for dichromatic complexes; and, following Pond \& Bollmann (1979), such sets are called here 'equivalent dichromatic complexes'.

The symmetry relationships between the sets of equivalent dichromatic complexes and bicrystals will be further examined in section 7.3.

Footnotes 1: The consideration of non-periodic components (and, hence, non-periodic composites) has no significance except that it implies that point symmetry only is taken into account. The method is, however, identically applied for studying the point symmetry variation of periodic composites.

2: In table 6.2.4 only displacements $t \neq 0$ (and the associated subgroups) are included.

3: It is possible that composites with identical symmetry can be created by crystallographic non-equivalent displacements. These cases, however, must be treated separately; this is a situation where the need to distinguish between crystallographically non-equivalent subgroups arises.

### 6.3 Variation of the spatial symmetry

The discussion in the previous sections was confined to non-periodic components. This allowed the effect of the relative displacement on the
point symmetry to be analysed. Dichromatic complexes and bicrystals can, however, be periodic. Thus, attention is now focused on infinite components and the variation of their symmetry is studied.

### 6.3.1 Displacements conserving a periodic composite

The consideration of periodicity implies that there are displacements which conserve the original composite. These are due to the translational symmetry of the components, but for a periodic composite additional displacements exist as well. Thus, two categories of displacements are distinguished.

The first contains displacements for which the obtained composite differs in no way from the original one; they recreate the composite at the original position. Displacements of this category are equal to the translation vectors of the respective component. In the case of CSL based dichromatic complexes and bicrystals, where the two components have a common superlattice, the vectors of this superlattice represent displacements of either component which conserve the original composite. Thus, the displacements of the first category can further classified into:
(a) displacements which can applied to the respective component in order to recreate the initial composite, and,
(b) vectors which represent shifting of either component. For displacements of the second category the composite is conserved as far as the configuration of points is concerned but it is displaced relative to its original position. The displacements of the second category are, in fact, equal to the DSC lattice vectors (Bollmann, 1970). Bollmann has shown that these vectors form a sublattice of the composite lattice and, in fact, it is this sublattice which represents the periodic
variation of the composite symmetry.

### 6.3.2 Displacement vector set for dichromatic complexes and bicrystals The displacements of the above two categories can be represented in an integrated way by means of the vector space, a concept introduced by Buerger ( $1950 \mathrm{a}, \mathrm{b}$ ) in connection with the solution of the Patterson function in X-ray crystallography. For the purposes of the symmetry variation studies the vector space is considered as the space containing the displacement vector set of the associated dichromatic complex or

 bicrystal.The vector space is formed by drawing vectors between all points in the dichromatic complex or bicrystal (disregarding the different colours). These vectors are then assembled at common origin and the unit cell of the periodic vector is established. The unit-translations of the vector set correspond to the displacements which recreate the original composite ${ }^{1}$. In other words, the translation symmetry of the vector set represents the periodicity of the spatial symmetry variation. Consequently, it is adequate to investigate the spatial symmetry variation due to displacements which fall within the Wigner-Seitz cell of the associated vector set.

It is evident, from the construction of the vector set, that the fundamental set and the vector set have the same number of translation axes. In the case of dichromatic complexes or bicrystals with no translational symmetry the Wigner-Seitz cell has zero volume. For complexes or bicrystals with one- or two-dimensional periodicity the unit cell of the vector set is linear or planar respectively. In the case of dichromatic complexes based in CSL the Wigner-Seitz cell is three-dimensional and has a volume that decreases as $\Sigma$ increases.

### 6.3.3 General and special displacements

An implication of the periodic variation of the spatial symmetry of dichrmatic complexes and bicrystals is the possibility of displacements for which rotation axes and/or mirror planes of the original composite become screw axes and/or glide mirror planes (or vice versus). Consider, for example, figure 6.3.1. An infinitely small displacement of the black component away from the reference position destroys the mirror plane $m_{y}^{\prime}$ present originally in the composite. Thus, all the composites corresponding to displacements $t \neq 0$ do not possess this mirror plane. The displacement $t=\underline{a} / 2$, however, brings the white and black components in a glide-reflection relationship (figure 6.3.1b). Such displacements correspond, usually, to vectors with end-points lying midway two lattice points of the DSC lattice.

The periodicity of the spatial symmetry variation, therefore, implies that there are displacements resulting in spatial symmetry groups which have the same point symmetry but where some (if not all) of the translation-free rotation axes or mirror planes have been changed to screw axes or glide mirror planes (or vice versus). Displacements with this property or displacements which conserve the composite will be called 'special displacements' while the remaining are designated 'general displacements'.

Special displacements correspond to dichromatic complexes or bicrystals whose symmetry is uniquely determined by the displacement vector. Any infinitely small deviation away from the special position results in a change in the symmetry of the composite. The displacement of the black component does not alter the configuration of either the black or the white component but it changes their relative position only. There-

Figure 6.3.1
(a) It shows an composite with one-dimensional periodicity; the unit translation is indicated by the vector a. Open and filled circles represent points of the white and black (one-dimensional) components respectively. The composite exhibits a symmetry pmm'2'.
(b) The composite obtained by displacing the black component by $t=a / 2$. The symmetry of this composite is pma'2'. The axes of the orthogonal coordinate system are: $x$-axis along the translation axis, $y$-axis on the plane of the paper and z-axis out of the page.

 $\stackrel{+}{a / 2}$
fore, only colour-reversing axes and/or mirror planes can be transformed to their associated translation-coupled counterparts (or vice versus) by a special displacement.

General displacements, on the other hand, are associated with dichromatic complexes or bicrystals whose symmetry remains unchanged over wide limits of displacement. Examples of general displacements are the vectors o<t t /2 in figure 6.3.1.

Both general and special displacements change the spatial and/or point Bymmetry of the dichromatic complex or of the bicrystal: The variation of the point symmetry has been investigated in section 6.1; it remains, therefore, to give the procedure for the determination of the spatial symmetry variation. The method is based on the fact that a displament can never modify the periodicity of the dichromatic complex or bicrystal. This means that the spatial symmetry group of the composite with $t \neq 0$ must be a subgroup ${ }^{2}$ of that corresponding to $t=0$; but the two groups must have the same translations.
6.3.4 Determination of the spatial groups for general displacements The spatial symmetry of a composite obtained by a general displacement is described by a group which exhibits:
(a) point symmetry which is a subgroup of the original composite (section 6.1), and,
(b) the same translational symmetry as the original composite. General displacements correspond, therefore, to spatial subgroups in which the descent in symmetry has only affected the rotations and reflections but not the accompanying translations in the unit cell. Hermann (1929b) designated such groups.:'zellengleichen subgroups' (an analysis of Hermann's approach is given in appendix 11 since no full
exposition in the English language exists).

### 6.3.5 Determination of the spatial groups for special displacements

The spatial symmetry obtained by a special displacement corresponds to a spatial group which:
(a) has a point group belonging to the same class as a subgroup (including the trivial ones) of the reference composite,
(b) has the same set of translation vectors as the reference composite, and,
(c) may contain translation-coupled symmetry elements corresponding to translation-free elements in the original composite (or vice versus).

Consequently, special displacements correspond to spatial subgroups where the translations and not the types of symmetry are affected. These subgroups are the 'klassengleichen subgroups' in Hermann's (1929b) terminology ${ }^{3}$.

As was mentioned above special displacements correspond to vectors connecting the origin to 'special' points in the unit cell of the DSC lattice. Such 'special' points are usually the vertices, centres of faces or edges and points lying midway between them. The following rules facilitate the determination of the special displacements:

Rule 6.3.1: The special displacements follow the rules of symmetry element conservation given in section 6.1.

Rule 6.3.2: A special displacement creates a translation--coupled symmetry operation from a translation-free one (or vice versus). The latter is present in the initial composite but is not conserved by the
particular displacement. Moreover, it is always a colourwreversing operation.

Rule 6.3.3: From all the operations of the initial composite which may create a translation-coupled/translation--free symmetry element only those which are compatible with the special displacement form such an element.

For example, if the original composite contains a 4-fold colour -reversing axis and the special displacement is equal to the half-period along the axis direction, then a $4_{2}$ axis can be created but not a $4_{1}$ or a $4_{3}$ one.

Footnotes 1: It is possible that such displacements recreate the original composite in a new position, but this is not important as far as its symmetry is concerned. 2: A subgroup of a given spatial group is a group of lower symmetry obtained by the removal of certain symmetry operations from the given spatial group (see appendix 11).

3: This does not include the special displacements for which the original composite is reformed. The spatial group of these composites is, obviously, identical to that of the original composite, or, according to Hermann's (1929b) approach it is the trivial zellengleiche subgroup. The vectors of such displacements, however, 'end' outside the WignermSeitz cell of the DSC lattice.

### 6.4 Example of spatial symmetry variation

In this section the procedure for studying the spatial symmetry variation of dichromatic complexes ${ }^{1}$ is demonstrated by giving an example. For this the dichromatic pattern formed by two f.c.c. lattices rotated
relative to each another by $[001] / 36.9^{\circ}\left(\sum=5\right)$ is used as an illustration. The space group of this holosymmetric dichromatic pattern is I4/mm'm' (figure 5.2.2c).

The point symmetry variation has already been considered in section 6.2 and, hence, table 6.2 .4 gives the general displacements and the point groups of the associated patterns.

As far as the space groups of the dichromatic patterns associated to general displacements are concerned they can be found by applying the principles outlined in section 6.3. For this the list of the zellengleichen subgroups of the space group $14 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ (table A11.1) is considored. For each of the general displacements the point symmetry of the obtained pattern is given in table 6.2.4; the corresponding space group is then the one in table All.1 which belongs to the particular symmetry class. For example consider the dichromatic pattern obtained by a displacement $t=(0,0, z)$; its point group is $42^{\prime} 2^{\prime}$. Referring to table All.1 it is seen that the zellengleiche subgroup of the class 42'2' is I42'2'; this is the space group of the dichromatic pattern with $t=(0,0, z)$.

When this procedure is applied regard must be given for the cases where the point group adopts more than one crystallographically non--equivalent orientation in the point group of the original pattern. In this case different zellengleichen subgroups might correspond to the non-equivalent subgroups. The ambiguity can be resolved by considering which symmetry operations of the original pattern are conserved by the particular general displacement. Thus, it is possible to establish the point subgroups corresponding to these dichromatic patterns and thus the appropriate zellengleichen subgroups are determined.

Let, for example, the dichromatic patterns obtained by $t=(x, 0,0)$
and $t=(x, x, 0)$. It is shown in section 6.2 that a displacement of the form $t=(x, 0,0)$ conserves the subgroup $m^{\prime} m^{\prime}=\left\{1,2_{y}^{1^{\prime}}, s_{z}, s_{x}^{\prime}\right\}$ and according to the table All.1 the respective space group is Im'm2'. If the displacement $t=(x, x, 0)$ is, however, considered the conserved symmetry operations form the subgroup $m^{\prime} m^{\prime}=\left\{1,2_{\beta}^{1^{\prime}}, s_{z}, s_{\alpha}^{\prime}\right\}$ and, hence, the space group of the dichronatic pattern with $t=(x, x, 0)$ is $F m$ 'm2'. In a similar manner the space symmetry of the dichromatic patterns for the other general displacements is determined.

The special displacements can be found by applying the rules given in section 6.3. Thus, the displacement $t=(1 / 2,0,0)$, for example, conserves the subgroup $m^{\prime} 2^{\prime} m=\left\{1, s_{z}, s_{x}^{\prime}, 2_{y}^{1^{\prime}}\right\}$ while destroying the rest of the symmetry operations in the initial pattern, i.e. the operations of the $\operatorname{set} 4_{z}^{1}, 2_{z}^{1}, 4_{z}^{3}, 2_{x}^{1^{\prime}}, 2_{\alpha}^{1^{\prime}}, 2_{\beta}^{1^{\prime}}, i, \overline{4}_{z^{1}}^{1}, \overline{4}_{z}^{3}, g_{y^{\prime}}^{\prime}, g_{\alpha}^{\prime}, s_{\beta}^{\prime}$. In this set only the elements $2_{x}^{1 \prime}$ and $s_{y}^{\prime}$ satisfy the conditions given in section 6.3 and, hence, a displacement of the black component by $t=(1,0,0)$ creates a glide-mirror plane normal to the $y$-axis and a 2-fold screw axis along the $x$-direction.

In order to determine the special displacements it is necessary to determine, first of all, the possible space groups associated with such displacements. These are klassengleichen subgroups of either the space group of the dichromatic pattern with $t=0$, or of a zellengleiche subgroup of it. Moreover, these klassengleichen subgroups must have translational vectors identical to that of the original dichromatic pattern; these groups are listed in the first coloumn of table 6.4.1. In fact, this table gives the klassengleichen subgroups of the (classical) space group $14 / \mathrm{mmm}$ instead of the two-coloured $14 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$. This is because the procedure for the determination of the klassengleichen

Klassengleichen subgroups of $I 4 / m m m$ which correspond to special displacements for the $\Sigma=5$ dichromatic pattern
formed by two f.c.c. lattices

| Space group | Comments |
| :---: | :---: |
| 14/mem |  |
| $\mathrm{IA}_{1}$ /amd | $4_{1}$ and a-plane are ordinary elements |
| $14_{1} / \mathrm{acd}$ | $4_{1}$ and a-plane are ordinary elements |
| $\mathrm{I}_{4} 22$ | $4_{1}$ is an ordinary element |
| 1422 | zellengleiche subgroup |
| $\mathrm{IA}_{1} \mathrm{~cd}$ | $4_{1}$ is an ordinary element |
| $14_{1}{ }^{\text {md }}$ | $4_{1}$ is an ordinary element |
| 14 cm |  |
| 14 mm | zellengleiche subgroup |
| IT12d | $\overline{4}$ is an ordinary axis |
| IT̄2m | zellengleiche subgroup |
| I- ${ }^{\text {c } 2}$ | $\overline{4}$ is an ordinary element |
| I4̈m2 | zellengleiche subgroup |
| $14_{1} / \mathrm{a}$ | $4_{1}$ and a-plane are ordinary elements |
| 14/m | zellengleiche subgroup |
| $\mathrm{I}_{1}$ | $4_{1}$ is an ordinary axis |
| 14 | zellengleiche subgroup |
| $1 \overline{4}$ | zellengleiche subgroup |
| Imma |  |
| Ibca | $m_{z}$ is an ordinary mirror plane |
| Ibam | $b$ - and a-plane are normal to the $x$ - and $y$-axis respectively and there is no displacement creating simultaneously the a- and b-planes |
| Immam | zellengleiche subgroup |
| Frmam | zellengleiche subgroup |
| I2 $1^{2}{ }_{1}{ }^{2}$ | $2_{z}$ axis is an ordinary element |
| 1222 | zellengleiche subgroup |
| F222 | zellengleiche subgroup |
| Ima2 |  |
| Ibal 1 | see the comment for Ibam |
| Imm2 | zellengleiche subgroup |
| Fdd2 | there is no displacement creating simultaneously the two d-planes |
| Fmm2 | zellengleiche subgroup |

subgroups is fairly complicated and the only available listing of such subgroups (Boyle \& Lawrenson, 1972b) deals with the classical space groups.

Some of the groups given in table 6.4 .1 must be excluded from further considerations because, as it was mentioned in section 6.3, the only symmetry operations present to the initial pattern which can be changed to translation-coupled/translation-free are the colour-reversing operations. Thus, since the initial point group contains an ordinary 4-fold axis klassengleichen subgroups containing $4_{1}, \overline{4}$ or $2_{1}$ axes (the latter if it is parallel to the 4-fold axis) must be excluded. Similar considerations (see table 6.4.1) for the remaining subgroups indicate that the only subgroups which must be taken into account are the $14 / m{ }^{\prime} \mathrm{m}^{\prime}$ '. I4c'm', Imm'a' and Ima'2'. But, I4c'm' and Ima'2' are zellengleichen subgroups of the space groups $14 / m c^{\prime} m^{\prime}$ and $\operatorname{Imm}{ }^{\prime} a$ ' respectively. Therefore, special displacements give patterns with space groups $14 / \mathrm{mc}^{\prime} \mathrm{m}^{\prime}$ or Imm' $a$ ' (this is further examined below).

The next step in the procedure is the determination of the special displacements. This is based on the rule given by Pond \& Bollmann (1979) (see also section 7.3) concerning the conservation of symmetry of dichromatic patterns (and bicrystals). According to them the variation of the symmetry obeys the following conservation rule: "the product $n_{j} r_{j}$ is invariant with relative displacement, where $n_{j}$ is the order of the point symmetry for the pattern created by a given relative displacement away from the holosymmetric pattern and $r_{j}$ is the number of crystallographically equivalent patterns obtained by symmetry related displacements". According to this rule, the rank of a special displacement is equal to $n_{h} / n_{k}$ where $n_{h}$ and $n_{k}$ are the orders of the point groups of the dichro-
matic patterns before and after displacement respectively.
For example, the rank of the displacement leading to a dichromatic pattern with symmetry $14 / n c^{\prime} m^{\prime}\left(n_{k}=16\right)$ must be equal to 1 since $n_{n}=16$. Inspection of the holosymmetric dichromatic pattern shows that the only displacement with rank 1 is the $t=(0,0, K)$ (or its translation-equivalent $\left.t\left(X, y_{2}, 0\right)\right)_{0}$ "This'metans that a dichromatic pattern with symmetry I4/mc'm" is formed by the special displacement $t_{=}(1 / 2,1 / 2,0)$. Similarly, the rank of the displacement leading to a dichromatic pattern with symmetry Imm'a' $1 s$ equal to $n_{n} / n_{k}=16 / 8=2$ and the special displacement associated with this group is $(1 / 2,0,0)$.

The above rule enables, additionally, to decide whether a particular klassengleichen subgroup corresponds to a special displacement or not. This is the case for the group $I 4 c^{\prime} m$ ' which as mentioned above must be excluded. If a special displacement creates a dichromatic pattern with space symmetry $I 4 c^{\prime} m$ ' then its rank has to be equal to 2. But the only displacement of rank 2 is the $t=(1 / 2,0,0)$ and it can not correspond to the above group since it does not conserve the 4-fold axis.

Table 6.4.2 summarizes the variation of the space symmetry of the $\Sigma=5$ dichromatic pattern formed by two f.c.c. lattices.

```
- - -
```

Footnote 1: The procedure for bicrystals is identical.

TABLE 6.4.2
Spatial symmetry variation of the dichromatic pattern $\Sigma=5$ formed by two f.c.c. lattices


## Chapter 7

GENERAL RELATIONS OF DICHROMATIC SYMMETRY AND BICRYSTAL SYMMETRY

## Introduction

The symmetry of a bicrystal depends on: (a) the misorientation and the translational position of its components (see chapters 3-6), and, (b) the orientation of the interface. The effect of the latter on the interfacial symmetry can be understood in terms of the procedure used for manufacturing a bicrystal (see section 3.1). The selection of the boundary plane and the location of the appropriate motifs (atom complexes) on each side of this plane imply that some of the symmetry elements present in the respective dichromatic complex may be eliminated. Such changes in the symmetry are considered in this chapter.

In section 7.1 a procedure is given for the determination of the point and/or spatial symmetry of all possible bicrystals manufactured from a given dichromatic complex. The procedure is, subsequently, applied in section 7.2 for deriving some geometrical features of the interfacial symmetry.

An important conclusion reached by employing the above method is that sets of bicrystals with boundary planes related by the symmetry of the corresponding dichromatic complex have symmetry related (i.e. energetically degenerate) structures. This is similar to the occurence of equivalent dichromatic complexes or bicrystals (Pond \& Bollmann, 1979). As it is explained in section 7.3 these cases can be described in terms of group-theoretical conciderations.
7.1 Bicrystal symmetry for a given misorientation

The determination of the (point and/or spatial) bicrystal symmetry
is based on the fact that it corresponds to a section of the (point and/or
spatial) symmetry group of the dichromatic complex taken in the boundary position. This section must be taken through the group (point and/or spatial) of the respective dichromatic complex in a position corresponding to that of the boundary plane in both orientation and translation.

In taking this section only those symmetry elements which transform the geometrical section into itself-are retained. These-include (as has been mentioned in section 5.3):
(1) perpendicular to the plane: non-translation-coupled ordinemy 'elements (theroniy exception being' the colour-reversing rotoinversion axes).
(2) parallel to the plane: only two-fold colour-reversing elements, and,
(3) inclined to the plane: no elements.

The set of symmetry elements in the section is a group by virtue of the restrictions placed upon the selection of its elements. Ihus, no product of elements in the set can be unrelated to the plane, and, all elements related to the plane, in the dichromatic group, were included in the sectional set. In addition, symmetry elements were removed, but not added, in taking the section of the dichromatic group. Hence, the set of symmetry elements in the section is a subgroup of the dichromatic group.

### 7.1.1 Determination of the point symmetry

The determination of the bicrystal point groups for a given dichromatic complex is based on the subgroup relation just mentioned; the point group of the section (bicrystal point group) is a subgroup of the dichromatic point group. Consequently, the procedure for finding the bicrystal point group is as follows.

First of all, the subgroups ${ }^{2}$ of the dichromatic point group are detommined (subgroup tables of the two-coloured point groups have been published by Ascher \& Laniner; 1965). However, not all of these subgroups correspond to bicrystal symmetry. This is so because of the restrictions imposed on the symmetry elements of a bicrystal (see section 5.3). Therefore, using table 5.3.1, the subgroups which are not permissible bicrystal groups must be rejected. For each of the remaining subgroups a boundary plane can be established in order to have colour--reversing symmetry elements on this plane and ordinary symmetry elements perpendicular to the plane (except for colour-reversing rotoinversion axes; see above). This is, in fact, equivalent to the requirement of plane invariance as it has been discussed in section 5.3.

After the elimination of the non-permissible subgroups, it is advisable to consider the subgroup list in a sequence of decreasing group order. The reason for this is that for a given orientation of the boundary plane some lower order subgroups will give different bicrystal symmetry than higher order subgroups. This is because the boundary plane does not separate elements of symmetry arbitrarily, but only by considering the defining plane. The lower order bicrystal class would correspond to either the same or to a different translational position of the interface in the dichromatic complex. In the former case the lower symmetry group is a subgroup of the section group of the dichromatic group. As was explained in sections 6.1 and 6.3 , however, the . . higher symmetry subgroup corresponds to the holosymmetric bicrystal (for the given translational position of the components) from which the remaining bicrystal symmetries for the given boundary plane orientation can be determined by the method presented in chapter 6 .

An example will serve to outline the matter of derivation of the bicrystal point symmetry. Consider the dichromatic pattern formed by two f.c.c. lattices'and corresponding to the $\Sigma=5$, [001]/36. $9^{\circ}$ misorientation relationship (figure 5.2.2c); the space group of this pattern is I4/min'. In table 7.1 .1 the investigation of the point symmetry of bicrystals associated with this dichromatic pattern is given. The first colum in this table lists the subgroups of the point group $4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ according to the tables by Ascher \& Lammer (1965). The second and third colums give the number and the elements of symmetry equivalent groups corresponding to each subgroup in the first column. The next column gives the boudary plane for each of the subgroups which are permissible bicrystal classes. The next, fifth, colum is reserved for comments.

It is seen from table 7.1 .1 that for a boundary plane parallel to (001) ${ }_{c}^{2}$, say, bicrystals with point symmetries 42'2', 4, 22'2' can be created. It is evident that since $22^{\prime} 2^{\prime}$ is a subgroup of the $42^{\prime} 2^{\prime}$ containing the same symmetry elements perpendicular to the section plane these two groups correspond to the same location of the interface but to different relative displacements of the components (see below). On the other hand, the bicrystal with point symmetry 4 is obtained when the interface plane does not pass through the origin. This is, however, explained in a more comprehensive way in terms of the sectional plane.

### 7.1.2 Sectional-plane method

As was already mentioned the symmetry elements conserved after locating the boundary plane form a group. For n-dimensional periodic dichromatic complexes ( $n<3$ ) this group is an infinite group of an m-dimensional periodic discontinum (where m=0,1,2), and is designated a 'sectional group' (Holser, 1958a). The possible sectional groups

Holosymmetric bicrystal symmetry based on the $\Sigma=5$ dichromatic pattern formed by two f.c.c. lattices

| Subgroup | No of sym. equivalent groups(+) | Symmetry elements in the subgroup ( + ) | Boundary <br> plane(++) | Comments |
| :---: | :---: | :---: | :---: | :---: |
| 4/mm ${ }^{\prime} \mathrm{m}^{\prime}$ | 1 | $\begin{aligned} & 1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, 2_{x}^{1^{\prime}}, 2_{y}^{1^{\prime}}, 2_{\alpha}^{1^{\prime}}, 2_{p}^{1^{\prime}} \\ & i, 4_{z}^{1}, 4_{z}^{3}, s_{z}, s_{x}^{\prime}, s_{y}^{\prime}, s_{\alpha}^{\prime}, s_{\beta}^{\prime} \end{aligned}$ |  | (*) |
| $42^{\prime} \mathrm{m}^{\prime}$ | 1 | $1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, 2_{x}^{1 \prime}, 2_{y}^{1 \prime}, 8_{x^{\prime}}^{\prime}, 5_{f}^{\prime}$ |  | (*) |
| $\overline{4} 2^{\prime \prime}{ }^{\prime}$ | 1 | $1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, 2_{\alpha}^{1 \prime}, 2_{\beta}^{1 \prime}, s_{x}^{\prime}, 5_{y}^{\prime}$ |  | (*) |
| $4 m^{\prime} \mathrm{m}^{\prime}$ | 1 | $1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, 8_{x}^{1}, s_{y}^{\prime}, 8_{\alpha}^{\prime}, s_{p}^{\prime}$ |  | (*) |
| 42'2' | 1 | $1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, 2_{x}^{1^{\prime}}, 2_{y}^{1^{\prime}}, 2_{\alpha}^{1^{\prime}}, 2_{\beta}^{1 \prime}$ | ${ }^{(001)}{ }_{c}$ |  |
| $\because 4 / \mathrm{m}$ | 1 | $1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, i, \overline{4}_{z}^{1}, \overline{4}_{z}^{3}, s_{z}$ | . | (*) |
| 4 | 1 | $1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}$ | ${ }^{(001)}{ }_{c}$ |  |
| m'm'm | 1 | $1,2_{z}^{1}, 2_{x}^{1 \prime}, 2_{y}^{1 \prime}, 1, s_{z}, s_{x}^{\prime}, s_{y}^{\prime}$ |  | (*) |
| m'm'm | 1 | $1,2_{z}^{1}, 2^{1 \prime}, 2^{1 \prime}, 1, s_{z}, s_{\alpha}^{\prime}, s_{\beta}^{\prime}$ |  | (*) |
| $m^{\prime} \mathrm{m}^{\prime}$ | 2 | $1, s_{z}, s_{y}^{\prime}, 2_{x}^{1 \prime}$ | ${ }^{(100)}{ }_{c}$ |  |
|  | , : | $1, s_{z}, s_{x}^{\prime}, 2_{y}^{1 \prime}$ | $(010)$ |  |
| m'm2' | 2 | $1, s_{z}, s_{\beta}^{\prime}, 2_{\alpha}^{1 \prime}$ | ${ }^{(110)}{ }_{c}$ |  |
|  | - | $1, s_{z}, s_{\alpha}^{\prime}, 2_{\beta}^{11}$ | $(\overline{110})_{c}$ |  |
| $2^{\prime} / \mathrm{m}^{\prime}$ | 2 | $1,2_{x}^{1^{\prime}}, i, s_{x}^{\prime}$ |  | (*) |
|  |  | $1,2_{y}^{1^{\prime}}, i, s_{y}^{\prime}$ |  | (*) |
| $2^{\prime} / m^{\prime}$ | 2 | $1,2_{\alpha}^{1 \prime}, i, s_{\alpha}^{\prime}$ |  | (*) |
|  |  | $1,2_{\beta}^{1 \prime}, i, s_{B}^{\prime}$ |  | (*) |
| $2 / m$ | 1 | $1,2_{z}^{1^{\prime}}, i, s_{z}^{\prime}$ |  | (*) |

TABLE 7.1.1-continued

| Subgroup | No of sym. equivalent groups ( + ) | Symmetry elements in the subgroup (+) | Boundary <br> plane(++) | Comments |
| :---: | :---: | :---: | :---: | :---: |
| m'm'2 | 1 | $1,2_{z}^{1}, s_{x}^{\prime}, s_{y}^{\prime}$ |  | (*) |
| $m^{\prime} m^{\prime} 2$ | 1 | $1,2_{2}^{1}, s_{\alpha}^{\prime}, s_{p}^{\prime}$ |  | (*) |
| 22'2' | 1 | $1,2_{z}^{1}, 2^{1 \prime} \cdot 2^{1 \prime}$ | $(001)_{c}$ |  |
| 22'2' | 1 | $1,2_{z}^{1}, 2_{\alpha}^{1 \prime}, 2_{\beta}^{1 \prime}$ | $(001)_{c}$ |  |
| $\overline{1}$ | 1 | 1,1 |  | (*) |
| m' | 2 | $1,{ }^{\prime}{ }_{x}^{\prime}$ | $(100)$ |  |
|  |  | $1, s_{y}^{\prime}$ | $(010)$ |  |
| $m^{\prime}$ | 2 | $1,{ }^{\prime}{ }_{\alpha}^{\prime}$ | $(110)$ |  |
|  |  | 1, $8_{\beta}^{\prime}$ | $(110)_{c}$ |  |
| 21 | 2 | $1,2_{x}^{1^{\prime}}$ | (Okl) |  |
|  |  | $1,2_{y}^{11}$ | $\left.\mathrm{H}^{\text {(2) }}\right)_{c}$ |  |
| 21 | 2 | $1,2_{\alpha}^{11}$ | (hhl) ${ }_{c}$ |  |
|  |  | $1,2_{p}^{11}$ | (Ghl) ${ }_{c}$ |  |
| m | 1 | $1, \mathrm{~s}_{2}$ | (hko ${ }_{c}$ |  |
| 2 | 1 | $1,2_{z}^{1}$ | $(001)_{c}$ |  |
| 1 | 1 | 1 | (hkl) ${ }_{c}$ |  |

( + ) When considering the subgroups of the black-white point group, it is advisable to distinguish not only the crystallographically non--equivalent groups but also the different orientations that may occur with respect to the given group (+4) Refered to the CSL coordinate system
(*) Non-permissible bicrystal point group
depend on the dichromatic complex group, the orientation of the plane and its location. The procedure for the determination of the sectional groups as well as their use"n the study of the bicrystal symmetry are demonstrated by the following example.

Consider the above mentioned dichromatic pattern with symmetry $14 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$. " The planés of póssible interest have directions of say (001) $c^{\prime}$ $(010)_{c},(100)_{c},(110)_{c},(101)_{c},(011)_{c}$ and so on. However, for a given plane orientation, say (001) ${ }_{c}$, only certain locations give distinct sectional groups. Thus, at the edge of the unit cell of the dichromatic pattern the sectional plane (001) contains the symmetry p42'2', where the first part of the symbol indicates the lattice type, the second part, 4, indicates the symmetry in a direction normal to the plane, the third and fourth parts indicate the symmetry in two directions (in this case the $x$ - and $y$-axes) 1 ying in (001) $c_{c}$ At $z=a / 2$ the plane (001) ${ }_{c}$ has the same symmetry as just described for (001) $c$. On the other hand, at z=a/4 or z $=3 \Omega / 4$ it has symmetry p42'2. All other planes in this orientation do not intersect any symmetry elements except the ordinary 4-fold axis and thus these planes have symmetry p4. The sectional groups for various orientations and positions in the space group $14 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ are listed in table 7.1.2.

Symmetry elements are lost as one moves from special to more general sectional orientations, as in the sequence $(001)_{c}$ ( 011$)_{c}$ etc.; this is particularly true in space groups of low symmetry. The special positions of the sectional plane in the space group lie in not more than four elevations for a given orientation of the section; in many cases the 0 and $1 / 2$ elevations as well as the $1 / 4$ and $1 / 4$ elevations are equivalent pairs. Any other elevation is general and can contain only a few

TABLE 7.1 .2
Sectional plane groups in the space group $14 / \mathrm{mm}{ }^{\prime} \mathrm{m}^{\prime}$

|  | 0,1/2 | 14,3/4 | others |
| :---: | :---: | :---: | :---: |
| (001) ${ }_{c}$ | p42'2' | p42: $2^{\prime}$ | p4 |
| $(010)_{c}$ | pmm'2' | pmm'2' | pm |
| $(100)_{c}$ | pmm'2' | pmm'2' | pm |
| $(110)_{c}$ | pmm ${ }^{\text {2 }}$ ' ${ }^{\prime}$ | pmm ${ }^{\text {2 }}$ ' | pm |
| $(\overline{1} 10)_{c}$ | pmm'2' | pmm'2' | pm |
| $(011)_{c}$ | c2 ${ }^{1}$ | p1 | p1 |
| $(101)_{c}$ | c2' | p1 | p1 |
| $(0 k I)_{c}$ | p2' | p1 | p1 |
| $(\mathrm{hOl})_{c}$ | p2' | p1 | p1 |
| $(\mathrm{hhl})_{c}$ | p2' | p1 | p1 |
| $(\bar{h} h 1)_{c}$ | p2' | p1 | p1 |
| $(\mathrm{hOL})_{c}$ | p2 | p1 | p1 |
| $(0 \mathrm{kl})_{c}$ | p2 | p1 | p1 |
| $(\mathrm{hkO})_{c}$ | pm | pl | p1 |
| (hkl) ${ }_{c}$ | p1 | p1 | p1 |

* Location is given in terms of fractional distance between the planes with listed indices (origin at $\mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ intersection)
+ The subscript denotes that the directions refer to the CSL coordinate system
particular symmetry elements. This explains why, in cases where a particular interface orientation correaponds to more than one group having common elements perpendicular to the sectional plane, the one with the highest symmetry must be considered.

The above considerations fully determine the symmetry of bicrystals created from the $z=5$; [001] $796.9^{9}$ dichromatic pattern formed by two f.c.c. lattices (table 7.1.3). The results in this table are in complete agreament with the table given by Pond \& Bollmann (1979). The terms in the last column are explained in the next section.

> Footnotes 1: This includes the crystallographically equivalent, as well as the trivial, subgroups.
> 2: The subscript means that the coordinate system of the CSL unit is used.
7.2 Characteristic features of bicrystals

The discussion in 7.1 indicates that the use of the sectional group concopt provides the most comprehensive method for studying bicrystal symmetry for a given dichromatic complex. The spatial symmetry of a bicrystal can, in most cases, be predicted without relying on the sectional plane provided that the boundary plane and the associated bicrystal point group are known. This method, although not very useful for a general study of the bicrystal symmetry, can be used for demonstrating a very important feature of the interfacial symmetry.

### 7.2.1 Rigid and non-rigid interfaces

The translational symmetry of a bicrystal is restricted by the orientation of the interface and for a dichromatic complex exhibiting n-dimensional periodicity the interface must contain m<n ${ }^{1}$ non-parallel translation axes. Hence, in the case of bicrystals manufactured from one-dimensional dichromatic complexes there will be no translational aymetry in the bicrystal unless the interface contains the periodicity

Holosymmetric bicrystal symmetry based on the $\Sigma=5$

- dichromatic pattern with $t=0$ (the component lattices are f.c.c:; plane indices refer to the coordinate system of the CSL)

| $\therefore \quad \begin{gathered}\text { Interface } \\ \text { plane }\end{gathered}$ | Rank | Layer group of holosymmetric bicrystal | Order | Interface category |
| :---: | :---: | :---: | :---: | :---: |
| $(001){ }_{c}$ | 1 | p42 ${ }^{\prime 2}$ | 8 | rigid |
| $(100)_{c}(010)_{c}$ | 2 | pmm'2' | 4 | rigid |
| $(110)_{c}(\overline{1} 10) c$ | 2 | pmm'2' | 4 | rigid |
| $\begin{aligned} & (\mathrm{hkO})_{c}{ }^{(\overline{\mathrm{h} k} \mathrm{O})_{c}} \\ & (\mathrm{kh} 0)_{c}(\mathrm{kh} 0)_{c} \end{aligned}$ | 4 | pm11 | 2 | non-rigid |
| ${ }_{(\mathrm{hOl})_{c}}^{(\mathrm{OHI})_{c}}{ }_{c}^{(\mathrm{Oh} \overline{\mathrm{I}})_{c}}$ | 4 | p12'1 | 2 | non-rigid |
| $\begin{aligned} & (h h l)_{c}{ }^{(h h l)_{c}}{ }_{c} \\ & (h h \bar{I})_{c}{ }^{(h \bar{h} \bar{I})_{c}} \end{aligned}$ | 4 | p12'1 | 2 | non-rigid |
| $(h k l)_{c}(\overline{h k} 1)_{c}$ <br> $(\bar{h} k 1)_{c}(h \bar{k} 1)_{c}$ <br> $(\overline{k h} 1)_{c}(k h 1)_{c}$ <br> $(k h 1)_{c}(\overline{k h} 1)_{c}$ | 8 | p1 | 1 | non-rigid |

axis. For bicrystals manufactured from CSL based dichromatic complexes crystallographic planes must contain two non-parallel translation axes.

For three-dimensional dichromatic complexes, therefore, if the subgroup implies that the interface is a rational plane ${ }^{2}$ then the translational symmetry of the bicrystal is two-dimensional. For example, the subdroup prim ${ }^{+2 \prime}$ in the above nentioned case restricts the interface to be parallel to the (010) plane. Therefore, the associated bicrystal exhibits a two-dimensional periodicity. On the other hand, if the subgroup necessitates the definition of a crystallographic direction, or when the dichromatic complex has one-dimensional periodicity, a onedimensional periodic bicrystal could be created (the axis of translation is, in this case, the defined crystallographic direction). Hence, the interfaces can be divided into the following two categories.

The first category comprises the interfaces whose planes are uniquely determined by the bicrystal group. Boundary planes perpendicular to a well-defined orientation, say $(001)_{c}$ or (120) ${ }_{c}$, are characteristic of such interfaces. The second category comprises those interfaces with planes being not uniquely determined by the bicrystal group. An example of this category is an interface required by the bicrystal symmetry to contain a given crystallographic direction [hkl]. In this case the interface is any plane in the zone of [hkl].

If the orientation of the interface in the dichromatic complex is given by three (two) crystallographic directions, then the interface will belong to the first category. These interfaces will be arbitrarily called 'rigid' since when the plane is rotated by an arbitrarilly small angle about any direction the symmetry of the bicrystal changes. If the orientation of the interface is given by a single direction in the dichromatic pattern or in the general case is not connected with any
direction (bicrystal groups 1 and $\overline{1}$ ) then rotation about a given direction by an arbitrarilly small angle does not change the bicrystal symHietry. Such interfaces belong to the second category and will be called 'non-rigid'. Thus, in table 7.1 .3 the designation non-rigid for an interface means that the boundary can have lower translational (but the same point symmetry) if the boundary plane is irrational. In contrast, for the rigid interfaces both the periodicity and point symmetry are changed simultaneously.

### 7.2.2 Parity-related interfaces

The most important conclusion reached by investigating the bicrystal symmetry in terms of the sectional plane is, perhaps, the discovery that bicrystals with degenerate structures due to the appropriate orientation of the interface can exist.

Let, for example, the case of the $\Sigma=5$ f.c.c./f.c.e dichromatic pattern considered in section 7.1. It can be seen from table 7.1.2 that for (100) ${ }_{c}$ and (010) $c_{c}$ the sectional groups are identical (pmm'2'). Furthermore, it is possible to show that the two sectional planes as well as the bicrystals with interfaces (100) ${ }_{c}$ and (010) ${ }_{c}$ are related by the point symmetry of the dichromatic pattern (see figure 7.3.1). This means that the rank ${ }^{3}$, $r$, of the sectional group pmm'2' is equal to 2 , and since the order, $n$, of the sectional point group is equal to 4 , n.ra8. The same is true for any other sectional group. Consider. the set of planes $(\mathrm{hOl})_{c},(\mathrm{Okl})_{c},\left(\overline{\mathrm{~h}} \mathrm{O}_{c}\right.$ and $(\mathrm{O} \overline{\mathrm{k}})_{c}$. These planes correspond to the sectional group p2 and hence this group has rank ra4 and its order is n=2, i.e. again n.r=8.

Consequently, the symmetry of the sectional plane (or equivalently of the bicrystal) changes according to the conservation rule: $n_{i} r_{i}=n_{j} r_{j}$

This is investigated in detail in section 7.3. Here it is sufficient to notice that whenever a dichromatic pattern contains point symmetry hicher than 1 there exists a set of bicrystals, obtained by a proper choise of the boundary plane, which are related by the symmetry of the associated dichromatic complex. Bicrystals with this property will be cailed 'parity-related bicrystals'; their existence is due to the symmetry of the dichromatic complex and the restrictions imposed upon the symmetry elements of the bicrystal.

Footnotes 1: The equality does not hold for $n=3$.
2: Expressed relative to the coordinate system of the CSL unit cell.

3: Rank is the number of crystallographically equivalent groups (in this case of the sectional groups).
7.3 Group-theoretical considerations concerning equivalent dichromatic
complexes rand energetically degenerate bicrystals
As was mentioned in section 7.2 the occurence of parity-related bicrystals can be formulated in group-theoretical terms. Here, this 1s further examined and it is show that not only the formation of parity-related bicrystals but also that of the equivalent dichromatic complexes as well as equivalent bicrystals can be expressed by these principles.

### 7.3.1 Originating configurations and variant sets

The set of the equivalent dichromatic complexes or equivalent bicrystals or parity-related bicrystals will be termed the set of variants and its elements simply variants. In all these cases there exists an initial configuration generating the variants. This configuration will be called the 'reference' or 'originating' configuration.

The following notations will be introduced: the point group of the reference configuration will be represented by $G$, of order $p$ with elements $e_{1}$. It has been shown that the process of creating a variant is accompanied by a decrease in symmetry in such a way that the point group $H$ of the variant of order $q$ is a subgroup of $G$.

It will be assumed that (a) all the symmetry operations relating the variants are contained in the point group of the originating configuration, (b) any element of the point group of the originating configuration is to be a symmetry operation for the variant or, speaking more exactly, when $f$ is an element of the point group of the originating configuration and $V$ is a variable formed by operating of $f$ on V', V is always to be a possible variant as V' (this second item prevents the originating configuration having superfluous symmetry elements not connected with the formation of variants and, on the other hand, defines a complete set of orientation states).

The structure of the different variants will be denoted by $\mathbf{V}_{\mathbf{j}}$ and their point groups by $H_{j}$; the $H_{j}$ can only differ in the orientation of their elements. It is also clear that the structures as woll as the point groups are related by operations of $G$ which are not elements of H. Consider, for example, figure 7.3.1 showing the variants obtained by locating the boundary plane parallel to $\{100\}_{c}$ in the dichromatic pattern $\mathcal{Z}=5$ formed by two f.c.c. lattices. The variants $V_{1}$ and $V_{2}$, on one hand, are related by the mirror $s_{\alpha}$ of the reference pattern, while the $2_{z}^{1}$ axis, on the other hand, relates the variants $v_{1}$ and $v_{3}$. 7.3.2 Group-theoretical approach

When $H_{i}$ is a variant and $g$ is a symmetry operation the result from the performance of $g$ upon $H_{i}$ is expressed as $\mathrm{oH}_{i}$. The notation

## Figure 7.3.1

The four variants ${ }^{\prime}$ with symmetry mm'2' obtained by locating the boundary plane parallel to $\{100\}_{c}$ in the dichromatic pattern $\Sigma=5$ formed by two f.c.c. lattices in the $[001] / 36.9^{\circ}$ misorientation. The insert shows the symmetry operations of the dichromatic pattern which transforms each variant to the remaining ones.

$H_{i}=H_{j}$ is to denote that a variant $H_{i}$ is identical with the variant $H_{j}$. The following theorems hold (see e.g. Aizu, 1970; Tendeloo, van \& Amelinctox, 1974a,b):

Theorem 7.3.1: If $H_{i}$ and $H_{j}$ are the point groups of two variants $V_{i}$ and $V_{j}$, and $g$ is an element of the point group of the originating configuration such that it transforms $v_{i}$ to $v_{j}\left(i . e . g v_{i}=V_{j}\right)$, then the set of operations transforming $v_{i}$ to $V_{j}$ is given by $g V_{i}$ or $V_{j}$.

Theorem 7.3.2: When $H_{i}$ is the point group of a variant $V_{i}$ and $g$ is an operation of $G$ relating $V_{i}$ to another variant $\mathrm{V}_{\mathbf{j}}$ the point group $\mathrm{H}_{\mathrm{j}}$ of $\mathrm{V}_{\mathbf{j}}$ is equal to $\mathrm{gH}_{\mathrm{i}} \mathrm{g}^{-1}$. i.e. the point groups of all the variants are conjugate in $G$.

If for all $g \in G, H_{i}=H_{j}$ the subgroup $H$ is invariant in $G$. This is often not the case; moreover, the configuration of the elements of H generally adopt different orientations with respect to the elements of G (as in the case of figure 7.3.1).

Theorem 7.3.3: The number of variants equals the order $p$ of the point group $G$ of the originating configuration divided by the order $q$ of the point group $H$ of the variant.

Symbolically this can be expressed by:

$$
G=g_{1} H+g_{2} H+\cdots+g_{p} H
$$

In group theory this is called the resolution of $G$ into left cosets with respect to $H$ (see e.g. Higman, 1955). This conforms to the well--known theorem of Lagrange (Janseen, 1973), and hence the number of variants, $n$, is given by $n=p / q$. Moreover, the above relation indicates that the set of operations that generates all variants can be obtained
by taking one operation from each coset in the development of $G$ into cosets of H.

### 7.3.3 Symmetry degenerate configurations

The example given in section 6.2 is now worked out according to the above group-theoretical considerations. This example concerns the equivalent patterns associated with the $\Sigma=5$ dichromatic pattern formed by two f.c.c. lattices. The point group of this pattern is $4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ and it contains 16 elements in ten classes:

$$
\begin{aligned}
& \{1\},\left\{2_{x}^{1 \prime}, 2_{y}^{1^{\prime}}\right\},\left\{2_{\alpha}^{1 \prime}, 2_{\beta}^{1 \prime}\right\},\left\{s_{x}^{\prime}, s_{y}^{\prime}\right\},\left\{s_{\alpha}^{\prime}, s_{p}^{\prime}\right\},\left\{4_{z}^{1}, 4_{z}^{3}\right\}, \\
& \left\{4_{z}^{1}, \overline{4}_{z}^{3}\right\},\{i\},\left\{s_{z}\right\},\left\{2_{z}^{1}\right\},
\end{aligned}
$$

Let the subgroup $H$ be $\mathrm{mm}^{\prime} \mathrm{Z}^{\prime}$; it contains four elements in four classes:
$\{1\},\left\{s_{z}\right\},\left\{s_{x}^{\prime}\right\},\left\{2_{x}^{1 \prime}\right\}$.
Since $H$ contains classes of $G, H$ is an invariant subgroup of $G$ (see e.g. Higman, 1955). The group H adopt four different orientations in $G$ differing over an angle $45^{\circ}$ about the 4-fold axis; two of these orientations are not crystallographically equivalent and they are shown In flgure 7.3.2. Only the first orientation is considered in detail, since the second case can be treated in exactly the same way.

The ratios of the order of the groups $G$ and $H$ is equal to 4 and, therefore, four equivalent dichromatic patterns with point symmetry mm'2' can be formed. It should be unterstood that these variants correspond to the firgt orientation of the point group mn'2' and that further variants might be obtained by considering the crystallographically non--equivalent orientation (see below). However, the sets of variants arising by non-equivalent subgroups are not related by symmetry elements of the originating configuration and hence each of the non-equivalent

## Figure 7.3.2

ftoreograme illustrating the two orientations of $\mathrm{H}=\mathrm{mm}^{\prime} \mathrm{I}^{\prime}$ within $G=4 / \mathrm{mm}$ 'm'. They differ by a rotation over $45^{\circ}$ along the four--fold axis.


subgroups must be considered separately.
The symmetry relations between the variants of the first orientation are determined by decomposing the group $G$ in the following manner (this is indicated explicitly in table 7.3.1):

$$
G=1 \cdot H+8_{\alpha}^{\prime} \cdot H+S_{B}^{\prime} \cdot H+2_{Z}^{1} \cdot H
$$

*. Thdrefore; "the variants are refiated by the symmetry operations of the group $m^{\prime} m^{\prime} 2=\left\{1, s_{\alpha}^{\prime}, s_{p}^{\prime}, 2_{z}^{1}\right\}$. A dichromatic pattern with point symmetry $\operatorname{man}^{\prime} 2^{\prime}=\left\{1,8_{z}, s_{x}^{\prime}, 2_{x}^{1^{\prime}}\right\}$ is created by a displacement $t=(x, 0,0)$ (sée table 6.2.4), the displacements leading to the remaining dichromatic patterns can be found by operating the elements of the group $\left\{1, s_{\alpha}^{\prime}, s_{p}^{\prime}, 2_{z}^{1}\right\}$ on the displacement $t=(x, 0,0)$. Thus, the four equivalent dichromatic patterns are associated to the dispiacements $(x, 0,0),(0, x, 0),(\bar{x}, 0,0)$, $(0, \bar{x}, 0)$. It is easy to find that the corresponding patterns are also related by the symmetry operations of the group $m^{\prime} m^{\prime} 2=\left\{1, s_{\alpha}^{\prime}, s_{p}^{\prime}, 2_{2}^{1}\right\}$; thus $^{1} V_{x 00}=1 \cdot V_{x 00}=E_{i}^{\prime} \cdot V_{0 x 0}=2_{z}^{1} \cdot V_{x 00}=s_{X}^{\prime} \cdot V_{0 x 0}{ }^{-}$

Considering, now, the second orientation of the group mm'2' (figure 7.3.2) it can be seen from table 6.2.4 that a variant with this point symmetry is obtained by a displacement ( $x, x, 0$ ). In this case $H=\left\{1,8_{z}, B_{p}^{\prime}, 2_{\alpha}^{1}\right\}$ and, hence, $G=1 \cdot H+B_{x}^{\prime} \cdot H+B_{y}^{\prime} \cdot H+2_{z}^{1} \cdot H$. Therefore, the displacements $(x, x, 0),(\bar{x}, x, 0),(\bar{x}, \bar{x}, 0)$ and $(x, \bar{x}, 0)$ give rise to another set of equivalent dichromatic patterns with point symmetry mm'2'. The variants of this set are related by the symmetry elements $1, s_{x}^{\prime}, s_{y}^{\prime}, 2_{z}^{1}$.
rootnote $1: 2$ The eubsoripta indicate the displacoments associated to each variant. Thus, $V_{x 00}$ denotes the variant obtained by the displacement $t=(x, 0,0)$.

## TABLE 7.3.1

The decomposition of $G=4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ into left cosets with respect to $H=m m^{\prime 2} \mathbf{2 ' ~}^{\prime}$

| $s_{i}^{H}$ | 1 | $s_{z}$ | $s_{x}^{\prime}$ | $2_{x}^{1^{\prime}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $s_{z}$ | $s_{x}^{\prime}$ | $2_{x}^{1^{\prime}}$ |
| $s_{\alpha}^{\prime}$ | $s_{\alpha}^{\prime}$ | $2_{\beta}^{11^{\prime}}$ | $4_{z}^{1}$ | $\overline{4}_{z}^{3}$ |
| $s_{p}^{\prime}$ | $s_{\beta}^{\prime}$ | $2_{\alpha}^{11^{\prime}}$ | $4_{z}^{3}$ | $\overline{4}_{z}^{1}$ |
| $2_{z}^{1}$ | $2_{z}^{1}$ | 1 | $s_{y}^{\prime}$ | $2_{y}^{1^{\prime}}$ |

## Chapter 8

CONCLUDIING REIIARKS CONCERNING THE INTERFACIAL SYMMETRY

### 8.1 Crystallography of grain boundaries

In the previous chapters the interfacial symmetry (and associated concepts) was studied. This involved the investigation of the symmetry of bicrystals while taking into account the eight degrees of geometrical freedom associated with them (section 3.1). Alternatively stated, given two identical crystals separated by the grain boundary it was sought to determine the symmetry of the whole for various relative orientations and positions of the two crystals as well as orientations and positions of the interface.

Thus, the bicrystal symmetry was initially studied in terms of the misorientation relationship between the two crystals; secondly, the variation of the symmetry so obtained was examined with respect to the position of the components and, finally, changes in the interfacial symmetry due to the orientation of the boundary plane were accounted for. In order to investigate the effect of these factors on the bicrystal symmetry a geometrical model was developed (chapter 3) without any particular reference to a grain boundary structure theory. This model permits the study of the bicrystal symmetry by considering each one of the above factors in turn.

An important feature of the just mentioned model is the concept of the 'dichromatic complex' (section 3.1). This was defined as the configuration of two interpenetrating lattice-complexes and as such it permits to study the bicrystal symmetry in a direct correlation to the symmetry of the single-crystal structure. Moreover, it is immediately clear that the dichromatic complex can be used for expressing the sym-
metry in terms of the orientation and position of the two components (chapters 4,5 and 7).

The concept of the dichromatic complex is, by definition, more general than that of the dichromatic pattern (Pond \& Bollmann, 1979). Such a generalization was necessary in order to account for the symmetry of bicrystals in structures with symmetry lower than that of the respective lattice. If the approach of Pond \& Bollmann (1979) is to be used for determining the symmetry of the configuration in figure 3.1.1a, for example, the appropriate dichromatic pattern (figure 3.1.1b) must be initially obtained. Then the appropriate bases are to be filled (in the appropriate misorientation) and the symmetry of the obtained configuration to be determined. This procedure is simplified, however, by considering the corresponding dichromatic complex (figure 3.1.1a); in this case the decrease in symmetry due to the atomic basis is already taken into account in the lattice-complex. Thus, the advantages of the proposed approach are apparent. It should be noticed, however, that the dichromatic complex is a purely mathematical concept and that no physical meaning is to be assigned to it at this stage.

Another aspect introduced in connection with the crystallographic treatment of the interfacial symmetry is the employment of antisymmetry groups. The introduction of these groups, first proposed by Pond \& Bollmann (1979) was due to the fact that dichromatic complexes and bicrystals were described as sets of white and black points. The white/black designation, used for distiguishing between points belonging to different components, is quite abritrary, but as was proved in this thesis the approach yields a comprehensive way for studying various aspects of symmetry. Although this was considered in conjuction with grain boundaries
the white/black approach can be shown to be useful in several other situations as well. First of all, it facilites the determination of the symmetry classes of interphase boundaries; this is examined in the next section. More significantly, however, the use of two-coloured symmetry simplifies the study of the variation of the symmetry of a figure consisting of two components; in this respect most of the considerations in chapter 6 hold. As an example the $\{111\}$ planar defects in $L_{1}$, structures are now considered.

### 8.1.1 Symmetry considerations of planar defects in superlattices

In binary alloys the ordered distribution of the atoms can lead to superlattices ${ }^{1}$; atoms of one kind occupy one or more sets of sites, and atoms of another kind occupy different sets of sites. In the case of f.c.c. structure the superlattices derived are known as $\mathrm{Ll}_{\mathrm{O}}$ (composition $A B$ ) and $\mathrm{LI}_{2}$ (composition $\mathrm{A}_{3} B$ ) in the Strukturbericht notation. The unit cell of each contains the four atoms found in the cubic unit cell of the disordered structure, but $\mathrm{LI}_{0}$ has tetragonal symmetry.

The $\mathrm{LI}_{2}$ structure corresponds to the ideal composition $\mathrm{A}_{3} \mathrm{~B}$. The $B$ atoms are in the 000 (and translational equivalent) positions, and $A$ atoms in the remaining positions of the conventional unit cell of the f.c.c. structure. The atomic arrangement on the (111) plane in an $A_{3} B$ alloy with the $\mathrm{LI}_{2}$ structure is shown in figure 8.1 .1 , where circles and squares represent $A$ and $B$ atoms respectively. The layers normal to [111] are composed of large, medium and small symbols.

On the basis of a hard sphere model and geometrical considerations three possible planar faults on $\{111\}$ have been considered in the literature. These are the antiphase domain boundary (APB), superlattice intrinsic stackine fault (SISF) and complex stacking fault (CSF) consisting

## Figure 8.1.1

The three (111) planes of an $A_{3} B$ alloy. Circles represent $A$ atoms and squares represent $B$ atoms. Large, medium and small symbols represent the ...ABCABCAB... stacking along [111]. The vectors $\underline{b}_{1}, \underline{b}_{2}, \underline{b}_{3}$ represent the displacements corresponding to the antiphase domain boundary, superlattice intrinsic stacking fault and complex stacking fault respectively.

of the APB and the SISF. In the case of the (111) plane the displacement vectors characterizing these faults are, for example, $1 / 2[\overline{1} 10], 1 / 3[\overline{1} 2 \overline{1}]$, and $1 / 6[\overline{2} 11]$ respectively (see figure 8.1.1). Yamaguchi, Vitek \& Pope (1980) studied the dependence of fault energy on displacement in $\mathrm{LI}_{2}$ structures by means of computer simulation. They found that the SISF is always stable while the APB and CSF can be unstable.

Here the symmetry variation of the $\mathrm{LI}_{2}$ structure with displacements on the $\{111\}$ plane is investigated by means of the method given in chapter 6. For this the structure is considered to consist of two $\mathrm{LI}_{2}$ structures, one white and the other black, in complete coincidence. Thus, the symmetry of the $A_{3} B$ structure is Pm3m1' (grey group). The isomorphous point group contains 96 elements, half of them are ordinary while the remaining are their colour-reversing counterparts. By applying the procedure given in section 6.1 the displacements which conserve any one of the subgroups of $m 3 m l^{\prime}$ are determined ${ }^{2}$. Then, the spatial symmetry is considered (table 8.1.1).

The study of symmetry variation for planar defects is different from that for bicrystals or dichromatic complexes in a rather important aspect. This is because the concept of the DSC lattice is not applicable and therefore it is not clear, at first sight, that the symmetry of the composite changes periodically with the displacement. It is this situation in which the employment of the vector set can be useful. If the foundamental set is a lattice (as in the particular case) then the vector set and the lattice are identical. Hence, the vector set associated to a lattice represents all the displacements which create an identical foundamental set. Any other displacement corresponds to a foundamental set which is different to the original. Therefore, the composite sym-

Symmetry variation of the $A_{3} B$ structure with relative displacenent
(the coordinate system for specifying the displacements has axes along the edges of the unit cell of the $A_{3} B$ structure)

| Fractional coordinates of symmetry equivalent displacements | Fanis | Point group | Point group order | Space group |
| :---: | :---: | :---: | :---: | :---: |
| 000 | 1 | m3m1 ${ }^{\prime}$ | 96 | Pm3m1 ${ }^{1}$ |
| 1/6[2]11] $1 / 6[2 \overline{11}] 1 / 6[211]$ | 8 | $\overline{3} \cdot \mathrm{~m}$ | 12 | R $\overline{3} \cdot \mathrm{~m}$ |
| 1/6[211] 1/6[行1] 1/6[21] |  |  |  |  |
| 1/6[2] 1 ] $1 / 6[\overline{2} 1 \overline{1}]$ |  |  |  |  |
| $x \times x \times \bar{x} \bar{x} \bar{x} \bar{x} \bar{x} \bar{x} x$ | 8 | $\overline{3} \cdot \mathrm{~m}$ | 12 | R $\overline{3}$ 'm |
|  |  |  |  |  |
| x00 0x0 00x ${ }^{\text {x }} 000 \mathrm{ox} 000 \overline{\mathrm{x}}$ | 6 | 4/m'min | 16 | P4/m'mm |
|  | 12 | mmm ${ }^{\prime}$ | 8 | Pmmm ${ }^{\prime}$ |
| $0 \overline{x x} \bar{x} 0 \bar{x} \bar{x} \bar{x} 0 \quad 0 \bar{x} x$ x $0 \bar{x} \bar{x} x 0$ |  |  |  |  |
| Oyz zOy yzO Ozy y0z zyO | 24 | 21/m | 4 | P21/m |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
| xxz zxx xzx $\overline{\mathrm{xxz}} \overline{\mathrm{zxx}} \overline{\mathrm{xzx}}$ | 24 | 21/m | 4 | P2'/m |
| $\bar{x} \bar{x} \bar{z} z \bar{x} \bar{x} \times \bar{z} \bar{x} \bar{x} x z \bar{z} x x \bar{x}^{\prime} \mathrm{x}$ |  |  |  |  |
| $\bar{x} \times \bar{z} \bar{z} \times \bar{x} \bar{x} z \bar{x} \times \bar{x} z \quad z \bar{x} x \times \bar{z} \times$ |  |  |  |  |
|  |  |  |  |  |
| xyz zxy yzx xzy yxz zyx | 48 | I' | 2 | P1' |
|  |  |  |  |  |
| $\bar{x} y \bar{z} \bar{z} x \bar{y} \bar{y} z \bar{x} \bar{x} z \bar{y} \bar{y} x \bar{z} \bar{z} y \bar{x}$ |  |  |  |  |
| $\overline{x y z} \overline{z x y} \overline{y z x} \overline{x z} y \overline{y x z} \overline{z y x}$ |  |  |  |  |
| $\bar{x} \overline{y z} \bar{z} \bar{x} \bar{y} \overline{y z x} \bar{x} \bar{z} \bar{y} \overline{y x z} \bar{z} \bar{y} \bar{x}$ |  |  |  |  |
| $\bar{x} y z \bar{z}^{\prime} x y ~ \bar{y} z x \bar{x} z y ~ \bar{y} x z \bar{z}^{\prime} y x$ |  |  |  |  |
| $x \bar{y} z \quad z \bar{x} y \quad y \bar{z} x \quad x \bar{z} y \quad y \bar{x} z \quad z \bar{y} x$ $x y \bar{z} \quad z \bar{y} \quad y z \bar{x} \quad x z \bar{y} \quad y x \bar{z} \quad z_{y} \bar{x}$ |  |  |  |  |

metry changes periodically and thus displacements in the Wigner-Seitz cell have to be considered only. The Wigner-Seitz cell in this particular case is a two-dimensional cell on the (111) plane. Table 8.1.2 gives the symmetry variation with displacements within this cell; in this case, since only displacement on the (111) plane are considered, the point group of the initial configuration can be taken to be P $\overline{3} \mathbf{m} 11$. It can be seen from table 8.1.1 and 8.1.2 that the conservation rule 'rank.order=constant' holds in this case as well. This can be treated in terms of the group-theoretical considerations given in section 7.3. A crystallographic space or point group may be decomposed into non-intersecting (except for the identity operator) subgroups, called direct factors, whose product is the original group (Kurosh, 1955). In this context, a product is unterstood as the sum of all products of elements of the subgroups one by one. The decomposition generally is not unique, a decomposable group can be represented as the product of only two subgroups. Let the initial group $G$ be decomposed into two factors, one of the subgroups is chosen to be the group H of the compo-
 is not unique, however, so that for a given $G$ and $H, G g$ may be chosen in a number of ways $G_{g, i}$. Each such $G_{g, i}$ represents a set of operations, all independent of H , which relate composites created by symmetry related displacements.

In the particular case the point group of the originating configuration is $\overline{3} m 1^{\prime}$ (order 24), thus: $G=K+1^{\prime} \cdot K$, where

$$
K=\left\{1,3_{z}^{1}, 3_{z}^{2}, 2_{x}^{1}, 2_{A}^{1}, 2_{B}^{1}, i, \overline{3}_{z}^{1}, \overline{3}_{z}^{2}, s_{x}, s_{A}, s_{B}\right\}
$$

Let the subgroup $H=\overline{3}{ }^{\prime} m=\left\{1,3_{z}^{1}, 3_{z}^{2}, 2_{x}^{1^{\prime}}, 2_{A}^{1^{\prime}}, \frac{2}{B}_{1^{\prime}}, i^{\prime}, \overline{3}_{z}^{1^{\prime}}, \overline{3}_{z}^{2^{\prime}}, B_{x}, s_{A}, s_{B}\right\}$ (order 12); $H$ adopts one orientation. Then: $G=1 . H+i . H$.

Symmetry variation of the $A_{3} B$ structure with relative displacements on the (111) plane
(the coordinate system for specifying the general displacements has $x-y$ - and z-axes along the [ $\overline{1} 10$ ], [ $\overline{112}]$ and [111] directions)

| Fractional coordinates of symmetry equivalent displacements | Rank | Point group | Point group order | Space group |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & x, 2 x, 0 ; \bar{x}, 2 \bar{x}, 0 ; x, \bar{x}, 0 ; \\ & \bar{x}, x, 0 ; 2 x, x, 0 ; 2 \bar{x}, \bar{x}, 0 \\ & x, 0,0 ; \bar{x}, 0,0 ; 0, \bar{x}, 0 ; \\ & 0, x, 0 ; x, x, 0 ; \bar{x}, \bar{x}, 0 \end{aligned}$$x, y, 0 ; \bar{y}, x-y, 0 ; y-x, \bar{x}, 0 ;$$y, x, 0 ; \quad \bar{x}, y-x, 0 ; x-y, \bar{y}, 0 ;$$\bar{x}, \bar{y}, 0 ; y, y-x, 0 ; x-y, x, 0 ;$$\bar{y}, \bar{x}, 0 ; x, x-y, 0 ; \quad y-x, y, 0$ | 1 | $\overline{3} 1^{\prime}$ | 24 | P $\overline{3} \mathrm{~m} 1^{\prime}$ |
|  | 2 | $\overline{3}^{\prime \prime} \mathrm{m}$ | 12 | R3' ${ }^{\prime}$ m |
|  | 6 | 2'/m | 4 | C2'/m |
|  | 6 | $2 / m^{\prime}$ | 4 | $\mathrm{c} 2 / \mathrm{m}^{\prime}$ |
|  | 12 | $\overline{1}$ | 2 | P $\overline{1}^{\prime}$ |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

Therefore, the variants are related by the symmetry operations of the group $\overline{1}=\{1, i\}$. Hence, the symmetry related displacements are: $1 / 6[\overline{2} 11]$ and $1 / 6[2 \overline{11}]($ rank 2).

Let, now, the subgroup $H=2^{\prime} / m=\left\{1,2_{x}^{1 \prime}, s_{x}, i^{\prime}\right\}$ (order 4); $H$ adopts three orientations, but these orientations are crystallographically equivalent (i.e. they are related to each another by symmetry elements $g_{i}$ of the group $G$ with $\left.g_{i} \notin H\right)$. Then:

$$
G=1 \mathrm{H}+1^{\prime} \mathrm{H}+3_{z}^{1} \mathrm{H}+3_{z}^{1 \prime} \mathrm{H}+3_{z}^{2} \mathrm{H}+3_{z}^{2 \prime} \mathrm{H}
$$

Therefore, the variants are related by the symmetry operations of the group $31^{\prime}=\left\{1,1^{\prime}, 3_{z}^{1}, 3_{z}^{1^{\prime}}, 3_{z}^{2}, 3_{z}^{2 \prime}\right\}$; the symmetry related displacements are those given in the table 8.1.2.

Similarly, the symmetry displacements for the subgroups $H_{1}=2 / \mathrm{m}^{\prime}$ and $\mathrm{H}_{2}=\overline{1}$ ' can be found by taking into account that:

$$
G=1 \mathrm{H}_{1}+1^{\prime} \mathrm{H}_{1}+3^{1} \mathrm{H}_{1}+3_{z}^{2} \mathrm{H}_{1}+3_{z}^{1 \prime} \mathrm{H}_{1}+3_{2}^{2 \prime} \mathrm{H}_{1}
$$

and

$$
G=1 H_{2}+{ }^{\prime} \mathrm{H}_{2}+3_{z}^{1} \mathrm{H}_{2}+3_{z}^{1 \prime} \mathrm{H}_{2}+3_{z}^{2} \mathrm{H}_{2}+3_{z}^{2 \prime} \mathrm{H}_{2}+2_{x}^{1} \mathrm{H}_{2}+2_{x}^{1 \prime} \mathrm{H}_{2}+2_{A}^{1} \mathrm{H}_{2}+2_{A}^{1 \prime} \mathrm{H}_{2}+2_{B}^{1} \mathrm{H}_{2}+\sum_{B}^{1 \prime} \mathrm{H}_{2}
$$

respectively.

Footnotes 1: This term results from an unfortunate mistranslation of the German "Überstruktur" or "overstructure". In its commonest usage 'superlattice' is synonymous with 'multiple-cell structure'. However, it must not be confused with the term 'superlattice' used in the lattice geometry to refer to a lattice obtained from an original lattice by means of a transformation matrix having integral elements and determinant larger than unity (Santoro \& Mighell, 1972; Bucksch, 1971,1972; Cassels, 1959).

2: No details are given since the point group m3m1' contains 418 subgroups.

### 8.2 Crystallography of interphase boundaries

An interphase boundary is the surface ${ }^{1}$ separating two crystals with different structures; its structure is similar in many ways to that of a grain boundary. In the general case, five degrees of freedom are associated with an interphase boundary. Three degrees of geometrical freedom are needed to specify the relative orientations of the two lattices, but of course it is no longer possible to carry one lattice into the other by means of a pure rotation. The additional two degrees of freedom are associated with the specification of the interface plane.

In order to study the symmetry of interphase boundaries the conventions made in chapter 3 are considered. Thus, one of the semi-infinite structures across a general interphase boundary is designated 'white' and the other 'black'. For symmetry considerations the atomic structure of the adjacent crystals can be disregarded. The interphase boundary is, then, considered as the geometrical plane separating the black and white semi-infinite lattice-complexes ${ }^{2}$.

The relative orientation of the two lattices ${ }^{3}$ across an interphase boundary can be described as follows. The white lattice is considered fixed in space and is used as reference. Then, the relative orientation is considered to arise by the appropriate transformation of the black lattice. This transformation describing the relation between the white and black lattices is a general linear transformation $\underset{=}{R P}$ where $\underset{=}{P}$ is a pure strain and $\underset{=}{R}$ a pure rotation ${ }^{4}$; it may also be described by any
 operations of either lattice.

### 8.2.1 Point symmetry of interphase boundaries

The point symmetry of interphase boundaries can be determined by
a way similar to that employed for grain boundaries. The interphase
boundary is, from the crystallographic point of view, a unique plane which must be invariant under the transformations of the point group. Thus, the symmetry classes possess three-dimensional highest invariance (since the bicrystal is 'in' three-dimensional space) and, additionally, a two-dimensional invariance (in view of the presence of the unique plane). Therefore, the point symmetry of interphase boundaries is described by groups of the class $G_{3,2,0}^{2}$, i.e. the two-coloured, twomsided rosettes.

However, not all of the rosette groups are consistent with the geometry of interphase boundaries. For instance, centrosymmetrical rosette eroups are not permissible since the inversion centre implies that both sides of the unique plane are neutral (see section 5.3). Furthermore, unlike grain boundaries, the antiinversion operation is not consistent with interphase boundaries. As was explained in section 5.3 a centre of colour reversal, although leaving the unique plane invariant (without interchanging its two sides), it imposses continuation conditions on the lattices across the interface. In other words, the white and black lattices must be identical and in complete coincidence, which, clearly is not the case with interphase boundaries.

Further restrictions on the symmetry operations are impossed by the fact that the interphase boundary separates two different structures. Ihis means that there is no symmetry operation which transforms the white lattice-complex to the black one or vice versus. Therefore, no colourwreversing symetry elements are consistent with the geometry of interm phase boundaries. It is at this point where the crusial difference between grain and interphase boundaries, as far as the symmetry is concerned, arises. Consequently, the only permissible symmetry operations are ordi-
nary ones lying perpendicular to the boundary plane.
The point symmetry classes are given in table 8.2 .1 ; these are the two-dimensional point groups (Niggli, 1959). The coordinate system, relative to which the group symbols are given has an axis a perpendicular to the plane, while the axes $b$ and $c$ are orthogonal to the axis a and make a right or oblique angle with each other, depending on the class of rosette symmetry. The letters or numbers in the first, second, and third positions of the symbol indicate that a particular symmetry element coincides rith the coordinate axes in the order $a, b, c$ (for the lower symmetry classes) or with (and in this order) the axes $a, b$ and the bisector of the angle between the axes $b$ and $c$ (for the senior classes).

### 8.2.2 Spatial symmetry of interphase boundaries

In discussing the symmetry of interphase boundaries, it is convenient to distiguish three types of interface which are described as incoherent, semi-coherent and coherent respectively. For the case of incoherent phase boundaries there is no continuity condition for the lattice vectors or planes across the interface. In the fully coherent interface, on the other hand, the lattices match exactly at the interface, and 'corresponding' lattice planes and directions are continuous across the interface, although they change direction as they pass from one structure to another ${ }^{5}$.

It is not generally possible, however, to find a coherent interface between two arbitrary structures. If the matching condition is nearly satisfied, two phases may be forced elastically into coherence across an interphase boundary ${ }^{6}$. This is usually possible only when one (included) crystal is very small, since the stress at any point increases with the

TABLE 8.2.1
Point groups describing the symmetry of interphase boundaries

| Number | Point group |  |
| :---: | :---: | :---: |
|  | Full <br> symbol | Short <br> symbol |
| 1 | 111 | 1 |
| 2 | 211 | 21 |
| 3 | 1 m 1 | 1 m |
| 4 | 2 mm | 2 mm |
| 5 | 411 | 4 |
| 6 | 4 mm | 4 mm |
| 7 | 3 m 1 | 3 m |
| 8 | 311 | 3 |
| 9 | 611 | 6 |
| 10 | 6 mm | 6 mm |

+ In the international notation the (third position) symbol 1 in the class 1m (short symbol) is omitted because of confusion that might occur in later two-dimensional space--group nomenclature, in which 1 may occur in the second or third position of the symbol.
size of the crystal. Forced elastic coherence of this kind may exist at the nucleation in early growth stage of a transformation. By contrast, the semi-coherent interface consists of regions in which the two structures may be regarded as being in forced elastic coherence, separated by regions of misfit.

The above considerations indicate that interphase boundaries can have one- or two-dimensional periodicity. This immediately implies that their symmetry is described by band and layer symmetry groups respectively. The permissible groups are determined by considering the combination of the point symmetry groups (table 8.2.1) with translational symmetry. The procedure for establishing the spatial symmetry is, therefore, to consider the lists of the two-coloured, two-sided band or layer groups and to delete those groups which are not isomorphous to a bicrystal point group (table 8.2.1). Tables 8.2.2 and 8.2.3 give the symmetry groups of one- and two-dimensional interphase boundaries.

### 8.2.3 Examples of interphase boundary symmetry

Three examples related to epitaxial growth of II-VI components are now mentioned in order to indicate the symmetry classification of interphase boundaries. All the epitaxial orientation relations for II-VI compounds ${ }^{7}$ grown on cubic crystal substrates are of two types only (Pashley, 1956, 1965). The sphalerite structure films always grow in the parallel orientation and the wurtzite structure films in the quasi--parallel orientation ${ }^{8}$ on these substrates. The $P$ orientation corresponds to: $(h k l)_{f i l m}$ parallel to $(h k l)_{\text {substrate }}$ with [uvw] ${ }_{\text {film }}$ parallel to $[u v w]_{\text {gubstrate, where }}[u v w]$ is a direction in the (hkl) plane. The $P^{\prime}$ orientation, on the other hand, occurs when (0001) ${ }_{f i l m}$ is parallel to (111) substrate and $[11 \overline{2} 0]_{\text {film }}$ parallel to $[110]_{\text {substrate }}$ In both

## TABLE 8.2.2

Band groups describing the symmetry of interphase boundaries

| Number | Band <br> group | Number | Band <br> group |
| :---: | :---: | :---: | :---: |
| 1 | $p 111$ | 7 | $p 112$ |
| 2 | $p 121$ | 8 | $p m 11^{\circ}$ |
| 3 | $p 1 m 1$ | 9 | $p m a 2$ |
| 4 | $p l a 1$ | 10 | $p 11 m$ |
| 5 | $p m 2 m$ | 11 | $p 11 a$ |
| 6 | $p m 2 a$ | 12 | $p m m 2$ |

## TABLE 8.2.3

Layer groups describing the symmetry of interphase boundaries

| Number | Layer <br> group | Number | Layer <br> group |
| :---: | :---: | :---: | :---: |
| 1 | $p 1$ | 9 | $\mathrm{cmm2}$ |
| 2 | $\mathrm{pl12}$ | 10 | p 4 |
| 3 | $\mathrm{plm1}$ | 11 | $\mathrm{p} 4 m \mathrm{~m}$ |
| 4 | $\mathrm{pla1}$ | 12 | p 3 |
| 5 | $\mathrm{clm1}$ | 13 | $\mathrm{p} 3 \mathrm{m1}$ |
| 6 | $\mathrm{pmm2}$ | 14 | p 31 m |
| 7 | $\mathrm{pbm2}$ | 15 | p 6 |
| 8 | $\mathrm{pba2}$ | 16 | p 6 mm |

the $P^{\prime}$ orientation and its geometrically equivalent $P$ orientation (namely (111) film $/ /(111)_{\text {substrate }}$ with $[0 \overline{1} 1]_{\text {film }} / /[0 \overline{1} 1]_{\text {substrate }}$ ) hexagonal arrays of atoms in the substrate surface and in the interface plane of the film are parallel. This can be seen in considering the ZnS growth on (111) surfaces of silicon. Figure 8.2.1 shows the two interface planes; during growth (0001) planes of murtzite-type-structure ZnS are deposited onto (111) planes of silicon. From this figure it can be easily found that the symmetry of the interphase boundary is $3 m$ (group no. 7 in table 8.2.1).

The second example of epitaxially grown interphase boundaries refers to the vacuum evaporation of CdS (sphalerite structure) onto NaCl. The latter has a f.c.c. lattice ( $a=5.63 \AA$ ) and the basis has one $\mathrm{Na}^{+}$ion at 000 and one $\mathrm{Cl}^{-}$ion at $12 K 1 / 2$. Cadmium sulfide is also based on the f.c.c. lattice ( $a=5.82 \AA$ ) with a basis containing a $S$ atom at 000 and a cd atom at 1yth. The (OO1) projections of NaCl and CdS are shown in figure 8.2.2. Chopra \& Khan (1967) have found that moderately high temperature epitaxial growth of CdS on rock salt follows the parallel ( $P$ ) orienta-
 symmetry of the interface is described by the point group $\mathbf{2 m m}$; the mirror planes are normal to $[110]_{\mathrm{NaCl}}$ and $\left[\overline{1}_{10}\right]_{\mathrm{NaCl}}$ wile the 2-fold axis is along the normal to the interface.

Finally, epitaxial films of CdS onto (110) surfaces of germanium have been found (Holt \& Wilcox, 1971; Abdalla, Holt \& Wilcox, 1973) to be in parallel aligment with the substrate, i.e.: ${ }^{(110)}{ }_{\text {CaS }} / /(110)_{G e}$ and $[\overline{1} 10]_{\text {CdS }} / /[\overline{1} 10]_{G e}$. Figure 8.2 .3 shows the (110) projections of CdS and Ge ; it is clear that if the two structures are superimpossed on the (110) planes, then the point symmetry of the interphase boundary
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is $\ln$ (i.e. a mirror plane normal to the common [i10] direction). The examples given above cover most of the usual cases of epitaxial growth as listed in table 8.2.4.

Footnotes 1: In the present treatment the interphase boundary is considered planar.

2: Unlike grain boundaries, the two lattice-complexes are not identical in the case of interphase boundaries.

3: Since the two structures across the interphase boundary are different, a misorientation relationship is
= not uniquely defined as in the case of grain boundaries. Thus, the term 'relative orientation' is used instead.

4: Obviously, for $\underset{=}{P}=I$, $I$ being the $3 \times 3$ unit matrix, the grain boundary case is obtained.
5: A coherent interface in the sense in which it is used here does not necessarily imply a rational interface.
6: The best known example of nearly exact matching is this involving f.c.c. and h.c.p. structures with virtually identical interatomic distances in the octahedral and basal planes respectively.

7: The structure of II-VI components is either hexagonal wurtzite or cubic zinc-blend type (see, e.g. Holt, 1974).

8: These orientation relationships are denoted by the letters $P$ and $P^{\prime}$ respectively.

### 8.3 Discussion

The foregoing considerations have shown how the spatial and/or point symmetry of grain or interphase boundaries can be classified. The application of the symmetry scheme so determined is discussed in the present section and future work is proposed ${ }^{1}$.

Pond \& Bollmann (1979) have already pointed out that the consideration of bicrystal symmetry can be useful for the investigation of interfacial structure. For instance, the tessellated form of secondary

Point symmetry of epitaxial interphase boundaries of II-VI compounds on cubic substrates

| Compound | Substrate orientation | Film structure and orientation ${ }^{+}$ | Point symmetry | Reference |
| :---: | :---: | :---: | :---: | :---: |
| ZnSe | GaAs (100) | S,P | 2 mm | (1) |
| cds | NaCl (100) | S,P | 2 mm | (2) |
|  | NaCl (110) | S,P | m |  |
|  | NaCl (111) | W, PI | 3 m |  |
| CdS | $\mathrm{BaF}_{2}$ (111) | W, ${ }^{\prime \prime}$ | 3m |  |
|  | Ge (100) | S.P | 2 mm | (3) |
|  | Ge (110) | S,P | m |  |
| 2nTe | Ge (111) | W,pi | 3m |  |
|  | Ge (100) | S, P | 2 mm | (4) |
|  | Ge (110) | S.P | m |  |
| CdTe | Ge (100) | S.P | 2 mm | (5) |
|  | Ge (111) | W,p ${ }^{\text {d }}$ | 3m |  |
| CdTe | Si (111) | W, PI | 3m | (6) |
| case | Ge (100) | S,P | 2 mm | (7) |

+ In the epitaxial orientation column $S$ signifies the sphalerite structure, $W$ the wurtzite structure, $P$ the parallel orientation and $P^{\prime}$ the quasi-parallel orientation for the wurtzite structure as discussed in section 8.2 .

References: (1) Genthe \& Aldrich, 1971
(2) Chopra \& Khan, 1967; Wilcox \& Holt, 1969;

Holt \& Wilcox, 1971; Wilcox, 1970

## TABLE 8.2.4-continued

(3) Holt \& Wilcox, 1971; Abdalla, Holt \& Wilcox, 1973
(4) Multi \& Holt, 1972
(5) Abdalla \& Holt, 1973
(6) Abdalla, 1973
(7) Gejji \& Holt, 1975
dislocation networks accommodating small angular deviations from coincidence misorientations could give information concerning the presence of equivalent interfacial structures. - The same authors have indicated how the bicrystal symmetry can be used for the investigation of interfacial structure by atomistic computer simulation. In general the nature of atomistic relaxations will depend on the symmetry of the bicrystal (see e.g. Smith et al. 1977; Pond \& Vitek, 1977; Pond et al. 1979). Here, the discussion is somewhat more general in the sense that the implications of symmetry on the physical properties of bicrystals is considered. It must be born in mind that at least some of the physical properties of bicrystals are not identical to those of single crystals with identical chemical composition and structure. The differentiation of the physical properties can be contributed by:
(1) factors that are inherent to the complex geometrical relations defining each grain and its tonsor properties with respect to its neighbors, e.g. size and shape of grains, relative lattice orientation, etc.,
(2) factors that are intrinsic properties of the internal boundary surfaces, i.e. grain boundaries bounding individual grains from their neighbours, e.g. grain boundary structure, strength, energy, diffusion, etc.

The factors of both categories are related to the symmetry of the grain boundary and therefore it is evident that considerations of interfacial aymetry yield an important insight of both the structure and properties of polycrystalline materials.

If the point or spatial symmetry group of a bicrystal is established experimentally, it can be said that the minimum symmetry of its possible
physical properties has aiso been established. This provides a basis for deriving descriptive structural classifications and grouping of bicrystals in classes by appropriate sets of criteria. In exactly the same ray, physics classifies elementary particles, atomic and molecular spectra, normal vibrations, etc. These symmetry classifications are based on the various groups of permissible transformations carried out on the elements of the corresponding bicrystal. The problem of classiIication is a primary one, so that symmetry, which establishes structural invariants, constitutes an essential technique for interfacial investigations.

However, this is not the most important aspect. More important for 'bicrystal physics" is the fact that it is possible to relate a unique coordinate system to the symmetry elements of a bicrystal and thus ensure uniqueness of description for its physical properties, which generally ${ }^{2}$ depend on the direction of measurent. Having settled the choise of axes (appendix 1) it can be asserted without ambiguity that along a specific direction the bicrystal will have such and such physical properties. Thus, measurements of the physical properties of bicrystals of one particular material are only comparable when they are refered to the same coordinate system. Knowing the symmetry group of the bicrystal it is possible to limit the range of measurements of physical properties along specified directions ${ }^{3}$. This greatly reduces the number of measurements required to reveal anisotropy, i.e. the dependence of the physical properties on the direction of measurement.

Another important implication is that the bicrystal symmetry group (which is closely connected to the symmetry groups of the physical quantities-Neumann's principle) enables us to establish the number of
independent constants characterizing every property. In other words, it can always be stated how many measurements (along different directions) Wll have to be made in order to obtain a complete characterization of a particular property of the bicrystal. The number of measurements depends on the nature of the property under consideration and on the law governing the transformation of the corresponding physical quantity.

The use of symmetry methods may be still more effective in the studies of the electron structure or structural analysis of bicrystals. If translational symmetry do not exist for bicrystals, the analysis of the physical properties of the corresponding atomic system containing about $10^{23}$ particles $/ \mathrm{cm}^{3}$ would be extremely difficult. However, bicrystals ${ }^{4}$ can be periodic and thus their structure can be described by the (periodic) repetition of an elementary atomic motif usually consisting of a small number of particles. This motif (occuping the unit cell) plays the part of the 'molecule' in the structure of bicrystal. Hence, in the study of the physical properties of bicrystals, it is (roughly speaking) sufficient to study the behaviour of an aggregate of particles within a single unit cell, since the properties of the whole may be judged from the proporties of the part. In quantum mechanical terms the properties of the whole are reflected in the properties of the translationally periodic part through Bloch's theorem and its equivalent.

In other words, the link between the interfacial symmetry and quantum mechanics comes about through the transformation properties of the Hamiltonian operator, whose eigenvalues play an extremely important role in quantum mechanics. In the single crystal case it is well-known (see e.g. Cornvell, 1969) that all transformations leaving the Hamiltonian operator Invariant form a group which is isomorphic to the group of the crystal. Consider, now, electrons in the vicinity of the interface. Within the
'one-electron' approximation every electron of mass m has associated with it a Hamiltonian of the simple form:

$$
H(\underline{r})=-\frac{\hbar^{2}}{2 m}\left\{\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right\}+V(\underline{r})
$$

Where the potential energy term $V(\underline{r})$ contains the field caused by the nuclei and the average field of all the other electrons acting on the electron under consideration.

In the general case of a bicrystal the form of $V(\underline{r})$ is not known because:
(1) intrinsic difficulties in calculating $V(\underline{r})$ for an array of atoms, and,
-i(2) more singificantily, because the actual structure of the interface is not known.

However, one can draw very important conlusions without knowing the precise form of $V(\underline{r})$. This is based on the fact that:

$$
V(\{\underline{R} / \underline{\underline{t}}\} \underline{\underline{r}})=V(\underline{r})
$$

or, in other words, the potential energy has the symmetry of the spatial group of the bicrystal ${ }^{5}$. Hence, for an electron in the vicinity of an interface, its Hamiltonian is invariant with respect to the spatial symatry group of the interface.

The implication of this is that by using basic functions of representations of the group of the Schrödinger equation it is possible to simplify significantly several important types of quantum mechanical calculations. In analogy to the single crystal cases (see e.g. Wigner. 1930; Chen, 1967; Maradudin \& Vosko, 1968) it can be seen that auch calculations are only feasible when group theoretical arguments are used to exploit the symmetry to the full.

Of course, before the interfacial symmetry is applied to quantum
mechanical calculations account must be given to the significance of the colour-reversing operations. One way that this can be done is as follows. The potential energy $V(\underline{r})$ in the vicinity of the interface can be calculated in principle by the corresponding potentials of the two components $V_{1}(\underline{r})$ and $V_{2}(\underline{r})$, i.e.:

$$
V(\underline{r})=V_{1}(\underline{r})+V_{2}(\underline{r})
$$

Let $G$ the symmetry group of the interface and $G_{1}$ and $G_{2}$ the respective groups of each component. In general, not every operation of $G_{1}$ or $G_{2}$
 $V_{1}(\underline{r})$ and $V_{2}(\underline{r})$ invariant (in view of the fact that $G$ is a subgroup/supergroup of $G_{1}$ and $G_{2}$ ). Therefore, the colour-reversing elements of $G$ can be considered as the symmetry operations which express the misorientation contribution of $V_{1}(\underline{r})$ and $V_{2}(\underline{r})$ in $V(\underline{r})$.

Concluding this section it is, perhaps, of interest to indicate another aspect of the bicrystal symmetry. This refers to electron contrast simulations of planar coincidence-site lattice interfaces. Such simulations are complicated and in the general case it is impossible to take into account the dynamical interactions between primary and secondary beams arising from interfaces which do not conserve the reciprocal lattice. However, symmetry considerations show that this problem can be exactly solved for the case of CSL boundaries. In this case, whereas the direct crystals are merely in contact with one another (semi-infinite crystals), the extent of a reciprocal lattice is independent of the size of the crystal and pervades all the reciprocal space. Therefore, the reciprocal lattices of the two individuals of the bicrystal occupy the same space. Thus, the reciprocal lattice $L_{c}$ of the bicrystal is described as the Intersection (common subgroup) of the reciprocal space groups $L_{1}$ and $L_{2}$
of the components. Gratias \& Portier (1979) proposed that in this case the scattering matrices (Howie-Whelan formulation) $\mathrm{S}_{\mathrm{E}}$ and $\mathrm{S}_{2}$ are then built up on this common basis by computing the structure factors in the group $L_{c}$ for the two different sets of Wyckoff positions of the atoms corresponding to the two crystals (see also Guan \& Sass, 1973a,b; Sass, 1980)

Footnotes 1: These considerations are primarily referred to grain boundaries. Extension to interphase boundaries is, in principle, possible provided that their particular nature is taken into account.

2: For non-scalar properties
3: These directions form a solid angle which 'cut' the Wicfystal into symmetrically independent regions. The choise of the directions of measurement is based on the fact that the number of symmetrically independent (or symmetrically equal) regions into which a symmetrical figüre may be divided equals the order of its symmetry group.

4: Or, at least, bicrystals with special properties.
5: This leads to the above mentioned theorem of Bloch (1928).

## Chapter 9

## ELECTRON MICROSCOPY OF GRAIN BOUNDARIES

## Introduction

In the last twenty years optical, electron, field-ion and X-ray microscopy has been used to study grain boundaries in a wide variety of materials (table 9.1.1). Critical examination of these methods indicates that, at present, the transmission electron microscope allows considerable flexibility in operation, as well providing the essential image contrast and diffraction information necessary for the elucidation of grain boundary structure.

The interpretation of image contrast across grain boundaries, based on the dynamical theory of diffraction (see e.g. Hirsch et al. 1965), is generally more complicated than in the single crystal cases. This is mainly due to the presence of the interface. The surface separating the two crystals corresponds, in first approximation, to the junction of two elastically isomorphic half-spaces. Thus, the displacement field of a grain-boundary dislocation, say, must be determined for each crystal, and numarical values in the Howie-Whelan $(1960,1961)$ equations will be different on either side of the interface (see e.g. Tucker, 1969).

Further complications arise due to the misorientation relationship across the interface which causes different diffraction modes to occur (see e.g. Pond, Smith \& Clark, 1974). Each of the beams excited in the upper crystal is incident on the lower one and can give rise to further diffracted beams in that crystal. Thus, the total number of beams propagating in the lower crystal can be substantial, and unlike the mingle crystal case, all these beams are not necessarily coupled to each other (Sutton \& Pond, 1978). The effect is that: (a) the specimen can be

TABLE 9.1.1
Methods of interface examination and specific properties investigated

| Optical metallography | -faceted or non-faceted boundaries |
| :--- | :--- |
| X-ray Laue | -orientation relationships |
| Thermionic emission | -interface migration mechanisms |
| Electron microscopy | -interface structure and crystallography |
| Field-ion microscopy | -atomic structure of boundary |

orientated for one of several diffraction conditions, and, (b) multi-beam dynamical theory must be employed to interpret the images of interfaces (Corbett \& Sheinin, 1976; Sheinin \& Corbett, 1976; Sutton \& Pond, 1978.).

Geometrically speaking the occurence of the various diffraction modes depends on which set of atomic planes and in wich crystal are orientated for diffrection. The various diffraction conditions are illustrated in figure 9.1 .1 (for a review see Pond, 1980). Humble \& Forwood (1975) pointed out that the 'one-crystal-diffraction' mode can only be obtained approximately. On the other hand, they obtained excellent agreement for comparisons of experimental observations, obtained by simultaneous two-beam conditions, to simulations using the two-beam equations. This diffraction mode is particularly important for investigating interfacial imperfections while the 'same g condition' is very useful for studying the structure of grain boundaries between coincidence related crystals (Sutton \& Pond, 1978; Pond, 1979).

Although the above mentioned factors influence the interpretation of the interfacial contrast, the electron microscope can be used successfully for the determination of (a) the geometrical parameters of grain boundaries (see section 9.2), and, (b) the investigation of grain boundary imperfections, as well as of physical processes such as grain-boundary sliding or segregation, and, (c) the study of grain-boundary structure.

### 9.1 Detormination of the geometrical parameters

As the models of grain boundary structure, outlined in section 1.2, depend very sensentively on the crystallography of the interface and the crystals which form it, it is important to determine the grain boundary paraneters with the highest possible accuracy. These parameters are the misorientation relationship and the interface plane; their determination

## Figure 9.1.1

-Schematic representation of the diffraction modes in a sample containing a grain boundary:
(a) one-crystal diffracting,
(b) simultaneous two-beam condition,
(c) same $\underline{g}$ condition (this mode is a special case of (b) for $\underline{g}+\underline{h}=\underline{g}^{\prime}+\underline{h}^{\prime}$ and the two crystals are CSL related).
In all diagrams the reciprocal space vector of a reflection from the upper crystal is called $\underline{g}$ and from the lower crystal $h$ ). (after Pond, 1980a)

(a)

(b)
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(c)
is a mgnificant part of any experimental project concerned with grain boundaries.
9.1.1 The determination of the misorientation matrix ${ }^{1}$

Misorientation relationships across an interface are generally
expressed in one of the following two ways:
(1) a pair of parallel directions in a pair of parallel planes;
this is normally used for epitaxial interphase boundaries, and,
(2) as a matrix describing the vector transformation from one crystal to the other: physically this corresponds to an axis/angle pair, and it is mainly used for grain boundaries.

The technique used to determine the misorientation relationship between two grains depends upon the type of misorientation, the accuracy of information required, and the limitations imposed by the specimen and/or the instrument. Two approaches are commonly used:
(1) Spot patterns from both grains may be used either because strain effects prevent the formation of Kikuchi lines or because the crystallographic relationship is particularly simple ${ }^{2}$
(2) Kikuchi lines may be employed to improve the accuracy of the misorientation determination since the spot pattern is clearly an inaccurate representation of the beam direction.

The minimum information required to calculate a misorientation matrix is the indices of two pairs of parallel directions, with one of each pair in each crystal (Goux, 1974). A third pair of such directions follows automatically from the vector cross-product of the first two, but additional pairs of directions will overdetermine the relationship
and allow an estimate of the error in the procedure to be obtained (see appendix 13). In practice the determination of the misorientation matrix is carried out in two stages. Firstly, the pairs of parallel directions are obtained, then the misorientation relationship is determined either graphically as an axis/angle pair ${ }^{3}$ or by calculating the misorientation matrix.

The most accurate analysis for indexing Kikuchi patterns is that due to von Heimendahl et al. (1964) and requires a minimum of three non-parallel Kikuchi line pairs to obtain the beam direction unambigously from one pattern. This method is based on the relationship between the three Kikuchi line pairs and the central beam spot. The measurement of the directions of the triangle, and its relation to the beam spot clearly limit the accuracy of the method, and considerable care must be taken to ensure that the error is kept to a minimum. An analysis (see appendix 12) of the factors limiting the accuracy indicates that in all of todays methods comparitably large errors arise by the uncertainty in the exact position of the centre of the diffraction pattern. In order to eliminate such errors a new technique was developed during this work (appendix 12). This method, though in its second phase similar to that described by von Heimendahl and co-workers (Heimendahl von et al. 1964; Heimendahl von, 1971), is more accurate than the latter. The exact direction of the electron beam is determined in an accuracy of the order of $1^{\prime}$ provided that the area selected for diffraction is not deformed. The advantage of the proposed method is that no geometrical constructions are necessary for finding the position of the points required for the indexing procedure.

It is, however, not feasible to determine precisely the beam direction of a Kikuchi pattern. Thus, in the experimental situation error may
reside in any or all of the beam directions derived from the Kikuchi patterns, and, thus, the calculated matrix $\underset{=}{R}$ is subject to experimental exrors. Consequently, it is important to use as many independently obtained directions as possible in order to prevent the propagation of mystematic errors among the components of $\underset{=}{R}$. It is usual practice to overdetermine $\underset{=}{R}$ by providing excess information for the solution and find the matrix best fitting to the available data. Such an adjustment of $R$, associated with a non-linear least-squares problem, is, however, by no means atraightforward. A detailed analysis of the problem is given In appendix 13 where a least-squares method for the determination of the best fitting matrix $\underset{=}{R}$ subjected to orthogonality constraints is developed.

### 9.1.2 Determination of the boundary plane

The most general method for determining the boundary plane is the trace analysis (see e.g. Edington, 1974, vol. 3, p. 55). Using this approach errors in the boundary plane of $\pm 5^{\circ}$ may occur primarily because the method relies on measurements of some dimension of the interface, usually the projected width, taken from the image and such measurements are prone to error. Uncertainty in the boundary plane is introduced by the following factors:
(1) the boundary may not be exactly planar, particularly rear the surfaces of the specimen, and,
(2) diffraction effects frequently make the accurate measurements of the interface dimensions difficult, by obscuring the intersections of the boundary and the foil surface with thickness fringes, for example.

A more reliable approach is available in electron microscopes where mpecimen tilting in large angles is possible. The principle of this


#### Abstract

technique, often called 'edge-on technique', is to tilt the specimen such that the boundary plane lies parallel to the electron beam, that is minimum width of the image. The procedure of the above approach is as follows:


(1) determine the foil normal by obtaining a diffraction pattern at zero tilt from the area of interest
(2) set the tilt axis parallel to the line of intersection of the foil and boundary planes
(3) tilt the specimen in a known sense until the defect is edge on (minimum image thickness)
(4) obtain image and diffraction patterns at this tilt and determine the crystallographic directions on the image. The 'edge-on technique' must be used in all cases where the geometry of the specimen permits it. Errors are generally $\pm 0.5^{\circ}$; significant errors will always arise because the image of the boundary is influenced by the diffracting conditions and may remain constant over several degrees of tilt. For maximum accuracy a series of pictures and diffraction patterns should be taken at different angles of tilt and the projected width of the boundary measured to determine the position of minimum image width.

The 'edge-on technique' is now demonstrated by giving an example. Figure 9.1 .2 shows the intersection of three grains being set in dynamical diffraction. The misorientation relationship across the boundary A as well as across the interface $B$ was determined to be the CSL $\langle 011\rangle / 70.53^{\circ}, \Sigma=3$ rotation. On the other hand, the misorientation relationship between grains 2 and 3 was found to correspond to $\langle 011\rangle / 38.94^{\circ}$ 5.99. The foil normal was determined for each crystal from a diffraction

## Fiqure 9.1.2

A bright-fleld electron micrograph of an intersection of three growth twins in silicon. All the grains are diffracting. The boundarles $A$ and $B$ are coherent twins whereas the misorientation across the plane $C$ is $[011] / 38.94^{\circ}, \Sigma=9$.


⿹․․
pattern at zero tilt. Then, the specimen was tilted (in a known direction) until the boundary plane width was a minimum (figure 9.1.2) In the diffraction pattern at the angle of tilt the $g=[11 \overline{1}]_{2}^{4}$ reflection was (after allowing for image/diffraction pattern rotation) within $1^{0}$ of the perpendicular to the trace of the twin boundary A. Furthermore, the angle of tilt measured on the goniometer stage was within $1^{\circ}$ of the angle between the foil normal and $(11 \overline{1})_{2}$. Consequently, the boundary plane was concluded to be $(11 \overline{1})_{2}$ which is the coherent twin plane in dianond-structure-type materials (Köhn, 1958; Fontaine \& Rocher, 1979). similarly, the normal to the boundary plane C was determined to be $[\overline{\mathrm{I} 2}]_{2} /[\overline{\mathrm{I} 2} 2]_{3} ;$ this is in full agrement to the observation by Rrivanek, Isoda \& Kobayashi (1977) as was pointed out by Pond (1980a).

> Footnotes 1: The treatment given here refers to the more general case. A number of special techniques have, however, been developed relying on particular diffraction conditions being satisfied (see, for example, Lange, 1967; Young, Steele \& Lytton, 1973; Clark, 1976). 2: In the latter case the interface plane as well as particular image characteristics often provide a check of the misorientation relationship.

> 3: The graphical method (due to Goux, 1961, 1974) is only accurate to $1^{\circ}$ at best, which is not sufficient for reliable analysis of grain boundary structure. 4: The subscript denotes the crystal system relative to which the directions (and planes) are expressed.

### 9.2 Method for measuring the rigid-body translation across a grain

## boundary

It was mentioned above that due to the misorientation relationship across the interface various diffraction modes may occur depending on

Which set of atomic planes and in which crystal are orientated for diffraction. Here the 'same g condition' is considered and its application is briefly examined.

### 9.2.1 The principle of the method

The same $\underline{g}$ condition is of great importance in the case of interfaces between coincidence related crystals and it can be used when there are two parallel, low-index, directions in the two crystals ${ }^{1}$. When these planes are set into Bragg condition then, if they are continuous across the interface, no contrast is observed. Any rigid-body translation, $R$, between the two crystals (that is not a DCS lattice vector) will give rise to stacking-fault-like fringes in the plane (Pond \& Smith, 1974) equivalent to that of a stacking fault or anti-phase boundary in a single crystal, and exhibiting the same quantitative behaviour (Pond, Smith \& Clark, 1974). Relative translation, $R$, between the crystals is known to be an important mode of relaxation in grain boundaries (Pond \& Vitek, 1977).

The features expected in the interface image where there is a rigid-body translation $R$ are summarized in table 9.2.1. They can be deduced by the following considerations. The existence of $\underline{R}$ involves that the planes used for imaging the boundary are offset on either side of the boundary plane. This introduces a phase shift between the Bloch waves traveling in the upper crystal, and those below the interface in the lower crystal and consequently the amplitudes of the diffracted components of the Bloch waves at the interface are modulated by a factor $\exp (i \alpha)$, where $\alpha=2 n \underline{\underline{R}}$ the phase factor due to the rigid-body displacement. The nature of the relative displacement $\underline{R}$ can be unterstood in terms of the structural model of CSL boundaries by reference to figure 9.2.1.

TABLE 9.3.1
Characteristics of the boundary image where there is a rigid--body translation R

| Bright field image | Dark field image |
| :---: | :---: |
| Fringes parallel to the intersection of the interface and the foil surface | As in bright field image |
| Symmetrical image, absorption dampts out fringe contrast in the centre of the foil | Asymmetrical image |
| Performed by $\underline{g}_{\text {c }}$ | If performed by $g_{c}$ then the fringe at the top of the foil is the same as in bright field; the fringe at the oottom shows opposite contrast as in bright field image |
| Fringe contrast is a function of $\varepsilon_{g}, W$, and total thickness of the specimen | As in bright field image |
| In thin sample area the profile consists of a superposition of two sets of fringes, one having periodicity $\varepsilon_{g}^{\text {eff }}$, the other $\varepsilon_{g}^{\mathrm{eff} / 2}$ |  |
| On a positive print the fringe at the top is bright for gR>0 and dark for $g R<0$ |  |

## Figure 9.3 .1

The structure of a CSL grain boundary. In the top figure the boundary separating the two crystals is drawn with the atoms represented as hard spheres. Dashed spheres are $\pm \mathrm{a} / 4[110]_{1 / 2}$ out of the page. Atoms from the two crystals overlap at the boundary in the hatched region and this might be expected to increase the boundary energy . A means of avoiding the overlap is to displace one crystal relative to the other by $\underline{R}$ (bottom figure). It is emphasized, however, that this figure does not represent an exact solution (no relaxations of individual atoms have been superimposed on the translation, for example), but is merely intended to illustrate qualitatively the type of translation that may occur.


Computer simulation indicates that the configuration in figure 9.2.1a has a high energy mainly because of the 'overlapping' of atoms. Furthermore, it vas found that a major reduction in interfacial energy can be schieved by a rigid-body relaxation (figure 9.2.1b).

The vector $R$ can be resolved into two components: $R=t^{\prime}+$ e. The dimplacement t' corresponds to a vector which shifts the lower crystal anay from the coincidence position in a direction parallel to the interface while the component e represents a local expansion normal to the boundary plane ${ }^{2}$ (i.e. it introduces excess volume into the interface compared to a perfect crystal).

### 9.2.2 Iimitations of the method

Using the above experimental technique the total displacement $R$ can be measured, and in certain circumstances the constituent components can be measured separately. Three experimental requirements are, however, essential for a reliable determination of $\underline{R}$ (Pond \& Smith, 1974; Pond, 1979):
(1) the adjacent crystals must be orientated very close to a coincidence relationship. Deviation from the exact CSL misorientation introduces complications in image contrast due to the presence of dislocations or moire effects.
(2) it is important that only common beams are excited. Sutton \& Pond (1978) have shown that if there are non-common reflections present in the diffraction pattern (other than 000) then two sets of thickness fringes are expected and in this case no information about the translation at the boundary can be obtained.
(3) the common reflections used must be relatively low index
or fringe intensity is low and ambiguity in the determination of $\left|\underline{g}_{c} \cdot \underline{R}\right|$ may arise (Pond, 1979).

The translation $\underline{R}$ does not, in general, have low indices, and, hence, it may not be possible to satisfy the 'g-R=0 criterion' for two, or sometimes even for one, reflection. Therefore, the direction and magnitude of R must be confirmed by other means ${ }^{3}$. This can be achieved by comparing the observed fringes with those calculated from multi-beam dynamical theory, using the boundary parameters as input (Sutton, 1977; Pond, 1979). The calculated fringes may be output as fringe profiles (Humprheys, Howie \& Booker, 1967) and matched to microdensitometer traces of the micrographs or the 'half-tone' method of Head et al. (1973) may be employed. Both these techniques will determine R fully provided that the following two conditions are satisfied.

Firstly, the values of g. R must be determined absolutely, and not just simply expressed modulus 1. Pond (1979) has outlined the limits of $\underline{g} \cdot \underline{R}$ for which $\underline{R}$ may be considered unambiguously determined. For the $\Sigma=3$ boundary these limits are $-0.5<\underline{g} \cdot \underline{R}<0.5$ for $\underline{g}=111$ type, $-1 / 3<\underline{g} \cdot \underline{R}<1 / 3$ for g=220 type and $-1 / 12<\underline{g} \cdot \underline{R}<1 / 12$ for $g=311$ type.

Secondly, the boundary must be imaged in three non-coplanar diffracting vectors $\underline{g}_{i}(i=1,2,3)$. The value of $\underline{g}_{i} \cdot \underline{R}$ is then determined for each reflection either by obtaining $\underline{g}_{i} \cdot \underline{R}=n_{i}$ or by image matching for $\underline{g}_{i} \cdot \underline{R} \not n_{i}$. Let $G$ the $3 \times 3$ matrix with the $\underline{g}_{i}$ vectors in orthogonal coordinates written as rows, $\underset{=}{R}$ the column vector with the components of R in orthogonal coordinates and $\underset{\underline{N}}{ }$ the column vector with the values of the scalar products $\underline{g} \underline{R}$, then $\underset{=}{G} \cdot \underline{=}=\mathbf{U}$. The latter matrix equation yields a (non-trivial) solution for $\underset{=}{R}$ only when $\operatorname{det}(G) \neq 0$, or, in other terms, when the diffracting vectors are non-coplanar.

### 9.2.3 The sensitivity of the technique

Concluding this section it is appropriate to indicate the sensitivity of the technique in determining R. Theoretical calculations untertaken by Humphreys et al. (1967) show that a detectable change in contrast (minimum $\pm 10 \%$ of background) could be obtained from values of g.R which differ from an integer by $\pm 0.02$ or more. This implies that for a <220〉 type vector displacements as small as $0.03 \AA$ could be detected. In other words, a resolution comparable with the wavelength of the 100 kV electrons.

It is emphasized, in view of the earlier remarks made about the sensitivity of the fringes to $\varepsilon_{g}, w$ and the foil thickness that these quantities must be determined accurately in order to maximize the overall mensitivity of the method. Provided that this is done the sensitivity in determining $R$ depends on:
(1) the $\Delta\left(\underline{g}_{c} \cdot \underline{R}\right)$ value, i.e. the change of $\underline{g}_{c} \cdot \underline{R}$ which is necessary to produce a certain change of contrast of any fringe (whether subsidiary or main) in the simulation profile, and,
(2) the finite size of the slit width in the microdensitometer which influences directly the sensitivity of the instrument.

The effect of these factors on the overall sensitivity in determing R has been considered by Sutton (1977) who concluded that it is not possible to define a generalized sensitivity for the method.

-     -         - 

Footnotes 1: These directions correspond to planes of the CSL.
2: The complete crystallographic formulation has been given by Pond (1977).
3: At a grain boudary $\underline{R}$ must be determined absolutely and not, unlike the stacking fault displacements, be distinguished between several values.

## Chapter 10

TWIN BOUNDARIES IN SILICON

## Introduction

The observations reported herein were made on silicon specimens prepared from bulk of polycrystalline silicon kindly supplied by Dr. A.G. Cullis of the Royal Signals and Radar Establishment (the sample preparation methods are discussed in appendix 15). The specimen was examined in a JEOL, model JEM 200B, scanning-transmission electron microscope operating at 150 kV . Thus, the accelerating voltage was well below the threshold voltage for electron bombartment damage in silicon of $\simeq 180 \mathrm{kV}$ (Fraser, 1977).

The main objective of the experimental work was the investigation of the structure of the twin boundaries in silicon. Speaking more accurately, it was sought to establish: (1) the geometrical parameters, and, (2) the rigid-body displacements for twin boundaries. The need to determine the former is self-explanatory and the techniques outlined in.section 9.2 were used for this. The measurement of the rigid-body displacements 1s necessary, apart from the geometrical parameters, for an unambiguous determination of the grain-boundary structure. This is carried out by employing the method in section 9.3 and the determination of the rigid--body movement for two $\Sigma_{=3}$ boundaries is given in this chapter. In the first case the interface is the coherent twin while the second example refers to the $\{211\}$ incoherent twin boundary.
10.1 The $\sum=3,\{111\}$ twin

The coherent twin in silicon being a simple case, from the crystallographic point of view, is the first case presented. Micrograph 10.1.1 chows a sample area where six grains meet. The interfaces $A B, B C, C D$,

## Fiqure 10.1.1

A bright-field electron micrograph of growth twins in silicon. Grain 1 is in a two-beam diffraction condition and the other is difrracting negligibly. The boundary planes $A B, C D$, and EF have been indexed as (111) ${ }_{1}$ planes.


DE and EF are inclined relative to the electron beam and are imaged with two-beam dynamical conditions in grain 1 and kinematical conditions in the other grains, that is $s$ is very large on all reflections. Under these conditions the boundaries are visible as conventional thickness fringes (Pond, Smith \& Clark, 1974).

### 10.1.1 Determination of the interfacial crystallography

The misorientation between crystals 1 and 2 has been calculated from four pairs of parallel directions plus their cross-products. All the beam directions have been determined by the method of appendix 12 and the misorientation matrix has been calculated by the least-squares method in appendix 13. This matrix indicates no detectable deviation from the exact coincidence orientation $[011] / 70.53^{\circ}, \Sigma=3$. Since no dislocations of any kind were observed in this interface at any time during the course of this experiment the misorientation was taken to be the exact $\sum=3$ CSL misorientation.

Similarly, the misorientation between crystals 1 and 4 as well as between 1 and 6 were found to be related by a rotation of $70.53^{\circ}$ about a common 〈011〉 axis. The misorientation relationships are not expressed by the lower angle description $\langle 111\rangle / 60^{\circ}$ (see e.g. Acton \& Bevis, 1971); this is because the geometry of the particular specimen allowed the rotation axis to be determined unambiguously. The diffraction pattern in figure 10.1.2a has been recorded by placing the selected area aperture across the interface $A B$. This pattern corresponds to a superposition of two [1]0] diffraction patterns related by a rotation $70.53^{\circ}$ along the common [110] axis (figure 10.1.2b).

The misorientation across the other interfaces could not be measured since grains 3 and 5, being in fact microtwins, were considerably narrow.

## Fiqure 10.1.2

(a) Diffraction pattern from silicon twinned on (111); the beam direction $\mathrm{B}=[1 \overline{1} 0]$ is common to both the matrix and the twin crystals
(b) A schematic representation of the spot pattern. Matrix spots are shown by open squares, twin spots as open circles and common spots by filled squares. The two superimposed spot patterns are related by a rotation $70.52^{\circ}$ along the beam direction (insert).



An attempt to record diffraction patterns with the selected area aperture stradding the boundary was not succeful because the intensity of the Kikuchi lines originated from grain 3 was very low and the required exposure times involved that the strong Kikuchi lines from crystal 2, say, overlapped the weak ones.

In order to determine the boundary planes the specimen was set so the interfaces $A B, C D$, and $E F$ were parallel to the tilt axis of the microscope and the foil normal was determined from the diffraction pattern at zero tilt. Then the specimen was tilted in a known direction until the boundary plane width was a minimum (figure 10.1.3). In the diffraction pattern at the angle of tilt the $111_{1}$ reflection ${ }^{1}$ was very strong and, after allowing for image rotation $111{ }_{1}$ was within $1^{0}$ of the perpendicular to the line of the twin boundary. Furthermore, the angle of tilt measured on the goniometer stage was within $1^{\circ}$ of the angle between the foil normal and $111_{1}$. Consequently, the boundary plane may be concluded to be (111) ${ }_{1}$ which is the coherent twin plane in diamond-structure-type materials (Köhn, 1958; Fontaine \& Rocher, 1979). The latter indicates that the established interface planes are in complete agreement with the measured misorientation relationship across the boundaries $A B, C D$. EF.
10.1.2 Determination of the rigid-body displacement

Figure 10.1 .4 shows the CSL unit cell in the $\Sigma_{m}$ system; this is hexagonal with the $[111]_{1} /[11 \overline{1}]_{2}$ direction along the c-axis. In reciprocal space a lattice of common diffraction spots exists (figure 10.1.4b) whose orientation, symmetry and dimensions are related to those of the CSL. Figure 10.1 .5 shows the schematic representation of the $(11 \overline{2})_{1} /(\overline{11} 2)_{2}$ diffraction pattern; all the reflections in this pattern are common to

Figure 10.1.3
Bright-field image in which the boundaries are tilted edge on.
All the boundaries are diffracting; the diffraction pattern across the interface $A B$ is shown in figure 10.1.2.


## Figure 10.1.4

(a) The geometry of the $\Sigma=3$ coincidence lattice cell in silicon. The height of the cell is three (111) interplanar spacings
(b) The geometry of the lattice of common diffraction spots for the $\sum=3$ twin.


## Figure 10.1.5

Schematic representation of $(11 \overline{2})_{M} /(\overline{112})_{T}$ diffraction pattern.


$$
B=[112] /\left[\frac{1712}{2}\right]
$$

both crystals. Thus, these spots may be used to image the boundary in order to detect any rigid-body translation.

The analysis of the translation fringes was undertaken in two stages, as the discussion in section 9.2 might suggest. Firstiy, the boundary was examined in reflections such as $2 \overline{2} \bar{O}_{1} / 2 \overline{2} \bar{O}_{2}$ which are orthogonal to the $(111)_{1} /(11 \overline{1})_{2}$ plane. From the image behaviour in these reflections the in-plane translation, $t$, is determined. The images in figure 10.1 .6 were taken by using the comnon reflection $\underline{g}_{c}=2 \overline{2} 0$ (i.e. $\underline{g}_{c}$ is perpendicular to the coherent boundary normal [111] ${ }_{1}$ ). No stacking-fault-like fringes are observed in the boundary and therefore there is no component of displacement parallel to $[2 \overline{2} 0]_{1,2^{\circ}}$ Similarly, no fringes were detected using $\underline{g}_{c}=\overline{2} 2 O_{1}$. This means that no relative displacement parallel to the interface exists.

In order to detect any displacement normal to the boundary common planes inclined to the interface were used. The image in figure 10.1.7 shows the contrast observed using $\underline{g}_{c}=1 \overline{3} 1_{1} / 3 \overline{1} 1_{2}$, and again no fringes are detectable across the boundary. Taking into account the sensitivity of the method (see, for example, Sutton, 1977) it is concluded that if there is a normal displacement then this must be less than $5 \%$ of the interplanar spacing of $\{113\}$ planes. Therefore, in the case of coherent twins in silicon no (parallel or normal) relative displacement exists. This is now examined in terms of the interfacial structure.

### 10.1.3 The structure of the coherent twin in silicon

The structure of the coherent twin in diamond-atructure materials, projected on (1ī0), is shown in figure 10.1.8. The large circles are atoms in the (1 10 ) plane passing through the origin of the unit cell; the small ones are atoms in a ( $1 \overline{1} 10$ ) plane separated from the first by

Figure 10.1.6
Bright- and dark-field micrographs in a common two-beam condition of the coherent twin in silicon. No fringe contrast is visible along the $(111)_{1}$ interfaces.
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## $0.5 \mu \mathrm{~m}$

Fig. 10.1.7b
${\underset{g c}{ }: \bar{i}_{3} \bar{i}_{1} / \overline{3} 1 \bar{i}_{2}}$
D.F.

Figure 10.1.8
The atomic configuration of the coherent twin boundary (indicated by the arrows) in diamond-strucutre type silicon projected along [110].

Key: Large circles: sites in page
Small circles: sites $\sqrt{2 a} / 4$ above page
a quarter of a cell diagonal. The matrix and the twin are related by a rotation of $70.52^{\circ}$ about the normal to the figure. The following can be seen from this figure.

The atomic configuration of the aingle crystal can be described as six-sided arrays of atoms along the [011]. Along the unit length of the twin boundary the proposed structure offers, instead, an altered six-sided array. Any atom in the vicinity of the boundary has four nearest neighbors and, there are no dangling bonds across the coherent twin. It can be concluded, therefore, on the grouds of the discussion on the covalent bond energy given in appendix 16, that the energy of this interface is very similar to that of the single crystal.

A relative small increase in energy can be easily predicted in terms of deviations in the direction and/or the length of the bonds along the interface. At the atomic positions where such changes have taken place, the 'undistorted' bond direction is indicated by dotten lines in the figure 10.1.8. At points designated $A$ and $A^{\prime}$ the bond has been rotated respectively into and out of the plane of the figure by $57.1^{\circ}$. The sane occurs in points $B$ and $B^{\prime}$. The lengths of all these bonds are, however, unchanged (the twin plane is a mirror plane passing midway atoms $A$ and C). If nearest neighbour interactions are only considered, then it is seen that the energy of each of the atoms $A$ and $B$ is identical to that of an atom in the untwinned material. For an atom in a single crystal the angles between the bonds are equal to $109^{\circ} 28^{\prime}$ and the bond lengths are $0.433 a$ ( $a$ is the lattice parameter). In the case of atom $A$ (and B) the bond angles and lengths are identical but the bonds are differently orientated (figure 10.1.9). They are related to the undistorted configuration by a rotation [111]/180 (an alternative

Figure 10.1.9
Atomic bonding in silicon: (a) single crystal
(b) across the coherent twin

(a)
boundary
plane trace

(b)
description of the $\sum=3$ misorientation).
If interactions between atoms of second (and higher) coordinations are mow considered the energy of the interfacial configuration increases; deviations from the undistorted structure occur for second (and higher) coordinations. As was, however, mentioned in appendix 16 the increases In the energy due to such deviations is relatively low. Its influence is so remote that it seems most unlikely that it could affect the structure (Buerger, 1945).

It is, therefore, concluded that the structure of the coherent twin in silicon is that given in figure 10.1.8. The low energy of this twin is due to the fact that the nearest neighbours are the same as in the perfect crystal. A similar situation can be found in the $\sum=3,\{111\}$ twins in f.c.c. metals. In the case of aluminium (Pond \& Smith, 1974) and stainless steel (Pond, Smith \& Clark, 1974) no relative displacement at all was observed. Negligible increase in the energy has been reported for coherent twins in copper (McLean, 1973) and nickel (Murr et al. 1970). Insomuch as the diamond-structure-type materials are concerned no direct experimental evidence is to-day available. However, it is well-known that in diamond-structure-type materials twinning in $\{111\}$ planes is very common (Slawson, 1950; Köhn, 1958; Fontaine \& Rocher, 1979); this is easily explained by the low energy of the coherent twin. Furthermore, there have been several reports of results which support the low energy configuration of the coherent twins in silicon. The majority of such evidences are related to investigations of electrical behaviour of polycrystalline silicon. These studies are discussed in section 10.3.

> Footnote 1: The subscript denotes the crystal coordinate system relative to which the particular direction is expressed.

### 10.2 The $\{211\}$ incoherent twin

The second example of a $\Sigma=3$ boundary in silicon refers to an incoherent twin. The micrograph 10.2 .1 shows the area of observation; the interfaces are imaged with the common [011] axis parallel to the electron beam.

### 10.2.1 Determination of the interfacial crystallography

The misorientation between crystals 1 and 2, as well as between 1 and 3, and, 1 and 4 has been determined by the method given in appendices 12, 13 and 14. Again, no detectable deviation from the exact coincidence orientation $\Sigma=3$ was detected, and, hence, it was taken to be the exact CSL misorientation.

In a study of this nature, where the proposed rigid-body translation is a function of the boundary plane, the accouracy with which the boundary plane may be indexed is of fundanental importance. In this case it was possible to tilt the specimen sufficiently to align the interfaces parallel to the electron beam, and, index them directly from the diffraction pattern (see figure 10.2.1). The relevant plane and line directions so determined are given in figure 10.2.1b.

As an additional check the trace analysis (see section 9.1) was employed for the segments marked by arrows in figure 10.2.1a; the boundary planes were determined from 10 estimates for each facet, involving three separate tilts of the specimen in the microscope. The magnitudes of the tilts employed were large ( $£ 40^{\circ}$ ) giving substantial variations in the length of defined vectors in the boundary plane, and increasing thus the accuracy of the method. Facets had the same boundary plane normal (21ī). In all cases the deviations were found to be less than $\pm 1.0^{\circ}$, which indicates a high degree of accouracy for a boundary plane determi-

## Figure 10.2.1

(a) Bright-field micrograph of coherent and incoherent twin boundary facets in silicon; all crystals are diffracting
(b) Sketch of the boundary geometry



Lines CC! $D D^{\prime}$. EE'.FF': $[011]_{M}$
Lines $A B, D E, G F, D^{\prime} E^{\prime}:[21 T] M$
Faces $a:(21 T)_{M}$
Faces $b:(171)_{M}$
Face $\mathrm{ICC}^{\prime}:(\mathrm{Ti1})_{M}$
nation. It is concluded, therefore, that these facets are (211) incoherent twins.

### 10.2.2 Determination of the rigid-body displacement

In order to determine the rigid-body displacement for the (211) incoherent interfaces they were imaged by using reflections common to both the matrix and twin crystals. A wide variety of these spots were used to study the fringe behaviour as fully as possible. Since the reciprocal CSL lattices of the coherent and incoherent twins are identical the spots in the diffraction pattern of figure 10.2.2 are common and these spots can be used for determining the rigid-body translation in the incoherent twin.

Figure 10.2 .3 shows the bright and dark field micrographs obtained
 plane of the boundary (21鸟). The observation of fringes for this reflection yields immediately that the two grains across the interface are displaced relative to one another. Moreover, since $g_{c}$ is in the interface plane, there is a component of the rigid-body translation parallel to the plane.

For the unambigious determination of the total rigid-body displacement the translations giving rise to fringes for, at least, three non--coplanar diffraction vectors must be determined (see section 9.2). The specimen was, thus, orientated for the two-beam condition with $\underline{g}_{c}=022_{1}$. No fringe contrast was observed for this setting. Since ${\underset{g}{c}}^{c}$ is on the boundary plane it is concluded that the only rigid-body displacement parallel to the interface is along the $[1 \overline{1} 1]_{1} /[\overline{1} 1 \overline{1}]_{2}$ direction. Finally, the interfaces were imaged for $\underline{g}_{c}=\overline{1}_{\overline{1} 3_{1}} / \overline{3} 11_{2}$ (figure 10.2.4); in this case $\underline{E}_{c}$ is inclined to the boundary plane. The

## Figure 10.2.2

Schematic representation of $(21 \overline{1})_{M} /(\overline{2} \overline{1} 1)_{T}$ diffraction pattern

## $\mathrm{B}=[21 \overline{1}] /[\overline{1} 11]$

## Figure 10.2.3

Bright- and dark-field micrographs of the boundaries shown in figure 10.2 .1 but with a common diffraction spot $g_{c}$ operating. The (21可) segments show stacking-fault like fringes and the (1ī) segments are out of contrast

$0.5 \mu \mathrm{~m}$


## Figure 10.2.4

Bright- and dark-field micrigraphs obtained with the 'same g condition' where $g$ is inclined to the boundary planes

presence of stacking-fault-like fringes to the boundary for this reflection yields that there may be a rigid-body translation perpendicular to the interface. This displacement (if exists) corresponds to an expansion; see section 9.2.

The components of the rigid-body displacement are determined by matching experimental and computer simulated intensity profiles. Figure 10.2.5 is a series of calculated intensity profiles and microdensidometer traces of the experimental fringes illustrated in figures 10.2 .3 and 10.2.4. Microdensitometer traces were taken for the micrographs using a Hilger-Jaco machine. The slit width used to illuminate the photographic plates was $60 \mu \mathrm{~m}$ which was typically $10 \%$ of the frince width. The same scan across the plates was chosen for producing the traces and is from $A$ to $B$ in figure 10.2.3.

The computer simulated intensity profiles were calculated by a FORTRAN computer program, called STACKFAULT, written by Dr. P. Rez. This program uses many beam dynamical theory and the required input data are listed in table 10.2.1. The value of $\underline{K}_{x}$ (the component of the incident electron wave vector parallel to the surface of the foil) was calculated for each micrograph from the Kikuchi line positions on the corresponding diffraction patterns (see appendix 17). The thickness was measured by multiplying the number of fringes on micrographs obtained from good two-beam conditions by the relevant extinction distance; it was found to be $4500 \pm 150 \AA$. Numerical values for the relevant extinction distances and anomalous absorption coefficients are given in appendix 17. The number of calculated points on each simulation was 100 (Sutton, 1977). The details of the simulations are given in table 10.2.3. By matching of the simulated and experimental profiles it was found that

## Figure 10.2.5

Theoretical and experimental intensity profiles for the incoherent boundaries in silicon. Microdensitometer traces were taken along the line $A B$ in figure 10.2.3. The vertical axis of the simulation is the ratio of transmitted to incident beam intensity, and the horizontal axis is scaled in units of the extinction distance of the most strongly excited beam. The vertical axis of the microdensitometer traces is in percentage of transmitted light.
(10.2.3a)

(10.2.4a)



(10.2.4b)

Number of beams

Accelerating voltage (in kV)
$\underline{K}_{x}^{(+)}$
Indices of beams

Extinction distances $\left(E_{g}\right.$ and $\left.E_{g}^{\prime}\right)$
Lattice parameter (in $\AA$ )
Thickness (in \&)

Number of points on each intensity profile
(+) $\underline{K}_{x}$ is the component of the incident electron wave vector parallel to the surface of the foil. For a reflection $g$, in a systematic row, $\mathrm{K}_{\mathrm{x}}$ is given by:

$$
-\underline{K}_{x}=\underline{g}\left(\frac{1}{2}+\frac{g k}{g}\right)
$$

where $k$ the magnitude of the electron wave vector corrected for the mean inner potential of the crystal, and $s$ the deviation parameter for $g$.

## TABLE 10.2.2

Diffraction parameters for micrographs of figures 10.2.3 and 10.2.4

| Fig. | B.F./D.F. | $\underline{g}_{\text {g }}$ | w | Beams inserted <br> in input data <br> (relative to crystal 1) |
| :---: | :---: | :---: | :---: | :---: |
| 10.2.3a | E.F. | $\underline{1} \overline{1}_{1} / \overline{1} 1 \overline{1}_{2}$ | 0.52 | $\overline{1} 1 \overline{1}, 000,1 \overline{1} 1,2 \overline{2} 2$ |
| 10.2.3b | D.F. | ${\overline{1} 1 \overline{1}_{1} / 1 \overline{1} 1_{2}}^{1}$ | 0.14 | 1111,000, $\overline{1} 1 \overline{1}, \overline{2} 2 \overline{2}$ |
| 10.2.4a | B.F. | $\overline{113}{ }_{1} / \overline{311} 1_{2}$ | 0.26 | 000,113 |
| 10.2.4b | D.F. | $11^{\overline{3}} / 3 \overline{11}_{2}$ | 0.65 | 115,000 |

$R=[-0.188,0.218,-0.218]$. This rigid-body displacement can be resolved as $t=[-0.208,0.208,-0.208], \underline{e}[0.020,0.010,-0.010]$, or as $t=0.208[\overline{1} 1 \overline{1}]$ and $e=0.010[21 \overline{1}]$.
10.2.3 The structure of the $\{211\}$ incoherent twin

As was mentioned earlier the $\Sigma=3$ misorientation relationship is described by a rotation $\langle 110\rangle / 70.52^{\circ}$ or equivalently as a rotation $180^{\circ}$ about a<111> axis. Figure 10.2 .6 shows a (110) projection of a twinned diamond-structure-type material with twin plane been the (21氠) plane. The latter passes through coincidence sites (Ellis \& Treuting, 1951).

However, under this construction atoms on the coincidence plane have alternatively seven, five, six and five (altered) nearest neighbours, a circumstance that presumably requires some adjustment along such a boundary. Ellis \& Treuting (1951) have proposed that imperfections are required in order to satisfy nearest neighbour distance requirements across such boundaries. The experimental evidence, however, indicates that this is not the case and that nearest neighbours requirements are satisfied by a rigid-body translation.

Figure 10.2 .7 shows the atomic structure of the $\{112\}$ twin where now the two crystals are shifted by $R=[-0.188,0.218,-0.218]$. It is seen from this figure that all the atoms near the boundary have four fold coordination and hence the energy of the configuration must be less than that of figure 10.2.6. However, the trans-boundary structure is not completely restored. For each boundary segment there are atomic configurations having seven, four and six sides. The directions and/or the lengths of a number of bonds are now altered (for example A and B in figure 10.2.7). This leads, of course, to an increase in the energy but the total interfacial energy is less than that of a general (non-

## Figure 10.2.6

(011) projection of the atomic configuration across the (21 $\overline{1}$ ) twin boundary in silicon (indicated by the arrows). The two crystals are mirror images of each other with respect to (21六).

Key: Large circles: sites in page
Small circles: sites $\sqrt{2 a} / 4$ above page


## Figure 10.2 .7

Low energy structure of the (21ī) twin boundary in silicon. The arrow shows the displacement of the lower crystal with respect to the upper one. Symbols as in figure 10.2.6.

-twin-related) grain boundary. This is explained by the foilowing considerations.

The energy of a covalent bond is largely the energy of resonance of two electrons between two atoms. Examination of the form of the resonance integral (see e.g. Pauling, 1967) shows that the resonance energy increases in magnitude with decrease in the overlapping of the two atomic orbitals involved in the formation of the bond. Consequently, it is expected that if two $\mathrm{sp}^{3}$ atomic orbitals in two atoms are only partially overlapped, the bond formed (i.e. the molecular orbital) will tend to have a higher energy than in the case of complete overlap. The two extremes in the bonding energy are the coincidence of the two atomic orbitals (low energy) and non-coincidence (high energy). Thus, either In the case of partial overlap the energy is relatively low; in other words, it is the requirement of non-existence of dangling bonds than the changes in angles/or directions which influence the energy predominaly. It can be said, therefore, that the $\{112\}$ incoherent twins are Intermediate in energy between the coherent and a general grain boundary. This will be further examined in the next seotion. The actual equilibrium position for the boundary is most probably one corresponding to a configuration where atomic adjustments occur in order to accommodate these abnormalities.
10.3 The use of polycrystalline silicon for solar cells

The study of the structure of grain boundaries in silicon is of great importance for the construction of solar cells (section 1.3). In this context the experimental results are discussed in this section. But before that the boundary effect on the electric behaviour of the material is briefly discussed.

### 10.3.1 Electrical characteristics of solar cells

To understand the grain boundary effects, the mechanism of the photovoltaic effect (Adams \& Day, 1877; Chapin, Fuller \& Pearson, 1954; Reynolds et al. 1954) must be born in mind. Photons absorbed in a semiconductor release their energies to electrons in the valence band, causing them to rise to the conducting band. Thus, electron-hole pairs are created, giving an excess above the equilibrium concentration. Once excess electron-hole pairs are generated they must be separated, moved to an edge of the semiconductor and removed to an external circuit before useful power may be obtained from the incident photons. To effect the separation an electrostatic field (potential barrier) must be supplied; the conventional technique is to create an $p-n$ junction by diffusion at one surface of the semiconductor.

The most important factor which influences the effeciency of a' solar cell is the lifetime of the carriers. This is defined as the average period before a minority carrier recombines with a majority carrier. Grain boundary effects are also important since they can short circuit the junction or barrier, and often lifetimes in general boundaries are very short. Such effects yield a low efficiency of the device. Moreover, some authors (Cowher \& Sedgwick, 1972) have suggested that in polycrystalline layers a loss of doping occurs due to the impurity segregation at grain boundaries; this contributes to a lower conductivity. However, recent experimental evidence (see e.g. Graef et al. 1979) indicates that the decrease in the conductivity has to be explained in terms of the segregation of electrons and holes, and not the segregation of dopant atoms. Therefore, the electrical behaviour is solely determined by energy barriers at the grain boundaries.

### 10.3.2 Discussion of the electrical properties of twins in silicon

It is well recognized by now (Hovel, 1975; Palz, 1979) that the cost of silicon sheet has to be substantially reduced in order to meet the requirements of low-cost terrestrial solar cell arrays. Several low-cost silicon sheet technologies are currently being developed (see e.g. Overstraeten van \& Palz, 1979). The quality of the silicon produced by any of the processes is less than perfect (see e.g. Koliwan, Daud \& Liu, 1979). Thus, considerable effort has been put forward to determine the electrical characteristics of these low-cost silicon sheet.

Schwuttke (1977) studied the structural perfection as well as its effect on the lifetime distributions of silicon ribbons produced by the edge-defined film-fed growth. He concluded that the perfection of ribbons so obtained is dominated by simple parallel twinning. Such ribbon sections display excellent lifetime properties and in this respect compare well with lifetime distributions observed in Czochralski wafers. The majority of interfaces in Schwuttke's specimens were coherent twins. Similar are the results obtained by Daud, Koliwad \& Allen (1978) and Koliwad, Daud \& Liu (1979). These authors measured the diffusion length in the vicinity of a planar defect and showned that this is considerably reduced in a general grain boundary but not in twins. The quantitative differentiation of general grain boundaries and twins was recently demonstrated by Helmreich \& Seiter (1979). They investigated the characteristics of polycrystalline silicon and were able to show that the behaviour degradation due to coherent and incoherent twins ( $8 \%$ and $12 \%$ respectively) is appreciably less than that of general grain boundaries (40\%). The unique behaviour of twins, and in particular of coherent twins, can be explained in terms of the twin structure as it was determined in this work.

It can be seen from figures 10.1 .8 and 10.2 .7 that no dangling bonds or elastic deformation of the lattice occur in the twin boundary region. The absence of dangling bonds implies that no extra energy levels are introduced in the gap and hence the capture cross-section for incident carriers will be similar to that in a single crystal. Moreover, the 'smooth' trans-boundary structure is associated with a constant$\rightarrow$ width-forbidden gap across the twin boundaries. In other words, no additional defect-acceptor-levels are introduced by the existence of trins and consequently the carrier lifetime is not altered in the vicinity of twin boundaries. A detailed analysis of the electrical properties across a high-angle grain boundary has been given by Mataré (1956) but his approach was based on the low-angle dislocation model. An extention to electrical properties of high-angle grain boundaries was recently proposed by Brown (1977a-e). However, neither of the two approaches gives a comprehensive relation between atomic structure and electrical properties of grain boundaries.

## Appendix 1

NOMENCLATURE OF SYMMETRY GROUPS, ELEMENTS AND OPERATIONS

The main function of this appendix is to give an outline of the nomenclature used in this thesis. Symbols are chiefly and frequently employed for point groups, spatial groups, symmetry elements as well as operations of symmetry. Additional mathematical data are also given providing the essential background for group-theoretical calculations.

Before explaining the nomenclature it must be mentioned that in the present work concepts from two-coloured symmetry are extensively used. Thus, it is necessary to discriminate between one- and two--coloured point groups, spatial groups, symmetry operations or symmetry elements. The symbols of the two-coloured point and spatial groups are constructed according to the 'international' or Hermann-Mauguin extented scheme, the fundamentals of which are given by Koptsik (1966) and Shubnikov \& Koptsik (1974). Each of the elements of symmetry designated in symbols may be ordinary or colour-reversing. The latter are designated by a 'prime'.

In chapter 4 it is explained that some non-crystallographic symmetry groups must also be included in symmetry considerations of dichromatic complexes and bicrystals. In this case, however, the use of the symbol 12 can be misinterpreted. This is because of the possibility of confusing the 12-fold axis with the two-sided, one-coloured rosette group (see group no. 6 in table A3.1). For this the 12-fold axis is designated by a line underneath the symbol, i.e. 12.

As regards the symbols of the symmetry operations it is imperative to discriminate between them and the symbols of symmetry elements. According to a scheme proposed by Donnay \& Donnay (1972) the Hermann-Mauguin
symbols that normally refer to symmetry axes also represent symmetry operations and their matrix representations, provided the power of the operation be explicity stated. It must note that the sense of rotation is necessary to be also defined in order the scheme of Donnay \& Donnay represents unambiguously the rotational symmetry operations. By convention the rotation of the symmetry axes (and therefore of the corresponding symmetry operations) is considered in the right-handed (anticlockwise) sense. Subscripts are used to indicate the direction of the symmetry axis ${ }^{1}$. As to inversion and reflection the letters i (for inversion) and $s$ (for Spiegelung=reflection) ${ }^{2}$ provide self-explanatory symbols; whereas the subscript for the mirror operation (or mirror element) shows the normal of the mirror plane. Symbols of some symmetry operations are given briefly below demonstrating the above scheme:

1 = identity operation
i $=$ inversion operation
$\mathbf{2}_{z}^{1}=$ rotation through $n$ about $\mathrm{Oz}_{2}$
$3_{x}^{2}=$ right-handed rotation through $4 r / 3$ about $0 x$
$\overline{4}^{3}=$ inversion followed by rotation through $3 n / 2$ about $O y$
in the right-handed sense
$\mathbf{6}_{z}^{5}=$ inversion followed by rotation through $5 \mathrm{r} \sqrt{3}$ about 0 z
in the right-handed sense
$8_{x}^{1}=$ right-handed rotation through $7 / 4$ about $0 x$
$12^{1}=$ right-handed rotation through $\pi / 12$ about $0 y$
Colour-reversing symmetry operations are designated by a prime
which implies that the ordinery symmetry operation is followed by colour change. Thus, $2 k$ is the symbol of a 2 -fold colour-reversing rotation along the $z$-axis of the coordinate system.

In applying the equations derived in this thesis it is necessary to know the symmetry operations (and their matrix representations) associated with the point group in question. Matrix representations of the symmetry operations included in the 32 point groups have been given by Billings (1969). Table Al.1 gives the comparison between the notation used in the present work and that by Billings. According to the latter

| $(000)_{-1}$ | signifies inversion |
| :--- | :--- |
| $(a b c)^{1 / n}$ | signifies one $n$-fold rotational operation in the |
|  | anticlockwise sense about the line joining $(0,0,0)$ |
|  | to $(a, b, c)$ |
| $(a b c)_{m} \quad$ | signifies a mirror reflection in the plane perpendi- |
|  | cular to the line joining $(0,0,0)$ to $(a, b, c)$ |
| $(a b c)_{-1}^{1 / n}$ | signifies $(a b c)^{1 / n}(000)_{-1}$ |

In a similar way the symmetry operations (and their matrix representations) of the 8 - and 12-fold symmetry classes are given in table A1.2. On the other hand, in table A1.3 the symmetry operations assosiated with the 32 crystal classes are listed (a similar table for the 8- and 12-fold classes is given in appendix 9).

Finally, it must be mentioned that the stereographic representations of point groups are given throughout the present work by using the notation by Nye (1957). All rotational axes pass through the space origin and are shown on the stereogram at the position correspondinding to the intersection between the axis and a sphere centred on the origin. The directions of the coordinate axes $x, y, z$ are as follows: the $z$-axis is always perpendicular to the plane of the drawing, while the $x$ - and $y$-axes are orthogonal to the z-axis and make a right angle with each other. These

Comparison of the notations of symmetry operations

| Donnay \& Donnay symbols | Billings symbols | Donnay \& Donnay symbols | Billings symbols |
| :---: | :---: | :---: | :---: |
| 1 | $(000) 1$ | $s_{y}$ | $(010)_{m}$ |
| 1 | (000) ${ }_{-1}$ | $8_{2}$ | $(001)_{m}$ |
| $2_{x}^{1}$ | $(100)^{1 / 2}$ | $s_{\alpha}$ | $(110)_{m}$ |
| $2_{y}^{1}$ | $(010)^{1 / 2}$ | $\mathbf{s}_{\beta}$ | $(1 \overline{10})_{m}$ |
| $2_{2}^{1}$ | $(001)^{1 / 2}$ | ${ }^{s}{ }_{\text {A }}$ | $(\overline{1} \sqrt{30})_{m}$ |
| $2_{\alpha}^{1}$ | $(110)^{1 / 2}$ | $s_{B}$ | $(1 \sqrt{30})_{m}$ |
| $2{ }_{\beta}^{1}$ | $(1 \overline{1} 0)^{1 / 2}$ | $s_{r}$ | $(\sqrt{3} 10)_{m}$ |
| $2{ }_{\text {A }}^{1}$ | $(\overline{1} \sqrt{30})^{1 / 2}$ | ${ }_{s}$ | $(\sqrt{3} \overline{10})_{m}$ |
| $2_{B}^{1}$ | $(1 \sqrt{30})^{1 / 2}$ | $s_{\eta}$ | $(101)_{m}$ |
| $2{ }_{r}^{1}$ | $(\sqrt{3} 10)^{1 / 2}$ | $s_{0}$ | $(10 \overline{1})_{m}$ |
| $2_{\Delta}^{1}$ | $(\sqrt{3} 10)^{1 / 2}$ | $s_{k}$ | $(01 \overline{1})_{m}$ |
| $2_{1}^{1}$ | $(101)^{1 / 2}$ | ${ }^{8}{ }_{\lambda}$ | $(011)_{m}$ |
| 20 | $(10 \overline{1})^{1 / 2}$ | $3_{z}^{1}$ | $(001)^{1 / 3}$ |
| $2_{k}^{1}$ | $(01 \overline{1})^{1 / 2}$ | $3_{z}^{2}$ | $(001)^{2 / 3}$ |
| $2_{\lambda}^{1}$ | $(011)^{1 / 2}$ | $3_{\gamma}^{1}$ | $(1 \mathrm{I} 1)^{1 / 2}$ |
| ${ }^{s_{x}}$ | $(100)_{m}$ | $3_{\gamma}^{2}$ | $(1 \overline{1} 1)^{2 / 3}$ |

TABLE A1.1-continued

| Donnay \& Donnay symbols | Billings symbols | Donnay \& Donnay symbols | Billings symbols |
| :---: | :---: | :---: | :---: |
| $3_{8}^{18}$ | $(111)^{1 / 3}$ | $4^{1}$ | $(100)^{1 / 4}$ |
| $3_{5}^{2}$ | $(111)^{2 / 3}$ | $4^{3} \times$ | $(100)^{3 / 4}$ |
| $3_{6}^{1}$ | $(\overline{1} 11)^{1 / 3}$ | $4^{1}$ | $(010)^{1 / 4}$ |
| $3_{6}^{2}$ | $(\overline{1} 11)^{2 / 3}$ | $4^{3}$ | $(010)^{3 / 1}$ |
| $3{ }_{5}^{1}$ | $(11 \overline{1})^{1 / 3}$ | $4_{z}^{1}$ | $(001)^{1 / 4}$ |
| $3_{\zeta}^{2}$ | $(11 \overline{1})^{2 / 3}$ | $4_{z}^{3}$ | $(001)^{3 / 4}$ |
| $3^{1}$ 2 | $(001)_{-1}^{1 / 3}=(001)^{1 / 3}(000)_{-1}$ | $\overline{4}_{x}^{1}$ | $(100)_{-1}^{1 / 4}$ |
| $\overline{3}_{z}^{2}$ | $(001)_{-1}^{2 / 3}=(001)^{2 / 3}(000)_{-1}$ | $\overline{4}_{x}^{3}$ | $(100)_{-1}^{3 / 4}=(100)^{3 / 4}(000)_{-1}$ |
| $\overline{3}_{\gamma}^{1}$ | $(1 \overline{1} 1)_{-1}^{1 / 3}=(1 \overline{1} 1)^{1 / 3}(000)_{-1}$ | $\overline{4}_{y}^{1}$ | $(010)_{-1}^{1 / 4}=(010)^{1 / 4}(000)_{-1}$ |
| $\overline{3}_{\gamma}^{2}$ | $(1 \overline{1} 1)_{-1}^{2 / 3}=(1 \overline{1} 1)^{2 / 3}(000)_{-1}$ | $\overline{4}^{-3}$ | $(010)_{-1}^{3 / 4}=(010)^{3 / 4}(000){ }_{-1}$ |
| $3_{8}^{1}$ | $(111)_{-1}^{1 / 3}=(111)^{1 / 3}(000)_{-1}$ | $4_{z}^{1}$ | $(001)_{-1}^{1 / 2}=(001)^{1 / 4}(000)_{-1}$ |
| $\overline{3}_{8}^{2}$ | $(111)_{-1}^{2 / 3}=(111)^{2 / 3}(000)_{-1}$ | $\mathrm{C}_{2}^{3}$ | $(001)_{-1 / 1}^{3 / 2}=(001)^{3 / 4}(000){ }_{-1}$ |
| $3^{-1}$ | $(\overline{1} 11)_{-1}^{1 / 3}=(\overline{1} 11)^{1 / 3}(000)_{-1}$ | $6_{2}^{1}$ | $(001)^{1 / 6}$ |
| $\overline{3}_{6}^{2}$ | $(\overline{1} 11)_{-1}^{2 / 3}=(\overline{1} 11)^{2 / 3}(000)_{-1}$ | $6_{2}^{5}$ | $(001)^{5 / 6}$ |
| $\overline{3}_{5}^{1}$ | $(11 \bar{I})_{-1}^{1 / 3}=(11 \bar{I})^{1 / 3}(000)_{-1}$ | $\bar{\sigma}_{z}^{1}$ | $(001)_{-1}^{1 / 6}=(001)^{1 / 6}(000)_{-1}$ |
| $\overline{3}_{\xi}^{2}$ | $(11 \overline{1})_{-1}^{2 / 3}=(11 \overline{1})^{2 / 3}(000)_{-1}$ | $\overline{6}_{2}^{5}$ | $(001)_{-1}^{5 / 6}=(001)^{5 / 6}(000)_{-1}$ |

Symnetry operations associated with the 8-and 12-fold classes

$$
\begin{aligned}
& 8_{z}^{1}=(001)^{1 / 8}=\left(\begin{array}{ccc}
\sqrt{2} / 2 & \sqrt{2} / 2 & 0 \\
-\sqrt{2} / 2 & \sqrt{2} / 2 & 0 \\
0 & 0 & 1
\end{array}\right) \\
& 8_{z}^{3}=(001)^{3 / 8}=(001)^{1 / 8}(001)^{1 / 4}=8_{z}^{1} \cdot 4_{z}^{1} \\
& 8_{z}^{5}=(001)^{5 / 8}=(001)^{1 / 8}(001)^{1 / 2}=8_{z}^{1} \cdot 2_{z}^{1} \\
& 8_{z=}^{7}(001)^{7 / 8}=(001)^{1 / 8}(001)^{3 / 4}=8_{z}^{1} \cdot 4_{z}^{3} \\
& \overline{8}_{z}^{1}=(001)_{-1}^{1 / 8}=(001)^{1 / 8}(000)_{-1}=8_{z}^{1} \cdot 1 \\
& \overline{8}_{z}^{3}=(001)_{-1}^{3 / 8}=(001)^{3 / 8}(000)_{-1}=8_{z}^{3} \cdot i \\
& \overline{8}_{z}^{5}=(001)_{-1}^{5 / 8}=(001)^{5 / 8}(000)_{-1}=8_{z}^{5} \cdot 1 \\
& \overline{8}_{z}^{7}=(001)_{-1}^{7 / 8}=(001)^{7 / 8}(000)_{-1}=8_{z}^{7} \cdot i \\
& 2_{p}^{1}=(\sqrt{2+\sqrt{2}}, \sqrt{2-\sqrt{2}}, 0)^{1 / 2}=(001)^{1 / 8}(110)^{1 / 2}=8_{z}^{1} \cdot 2_{\alpha}^{1} \\
& 2_{z=}^{1}(\sqrt{2+\sqrt{2}}-\sqrt{2-\sqrt{2}}, \sqrt{2+\sqrt{2}}+\sqrt{2-\sqrt{2}}, 0)^{1 / 2}=(001)^{3 / 8}(1 \overline{1} 0)^{1 / 2}=8_{z}^{3} \cdot 2_{\beta}^{1} \\
& 2_{5}^{1}=(-\sqrt{2-\sqrt{2}}, \sqrt{2+\sqrt{2}}, 0)^{1 / 2}=(001)^{5 / 8}(110)^{1 / 2}=8_{z}^{5} \cdot 2_{\alpha}^{1} \\
& 2_{k}^{1}=(-\sqrt{2+\sqrt{2}}-\sqrt{2-\sqrt{2}}, \sqrt{2+\sqrt{2}}-\sqrt{2-\sqrt{2}}, 0)^{1 / 2}=(001)^{7 / 8}(1 \overline{1} 0)^{1 / 2}=8_{z}^{7} \cdot 2_{\beta}^{1} \\
& s_{p}=(\sqrt{2+\sqrt{2}}, \sqrt{2-\sqrt{2}}, 0)_{m}=(\sqrt{2+\sqrt{2}}, \sqrt{2-\sqrt{2}}, 0)^{1 / 2}(000)_{-1}=2_{p}^{1} \cdot 1
\end{aligned}
$$

$g_{c}=(\sqrt{2+\sqrt{2}}-\sqrt{2-\sqrt{2}}, \sqrt{2+\sqrt{2}}+\sqrt{2-\sqrt{2}}, 0)_{m}=(\sqrt{2+\sqrt{2}}-\sqrt{2-\sqrt{2}}, \sqrt{2+\sqrt{2}}+\sqrt{2-\sqrt{2}}, 0)^{1 / 2}(000)_{-1}=$ $=2_{z}^{1} \cdot i$
$s_{v}=(-\sqrt{2-\sqrt{2}}, \sqrt{2+\sqrt{2}}, 0)_{m}=(-\sqrt{2-\sqrt{2}}, \sqrt{2+\sqrt{2}}, 0)^{1 / 2}(000)_{-1}=2_{j .1}^{1}$
$s_{z}=(-\sqrt{2+\sqrt{2}}-\sqrt{2-\sqrt{2}}, \quad \sqrt{2+\sqrt{2}}-\sqrt{2-\sqrt{2}}, 0)_{m}=(-\sqrt{2+\sqrt{2}}-\sqrt{2-\sqrt{2}}, \sqrt{2+\sqrt{2}}-\sqrt{2-\sqrt{2}}, 0)^{1 / 2}(000)_{-1}=$ $=2{ }_{\xi}^{1} \cdot i$
$\frac{12^{1}}{2}=(001)^{1 / 12}=\left(\begin{array}{ccc}\sqrt{3} / 2 & 1 / 2 & 0 \\ -1 / 2 & \sqrt{3} / 2 & 0 \\ 0 & 0 & 1\end{array}\right)$
$12_{2}^{5}=(001)^{5 / 12}=(001)^{1 / 12}(001)^{1 / 3}=\frac{12_{2}^{1}}{2} \cdot 3_{2}^{1}$
$\cdot 12_{2}^{7}=(001)^{7 / 12}=(001)^{1 / 12}(001)^{1 / 2}=\frac{12_{2}^{1} \cdot 2_{z}^{1}}{}$
$12_{z}^{11}=(001)^{11 / 12}=(001)^{1 / 12}(001)^{1 / 3}(001)^{1 / 2}=\frac{12_{2}^{1} \cdot 3_{z}^{1} \cdot 2_{z}^{1} 10}{}$
$\overline{12}_{2}^{1}=(001)_{-1}^{1 / 12}=(001)^{1 / 12}(000)_{-1}=12_{2}^{1} \cdot i$
$\overline{12}_{2}^{5}=(001)_{-1}^{5 / 12}=(001)^{5 / 12}(000)_{-1}=\frac{12_{2}^{5} \cdot i}{}$
$\overline{12}_{z}^{7}=(001)_{-1}^{7 / 12}=(001)^{7 / 12}(000)_{-1}=\frac{12_{2}^{7}}{2} \cdot i$
$\overline{12}_{2}^{11}=(001)_{-1}^{11 / 12}=(001)^{11 / 12}(000)_{-1}=\frac{12_{2}^{11}}{2} \cdot i$
$2_{E}^{1}=(\sqrt{2+\sqrt{3}}, \sqrt{2-\sqrt{3}}, 0)^{1 / 2}=(001)^{1 / 12}(\sqrt{3} 10)^{1 / 2}=12_{2}^{1} \cdot 2_{r}^{1}$

$2_{\theta}^{1}=(-\sqrt{2-\sqrt{3}}, \quad \sqrt{2+\sqrt{3}}, 0)^{1 / 2}=(001)^{7 / 12}(\sqrt{3} 10)^{1 / 2}=12_{z}^{7} \cdot 2_{r}^{1}$
$2_{1}^{1}=(-\sqrt{3} \sqrt{2+\sqrt{3}}-\sqrt{2-\sqrt{3}}, \sqrt{2+\sqrt{3}}-\sqrt{3} \sqrt{2-\sqrt{3}}, 0)^{1 / 2}=(001)^{11 / 12}(\sqrt{3} 10)^{1 / 2}=\frac{12_{2}^{11}}{2} \cdot 2_{\Delta}^{1}$ $\delta_{E}=(\sqrt{2+\sqrt{3}}, \sqrt{2-\sqrt{3}}, 0)_{m}=(\sqrt{2+\sqrt{3}}, \sqrt{2-\sqrt{3}}, 0)^{1 / 2}(000)_{-1}=2_{E}^{1} \cdot 1$ $\mathrm{s}_{\mathrm{H}}=(\sqrt{2+\sqrt{3}}-\sqrt{3} \sqrt{2-\sqrt{3}}, \sqrt{3} \sqrt{2+\sqrt{3}}+\sqrt{2-\sqrt{3}}, 0)_{\mathrm{m}}=$ $=(\sqrt{2+\sqrt{3}}-\sqrt{3} \sqrt{2-\sqrt{3}}, \sqrt{3} \sqrt{2+\sqrt{3}}+\sqrt{2-\sqrt{3}}, 0)^{1 / 2}(000)_{-1}=2_{H^{1}}^{1} \cdot i$ ${ }_{\theta}=(-\sqrt{2-\sqrt{3}}, \sqrt{2+\sqrt{3}}, 0)_{m}=(-\sqrt{2-\sqrt{3}}, \sqrt{2+\sqrt{3}}, 0)^{1 / 2}(000)_{-1}=2_{\theta}^{1} \cdot i$ $g_{A}=(-\sqrt{3} \sqrt{2+\sqrt{3}}-\sqrt{2-\sqrt{3}}, \sqrt{2+\sqrt{3}}-\sqrt{3} \sqrt{2-\sqrt{3}}, 0)_{m}=$ $=(-\sqrt{3} \sqrt{2+\sqrt{3}}-\sqrt{2-\sqrt{3}}, \sqrt{2+\sqrt{3}}-\sqrt{3} \sqrt{2-\sqrt{3}}, 0)^{1 / 2}(000)_{-1}=2_{\Lambda}^{1} \cdot 1$

TABLE A1. 3
Groups of transformations associated with the 32 crystal
classes

| Number | Crystal class description | Order | Minimum symmetry transformations to define group | Other symmetry transformations in group (excluding identity transformation) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |  |
| 2 | $\overline{1}$ | 2 | $i$ |  |
| 3 | m | 2 | $\mathrm{s}_{2}$ |  |
| 4 | 2 | 2 | $2_{z}^{1}$ |  |
| 5 | 2/m | 4 | $2_{z}^{1}, 5_{z}$ | 1 |
| 6 | mm 2 | 4 | $s_{x}, s_{y}$ | $2{ }_{2}^{1}$ |
| 7 | 222 | 4 | $2_{x}^{1}, 2_{y}^{1}$ | $2_{2}^{1}$ |
| 8 | mmm | 8 | $8_{x}, 8^{\prime}, S_{z}$ | $1,2_{x}^{1}, 2_{y}^{1}, 2_{z}^{1}$ |
| 9 | 4 | 4 | $4_{z}^{1}, 4_{z}^{3}$ | $2_{z}^{1}$ |
| 10 | $\overline{4}$ | 4 | $\overline{4}_{z}^{1}, \overline{4}_{2}^{-3}$ | $2_{2}^{1}$ |
| 11 | 4/m | 8 | $4_{z}^{1}, 4_{z}^{3}, s_{z}$ | $1,2_{z}^{1}, \overline{4}_{z}^{1}, \overline{4}_{z}^{3}$ |
| 12 | 42m | 8 | $\overline{4}_{z}^{1}, \overline{4}_{z}^{3}, 2_{x}^{1}$ | $2_{y}^{1}, 2_{z}^{1}, s_{\alpha}, s_{\beta}$ |
| 13 | 4 mm | 8 | ${ }^{8} \mathrm{x}^{\text {, }}{ }^{\text {c }}$ | $4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, s_{y}, s_{\beta}$ |
| 14 | 422 | 8 | $2_{x}^{1}, 2_{\alpha}^{1}$ | $4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, 2_{y}^{1}, 2_{\beta}^{1}$ |
| 15 | 4/mmm | 16 | $\mathrm{s}_{\mathrm{y}}{ }^{8} \mathrm{z}_{\mathrm{z}}, \mathrm{B}_{\alpha}$ | $\begin{aligned} & 1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, 2_{x}^{1}, 2_{y}^{1}, 2_{\alpha}^{1} \\ & 2_{\beta}^{1}, \overline{4}_{z}^{1}, \overline{4}_{z}^{3}, 8_{x}, 8_{p} \end{aligned}$ |
| 16 | 3 | 3 | $3_{z}^{1} \cdot 3_{z}^{2}$ |  |


| Number | $\begin{gathered} \text { Crystal } \\ \text { class } \\ \text { description } \end{gathered}$ |  | Minimum symmetry transformations to define group | Other symmetry transformations in group (excluding identity transformation) |
| :---: | :---: | :---: | :---: | :---: |
| 17 | $\overline{3}$ | 6 | $\overline{3}_{z}^{1}, \overline{3}_{z}^{2}$ | $i, 3_{z}^{1}, 3_{z}^{2}$ |
| 18 | 3m | 6 | $3_{z}^{1}, 3_{z}^{2}, s_{x}$ | $\mathrm{A}_{4}=\mathrm{B}_{8}$ |
| 19 | 32 | 6 | $3_{z}^{1}, 3_{z}^{2}, 2_{x}^{1}$ | $2_{A}^{1}, 2_{B}^{1}$ |
| 20 | $\overline{3} \mathrm{~m}$ | 12 | $\overline{3}_{z}^{1}, \overline{3}_{z}^{2}, s_{x}$ | $i, 3_{z}^{1}, 3_{z}^{2}, 8_{A}, 8_{B}, 2_{A}^{1}, 2_{B}^{1}, 2_{x}^{1}$ |
| 21 | 6 | 6 | $6_{z}^{1}, 6_{z}^{5}$ | $3_{z}^{1}, 3_{z}^{2}, 2_{z}^{1}$ |
| - 22 | 6 | 6 | $\bar{\sigma}_{z}^{1}, \sigma_{z}^{5}$ | $3_{z}^{1}, 3_{z}^{2}, 5_{z}$ |
| 23 | 6/m | 12 | $6_{z}^{1}, 6_{z}^{5}, 8_{z}$ | $1,2_{z}^{1}, 3_{z}^{1}, 3_{z}^{2}, \overline{3}_{z}^{1}, \overline{3}_{z}^{2}, 6_{z}^{1}, \overline{6}_{z}^{5}$ |
| 24 | $\overline{\mathbf{6}} \mathbf{2 m}$ | 12 | $\overline{6}_{z}^{1}, \overline{6}_{z}^{5}, s_{x}$ | $3_{z}^{1}, 3_{z}^{2}, 2_{y}^{1}, 2_{r}^{1}, 2_{\Delta}^{1}, s_{z}, 8_{A}, s_{B}$ |
| 25 | 6 mm | 12 | $6_{z}^{1}, 6_{z}^{5}, s_{x}$ | $2_{z}^{1}, 3_{z}^{1}, 3_{z}^{2}, B_{y}, s_{A}, s_{B}, B_{r}, s_{A}$ |
| 26 | 622 | 12 | $6_{z}^{1}, 6_{z}^{5}, 2_{x}^{1}$ | $2_{z}^{1}, 3_{z}^{1}, 3_{z}^{2}, 2_{y}^{1}, 2_{A}^{1}, 2_{B}^{1}, 2_{r}^{1}, 2_{A}^{1}$ |
| 27 | 6/mmm | 24 | $\mathrm{s}_{\mathrm{z}}, \mathrm{E}_{\mathbf{y}}, \mathrm{S}_{\mathrm{B}}$ | $\begin{aligned} & 1,2_{z}^{1}, 3_{z}^{1}, 3_{z}^{2}, 6_{z}^{1}, 6_{z}^{5}, 2_{y}^{1}, 2_{x^{\prime}}^{1} \\ & 2_{A}^{1}, 2_{B}^{1}, 2_{r}^{1}, 2_{\Delta}^{1}, B_{x}, B_{A}, \end{aligned}$ |
|  |  |  |  | $\delta_{r}, s_{\Delta}, 3_{z}^{-1}, 3_{z}^{2}, \sigma_{z}^{1}, \sigma_{z}^{5}$ |
| 28 | 23 | 12 | $2_{x}^{1}, 3_{\delta}^{1}, 3_{\delta}^{2}$ | $2_{y}^{1}, 2_{z}^{1}, 3_{\gamma}^{1}, 3_{\gamma}^{2}, 3_{f}^{1}, 3_{\varepsilon}^{2}$ |
|  |  |  |  | $3_{\tau}^{1}, 3_{\varepsilon}^{2}$ |
|  | m3 | 24 | $s_{x}, 3_{\delta}^{1}, 3_{\delta}^{2}$ | $1,2_{x}^{1}, 2_{y}^{1}, 2_{z}^{1}, 3_{y}^{1}, 3_{y}^{2}, 3_{z}^{1},$ |
| 29 |  |  |  | $3_{\varepsilon}^{2}, 3_{\tau}^{1}, 3_{\tau}^{2}, \overline{3}_{\gamma}^{1}, \overline{3}_{\gamma}^{2}, \overline{3}_{\varepsilon}^{1}, \overline{3}_{\varepsilon}^{2}$ |
|  |  |  |  | $\overline{3}_{z}^{1}, \overline{3}_{\zeta}^{2}, \overline{3}_{\delta}^{1}, \overline{3}_{\delta}^{2}, s_{y}, s_{z}$ |

TABLE A1.3-continued

axes consist the coordinate system relative to which all the matrix representations are expressed (alias expressions). Stereograms of the twocoloured point groups have been given by Koptsik (1966), Billings (1969) and Joshua (1974) ${ }^{3}$.

Footnotes 1: The symbols used for denoting the various directions of rotation axes and normals to mirror planes are explained in table A1.1.

2: Note that the symmetry element of mirror reflection is represented by m while the mirror symmetry operation by s. This is, in fact, the only departure from the Hermann-Mauguin notation.
3: Joshua (1974) introduced new symbols of colour-reversing operations in order to avoid the use of two different colours (usually black and red) for printing the stereograms.


#### Abstract

Appendix 2 THE 'DIMENSIONAL' DESCRIPTION OF SYMMETRY GROUPS


After the introduction of the concept of antisymmetry by Heesch (1930), and later by Shubnikov (1951), symmetry groups are generally classified in terms of antiaymmetry or extensions of this idea. A symmetry group belongs, therefore, to either the one-coloured or the (generalized) two-coloured class. However, another aspect of the symmetry groups can serve as a basis of classification as well. The principle of this classification is the dimensions of the space which is invariant under the operations of each particular group in the class. With this viewpoint a 'dimensional' description of symmetry groups may be established. This scheme has been considered by Neronova \& Belov (1961) and independently by Holser (1961) for indicating relations among some categories of one- or two-coloured classes.

The space (point, line, plane, cell or some combination of them) is invariant under all operations ${ }^{1}$ of the symmetry groups in a class. Thus, as Holser (1961) pointed out, the dimensions of the space, or its general symmetry, is a description of the symmetry class. The symbol $G_{r, s, \ldots, t}^{1}$ (or $G_{r, s, \ldots, t}$ ) is introduced (following Bohm, 1963; Bohm \& Domberger-Schiff, 1966) to denote the (isometric) symmetry group of an r-dimensional geometrical space if this group simultaneously transforms the (periodic or non-periodic) subspaces of this space with dimensions s,....,t ( $r>s>\ldots, \ldots t$ ) into themselves. If n-coloured is considered, the symbol $G_{r, s, \ldots, t}^{P}$ is used (Shubnikov \& Koptsik, 1974); the meaning of the lower indices is as above, while the upper index determines the number of colours in the group ${ }^{2}$. Thus, the two-coloured groups are
represented by the symbol $G_{r, s, \ldots, t}^{2}$.
The term 'invariance' is used to express the fact that any symmetry operation of the group acting on any subspace gives it back unchanged. Translational symmetry is necessarily restricted to the lowest dimension of invariance. On the other hand, if a group is 'in' n-dimensional space, the $n$-dimensional space must be invariant with respect to this group; this is the highest dimension of invariance. From this point of view all the classes of groups may be designated in terms of their dimensional invariance. Thus, the one-coloured point groups of finite (or infinite) figures acquire the symbol $G_{3,0}^{1}$ since while transforming a three-dimensional space into itself they keep only a singular point (zeromimensional space) invariant.

The classification of one- and two-coloured crystallographic groups (up to three dimensions) according to this dimensional description are given in tables 2.1.1 and 2.2.1 respectively. All the dimensions listed are invariant with respect to any group in the class; the group lies in the space of highest dimension and has translation along the lowest dimension.

Footnotes 1: This includes translations as well as rotations and reflections.

2: Attention must be given with respect to the meaning of the upper index. Some authors (see e.g. Koptsik, 1967) define the upper index as the group of equality (i.e. colour) substitutions. Thus, according to the latter definition the twomcoloured groups are represented by $G_{r, s, \ldots, t}{ }^{1}$

## Appendix 3 <br> TWO-SIDED, TWO-COLOURED ROSETTE GROUPS

The 31 point groups and their isomorphic 80 plane groups related to a two-sided, one-coloured plane were independently derived by Hermann (1929a), Alexander \& Herrmann (1929), Heesch (1929). These groups are based on one of the four ${ }^{1}$ two-dimensional lattices with the addition of those symmetry elements that are invariant with respect to the plane. Thus, the 31 point groups of a two-sided, one coloured plane are the 32 crystallographic groups minus the 5 cubic groups and plus alternative orientations for the 4 crystallographic groups $2, m, 2 / m$, and $m m$. They are relisted in table A3.1 in a notation consistent with the Hermann--Mauguin scheme.

The coordinate system, relative to which the group symbols are given, has an axis a perpendicular to the plane, while axes $\underline{b}$ and $\underline{c}$ are orthogonal to the axis a and make a right or oblique angle with each other, depending on the class of rosette symmetry. The letters in the first, second and third positions of the symbol indicate that a particular symmetry element coincides with the coordinate axes in the order a, b, $\underline{c}$ (for the lower symmetry classes) or with (and in this order) the axes a. $\underline{b}$ and the bisector of the angle between the axes $\underline{b}$ and $\underline{c}$ (for the senior classes). If no symmetry axes or normals to symmetry planes coincide with a coordinate axes the number 1 is placed in the corresponding position (for the full symbol) or the position is left vacant. According to this notation the symbol 211 means a two-fold axis normal to the plane, while m11 denotes a mirror plane parallel to the plane.

The two-sided, two-coloured rosette groups are obtained as extensions of the classical two-sided, one-coloured groups of table A3.1. The 125

TABLE A3. 1
Point groups of a two-sided
one-coloured plane

| Number | Two-sided one-coloured rosette groups |  |
| :---: | :---: | :---: |
|  | Short symbol | Full symbol |
| 1 | 1 | 111 |
| 2 | $\overline{1}$ | 111 |
| 3 | 21 | 211 |
| 4 | m1 | m11 |
| 5 | 2/m1 | 2/m11 |
| 6 | 12 | 121 |
| 7 | 1 m | 1 ml |
| 8 | 12/m | 12/ml |
| 9 | 222 | 222 |
| 10 | 2 mm | 2 mm |
| 11 | m2m | m2m |
| 12 | mmm | mmm |
| 13 | 4 | 411 |
| 14 | $\overline{4}$ | $\overline{4} 11$ |
| 15 | 4/m | 4/m11 |
| 16 | 422 | 422 |
| 17 | 4 mm | 4 mm |
| 18 | $\overline{4} 2 \mathrm{~m}$ | $\overline{4} 2 \mathrm{~m}$ |
| 19 | 4/mmm | 4/mmm |
| 20 | 3 | 311 |
| 21 | $\overline{3}$ | 311 |
| 22 | 32 | 321 |
| 23 | 3 m | 3m1 |
| 24 | $\overline{3} \mathrm{~m}$ | 3m1 |
| 25 | 6 | 611 |
| 26 | $\overline{6}$ | 6]11 |
| 27 | 6/m | 6/m11 |
| 28 | 622 | 622 |
| 29 | 6 mm | 6 mm |
| 30 | 6 m 2 | 6 m 2 |
| 31 | 6/mmm | 6/mmm |

groups were derived by starting with the 31 'generating' groups (in the sense of Zamorzaev, 1957) considered as two-sided but one-coloured and simply or severally changing ordinary operations by colour-reversing ones.

The two-coloured, two-sided rosette groups are listed in table A3.2. The second column contains the symbols of the 31 generating groups. The 31 grey groups, those for which every point is bicoloured, are indicated by adding $1^{\prime \prime}$ to the symbol and are given in the third column. The remaining 63 groups, in which particular symmetry operations or groups of operations involve colour change are symbolized in the last column of the table.

Alternatively, the deviation of the two-coloured, two-sided rosette groups has been carried out by employing Boyle's (1969) method (see also appendix 9). Another derivation of the crystallographic two-sided, two-coloured rosette groups can be devised by selecting the 158 point groups from the 530 two-coloured, two-sided layer groups given by Neronova \& Belov (1961). The 33 of these 158 groups have reoriented counterparts leaving only 125 crystallographically non-equivalent rosette groups.

Footnote 1: Five two-dimensional lattices if centred rectangular is allowed.

TABLE A3. 2
Point groups of a two-sided, two-coloured plane

| Number | Two-sided, two-coloured rosette groups |  |  |
| :---: | :---: | :---: | :---: |
|  | Classical | Neutral | Black-white |
| 1 (1-2) | 1 | $1{ }^{\prime \prime}$ |  |
| 2 (3-5) | $\overline{1}$ | I' ${ }^{\prime}$ | I' |
| 3 (6-8) | 21 | $21^{\prime}$ | 211 |
| 4 (9-11) | m1 | m' ${ }^{\prime}$ | $\mathrm{m}^{\prime} 1$ |
| 5 (12-16) | 2/m1 | 2/m1' | $2 / m^{\prime} 1,21 / m 1,21 / m^{\prime} 1$ |
| 6 (17-19) | 12 | $121{ }^{\prime}$ | $12^{\prime}$ |
| 7 (20-22) | 1 m | $1 \mathrm{ml}{ }^{\prime}$ | $1 \mathrm{~m}^{\prime}$ |
| 8 (23-27) | 12/m | 12/m1 ${ }^{\prime}$ | 12/m', $12^{\prime} / \mathrm{m}, 12^{\prime} / \mathrm{m}^{\prime}$ |
| 9 (28-31) | 222 | $2221{ }^{\prime}$ | 2'2'2,22'2' |
| 10 (32-35) | 2 mm | $2 \mathrm{~mm} 1^{\prime}$ | $2^{\prime} m^{\prime} m, 2 m^{\prime} m^{\prime}$ |
| 11 ( $36-40$ ) | m2m | m2m1' | m2'm', $\mathrm{m}^{\prime 2} \mathrm{~m}^{\prime}, m^{\prime 2} \mathrm{~m}^{\prime} \mathrm{m}^{\prime}$ |
| 12 (41-47) | mmm | mmm1' | $m^{\prime} m^{\prime} m, m m^{\prime} m, m^{\prime} m^{\prime} m^{\prime}$, |
|  |  |  | $m^{\prime} \mathrm{mm}, \mathrm{mm} \mathrm{m}^{\prime}$ |
| 13 (48-50) | 4 | 41' | $4^{\prime}$ |
| 14 (51-53) | $\overline{4}$ | $\overline{4} 1{ }^{\prime}$ | 4. |
| 15 (54-58) | 4/m | 4/m1' | 4/m', $\mathbf{4}^{1} / \mathrm{m}, 4^{1} / \mathrm{m}^{\prime}$ |
| 16 (59-62) | 422 | $4221{ }^{\prime}$ | 42'2', $4^{\prime} 2^{\prime \prime} 2$ |
| 17 (63-66) | 4 mm | $4 \mathrm{~mm} 1^{\prime}$ | $4 m^{\prime} m^{\prime}, 4^{\prime} \mathrm{m}^{\prime} \mathrm{m}$ |
| 18 (67-71) | $\overline{4} 2 \mathrm{~m}$ | $\overline{42 m 1 '}$ | $\overline{4} 2^{\prime} m^{\prime}, \overline{4}{ }^{\prime} \mathrm{m}^{\prime}, \overline{4}{ }^{\prime} 2^{\prime} \mathrm{m}$ |
| 19 (72-78) | 4/mmm | 4/mmml ${ }^{\prime}$ | $\begin{aligned} & 4 / m^{\prime} m^{\prime} m^{\prime}, 4 / m^{\prime} m m, 4^{\prime} / m^{\prime} m^{\prime} m_{,} \\ & 4^{\prime} / \mathrm{mmm}^{\prime}, 4 / \mathrm{mm}^{\prime} \mathrm{m}^{1} \end{aligned}$ |
| 20 (79-80) | 3 | $31^{\prime}$ |  |
| 21 (81-83) | $\overline{3}$ | $\overline{3} 1{ }^{\prime}$ | З ${ }^{1}$ |
| 22 (84-86) | 32 | $321{ }^{\prime \prime}$ | 321 |
| 23 (87-89) | 3 m | $3 \mathrm{ml}{ }^{\prime}$ | $3 \mathrm{~m}^{1}$ |
| 24 (90-94) | 3'm | 3'm1' | $\overline{3} \cdot m^{\prime}, \overline{3} \cdot \mathrm{~m}, \overline{3} \mathrm{~m}^{\prime}$ |
| 25 (95-97) | 6 | $61^{\prime}$ | 61 |
| 26 (98-100) | $\overline{6}$ | $\overline{6}_{1}{ }^{\prime}$ | 61 |
| 27 (101-105) | 6/m | 6/m1' | 6/m', $\mathrm{m}^{1 / \mathrm{m}^{1}, 61 / m}$ |
| 28 (106-109) | 622 | $6221{ }^{\prime}$ | 6'2'2,62'2' |
| 29 (110-113) | 6 mm | $6 \mathrm{~mm} 1^{\prime}$ | $6^{\prime} m^{\prime} m^{\prime} 6 \mathrm{~m}^{\prime} \mathrm{m}^{\prime}$ |
| 30 (114-118) | $\mathrm{E}_{\mathrm{m} 2}$ | ${ }^{6} \mathrm{~m} 21{ }^{\prime}$ | 6'm'2,6m'2', $6^{\prime} \mathrm{m}^{\prime}$ |
| 31 (119-125) | 6/mam | 6/mmm ${ }^{\prime \prime}$ |  |

Appendix 4<br>TWO- SIDED, TWO-COLOURED BAND GROUPS

Bands are infinite figures with a singular plane and a singular translation axis lying on the plane. The one-sided bands are special cases in which the singular plane is polar; its 'face' is different from its 'back'. Onemsided bands might, therefore, be defined as figures without singular points but with a singular polar plane and a singular translation axis. For bands in general, however, the singular plane can be nonpolar, i.e. transformations making the two sided coincide with each other are permitted. The consideration of the additional permissible transformations means that the number of symmetry classes is increased

The seven one-sided, one-coloured band groups are, apart from the point groups, the simplest symmetry class. Lists of these groups have been given by Polya (1924) and Niggli (1926). The 31 two-sided, one--coloured band groups were first enumerated by Speiser (1924); these groups are listed in table A4.1. The group symbols are given according to the international notation. The coordinate axis a is directed perpendicular to the band plane, and the axes $\underline{b}$ and $\underline{c}$ are orthogonal to the axis a and make a right angle with each other; the b-axis coincides with the translation direction. In the notation of bands, the symbol $p$ of the one-dimensional translation group is given first, the letters or numbers in the second, third and fourth positions of the symbol indicate that a particular symmetry element coincides with the coordinate axes in the order $\mathfrak{a}, \underline{b}, \underline{c}$. If no symmetry axes or normals to symmetry planes coincide with a coordinate axis the number 1 is placed in the corresponding position of the symbol or the position is left vacant.

TABLE A4.1
One-coloured, two-sided band groups

| Number | Group | Number | Group |
| :---: | :---: | :---: | :---: |
| 1* | p111 | 16 | P112/m |
| 2 | $\mathrm{p}^{111}$ | 17 | p112/b |
| 3 | p211 | 18 | p222 |
| 4 | P121 | 19 | $\mathrm{P}_{2}{ }_{1} 2$ |
| 5 | P121 1 | 20 | p2mm |
| 6* | P112 | 21 | p2mb |
| 7* | pmil | 22 | pm2m |
| 8* | pbll | 23 | pb2b |
| 9* | $p^{1 m 1}$ | 24 | $\mathrm{pb}_{1}{ }^{\mathrm{m}}$ |
| 10 | $p^{11 m}$ | 25 | $\mathrm{pm}_{1}{ }_{1} \mathrm{~b}$ |
| 11 | pllb | 26* | pmm2 |
| 12 | $p^{2 / m 11}$ | 27* | pbm2 |
| 13 | $p^{2 / b 11}$ | 28 | pmmm |
| 14 | p12/m1 | 29 | pbma |
| 15 | $p 121 / m 1$ | 30 | prmb |
|  |  | 31 | pbmb |

Note: Asterisks mark the one-coloured, one-sided band groups

These groups are considered as the 31 'generating' groups (in the sense of Zamorzaev, 1957) In order to derive the twomsided, two-coloured band groups. The groups in table A4.2 were derived by starting with the generating groups and simply or severally changing operations to their colour-reversing counterparts. At the same time the possibility of .. coloured translation is taken also into account; this involves the consideration of a second one-dimensional lattice, designated $p^{\prime}$. This lattice having a basic period $t$ contains a coloured translation $t^{\prime}$ ( $\left.\left|t^{\prime}\right|=1 / 2|t|\right)$ as well.

The first two columns in table A4. 2 give the 31 'generating' classical and the 31 grey groups. The remaining 117 black-white groups are symbolized in the third column. The 31 of these groups correspond to the black-white lattice whereas in the remaining 86 groups particular symmetry operations are colour-reversing ones.

Asterisks in table A4.2 mark the 31 classes of one-sided, two--coloured band groups whose list and pictorial representations were given by Shubnikov (1930). These groups differ in their symmetry elements but not in the orientation of these symmetry elements with respect to the singular plane. The remaining 148 classes describe the symmetry of the two-sided, two-coloured bands.

Another deviation of the two-sided, two-coloured band groups can be devised by selecting from among the 394 twomcoloured rod groups (Neronova \& Belov, 1961) the 119 which do not have 3-, 4- or 6-fold axes. Among these there are 60 which symmetry operation in only one of the axial directions normal to the rod axis. To each of these there correspond two among the two-sided, two-coloured band groups, e.g. $\mathbf{p}^{\prime} / \mathrm{ml1}$ and $\mathrm{p} 112^{\prime} / \mathrm{m}$ in the orientation here adopted. A comparable

Two-sided, two-coloured band groups


TABLE A4.2-continued

| Number |  | Band group symbols |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | One-coloured groups | Neutral (grey) groups | Two-coloured groups |
| 17 | (74-79) | $\mathrm{p}^{112 / b}$ | p112/b1' | $\begin{aligned} & p^{\prime} 112 / b, p^{112} / b, p 112 / b^{\prime} \\ & p^{\prime} 122^{\prime} / b^{\prime} \end{aligned}$ |
| 18 | (80-85) | p222 | م2221' | $\begin{aligned} & p^{\prime} 222, p^{2} 2^{\prime} 2^{\prime} \cdot p^{\prime \prime 22 '}, \\ & p^{\prime} 22^{\prime} 2 \end{aligned}$ |
| 19 | (86-91) | $\mathrm{P}^{22}{ }_{1}{ }^{2}$ | $\mathrm{P}^{22} 1^{211}$ | $\begin{aligned} & p^{\prime 22} 1^{2}, p^{22} i^{\prime \prime} \cdot p^{\prime \prime} 2_{1}^{2 \prime}, \\ & p^{2} 21_{1}^{2} \end{aligned}$ |
| 20 | (92-97) | $p^{2 m m}$ | $p^{2 m m i n} 1{ }^{1 /}$ | $\begin{aligned} & p^{\prime 2 m m, p^{2 m^{\prime} m^{\prime}}, p^{\prime} m m^{\prime}} \\ & p^{2} m^{\prime} m \end{aligned}$ |
| 21 | (98-103) | p2mb | prmbl' | $\begin{aligned} & p^{\prime} 2 m b, p^{2 m^{\prime}} b^{\prime}, p^{2} m^{\prime} \\ & p^{2} m^{\prime} b \end{aligned}$ |
| 22 | (104-109) | pm2m | pmeml' | $\begin{aligned} & p^{\prime} m 2 m, p^{\prime} 2^{\prime} m^{\prime}, p m^{\prime} 2 m^{\prime}, \\ & p^{\prime} 2^{\prime} m \end{aligned}$ |
| 23 | (110-115) | pb2b | pb2b1' | $\begin{aligned} & p^{\prime} b 2 b, p b 2^{\prime} b^{\prime}, p b^{\prime 2} 2 b^{\prime} \\ & p^{\prime} b^{\prime} b \end{aligned}$ |
| 24 | (116-121) | $\mathrm{pb}_{1} \mathrm{~m}$ | $\mathrm{Pb2}_{1} \mathrm{ml}^{\prime}$ | $\begin{aligned} & p^{\prime b 2_{1} m, p b 21^{\prime} m^{\prime}, p b b^{\prime} m^{\prime}} . \\ & p^{\prime \cdot 21 m} \end{aligned}$ |
| 25 | (122-127) | $\mathrm{Pm}_{1}{ }^{\text {b }}$ | $\mathrm{pm}_{1} \mathrm{bl}^{\prime}$ | $\begin{aligned} & p^{\prime} m 2_{1}^{b}, p^{m} 2_{1}^{\prime} b^{\prime} \cdot p^{\prime} 2_{1} b^{\prime} \\ & p^{\prime} m_{1}^{\prime} \end{aligned}$ |
| 26* | (128-133) | pmm2 | $p^{\text {mm21 }}$ | $\begin{aligned} & p^{\prime m m 2, p m m^{\prime} 2^{\prime}, p m^{\prime} m 2^{\prime}}, \\ & p^{\prime} m^{\prime} 2 \end{aligned}$ |
| 27* | (134-139) | pbm2 | pbm21 | $\begin{aligned} & p^{\prime} b m 2, p b m^{\prime} 22^{\prime}, p b^{\prime} m^{\prime} . \\ & p^{\prime} m^{\prime} 2 \end{aligned}$ |

TABLE A4.2-continued

| Number |  | Band group symbols |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | One-coloured groups | Neutral (grey) groups | Two-coloured groups |
| 28 | (140-149) | pmmm | pmmm ${ }^{\text {' }}$ | $p^{\prime} m m m, p m m^{\prime} m^{\prime} . p m^{\prime} m m^{\prime}$, $p m^{\prime} m^{\prime} m, p m^{\prime} m m, p m m^{\prime} m_{0}$ |
|  |  |  |  |  |
| 29 | (150-159) | pbmm | pbmm1 ${ }^{\text {' }}$ | $p^{\prime} b m m, p b m^{\prime} m^{\prime}, p^{\prime \prime} m^{\prime}$. $p^{\prime} m^{\prime} m, p b^{\prime} m, p b m^{\prime} m$, |
|  |  |  |  | pbmm', pb'm'm' |
| 30 | (160-169) | pmmb | pmmb1 ${ }^{\text {' }}$ | $p^{\prime} m m b, p m m^{\prime} b^{\prime}, p m^{\prime} m b^{\prime}$, pm'm'b, pm'mb, pmm'b, |
|  |  |  |  | $p_{m m b ', p m^{\prime} m^{\prime} b^{\prime}}$ |
|  | (170-179) | pbmb | pbmbl' |  |
|  |  |  |  | pb'm'b,pb'mb,pbm'b, pbmb',pb'm'b' |

Note: Asterisks mark the two-coloured, one-sided band groups

```
situation arises in selecting symbols for the 80 twomsided (one-coloured)
plane groups from among the symbols of the 230 Fedorov groups (classical
space groups).
```


## Appendix 5 <br> GRAPHICAL REPRESENTATION OF POINT GROUPS SUPERPOSITION

The best way to demonstrate graphically the combination of point groups is by considering the corresponding stereograns. Stereographic projections of symmetry groups represent which symmetry elements are contained in a given symmetry group and how these symmetry elements are disposed relative to one another. In an alternative way, the stereogram can be considered as the totality of all points which can be derived from a given point, xyz ('starting' point) by the operation of all the symmetry operations of the given point group. This concept is the basis for the representation of the superposition of two point groups.

The combination of two point groups is represented by the superposition of the corresponding stereograms. In order to account for the relative misorientation the superposed stereograms are rotated by the appropriate angle relative to each other along the appropriate axis. This is demonstrated below.

Referring to the superposition of the cubic point group m3m and the tetragonal group $4 / \mathrm{mmm}_{\text {, }}$ considered in section 4.1 , their misorientation results by rotation about the (common) 4-fold axis. Figures A5.1a and A5.1b show the stereograms of the two groups where the normal to the page of the paper coincides with the 4-fold axis in each group. Any misorientation is, therefore, expressed as a rotation about the normal to the paper.

Consider the misorientation to be $\theta=0^{\circ}$. Then, the mirror planes of the two groups coincide; this is shown in figure A5.1c. It is evident that the conserved symmetry operations shown in this figure correspond to the point group $4 / \mathrm{mmm}$.

## Figure A5.1

Representation of point group superposition by means of stereograms:
(a) stereogram of the point group m3m (filled and open circles represent points above and below the page respectively)
(b) stereogram of the point group $4 / \mathrm{mmm}$ (squares and crosses represent points above and below the page plane respectively)
(c) superposition of stereograms (a) and (b) for $\theta=0^{\circ}$
(d) superposition of stereograms (a) and (b) for $\theta \neq n / / 2$ ( $n=$ integer)


On the other hand, the stereogram in figure A5.1d corresponds to the superposition of the two point groups for $\theta \neq n / / 2$ ( $n=$ integer); the planes of symmetry passing through the 4-fold axes are now misaligned. In this case the 4-fold axis and the mirror plane perpendicular to it are only conserved and thus the composite symmetry is $4 / m$.

## Appendix 6

THE PROOF OF THEOREMS 4.2.1 AND 4.2.2

In this appendix it is proved that the ordinary operations present in a dichromatic point group form a subgroup of the original point group $G_{0}$. In other terms, it must be proved that:
(1) the set $D_{0}$ is a group by itself, and,
(2) it contains elements of $G_{0}$ only.

The set $D_{0}$ of the ordinary symmetry operations in the dichromatic point group contains all the symmetry operations of the white point group which satisfy the relation $\underline{\underline{g}}_{i}=\operatorname{Rg}_{=} \underline{\underline{R}}^{-1}$ (relation 4.2.1). The set of these operations is a group only if its elements fullfil the following three postulates (see e.g. McWeeny, 1963):
(1) the group property
(2) existance of the identity element
(3) existance of the inverse element for each element of the set.

The group property states that (a) the combination of any two elements (including an element with itself) is also an element of the set, and, (b) the element combination is associative. In the particular



 $=g_{1} \cdot\left(g_{2} \cdot g_{3}\right)$. Therefore, the elements of $D_{0}$ satisfy the group property. The second postulate is also satisfied since $I=R R^{-1}=R I R^{-1}$ (where $I$ is the identity element, i.e. the $3 \times 3$ unit matrix). The last axiom requires the existence of the inverse element for each element of $D_{0}$.

 inverse element belongs also to $D_{0}$.

Consequently, the set $D_{0}$ is a group and since $D_{0}$ contains only elements of the white group $G_{w}, D_{0}$ is a subgroup of the $G_{w}$. The latter proves theorem 4.2.1.

This theorem is now used for deriving the relation between the orders of the dichromatic point group (r) and of the white point group $\left(r_{w}\right)$. According to the analysis in section 4.2 ordinary elements belong to the dichromatic point group only if they relate white and at the same time black points. Thus, the number of general points ( $n_{d}$ ) in the dichromatic point group is twice the order $r_{0}$ of $D_{0}$. Alternatively stated, the point symmetry of the dichromatic complex is described by the set of the $2 r_{0}$ general points. But the number of the general points is equal to the order of the dichromatic point group and thus $r=2 r_{0}$. The group $D_{0}$ is, however, a subgroup of the white point group $G_{w}$ and according to the Lagrange's theorem (see e.g. Buerger, 1963) the order of a subgroup is a factor of the group, i.e. $r_{0}=r_{w} / k$ where $k$ is an integer. The latter proves theorem 4.2.2.

## Appendix 7 <br> THE PROOF OF THEOREMS 4.2.3 AND 4.2.4

It has been shown in section 4.2 that the set of the symmetry operations in a dichromatic point group is $D_{=} D_{0}+D_{c}$. In this appendix the conditions under which the set $D_{=} D_{0}+D_{c}$ forms a group are investigated.

The combination law between elements of the set $D$ is based on the fundamental property of the colour-reversing operations: two consecutive colour-reversing transformations are equivalent to one uncoloured operation. On the other hand, the combination of an ordinary and a colour--reversing operation is equivalent to another colour-reversing operation. Therefore, regarding the nature of the product between elements of the set $D$ the following relations occur: $0 x O=0, C x C=0, O x C=C, C x O=C$, where 0 and $C$ denote ordinary and colour-reversing operations.

The investigation of the conditions for which the set $D_{m} D_{0}+D_{c}$ is a group must be carried out in two stages. This is because two cases must be distinguished for the element ${ }_{6}^{2}$ entering the relation 4.2.2, namely:
(1) g is an element of $\mathrm{D}_{0}$, and,
(2) $\frac{\mathrm{c}}{\mathbf{2}}$ is not an element of $\mathrm{D}_{0}$.

The former case is called 'doubled symmetry case' while the latter is the 'single symmetry case'.

## A7.1 The doubled symmetry case

In this case the colour-reversing operations are given by $\underset{=}{C}=h_{i=1}^{R^{-1}}$
with $h_{i} \in D_{0}$; thus the set $D$ contains the elements:

$$
D=\left\{\underline{h}_{=1}, \underline{h}_{2}, \ldots,{\underset{m}{m}}_{1},{\underset{n}{2}}_{2}, \ldots\right\}
$$

and the conditions for the formation of a dichromatic point group are
derived by requiring these elements to fulfil the group postulates (see appendix 6). The group property holds for the products between ordinary elements since the set $D_{0}$ is a group (theorem 4.2.1). Additionally, it must be satisfied for the product of two colour-reversing elements, say, $\underset{=}{C}=h_{i} \underline{R}^{-1}$ and $\underline{\underline{C}}_{j}={ }_{=}{ }_{=} R^{-1}$, i.e. their product must be an ordinary element
 from the relation (4.2.1) $\underset{=}{-1} \underset{=}{h}=\frac{m i}{=} R^{-1}$ and the last relation can be written $C_{i} \cdot C_{j}=h_{i}{ }_{i}{ }_{1}{ }^{-1} \stackrel{R}{=}=\frac{h}{=}{ }_{k}$.

Therefore, in order the closure property to be satisfied for the colour-reversing elements, the operation $\underset{\sim}{R R}$ must be equivalent to an



It remains, now, to check if the closure property holds for the combination of an ordinary and a colour-reversing element. In other
 set D. But:
and.

$$
\begin{aligned}
& \underline{\underline{C}}_{j} \mathrm{~h}_{\mathrm{i}}=\mathrm{H}_{\mathrm{h}} \mathrm{R}^{-1} \mathrm{~h}_{\mathrm{h}}=\mathrm{h}_{=1} \mathrm{R}^{-1} \in \mathrm{D}
\end{aligned}
$$


Therefore, the closure property holds for the set $D$ only when the operation $R R$ is equivalent to an ordinary operation of the set $D_{0}{ }^{\circ}$ The products of elements of $D$ satisfy the associative law as it is indicated below:
(a) $\left(h_{=1} \cdot h_{2}\right) \cdot \underline{h}_{=3}=h_{=1} \cdot\left(h_{2} \cdot h_{n}\right)$ since $D_{0}$ is a group (theorem 4.2.1)
 $\ln _{=1} \cdot\left(h_{2} \cdot C_{n}\right)$
 $=\vec{h}_{1} \cdot\left(\underline{\underline{c}}_{2} \cdot{ }_{\underline{h_{3}}}^{3}\right)$
(d)
 $=\mathrm{C}_{1} \cdot\left(\mathrm{H}_{2} \cdot \underline{\underline{h}}_{3}\right)$


(f)
(g)





Taking into account theorem 4.2.1 it is clear that the set $D$ contains the identity element as well as the inverse element of each ordinary symmetry operation. The set $D$ contains also the inverse element of each colour-reversing element, since there are two ordinary
 for all the elements $\underline{\underline{C}}_{i}, \underline{\underline{C}}_{j}$.

Therefore, in the doubled symmetry case the set $D$ forms a group only when the rotation $\underset{=}{R}$ is such so the transformation $\underset{\sim}{\mathrm{R}} \mathrm{R}$ is equivalent to one of the ordinary elements of the group $G_{w}$.

The dichromatic point group contains $2 r_{0}$ points, half of them white and the rest black. Thus, according to theorem 4.2.2 the $r_{w}$ white points of the group $G_{w}$ can be dispersed into $i=2 / k$ subsets each containing $r_{0}$ points, and the same can be done for the black points. The following
notation is introduced:

$$
\begin{aligned}
& \text { white point subsets: } z_{1}, z_{2}, \cdots, z_{i} \\
& \text { black point subsets: } U_{1}, U_{2}, \cdots, U_{i}
\end{aligned}
$$

Moreover, it is considered that the points in $Z_{1}$ and $U_{1}$ are given by the operation of the ordinary symmetry elements $D_{0}$ on a general point
 points in the remaining subsets are given by the operation of the symmetry elements belonging to the set $\left\{G_{0} D_{0}\right\}$ on the same starting points. Thus:

It is now clear that the colour-reversing symmetry operations in the doubled symmetry case have been obtained by considering relations between points of the subsets $Z_{1}$ and $U_{1}$. However, if a colour-reversing symmetry element is obtained by considering relations between points of the subsets $Z_{k}$ and $U_{k}$ with $k \neq 1$, then it is given by $g_{k} R^{-1}$ with $g_{k} \notin D_{0}$ Therefore, in the doubled symmetry case the colour-reversing symmetry elements are given by $\underline{\underline{I}}_{n} R^{-1}$ with $g_{n}$ any element of the white point group $G_{w}$. This implies that the order of the dichromatic point group In the doubled symmetry case is twice the order of the white point group.

But, the transformation $\underset{\sim}{R}$ can be written as $P I^{\prime}\left(\underline{m} I^{\prime} P\right.$ ) where $I_{\underline{m}}^{\prime}$ is the antiidentity operation and $\underset{=}{P}$ is to be understood as the ordinary rotation 'equivalent' to $\underset{=}{R}$. Hence, the colour-reversing elements are
 This group is, obviously, a supergroup of $G_{w}$ of factor 2. Therefore, In the doubled symmetry case a dichromatic point group is formed only when an isomorphic ordinary point group exists.

It should be noticed that in this case the ordinary operations are given by a relation of the form $\underline{\underline{g}}_{i}=\underline{R g}_{\underline{I}} j^{R^{-1}}$. Moreover, all the elements of the white group satisfy necessarily the above relation and therefore the transformation $\underset{=}{R}$ is a similarity transformation of the white point group. Hence, the relation $\stackrel{R R}{=}=\underline{g}_{i}$ gives the rotations which leave the white point group invariant. The last involves that in theorem 4.2.1 the trivial subgroups must be included as well.

## A7.2 The single symmetry case

The colour-reversing elements of the set $D_{=} D_{o}+D_{c}$ are given, in the
 the elements:

$$
D=\left\{\stackrel{\dot{h}}{1}, \underline{\underline{h}}_{2}, \cdots, \underline{\underline{C}}_{1}, \underline{\underline{C}}_{2}, \cdots\right\}
$$

In order this set to form a group the fundamental postulates must be satisfied. The fulfilment of these postulates imposes certain conditions on the form of the transformation $\underset{=}{\text { R. Moreover, additional conditions }}$ are imposed on the operations $\underline{\underline{g}}_{i}$. This is because, according to theorem 4.2.2, the number of elements of the set $D$ is $2 r_{0}$ where $r_{0}$ is the order of the group $D_{0}$, and hence the number of colour-reversing elements in $D$ is $r_{0}$. However, since the number of elements $g_{i}{ }_{i}{ }_{0} D_{0}$ is greater than $r_{0}$, it is necessary to investigate the conditions imposed on the $g_{i}{ }^{\prime} s$ under which the set $D$ is a group.

Initially, it is examined whether the elements of $D$ satisfy the closure property. Since the ordinary symmetry operations form a group $D_{0}$, the product of any two ordinary elements is another ordinary operation of $D_{0}$ and therefore of $D_{=} D_{0}+D_{c}$. Considering, now, the product of
 their product must be an ordinary element $\hat{\underline{k}}_{\mathrm{k}}$, i.e.:

But, $\underline{R}^{-1} \underline{\underline{g}}_{j} \underline{N}^{-1}$ corresponds necessarily to an ordinary operation (two

 means that the set of operations $\left\{\underline{h}_{1}, h_{2}, \ldots, \underline{e n}_{1}, \underline{g}_{2}, \ldots\right\}$ must be a group. But, since the elements $\left\{\underline{\underline{h}}_{1}, \underline{h}_{2}, \ldots\right\}$ form a group and because
 $\boldsymbol{g}_{\mathbf{2}}$, ' $\left._{\mathrm{g}_{2}}^{2}, \ldots\right\}$ is a supergroup of $D_{0}$ of factor 2. Moreover, since all the
 a subgroup of $G_{w}$. This supergroup will be symbolized by $D_{2}$. Therefore, in the single symmetry case a dichromatic point group is formed when the isomorphic ordinary point group exists. In other words, no new ordinary point groups are introduced.
 satisified for any element belonging to the set $\left\{D_{2}-D_{0}\right\}$. However, this
 colour-reversing elements such that $C_{=1} \cdot C_{2}=\frac{h}{=}$ where $h$ is an ordinary symmetry element. The condition for the set $D$ to be group states that the relation $\underline{R g}_{i}=\frac{R=\underline{g}_{j}}{}$ must hold for any pair of $\underline{\underline{g}}_{i}$, $\underline{\underline{\underline{g}}}_{j}$ where $g_{i} \in\left\{D_{2}-D_{0}\right\}$ and

 The two last relations impose that $\underline{\underline{g}}_{1}=\underline{\underline{g}}_{2}$. Therefore, the set $D$ is a group only when the relation $\underline{N g}_{i}==_{i} \underline{=g}_{i}$ is satisfied for all the elements of the set $\left\{D_{2}-D_{0}\right\}$.

It should be noticed that as far as the products of an ordinary

holds that:
and
where the relation (4.2.1) is taken into account for the second relation and with $g_{\mathrm{g}}$ and $\underline{\underline{g}}_{\mathrm{m}}$ being elements of the group $\mathrm{D}_{2}$.

Therefore, the condition mentioned above is the only one required for the fulfilment of the closure property. It can be proved easily that the associative property is also satisfied. Taking into account theorem 4.2.1, the set $D$ contains the unit element as well as the inverse of each ordinary symmetry operation. Moreover, the set $D$ contains also the inverse elements of the colour-reversing elements, since there are two elements $\overrightarrow{\underline{g}}_{i}, \underline{\underline{g}}_{j}$ belonging to the set $\left\{D_{2} D_{0}\right\}$ such that $\underline{\underline{g}}_{i} R^{-1} \cdot \underline{\underline{g}}_{j} R^{-1}=g_{i} \underline{g}_{j}=I$


Therefore, in the single symmetry case, the set $D$ forms a group only when there is a factor 2 supergroup of the group $D_{0}$ being subgroup of $G_{0}$ and the rotation $\underset{=}{R}$ is such that the relation $\underset{=}{R g_{i}}{ }_{i}=\underline{\underline{G}}_{i}$ holds for all the elements of the set $\left\{D_{2}-D_{0}\right\}$.

## Appendix 8

EXAMPLES OF POINT SYMNETRY SUPERPOSITION

The coordinate system used for the calculations in this appendix is that of the white point group, except if it is otherwise stated. This orthogonal coordinate system is considered to have the standard orientation (see International Tables of X-ray Crystallography, 1969) relative to the symmetry operations of the white point group. The symmetry operations are denote according to the scheme given in appendix 1.

## A8.1 Superposition in monoclinic hemihedral holoaxial class

In the case of the monoclinic group $2=\left\{1,2 \begin{array}{l}1 \\ 2\end{array}\right\}$ both doubled and single symmetry dichromatic groups are likely to be formed. The latter arise since the monoclinic group has two subgroups (corresponding to the trivial ones), namely, $1=\{1\}$ and $2=\left\{1,2_{z}^{1}\right\}$.

The doubled symmetry rotations are $[x y z] / 180^{\circ}$ and $[00 z] / 90^{\circ}$. obtained from $\underset{=N R=1}{=}$ and $\underset{=}{\mathrm{RR}=2_{2}^{1}}=z_{2}$ respectively. $A[00 z] / 90^{\circ}=4_{z}^{1}$ misorientation creates a dichromatic point group isomorphic to $4^{\prime}=\left\{1,2_{z}^{1}, 4_{z}^{1^{\prime}}, 4_{z}^{3^{\prime}}\right\}$ since $\underset{=}{1} \cdot R^{-1}=4^{3^{\prime}}$
 to the dichromatic point group $\overline{4}$ '.

The rotation $[x y z] / 180^{\circ}$ yields a dichromatic point group only when it transforms the white group into itself, i.e. only when ${\underset{Z}{2}}_{=}^{1}=R 2_{2}^{1} R^{-1}$. The solutions of this equation are the rotations [00z]/180 and [xy0]/180 ${ }^{\circ}$. However, $[00 z] / 180^{\circ}$ is a symmetry operation of the white group and thus it creates a $21^{\prime}$ point group. The dichromatic point group formed by proper and improper rotations $[00 z] / 180^{\circ}$, [xyO]/180 and $[00 z] / 90^{\circ}$ are given in table A8.1.

TABLE A8. 1
Dichromatic point groups created by the superposition of two monoclinic groups $2=\left\{\begin{array}{ll}1, & 2_{2}^{1}\end{array}\right\}$

| Rotation | Ordinary elements | Colour-reversing elements | Dichromatic point group |
| :---: | :---: | :---: | :---: |
| Proper |  |  |  |
| xyz $/ 0^{\circ}$ | 1, $2_{2}^{1}$ | $1^{\prime}, 2_{z}^{1 \prime}$ | 211 |
| 00z/180 ${ }^{\circ}$ | 1, $2_{2}^{1}$ | $1^{\prime}, 2_{z}^{1 \prime}$ | $21^{\prime}$ |
| xyO/180 ${ }^{\circ}$ | 1, $2_{z}^{1}$ | $2_{x}^{1 \prime}, 2_{y}^{1^{\prime}}$ | 2'2'2 |
| 00z/90 ${ }^{\circ}$ | 1, $2^{1}$ | $4_{2}^{1 \prime} \cdot 4_{2}^{3 \prime}$ | $4{ }^{\prime}$ |
| $x y 0 / \theta^{\circ}$ | 1 | $2_{z}^{11}$ | 2' (*) |
| Improper |  |  |  |
| $x y z / 0^{\circ}$ | 1, $2^{1}$ | $i^{\prime}, s_{z}^{\prime}$ | 2/m' |
| 00z/180 ${ }^{\circ}$ | 1, $2_{2}^{1}$ | i', $\mathrm{s}_{2}^{\prime}$ | 2/m' |
| xy0/180 ${ }^{\circ}$ | 1, $2_{z}^{1}$ | $s_{x}^{\prime}, s_{y}^{\prime}$ | $2 m^{\prime} \mathrm{m}^{\prime}$ |
| 00z/90 ${ }^{\circ}$ | 1, $2_{2}^{1}$ | $\overline{4}_{z}^{1}, \overline{4}_{z}^{3}$ | $\overline{4}$ |
| xyo/ ${ }^{\circ}$ | 1 | $\mathrm{s}_{\mathbf{2}}^{1}$ | $m^{\prime}$ (*) |

(*) Relative to the dichromatic coordinate system

In the single symmetry case the subgroup $D_{0}=1=\{1\}$ is considered only. The next step is to determine its supergroup $D_{2}$; reference to figure A9.2 indicates that only the ordinary point group $2=\{1,2,2\}$ can be considered as $D_{2}$ and thus only one dichromatic point group corresponds to the single symmetry case. In order to determine the single symmetry rotation(s) the equation $\underset{=}{R 2}{ }_{2}^{1} R=2_{2}^{1}$ is solved. The solution of this equation corresponds to any rotation about a direction normal to the z-axis, i.e.:

$$
\underline{R}=\left(\begin{array}{ccc}
\cos \theta+m_{1}^{2}(1-\cos \theta) & m_{1} m_{2}(1-\cos \theta) & -m_{2} \sin \theta \\
m_{1} m_{2}(1-\cos \theta) & \cos \theta+m_{2}^{2}(1-\cos \theta) & m_{1} \sin \theta \\
m_{2} \sin \theta & -m_{1} \sin \theta & \cos \theta
\end{array}\right)
$$

The colour-reversing element relative to the white coordinate system is given by:

$$
\underset{=}{{\underset{\mathrm{Z}}{2}}_{1}^{R}}{ }^{-1}=\left(\begin{array}{ccc}
-\cos \theta-m_{1}^{2}(1-\cos \theta) & -m_{1} m_{2}(1-\cos \theta) & m_{2} \sin \theta \\
-m_{1} m_{2}(1-\cos \theta) & -\cos \theta-m_{2}^{2}(1-\cos \theta) & -m_{1} \sin \theta \\
m_{2} \sin \theta & -m_{1} \sin \theta & \cos \theta
\end{array}\right)
$$

or expressed relative to the dichromatic coordinate system:
where

$$
T=\left(\begin{array}{ccc}
\cos \theta / 2+m_{1}^{2}(1-\cos \theta / 2) & m_{1} m_{2}(1-\cos \theta / 2) & m_{2} \sin \theta / 2 \\
m_{1} m_{2}(1-\cos \theta / 2) & \cos \theta / 2+m_{2}^{2}(1-\cos \theta / 2) & -m_{1} \sin \theta / 2 \\
m_{2} \sin \theta / 2 & m_{1} \sin \theta / 2 & \cos \theta / 2
\end{array}\right)
$$

Therefore, any rotation about an axis normal to the z-axis creates a dichromatic point group $2^{\prime}=\left\{1,2_{z}^{1^{\prime}}\right\}$. It should be emphasized, however, that in this case the position of the colour-reversing operation $2_{2}^{11}$ is expressed relative to the dichromatic coordinate system which is
not coincident with the white one. For the improper rotation [hkl]/ $\theta$, the corresponding dichromatic point group is $m^{\prime}=\left\{\begin{array}{ll}1, & s_{2}^{\prime}\end{array}\right\}$ where again the position of the mirror operation is expressed relative to the dichromatic coordinate system.

Table A8.1 summarizes the dichromatic point groups obtained by the superposition of two monoclinic hemihedral-holoaxial groups.

## A8.2 Superposition in hexagonal tetartohedral class

For the case of doubled symmetry of the superposition of hexagonal tetartohedral groups the solution of the equations $\underset{E}{R}=g_{i}$ is given in table A8. 2 for each of the elements of the group $6=\left\{1,2_{z}^{1}, 3_{z}^{1}, 3_{z}^{2}, 6_{z}^{1}, 6_{z}^{5}\right\}$. Therefore, only the rotations corresponding to the solutions no. $1 b, 2$ and 5 must be considered in order to determine the colour-reversing elements obtained by both proper and improper rotations (table A8.3).

Considering the single symmetry cases the subgroups of the point group 6 are: $1=\{1\}, 2=\left\{1,2_{z}^{1}\right\}$, and $3=\left\{1,3_{z}^{1}, 3_{z}^{2}\right\}$. But, only rotations [xyz]/180 ${ }^{\circ}$, corresponding to the subgroup 2, give a dichromatic point group.

The possible dichromatic point groups formed by the superposition of hexagonal tetartohedral groups are those in table A8.4. The study of the superposition of point groups belonging to planar symmetry classes appears to be more complicated. The case of the white point group 4 mm will be presented in detail while the superposition of the other planar symmetry groups can be treated in a similar matter.

## A8.3 Superposition in tetragonal antihemihedral class

The point group 4 mm contains the symmetry operations $1,4_{z^{1}}^{1}, 4_{z}^{3}, 2_{z}^{1}$, $s_{x}, s_{y}, s_{\alpha}, s_{B}$, In table A8. 5 the rotations corresponding to the doubled symmetry case are derived. It can be seen from this table that only

TABLE A8. 2
Solution of the equation $\stackrel{R R}{=}=g_{i}$ for the elements of the group

$$
\left\{1,2_{z}^{1}, 3_{z}^{1}, 3_{z}^{2}, 6_{z}^{1}, 6_{z}^{5}\right\}
$$

| No |  | Solution of $\stackrel{R R}{=}=\underline{\underline{g}}_{i}$ | Remarks |
| :---: | :---: | :---: | :---: |
| 1a | 1 | 00z/180 ${ }^{\circ}{ }^{(*)}$ | symmetry operation of $G_{0}$ |
| 1b | 1 | xy0/180 ${ }^{\circ}{ }^{(*)}$ |  |
| 2 | 21 | 00z/90 ${ }^{\circ}$ |  |
| 3 | $3_{2}^{1}$ | 00z/60 ${ }^{\circ}$ | symmetry operation of $G_{0}$ |
| 4 | $3_{z}^{2}$ | 00z/120 ${ }^{\circ}$ | symmetry operation of Go |
| 5 | $6{ }_{2}^{1}$ | 00z/30 ${ }^{\circ}$ |  |
| 6 | $6^{5}$ | 00z/150 ${ }^{\circ}$ | related by symmetry to solution no. 5 |

(*) Rotations conserving the white point group

## TABLE A8. 3

Colour-reversing symmetry operations created by the rotations in table AB. 2

| Rotation | $1 \mathrm{R}^{-1}$ | ${\stackrel{2}{1} \mathrm{R}^{1}=1}^{-1}$ | $3^{1} R^{-1}$ $={ }^{-1}$ | $3_{=2}{ }^{2}{ }^{-1}$ | $6^{1} R^{-1}$ $={ }^{-1}$ | $6^{5} R^{-1}$ $=2$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| proper |  |  |  |  |  |  |
| $x y 0 / 1809$ | $2^{11}$ | $21^{1}$ | $2^{10}$ | $2^{1 \prime}$ | $2^{10}$ | $2^{11}$ |
| $00 z / 90^{\circ}$ | $4^{31}$ | $\underline{12}_{2}^{11^{\prime}}$ | $\underline{12}^{7}{ }_{2}^{\prime}$ | $4_{2}^{1 \prime}$ | $12^{1 \prime}$ | $12^{51}$ |
| 00z/30 ${ }^{\circ}$ | $12_{z}^{11^{\prime}}$ | $12^{1 \prime}$ | $4_{2}^{31}$ | $12^{5 \prime}$ | $4_{2}^{11}$ | $12^{71}$ |
| improper |  |  |  |  |  |  |
| $x y z / 0^{\circ}$ | $i^{\prime}$ | $\overline{6}_{z}^{1 \prime}$ | $6^{51}$ | $s_{z}^{\prime}$ | $3_{2}^{11}$ | $\overline{3}_{2}^{21}$ |
| xy0/180 ${ }^{\circ}$ | $2^{1 \prime}$ | $2^{1 \prime}$ | $2^{11}$ | $2^{1 \prime}$ | $2^{1 \prime}$ | $2_{\Delta}^{11}$ |
| 00z/90 | $\overline{4}^{-3}$ | $\overline{12}_{z}^{11}$ | $\underline{12}^{71}$ | $\frac{4}{21}^{1 \prime}$ | $\overline{12}^{1 \prime}$ | $\overline{12}^{5}$ |
| $00 \mathrm{z} / 30^{\circ}$ | $\overline{12}^{11}$ | $\overline{12}_{z}^{1}$ | $\overline{4}^{3^{\prime}}$ | $\underline{12}{ }^{5}$ | $4_{2}^{11}$ | $\overline{12}^{7 \prime}$ |

## TABLE A8. 4

Dichromatic point groups created by the superposition of two groups $\left\{1,2_{z}^{1}, 3_{z}^{1}, 3_{z}^{2}, 6_{z}^{1}, 6_{z}^{5}\right\}$

| Proper rotation | Dichromatic point group | Improper rotation | Dichromatic point group |
| :---: | :---: | :---: | :---: |
| 00z/30 ${ }^{\circ}$ | 12' | xyz $10^{\circ}$ | 6/m' |
| 00z/60 ${ }^{\circ}$ | $61^{\prime}$ | 00z/30 ${ }^{\circ}$ | 12' |
| 00z/90 ${ }^{\circ}$ | 12' | 00z/60 ${ }^{\circ}$ | 6/m' |
| 00z/180 ${ }^{\circ}$ | $61^{\prime}$ | 00z/90 ${ }^{\circ}$ | 12 |
| xy07180 ${ }^{\circ}$ | 62'2' | 00z/180 ${ }^{\circ}$ | 6/m' |
| xyo $/ \theta^{\circ}$ | 21 | xy0/180 ${ }^{\circ}$ | 62'2' |
|  |  | xyo/ ${ }^{\circ}$ | $\mathrm{m}^{\prime}$ |

TABLE A8. 5
Solution of the equation $\stackrel{R R=g_{i}}{=}$ for the elements of the group
$\left\{1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, 8_{x}, 8_{y}, 8_{\alpha}, 8_{\beta}\right\}$

| No | Element $\underline{E}_{i}$ | Solution of $R R=g_{i}$ | Remarks |
| :---: | :---: | :--- | :--- |
| 1a | 1 | $00 z / 180^{\circ}$ (*) | symmetry operation of $G_{0}$ |
| 1b | 1 | $x y 0 / 180^{\circ}$ |  |
| 2 | $2_{z}^{1}$ | $00 z / 90^{\circ}$ | symmetry operation of $G_{0}$ |
| 3 | $4_{z}^{1}$ | $00 z / 45^{\circ}$ |  |
| 4 | $4_{z}^{3}$ | $00 z / 135^{\circ}$ | related by symmetry to <br> solution no. 3 |

(*) Rotation conserving the white point group
the $[x y O] / 180^{\circ}$ and $[00 z] / 45^{\circ}$ proper and improper rotations must be considered. Additionally, since the point group 4 mm does not contain a centre of symmetry the pure inversion must be included in the set of the improper rotations. The table A8.6 gives the created colour-reversing symmetry operations and the corresponding dichromatic point group for each of the above rotations.

To establish the dichromatic point groups corresponding to the single symmetry case, the subgroups of the white group $G_{w}$ must be determined. Moreover, for each subgroup of $G_{w}$ its supergroup of index 2 which at the same time is a subgroup of $G_{w}$ must be found. The deviation of the single symmetry groups is shown in table A8.7.

Finally, improper rotations of the single symmetry case must be considered in addition to those in table A8.7. Table A8.8 gives the dichromatic point groups resulting by such rotations together with those derived above.

## TABLE A8. 6

Colour-reversing symmetry operations created by the rotations in table AB. 5

| Rotation | $1 \mathrm{R}^{-1}$ | $4^{1}{ }^{1} \mathrm{~S}^{-1}$ $=$ | $\stackrel{4^{3} \mathrm{R}^{-1}}{=}{ }^{-1}$ | $\stackrel{2}{1}_{\underline{1}}^{z_{R}}{ }^{-1}$ |  | $\stackrel{s}{=} y^{R^{-1}}$ | $\underset{=\alpha \times}{\text { s }} \mathrm{R}^{-1}$ | $\underset{\sim}{s} p R^{-1}$ | Dichromatic point group |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Proper |  |  |  |  |  |  |  |  |  |
| xy0/180 ${ }^{\circ}$ | $2^{19}$ | $2_{\alpha}^{11}$ | $2^{1 \prime}$ | $2^{11}$ | I' | $\mathrm{s}_{2}^{1}$ | $4^{-3}$ | $4^{-1}$ | $4 / \mathrm{m}^{1} \mathrm{~mm}$ |
| 00z/45 ${ }^{\circ}$ | $88^{7 \prime}$ | $8_{2}^{1^{\prime}}$ | $8_{z}^{5^{\prime}}$ | $8^{31}$ | $s_{5}^{\prime}$ | ${ }^{\text {sp }}$ | $s_{\xi}^{\prime}$ | $8_{\sim}^{\prime}$ | $8^{\prime} \mathrm{mm}^{\prime}$ |
| Improper |  |  |  |  |  |  |  |  |  |
| $x y z / 0^{0}$ | $i^{\prime}$ | $4^{31}$ | $4^{11}$ | $5_{8}^{\prime \prime}$ | $2^{1 \prime}$ | $21^{1 \prime}$ | $2^{11}$ | $2_{p}^{1 \prime}$ | $4 / m^{\prime} \mathrm{mm}$ |
| 00z/45 ${ }^{\circ}$ | $\overline{8}_{z}^{7 \prime}$ | $\overline{8}_{z}^{1 \prime}$ | $\overline{8}_{2}^{51}$ | $\overline{8}_{z}^{31}$ | $21^{1}$ | $2_{p}^{1 \prime}$ | $2{ }^{11}$ | $2_{5}^{1 \prime}$ | $8^{\prime} \mathrm{m} 2^{\prime}$ |

Note: The improper rotation $x y 0 / 180^{\circ}$ corresponding to a symmetry operation of the white point group $G_{0}$ is not included in the above table

TABLE AB． 7
Investigation of the dichromatic point groups created by the superposition of two point groups 4 mm

| No | Subgroup $0_{0}$ | Elements | Supergroup $\mathrm{D}_{2}$ | $D_{2}-D_{0}$ | Solutions of $R g_{i} R=g_{i}$ | Colour－reversing elements | Dichromatic point group | Pemarks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | $1.4{ }_{2}^{1}, 4_{2}^{3}, 2_{z}^{1}$ | 4 mm |  | 00z／ $\mathrm{s}^{\circ}$ | $5_{x},{ }^{5} y,{ }^{4},{ }^{5} \beta$ | $4 \mathrm{~m}^{\prime} \mathrm{m}^{\prime}$ | relative to the dichromatic system |
| 2 | mm2 | $1,2{ }^{1}, 5 \times 5$ | 4 mm | $s_{\alpha}, s_{\beta} 4_{z}^{1}, 4_{z}^{3}$ | 00z／180 | － | － | $00 z / 180^{\circ}=2_{z}^{1}$ ，symmetry operation of $G_{0}$ |
| 3 | mm 2 | $12_{2}^{1} s_{\alpha} s_{\beta}$ | 4 mm | $5_{x}, 5^{5}, 4^{1} z^{4} z^{3}$ | 00z $180^{\circ}$ | － | －．． | $00 z / 180^{\circ}=2_{z}^{1}$ ，symmetry operation of $G_{0}$ |
| 4 | m | $1.5{ }^{\text {x }}$ | mm 2 | $s_{y}, 2{ }^{1}$ | 002／180 <br> $0 y 0180^{\circ}$ <br> $\times 0019^{\circ}$ | $\overline{s_{y}^{2} z^{1}}$ | $\overline{\overline{m m^{\prime}} 2^{\prime}}$ | $00 z / 180^{\circ}=2_{z}^{1}$ ，symmetry operation of $G_{0}$ OyO $180^{-2} z$ conserves $\mathrm{O}_{0}$ relative to the dichromatic system |
| 5 | m | ${ }^{1,5}{ }_{y}$ | mm 2 | $s_{x}, 21$ | $00 z / 180^{\circ}$ $\times 00 / 180^{\circ}$ $0 \mathrm{y} 0 \mathrm{~s}^{\circ}$ | $s_{x} \cdot 2_{z}^{1}$ | $\overline{m m^{\prime} 2} .$ | $00 z / 180^{\circ}=2_{z}^{1}$ ，symmetry operation of $G_{0}$ $\times 00 / 180^{\circ} z$ conserves $G_{0}$ relative to the dichromatic system |
| 6 | m | ${ }^{1,5} \times$ | mm 2 | $s_{\beta} \cdot 2^{1}$ | $\begin{aligned} & 002=180^{\circ} \\ & \bar{x} \times 0 / 180^{\circ} \\ & \times \times 0 / 9^{\circ} \end{aligned}$ | $\overline{s_{\beta}{ }^{2} z}$ | $\overline{\overline{m m^{\prime}} 2}$ | $00 z / 180^{\circ}=21 z$ ，symmetry operation of $G_{0}$ $\times \times 0 / 180^{\circ}$ conserves $G_{0}$ relative to the dichromatic system |
| 7 | m | ${ }^{1.5} \beta$ | mm 2 | ${ }^{5} \alpha^{2} 2^{1}$ | $00 \mathrm{z} 180^{\circ}$ $\times \times 0 / 180^{\circ}$ x $\times 0 / \vartheta^{\circ}$ | $\overline{s_{a}, 2_{z}^{1}}$ | $\overline{\overline{m m^{\prime}} 2}$ |  |
| 8 | 2 | $1.2{ }_{2}^{1}$ | mm 2 | $5^{5} \cdot{ }^{5} y$ | $\times 00 / 180^{\circ}$ <br> $0 y 0 / 180^{\circ}$ <br> $00 z / 3^{\circ}$ | 三 | 三 | $\times 00 / 180^{\circ}$ conserves $G_{0}$ $0 y 0180^{\circ}$ conserves $G_{0}$ see no． 1 |
| 9 | 2 | $1,2{ }_{2}^{1}$ | mm 2 | ${ }^{5}{ }^{\prime}{ }^{5} \beta$ | $\times 0 / 180^{\circ}$ <br> $\overline{8} \times 0 / 180^{\circ}$ $00 z / 3^{\circ}$ | 三 | 三 | $\times x 0 / 80^{\circ}$ conserves $G_{0}$ $\times \times 0 / 80^{\circ}$ conserves $G_{0}$ see no． 1 |
| 10 | 1 | 1 | 2 | 21 | $\mathrm{xyO} / \mathrm{v}^{\circ}$ | $2{ }_{z}^{1}$ | $2{ }^{\circ}$ | relative to the dichromatic system |
| 11 | 1 | 1 | m | $5_{x}$ | Oyz／＊ | $5_{x}$ | m＇ | relative to the dichromatic system |
| 12 | 1 | 1 | m | ${ }^{5} y$ | $\times \mathrm{x}$／90 | $5_{y}$ | m＇ | relative to the dichromatic system |
| 13 | 1 | 1 | m | ${ }_{5}$ | $\times \times 0 / 9^{\circ}$ | $\mathrm{S}_{2}$ | $\mathrm{m}^{\prime}$ | relative to the dichromotic system |
| 14 | 1 | 1 | m | ${ }^{5} \beta$ | x×0／9 | ${ }^{5}$ B | $\mathrm{m}^{\prime}$ | relative to the dichromatic system |

## TABLE A8. 8

Dichromatic point groups created by the superposition of two groups $\left\{1,4_{z}^{1}, 4_{z}^{3}, 2_{z}^{1}, s_{x}, s_{y}, s_{\alpha}, s_{\beta}\right\}$

| Proper rotation | Dichromatic point group | Improper rotation | $\begin{aligned} & \text { Dichromatic } \\ & \text { point } \\ & \text { group } \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| xyO/180 ${ }^{\circ}$ | 4/m'mm | $x y z / 0^{\circ}$ | 4/m'mm |
| 00z/45 ${ }^{\circ}$ | $8^{\prime} \mathrm{mm}{ }^{\prime}$ | 00z/45 ${ }^{\circ}$ | '̄'m2' |
| $00 z / \theta^{\circ}$ | $4 m^{\prime} m^{\prime}$ | 00z/ $\theta^{\circ}$ | 42'2' |
| $x 00 /{ }^{\circ}$ | $m m^{\prime 2}$ | $\times 00 /{ }^{\circ}$ | $m m^{\prime 2}$ |
| OyO/ ${ }^{\circ}$ | $m^{\prime \prime} \mathbf{m}^{\prime}$ | OyO/ ${ }^{\circ}$ | $m^{\prime} \mathrm{m}^{\prime}$ |
| $\bar{x} \times 0 /{ }^{0}$ | $m \mathrm{~m}{ }^{\prime 2}{ }^{\prime}$ | $\bar{x} \times 0 / e^{\circ}$ | $m^{\prime \prime}{ }^{\prime \prime}$ |
| $x \times 0 / 0^{\circ}$ | $m^{\prime} \mathrm{m}^{\prime}$ | xx0/ ${ }^{\circ}$ | $m^{\prime} \mathrm{m}^{\prime}$ |
| xyo/ ${ }^{\circ}$ | 2' | $x y 0 / e^{\circ}$ | $\mathrm{m}^{\prime}$ |

Appendix 9<br>POINT GROUPS CONTAINING 8- OR 12-FOLD ROTATION<br>(OR ROTOINVERSION) AXES

It has been pointed out in section 4.3 that 8 - or 12-fold rotation (or rotoinversion) groups must be included in the symmetry classes of dichromatic complexes with (zero- or) one-dimensional translational symmetry (see also section 5.1). These symmetry classes are derived in this appendix (the one-dimensional groups are considered in appendix 10). Initially, the complete list of the ordinary point groups containing 8 - or 12-fold symmetry operations is deduced. For this, combinations among the symmetry elements $8, \overline{8}, 12, \overline{12}$ and the crystallographic symmetry elements must be considered. The procedure for determining these combinations is similar to the one yielding the 32 classical point groups. Thus, applying the method of the conventional crystallography (see e.g. Buerger, 1963) it is found that the only combinations with the 2-fold rotation axis and the mirror plane are permissible. Working on these Iines the ordinary point groups containing an 8- or 12-fold symotry operation are derived. These are given in table A9.1, mereas their geometrical representations are shown in figure A9.1.

Having deduced the ordinary point groups a complete enumeration of the corresponding grey and black-white point groups is feasible. The most comprehensive procedure for the determination of the new groups in the one proposed by Boyle $(1969)^{1}$ for the construction of non-erystel1ocraphic antisymmetry groups.

The basic principle of Boyle's procedure is the classification of the 32 ordinary point groups into families of 'halving aubgroups ${ }^{2}$ and thus forming the halving subgroup diagrams. The construction of

The ordinary classes of 8 - and 12-fold rotation or rotoinversion axes

| Group | Order | Halving subgroups |
| ---: | :---: | :--- |
| 8 | 8 | 4 |
| $\overline{8}$ | 8 | 4 |
| $8 / \mathrm{m}$ | 16 | $4 / \mathrm{m}, 8, \bar{B}$ |
| 8 mm | 16 | $4 \mathrm{~mm}, 8$ |
| $\overline{8} \mathrm{~m} 2$ | 16 | $422,4 \mathrm{~mm}, \overline{8}$ |
| 822 | 16 | 422,8 |
| $8 / \mathrm{mmm}$ | 24 | $4 / \mathrm{mmm}, 8 / \mathrm{m}, 8 \mathrm{~mm}, \overline{8} \mathrm{~m} 2,822$ |
|  |  |  |
| 12 | 12 | 6 |
| $\overline{12}$ | 12 | 6 |
| $12 / \mathrm{m}$ | 24 | $6 / \mathrm{m}, 12, \overline{12}$ |
| 12 mm | 24 | $6 \mathrm{~mm}, 12$ |
| $\overline{12} \mathrm{~m} 2$ | 24 | $622,6 \mathrm{~mm}, \overline{12}$ |
| 1222 | 24 | 622,12 |
| $12 / \mathrm{mmm}$ | 48 | $6 / \mathrm{mmm}, \underline{12} / \mathrm{m}, 12 \mathrm{~mm}, \overline{12} \mathrm{~m} 2,1222$ |

Notes: (1) The elements of each of the above groups are given in tables A9.1a and A9.1b.
(2) The new symbolism is built up on the following principles: each symbol gives from one to three symbols for the elements which lie along special directions. The latter are: the principal axis (along which the non-crystallographic axis iles), the secondary axis perpendicular to it and an axis which is also perpendicular to the principal axis and cuts the secondary axis at $22.5^{\circ}$ (for 8 -fold groups) or $15^{\circ}$ (for 12-fold groups).

TABLE A9.10
Symmetry operotions of the 0-fold point groups

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | X | X | X | $x$ | X | X | X | 1 |  |  | X |  |  |  | X |
| $8_{2}^{1}$ | X |  | X | X |  | X | $x$ | $\mathrm{B}_{2}^{1}$ |  | X | X |  | X |  | X |
| ${ }_{8}^{3}$ | X |  | $x$ | X | $\cdots$ | $x$ | $x$ | ${ }_{8}{ }^{3}$ |  | X | $x$ |  | $x$ |  | $x$ |
| $8{ }_{2}^{5}$ | $x$ |  | X | X |  | X | $x$ | ${ }_{8}^{-5}$ |  | X | X |  | $x$ |  | X |
| 87 | $x$ |  | X | $x$ |  | X | $x$ | ${ }^{8} 7$ |  | X | X |  | X |  | X |
| $4_{2}^{1}$ | $x$ | X | $x$ | $x$ | $x$ | X | $x$ | $\square_{2}^{1}$ |  |  | $x$ |  |  |  | X |
| 4 | X | X | $x$ | X | $x$ | X | $x$ | ${ }_{4}^{4}$ |  |  | $x$ |  |  |  | $x$ |
| $2{ }_{2}^{1}$ | X | $\mathbf{X}$ | X | X | $x$ | X | $x$ | ${ }_{5}{ }_{z}$ |  |  | X |  |  |  | $x$ |
| $2{ }^{1}$ |  |  |  |  |  | X | $x$ | $5^{5}$ |  |  |  | X | X |  | X |
| $3{ }^{1}$ |  |  |  |  |  | X | $x$ | $s^{5} y$ |  |  |  | X | $x$ |  | $x$ |
| $2{ }^{1}$ |  |  |  |  |  | X | X | ${ }_{s}{ }_{a}$ |  |  |  | X | $x$ |  | $x$ |
| 21 |  |  |  |  |  | X | X | ${ }_{5}{ }_{B}$ |  |  |  | $x$ | X |  | $x$ |
| $2{ }_{v}^{1}$ |  |  |  |  | X | X | $x$ | $S_{V}$ |  |  |  | $x$ |  |  | $x$ |
| $2 \frac{1}{5}$ |  |  |  |  | X | - | X | ${ }^{5} \xi_{5}$ |  |  |  | X |  |  | $x$ |
| $2{ }_{p}^{1}$ |  |  |  |  | X | X | X | ${ }_{s}{ }_{p}$ |  |  |  | $x$ |  |  | $x$ |
| 21 |  |  |  |  | X | X | X | ${ }^{5} \boldsymbol{\tau}$ |  |  |  | X |  |  | $x$ |

## TABLE A910

Symmetry operations of the 12-fold point groups

|  | : | 2 | 3 | 4 | 5 | 6 | 7 |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | x | x | x | $x$ | $x$ | x | x | $2{ }_{x}^{1}$ |  |  |  |  |  | $x$ | x |
| 121 | X |  | $x$ | X |  | $x$ | X | $2{ }^{1}$ |  |  |  |  |  | $x$ | x |
| $12_{2}^{5}$ | $x$ |  | $x$ | X | - | $x$ | $x$ | $2_{A}^{1}$ |  |  |  |  |  | $x$ | $x$ |
| $12_{2}^{7}$ | X |  | $x$ | x |  | $x$ | x | $2_{B}^{1}$ |  |  |  |  |  | $x$ | x |
| $12{ }_{2}^{11}$ | $x$ |  | x | $x$ |  | $x$ | x | ${ }^{1}$ |  |  |  |  |  | $x$ | x $x$ |
| $6_{2}^{1}$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | ${ }^{2}$ |  |  |  |  |  | $x$ | $x$ |
| $6_{2}^{5}$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | x | ${ }_{\square}^{1}$ |  |  |  |  | $x$ | $x$ | x |
| 4 | $x$ |  | $x$ | $x$ |  | $x$ | x | $2_{8}^{1}$ |  |  |  |  | $x$ | $x$ | x |
| $4{ }_{2}^{3}$ | x |  | $x$ | $x$ |  | $x$ | x | ${ }^{2}$ |  |  |  |  | $x$ | $x$ | $x$ |
| $3{ }_{2}^{1}$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ - | $x$ | ${ }^{2}$ |  |  |  | * | - $x$ | $x$ | $x$ |
| $3_{z}^{2}$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $x$ | $2_{\theta}^{1}$ |  |  |  |  | $x$ | $x$ | $x$ |
| $2{ }_{2}^{1}$ | x | $x$ | $x$ | $x$ | x | $x$ | $x$ | ${ }^{2}{ }_{\Delta}^{1}$ |  |  |  |  | $x$ | $x$ | $\frac{x}{x}$ |
| 1 |  |  | x |  |  |  | $x$ | ${ }^{5} \mathrm{x}$ |  |  |  | $x$ | $x$ |  | $x$ |
| $\overline{\overline{1}}_{\mathbf{2}}^{1}$ |  | $x$ | x |  | $x$ |  | $x$ | $\mathrm{s}_{\mathrm{y}}$ |  |  |  | $x$ | x |  | $x$ |
| ${ }^{12}{ }_{2}^{5}$ |  | $x$ | x |  | $x$ |  | $x$ | ${ }^{\text {s }}$ A |  |  |  | $x$ | x |  | x |
| $\overline{\mathbf{2}}_{\mathbf{2}}^{7}$ |  | $x$ | x |  | x |  | $x$ | $s_{B}$ |  |  |  | $x$ | $x$ |  | $x$ |
| $\overline{5}^{12}$ |  | $x$ | $x$ |  | X |  | $x$ | ${ }^{\text {s }}$ r |  |  |  | $x$ | x |  | $x$ |
| $\overline{6}_{2}^{1}$ |  |  | $x$ |  |  |  | $x$ | ${ }^{s}{ }_{\Delta}$ |  |  |  | $x$ | X |  | $x$ |
| $\overline{6}_{2}^{5}$ |  |  | $x$ |  |  |  | $x$ | $s_{\theta}$ |  |  |  | $x$ |  |  | $x$ |
| $\overline{4}_{2}^{1}$ |  | $x$ | X |  | $x$ |  | X | ${ }^{s} \Lambda$ |  |  |  | x |  |  | $x$ |
| $\bar{z}_{2}^{3}$ |  | $x$ | $x$ |  | $x$ |  | $x$ | ${ }_{\text {st }}$ |  |  |  | $x$ |  |  | $x$ |
| $3{ }_{2}^{1}$ |  |  | X |  |  |  | $x$ | ${ }^{\text {s }} \mathrm{H}$ |  |  |  | x |  |  | $\frac{x}{x}$ |
| $\overline{3}_{z}^{2}$ |  |  | $x$ |  |  |  | X | $\mathrm{s}_{\mathrm{a}}$ |  |  |  | x |  |  | $\frac{x}{x}$ |
| $\mathrm{s}_{2}$ |  |  | X |  |  |  | X | ${ }^{5}$ |  |  |  | X |  |  | X |

## Figure A9. 1

Stereograms of the $8=$ and $12-f o l d$ point $s y m n e t r y$ classes


non-crystallographic antisymmetry groups requires the extension of these 'femily trees' downards or the establishing of new ordinary groups without halving subgroups.

In the particular case, the 8 - and 12-fold classes belong to the $C_{1}$ and $C_{3}$ families respectively and therefore, the families are extended downards. This is show in figure A9.2. This figure is reproduced from the corresponding diagrams given by Boyle (1969) but the Hermann-Mauguin symbols are given instead of the Schönflie's notation and the 8- and 12-fold ordinary groups are included. The horizontal rows contain groupa of the same order and adjacent rows differ in order by a factor of 2. The tie-lines relate a group $G$ to its halving subgroups $H$ above and the groups of which it is halving subgroup below.

As it has been mentioned in section 2.2 for any ordinary point group $G$ there exists a grey group given by MaG+CG (where $C$ is the colour -identity operation) and a number of black-white point groups. The latter are deflined by $M=H+C(G-H)$ where $H$ is a halving subgroup of $G$, and $G-H$ means the set of elements of $G$ that do not belong to H. It is immediately clear from the last relation that the black-white point groups correaponding to an ordinary point group are equal in number to the halving subgroups of the ordinary group.

Therefore, each tie-line in figure A9.2 defines a black-white group. The innes connecting crystallographic point groups correspond to the $\mathbf{5 8}$ black-white groups found by Tavger \& Zaitser (1956). The rest of the tie-lines correapond to non-crystallographic black-white point groups of the 8 - and 12-fold classes.

Applying this procedure the groy and black-white classes of the 8- and 12-fold axes are derived and the complete lists are given in

## Figure A9.2

The 'family trees' of (one-coloured) point groups used for the construction of two-coloured point groups:
(a) the $C_{1}$ family
(b) the $\mathrm{C}_{3}$ family
(c) the $T$ (or cubic) family

(a)

(b)

(c)
tables A9.2 and A9.3 respectively.

Footnotes 1: See also Tavger \& Zaitsev (1956), Bertaut (1968), Krishnamurti \& Gopalakrishnamurti (1969) and Schelkens (1970).

2: Halving subgroup is a subgroup of index 2, or alter natively stated, a subgroup which has half as many elements as the point group in question.

## TABLE A9. 2

$$
\begin{gathered}
\text { Antisymmetry point groups containing an } \\
\text { (ordinary or colour-reversing) 8-fold } \\
\text { rotation axis }
\end{gathered}
$$

| Ordinary groups | Grey groups | Black-white groups |
| :---: | :---: | :---: |
| 8 | $81^{\prime}$ | $8^{\prime}$ |
| $\overline{8}$ | $\overline{8} 1{ }^{\prime}$ | $\overline{8}$ |
| 8/m | 8/m1 ${ }^{\prime}$ | 8'/m, $8 / \mathrm{m}^{\prime}, 81 / \mathrm{m}^{\prime}$ |
| 8 mm | $8 \mathrm{mmI}{ }^{\prime}$ | $8^{\prime} \mathrm{mm}^{\prime}, 8 \mathrm{~m}^{\prime \prime} \mathrm{m}^{\prime}$ |
| $\overline{8} \mathrm{~m} 2$ | O $\mathrm{m} 21^{\prime}$ |  |
| 822 | 8221' | 8'22', 82'2' |
| 8/mmm | $8 / \mathrm{mmml}{ }^{\text {' }}$ | $8 / m^{\prime} \mathrm{m}^{\prime} \mathrm{m}^{\prime}, 8^{\prime} / \mathrm{mmm}$, |
|  |  | $\begin{aligned} & 8 / m^{\prime} m^{\prime}, 8 / m^{\prime} m_{m} \\ & 8 / m^{\prime} m^{\prime} m^{\prime} \end{aligned}$ |

Altogether 31 two-coloured groups including the 7 ordinary and 7 grey groups.

TABLE A9. 3
Antisymmetry point groups containing an (ordinary or colour-reversing) 12-fold rotation axis

| Ordinary groups | Grey groups | Black-white groups |
| :---: | :---: | :---: |
| 12 | $121^{\prime}$ | 12' |
| $\underline{12}$ | $\underline{12} 1^{\prime}$ | 12' |
| 12/m | 12/ml' | 12/m', 12'/m, $12^{\prime} / \mathrm{m}^{\prime}$ |
| 12 mm | $12 \mathrm{mml}{ }^{\prime}$ | $12 \mathrm{~m}{ }^{\prime} \mathrm{m}^{\prime}$, $12{ }^{\prime} \mathrm{mm}^{\prime}$ |
| 12m2 | $\underline{12} \mathrm{~m} 21^{\prime}$ |  |
| 1222 | 12221 | 122'2', 12'22' |
| $12 / \mathrm{mmm}$ | $12 / \mathrm{mmm}{ }^{\prime}$ | $12^{1} / \mathrm{mmm}^{\circ}, 12^{\prime} / \mathrm{m}^{\prime} \mathrm{mm}^{\prime}$, |
|  |  | $\underline{12} / \mathrm{m}^{\prime} \mathrm{m}^{\prime} \mathrm{m}^{\prime}, 12 / \mathrm{m}^{\prime} \mathrm{mm}$, |
|  |  | $12 / m^{\prime} \mathrm{m}^{\prime}$ |

Altogether 31 two-coloured groups including the 7 ordinary and 7 grey groups

## Appendix 10

ROD GROUPS CONTAINING 8- AND 12-FOLD ROTATION (OR ROTOINVERSION) AXES

A figure without singular points and planes but with a singular axis is called a rod and the singular axis in it is called the axis of the rod. In addition to the translation axis, simple rotation, mirror--rotation and screw axes of any order may coincide with the axis of the rod.

The principles for the deviation of the (one-coloured) symmetry classes of rods is based on the fact that rods can not have inclined axes or symmetry planes, since these would give rise to several rod axes, whereas by hypothesis a rod can have only one singular or special axis. Hence, in order to derive all classes of rod symmetry, only the types of symmetry applicable to figures with a singular point can be used. Therefore, translation axis, screw axis, glido-reflection plane are located along the axis of the rod; additional derivative symmetry elements (centres of symmetry, planes and two-fold axes perpendicular to the rod axis, and mirror-rotation axes coinciding with the axis of the rod) can be arise. The Bravais lattice for a rod is the one-dimenaional net, i.e. the primitive one-dimensional lattice ( $p$ ).

In this appendix the deviation of rod groups containing an 8or 12-fold axis is given. It is evident from the considerationa above that the 8 - or 12 -fold axis must coincide with the rod axis. It is, thus, necessary to add the 8 - or 12-fold point symmetry elements to the translation to obtain the possible rod groups. Hence, it is required to consider the combination of the translation and the new rotation axes; in other words, the screw axes corresponding to 8- or 12-fold rotations must initially be determined.

These screw axes are characterized by the elementary angle $\phi=360^{\circ} / 8=$ $=45^{\circ}$ or $360^{\circ} / 12=30^{\circ}$ respectively, and also by the screw translation $\tau=\frac{j}{n} t$. In the latter relation $t$ is the elementary translation along the axis of the rod, $n$ is equal to 8 or 12 and $j$ is the pitch component of the screm axis.

Consequently, the screw axes isogonal with the 8 - and 12-fold rotation axes have translation components of $\tau=\frac{j}{8}$ ths and $\tau=\frac{j}{12}$ ths of the translation $t$; or:

$$
\begin{aligned}
& \text { ot, } \frac{1}{8} t, \frac{2}{8} t, \frac{3}{8} t, \frac{4}{8} t, \frac{5}{8} t, \frac{6}{8} t, \frac{7}{8} t, \\
& \frac{8}{8} t, \frac{9}{8} t, \ldots
\end{aligned}
$$

and

$$
\begin{aligned}
& \text { ot, } \frac{1}{12} t, \frac{2}{12} t, \frac{3}{12} t, \frac{4}{12} t, \frac{5}{12} t, \frac{6}{12} t, \frac{7}{12} t, \frac{8}{12} t, \frac{9}{12} t, \frac{10}{12} t, \frac{11}{12} t, \\
& \frac{12}{12} t, \frac{13}{12} t, \ldots
\end{aligned}
$$

But note that only the first row of these sequences is really distinct. The second row, for example, can be taken from the first row by an elementary translation.

The results of this consideration for the 8- and 12-fold rotation axes are listed in table A10.1. The pairs of enantiomorphic axes are as follows: $\left(8_{1}, 8_{7}\right),\left(8_{2}, 8_{6}\right),\left(8_{3}, 8_{5}\right),\left(1_{1}, 11_{11}\right),\left(\underline{12}_{2}, 12_{10}\right)$, $\left(12_{3}, 12_{9}\right),\left(12_{4}, 12_{8}\right),\left(12_{5}, 12_{7}\right)$.

Taking into account the operations of the 8- and 12-fold point aymetry (appendix 9) and translation (including screw axes and glide planes) the one-coloured rod groups are now derived (table A10.2). In table A10.2 the symbol $p$ of the translation group is given first; the

## TABLE A10. 1

8 - and 12-fold screw axes

| n |  | permissible screws |
| :---: | :---: | :---: |
| 8 | $\tau$ <br> designation | $\begin{array}{lllllll}n / 4 & \pi / 4 & n / 4 & \pi / 4 & \pi / 4 & n / 4 & \pi / 4\end{array} \pi / 4$ $\begin{array}{llllllll} 0 & \frac{1}{8} t & \frac{2}{8} t & \frac{3}{8} t & \frac{4}{8} t & \frac{5}{8} t & \frac{6}{8} t & \frac{7}{8} t \\ 8 & 8_{1} & 8_{2} & 8_{3} & 8_{4} & 8_{5} & 8_{6} & 8_{7} \end{array}$ |
| 12 | $\tau$ <br> designation | $\begin{array}{llllllllllll}n / 6 & \pi / 6 & 7 / 6 & \pi / 6 & \pi / 6 & \pi / 6 & \pi / 6 & \pi / 6 & \pi / 6 & \pi / 6 & 7 / 6 & n / 6\end{array}$ |

## TABLE A10. 2

Rod groups containing an 8- or 12-fold rotation axis

| 8-fold | 12-fold |
| :---: | :---: |
| $\begin{gathered} p 8_{1}, 8_{1}, p_{2}^{8}, p_{3}, p_{4}^{8}, \\ p 8_{5}, p_{6}, p_{7} \end{gathered}$ |  |
| $p \overline{8}$ | P12 |
| $\mathrm{p}^{8 / m}, \mathrm{p}_{4} / \mathrm{m}$ | $\mathrm{P} 12 / \mathrm{m}, \mathrm{P} \underline{12}_{6} / \mathrm{m}$ |
| $\mathrm{p} 8 \mathrm{~mm}, \mathrm{p} 8 \mathrm{cc}, \mathrm{P}_{4} \mathrm{~mm}$ |  |
| p822, $p^{8} 22, p^{8} 22, p^{8} 3^{22}$ | P1222, $P \underline{12}_{1} 22, P 1_{2} 22, P^{12} 3^{22}$, |
| $P^{8} 4^{22}, P^{8}{ }_{5}^{22}, P^{8} 6^{22}$ |  |
| $p_{7} 22$ | $\mathrm{P} 12_{7}{ }^{22}, \mathrm{P} \underline{12}_{8} 22, \mathrm{P} \underline{12}^{22}$, |
|  | $P{ }^{12}{ }_{10} 22, p \underline{12}_{11} 22$ |
| p8̄2m, $\mathrm{p}^{\mathbf{8} 2 \mathrm{c}}$ | $p \overline{12} 2 m, p \overline{12} 2 c$ |
| $\mathrm{p} / \mathrm{mmm}, \mathrm{P}^{8} / \mathrm{mmm}$, | $\mathrm{p} \underline{12} / \mathrm{mmm}, \mathrm{p} \underline{12}_{6} / \mathrm{mmm}$, |
| p8/mcc | pl2/mec |

letter or number in the second, third and fourth positions of the symbol indicate that a particular symmetry element coinciden vith the coordinate axes $a, b$ and the bisector of the angle between the axes $b$ and $c$ (if no sumetry axes or normal to symmetry planes coincide with the coordinate axis the number 1 is placed in the corresponding position of the symbol, or the position is left vacant). The coordinate axis a is directed along the rod axis, and the axes $b$ and $c$ are orthogonal to the axis and been topologically different make a right or oblique angle with each other, depending on the class of rod symmetry ( 8 - or 12-fold).

The two coloured rod groups containing 8- or 12-fold axes can be derived by considering the one-coloured rod groups (table A10.2) as the 'generating' groups and at the same time the possibility of coloured translation is taken into account, i.e. of (second) black-white lattice (Belov, 1956). Then, according to Belov \& Tarkhova (1956) starting from the monochromatic groups the grey groups are written down. Next come the two-coloured groups with uncoloured translation ( $p$ ). These are obtained by replacing in the monochromatic group symbol one (or more) symmetry elements by coloured ones. Finally the dichromatic groups with coloured translation ( $p^{\prime}$ ) are considered. The complete list of the two-coloured rod groups containing the non-crystallographic 8 - and $12-f o l d$ axes is given in table A10.3.

Antisymmetry rod groups containing a 8-fold symmetry axis

| Number | Rod group symbol |  |  |
| :---: | :---: | :---: | :---: |
|  | One-coloured groups | Neutral (grey) groups | Two-coloured groups |
| 1 | p8 | P81' | $P^{\prime} 8, p^{8 \prime}$ |
| 2 | $\mathrm{P}^{8} 1$ | $p^{8} 1^{11}$ | $p^{\prime} 8_{1}, p^{8} 1$ |
| 3 | $p^{8} 2$ | $\mathrm{PB}_{2}{ }^{1}$ | $P^{\prime} 8_{2}, P^{8}$ |
| 4 | $\mathrm{p}_{3}$ | $p^{8} 3^{10}$ | $p^{\prime} 8_{3} P^{\prime} 8_{3}^{\prime}$ |
| 5 | $\mathrm{P}_{4}$ | $p^{8} 4^{1 \prime}$ | $P^{\prime} 8_{4}, P^{8}{ }_{4}$ |
| 6 | $p 8_{5}$ | $p^{8} 5^{11}$ | $P^{\prime} 8_{5} \cdot P B_{5}^{\prime \prime}$ |
| 7 | $p^{8} 6$ | $\mathrm{P}_{6}{ }^{11}$ | $P^{0} 8_{6}, P_{6}^{1}$ |
| 8 | $p^{8} 7$ | $\mathrm{P}^{8}{ }^{11}$ | $p^{\prime} 8_{7}, p 8_{7}^{\prime}$ |
| 9 | $p^{\overline{8}}$ | $p \overline{8} 1^{\prime}$ | $p^{\prime} \overline{8}, p^{8} \cdot$ |
| 10 | $p^{8 / m}$ | p8/m1' | $p^{\prime} 8 / m, p^{1 / m}, p^{8 / m^{\prime}} \cdot p^{1 / / m^{\prime}}$ |
| 11 | $\mathrm{p}_{4} / \mathrm{m}$ | $\mathrm{pr}_{4} / \mathrm{ml}{ }^{1}$ | $p^{\prime} 8_{4} / m_{,} p^{8}{ }_{4}^{\prime} / m_{,} p_{4}{ }_{4} / m^{1}, p^{8}{ }_{4}^{\prime / m^{\prime}}$ |
| 12 | p8mm | $p^{8 m m}{ }^{\prime \prime}$ | $p^{\prime} 8 m m, p^{8} \mathrm{~mm}^{\prime}, p^{8 m^{\prime}} \mathrm{m}^{\prime}$ |
| 13 | prec | p8cc1' | $p^{\prime} 8 c c, p^{\prime} c^{\prime}, p^{8} c^{\prime} c^{\prime}$ |
| 14 | $\mathrm{P}_{4}{ }^{\text {mm }}$ | $\mathrm{P}_{4}{ }^{\mathrm{mm} 1^{\prime}}$ |  |
| 15 | $p^{822}$ | P8221 ${ }^{\circ}$ | $p^{\prime} 822, p 8^{\prime 22} . p 82^{\prime \prime}$ |
| 16 | $p^{8}{ }^{22}$ | $\mathrm{PB}_{1}{ }^{221}{ }^{\prime}$ | $p^{\prime} 8_{1} 22, p^{8}{ }^{22 \prime}, p^{8} 2^{\prime \prime} 2^{\prime}$ |
| 17 | $p^{8}{ }_{2}^{22}$ | $\mathrm{PB}_{2}{ }^{221}{ }^{\circ}$ | $p^{\prime} 8_{2} 22, p^{8 \prime}{ }^{\prime 2}{ }^{\prime} \cdot p^{8} 2^{\prime \prime} 2^{\prime}$ |


| Number | Rod group symbol |  |  |
| :---: | :---: | :---: | :---: |
|  | One-coloured groups | Neutral (grey) groups | Two-coloured groups |
| 18 | $p 8_{3} 22$ | $\mathrm{PB}_{3}{ }^{221}{ }^{1}$ | $p^{\prime} 8_{3} 22, p 8_{3}^{\prime 2} 2^{\prime}, p_{3} 2^{\prime} 2^{\prime}$ |
| 19 | $\mathrm{PB}_{4}{ }^{22}$ | $p^{8}{ }^{221}$ | $p^{\prime} 8_{4} 22 \cdot p 8_{4}^{\prime 2} \cdot{ }^{\prime \prime} \cdot 8_{4} 2^{\prime 2} 2^{\prime}$ |
| 20 | $P^{8} 5^{22}$ | p85 ${ }^{221}$ | $p^{\prime} 8_{5} 22, p 8_{5}^{\prime 2} 22^{\prime}, p_{5} 2^{\prime \prime} 2^{\prime}$ |
| 21 | $p^{8}{ }^{22}$ | P86\% ${ }^{221}$ | $p^{\prime} 8_{6} 22, p 8^{\prime}{ }^{22} \cdot p 8_{6} 2^{\prime \prime} 2^{\prime}$ |
| 22 | $\mathrm{P}_{7}{ }^{22}$ | $\mathrm{p}_{7}{ }^{221}$ | $p^{\prime} 87^{22} \cdot p^{8} 7^{22 \prime} \cdot p^{8} 7^{2 \prime} 2^{\prime}$ |
| 23 | $p \overline{8} 2 \mathrm{~m}$ | $p \overline{8} 2 \mathrm{~m} 1^{1}$ | $p^{\prime} \overline{8} 2 m, p^{\overline{8}} 2 m^{\prime}, p^{\overline{8}} 2^{\prime} m, p^{\overline{8}} 2^{\prime} m^{\prime}$ |
| 24 | $p \overline{2} 2 c$ | p8̄2c1' | $p^{\prime \prime} \overline{8} 2 c, p^{\overline{8}} 2 c^{\prime}, p^{\overline{8}} 2^{\prime} c, p^{\overline{8}} 2^{\prime} c^{\prime}$ |
| 25 | $p^{8 / m m m}$ | p8/mmm1 |  |
|  |  |  | $p^{8 / m m} m^{\prime} m^{\prime} \cdot p^{8 / m^{\prime}} \mathrm{mm}, p^{8 / m^{\prime}} \mathrm{m}^{\prime} m$ |
| 26 | $\mathrm{P}^{8} /{ }_{4} \mathrm{mmm}$ | $\mathrm{p}^{8}{ }_{4} / \mathrm{mmmI}{ }^{\text {l }}$ | $p^{\prime} 8_{4} / \mathrm{mmm}^{2}, p_{4} / m^{\prime} \mathrm{m}^{\prime} \mathrm{m}^{\prime}, p^{8}{ }_{4}^{1} / \mathrm{mmn}^{\prime}$ |
|  |  |  | $\mathrm{pB}_{4} / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}, \mathrm{pB}_{4} / \mathrm{m}^{\prime} \mathrm{mm}^{\prime} \mathrm{pr}_{4} / \mathrm{m}^{\prime} \mathrm{m}^{\prime} \mathrm{m}$ |
| 27 | p/mec | $\mathrm{p}^{8 / \mathrm{mccl}}{ }^{\prime}$ | $p^{\prime} 3 / m c c, p 8 / m^{\prime} c^{\prime} c^{\prime}, p^{\prime \prime} / m e c^{\prime}$, |
|  |  |  | $p^{8 / m} c^{\prime} c^{\prime}, p^{8 / m} m^{\prime} c c, p^{8 / m^{\prime}} c^{\prime} c$ |

Antisymnetry rod groups containing a 12-fold symmetry axis

| Number | Rod group symbol |  |  |
| :---: | :---: | :---: | :---: |
|  | One-coloured groups | $\begin{gathered} \text { Neutral } \\ \text { (grey) groups } \end{gathered}$ | Two-coloured groups |
| 1 | P12 | P121 ${ }^{\prime}$ | $p^{\prime} 12, p 12{ }^{\prime}$ |
| 2 | P 121 | $P \mathrm{PL}_{1}{ }^{1}$ | $p^{\prime} \underline{12}_{1}, P^{12}{ }_{1}^{\prime}$ |
| 3 | P 122 | P12 $2^{1 /}$ | $P^{\prime} 12_{2}, P 12 '$ |
| 4 | $\mathrm{P}_{12} 3$ | $\mathrm{P}_{12} 3^{1}$ | $p^{\prime} 12{ }_{3}, p 12_{3}^{\prime}$ |
| 5 | $\mathrm{P}^{12} 4$ | P12 $4^{1 /}$ | $P^{\prime} 12_{4}, P^{12}{ }_{4}^{\prime}$ |
| 6 | P125 | $\mathrm{Pl2}_{5}{ }^{1}$ | $P^{\prime} 12_{5}, P^{12}{ }_{5}^{\prime}$ |
| 7 | $\mathrm{P}^{12}{ }_{6}$ | $P \underline{12}_{6}{ }^{\prime}$ | $P^{\prime} \underline{12}_{6}, P \underline{12}_{6}^{\prime}$ |
| 8 | $\mathrm{P} \underline{12}_{7}$ | $\mathrm{Pl}^{12} 7^{1}$ | $\mathrm{P}^{\prime} \underline{12}_{7}, \mathrm{P}^{12}{ }_{7}^{\prime}$ |
| 9 | $\mathrm{P}^{12} 8$ | $\mathrm{pl}^{12} 8^{1}$ | $P^{\prime} 12_{8} \cdot P^{12}{ }_{8}^{\prime}$ |
| 10 | P129 | $p$ 12 $^{11}$ | $P^{\prime} 12.1{ }^{\prime} P^{12}{ }_{9}^{\prime}$ |
| 11 | P 1210 | $\mathrm{P}^{12} 10^{1 \prime}$ | $P^{\prime} 12{ }_{10}, P 12{ }_{10}$ |
| 12 | $p{ }^{12} 11$ | P12 $11^{11}$ | $P^{\prime} 1211^{\prime} p^{12} 11$ |
| 13 | $p \underline{12}$ | P121 | $P^{\prime} \overline{\underline{1}}, \mathrm{P}^{12}{ }^{\prime}$ |
| 14 | $\mathrm{p} 12 / \mathrm{m}$ | $\mathrm{p} 12 / \mathrm{ml}{ }^{\prime}$ | $p^{\prime} 12 / m, p^{12} / m, p 12 / m^{\prime}, p 12^{\prime} / m^{\prime}$ |
| 15 | $\mathrm{P} 12_{6} / \mathrm{m}$ | $\mathrm{P}^{12} \mathrm{C}_{6} / \mathrm{ml}$ | $p^{\prime} 122_{6} / m, p 121 / m, p 12{ }_{6} / m^{\prime}, p 121 / m^{\prime}$ |
| 16 | P 12 mm | $\mathrm{P} 12 \mathrm{mml}{ }^{\prime}$ | $p^{\prime} 12 m m, p 12^{\prime} m^{\prime}, p 12 m^{\prime} m^{\prime}$ |
| 17 | pl2cc | P12cc1' | $p^{\prime} 12 \mathrm{cc}, \mathrm{p} 12^{\prime} \mathrm{cc}{ }^{\prime}, \mathrm{pl2} c^{\prime} c^{\prime}$ |


| Number | Rod group symbol |  |  |
| :---: | :---: | :---: | :---: |
|  | One-coloured groups | Neutral (grey) groups | Two-coloured groups |
| 18 | $\mathrm{P} \underline{12}_{6} \mathrm{~mm}$ | $\mathrm{Pl2}_{6} \mathrm{mml}{ }^{\prime}$ | $P^{\prime} \underline{12}_{6} m m, p \underline{-}_{6}^{\prime} \mathrm{mm}^{\prime}, \mathrm{P} \underline{12}_{6} \mathrm{~m}^{\prime} \mathrm{m}^{\prime}$ |
| 19 | $p 1222$ | P12221' |  |
| 20 | $\mathrm{P}^{12} 1^{22}$ | $p \underline{12}_{1221}{ }^{\prime \prime}$ | $P^{\prime} 121_{1} 22, p 121^{\prime 2}{ }^{\prime} \cdot p 12_{12} 2^{\prime} 2^{\prime}$ |
| 21 | $\mathrm{P} \mathrm{l2}_{2} 22$ | P12 $2^{2211}$ |  |
| 22 | $\mathrm{P}_{12}{ }_{3} 22$ | $P \underline{12}^{221}$ | $P^{\prime} \underline{12}_{3} 22, p \underline{12}_{3}^{\prime 22 \prime} \cdot p \underline{12}_{3} 2^{\prime \prime} 2^{\prime}$ |
| 23 | $p 124^{22}$ | $\mathrm{P} 124^{221}$ | $P^{\prime} \underline{12}_{4}^{22, p 12}{ }_{4}^{22 \prime} \cdot p-_{4}^{12} 2^{\prime 2}$ |
| 24 | $\mathrm{P} \underline{12}^{2} 22$ | $\mathrm{P} \underline{12}_{5} 221^{\prime}$ | $\mathrm{P}^{\prime} \underline{12}_{5} 22, P \underline{12}_{5}^{\prime 22} \cdot \mathrm{P}^{12} 5_{5} 2^{\prime} 2^{\prime}$ |
| 25 | $P \underline{12}_{6} 22$ | $P{ }^{12} 6^{221}{ }^{\prime}$ | $P^{\prime} \underline{12}_{6} 22, p \underline{12}_{6} 22^{\prime}, P \underline{12}_{6} 2^{\prime} 2^{\prime}$ |
| 26 | $\mathrm{P} \underline{12}_{7}{ }^{22}$ | $\mathrm{P} \underline{12}{ }^{221}{ }^{\text {' }}$ | $p^{\prime} 127^{22}, p_{12} 7^{22 \prime}, p 127^{\prime \prime} 2^{\prime}$ |
| 27 | $p 12822$ | $\mathrm{pl}_{8}{ }^{221}$ | $P^{\prime} \underline{12}_{8} 22, p 12_{8}^{\prime 22 \prime}, p 122^{2} 2^{\prime}$ |
| 28 | $p \underline{12} 92$ | P $\underline{12}^{2210}$ | $P^{\prime} 122_{9} 22 . p+9^{\prime 2} 22^{\prime}, p 122^{\prime} 2^{\prime}$ |
| 29 | $P 1210^{22}$ | $p{ }^{12} 10^{221 .}$ | $p^{\prime} 12{ }_{10} 22, p 1_{12} 0^{22 \prime}, p \underline{12}_{10^{2 \prime}}{ }^{\prime}$ |
| 30 | $P \underline{12}_{11} 22$ | $P 12_{12}{ }^{221}{ }^{\circ}$ | $P^{\prime} \underline{12}_{11^{2}} 22, P \underline{12}_{11^{\prime}} 22^{\prime}, P \underline{12}_{11^{\prime \prime}}{ }^{\prime \prime}$ |
| 31 | $p \underline{12} 2 m$ | $p \underline{12} 2 m 1$. | $p^{\prime} \underline{\overline{12}} 2 m, p \overline{12}{ }^{\prime} 2^{\prime} m, p \overline{12}{ }^{\prime} 2 m^{\prime}, p \overline{12} 2 m^{\prime}$ |
| 32 | $p \underline{\underline{12}} 2 c$ | $p \underline{12} 2 c 1^{1}$ | $p^{\prime} \overline{12} 2 c, p \overline{12}{ }^{\prime} 2^{\prime} c, p \overline{12}{ }^{\prime} 2 c^{\prime}, p \overline{12} 2^{\prime} c^{\prime}$ |
| 33 | $p 12 / \mathrm{mmm}$ | $p 12 / \mathrm{mmm} 1^{\prime}$ | $p^{\prime} 12 / \mathrm{mmm}, p 12 / m^{\prime} m^{\prime} m^{\prime} \cdot p^{12} / / m m m^{\prime} .$ |
|  |  |  | $p \underline{12} / \mathrm{mm}^{\prime} \mathrm{m}^{\prime} \cdot \mathrm{p} 12 / \mathrm{m}^{\prime} \mathrm{mm}, \mathrm{p} 12 / \mathrm{m}^{\prime} \mathrm{m}^{\prime} \mathrm{m}$ |
| 34 | $\mathrm{P} 12_{6} / \mathrm{mmm}$ | $\mathrm{P} \underline{12}_{6} / \mathrm{mmm} 1^{\prime}$ | $p^{\prime} 12_{6} / m m m, p 12_{6} / m^{\prime} m^{\prime} m^{\prime}, p \underline{121} / \mathrm{mmm} n^{\prime}$, |
|  |  |  | $p 12_{6} / \mathrm{mm} \mathrm{~m}^{\prime}, \mathrm{p} \underline{12}_{6} / \mathrm{m}^{\prime} \mathrm{mm}, \mathrm{p} \underline{12}_{6} / \mathrm{m}^{\prime} \mathrm{m}^{\prime} \mathrm{m}$ |
| 35 | p12/mec | p12/mecl ${ }^{\prime}$ | $p^{\prime} 12 / m c c, p 12 / m^{\prime} c^{\prime} c^{\prime}, p 1^{12} / \mathrm{mcc}$ '. |
|  |  |  | $p 12 / m c^{\prime} c^{\prime} \cdot p 12 / m^{\prime} c c, p 12 / m^{\prime} c^{\prime} c$ |

## Appendix 11

SUBGROUPS OF SPATIAL SYMMETRY GROUPS

A subgroup of a given spatial group is a group of lower symmetry obtained by the removal of certain operations from the given spatial group. The subgroup is composed of some, but not all, the symmetry operations of the basic group; the missing operations are suppressed. This definition is subject to possible misinterpretation. It does not follow from what has been said that the subgroups necessarily have the same cell dimensions as the cell of the basic group. The cell of the subgroup is bound to be different from that of the basic group if any operation of the lattice translation is among the suppressed set of operations.

A systematic method of deriving these subgroups was outlined by Hermann (1929b) ${ }^{1}$; later Buerger (1947) derived independently a method that is similar in most but not all respects. According to Hermann's approach the spatial subgroups are distinguished into:
(a) zellengleiche subgroups ${ }^{2}$, in which the descent in symmetry has only affected the rotations and reflections but not the accompanying translation in the unit cell. These subgroups can be subdivided as follows:
( $a_{1}$ ) subgroups belonging to the same point group as the given group, and,
( $a_{2}$ ) subgroups belonging to a different point group from that of the given group.
(b) klassengleiche subgroups ${ }^{2}$, in which only the translations and not the types of symmetry elements of the crystal class are affected. The crystal system of these subgroups is the same as that of the given group.

Hermann (1929b) has shown, however, that if a subgroup is neither zellengleich nor klassengleich then it is a klassengleich subgroup of a zellengleiche subgroup of the given group.

A11.1 Subgroups of one-coloured spatial groups
A list of the zellengleichen subgroups of the 230 (classical) space groups derived by Hermann has been published in the Internationale Tabellen zur Bestimmung von Kristallstrukturen (1935) and corrections to this table were given by Ascher, Gramlich \& Wondratschek (1969). The notation in this first list follows, however, the lines laid down by the International Union of Crystallography in the 1935 edition and care must be given when these tables are used. More recently lists of zellengleichen and/or klassengleichen subgroups of the space groups were published by Ascher (1967, 1968), Neübuser \& Wondratschek $(1969,1970)$ and Boyle \& Lawrenson ( 1972a, b).

The zellengleichen and klassengleichen subgroups of the two-sided, one-coloured layer groups, on the other hand, have been listed by Holser (1958b).

## A11.2 Subgroups of two-coloured spatial groups

No tables of the zellengleichen and klassengleichen subgroups of the two-coloured spatial groups are, in the best of the author's knowledge. available ${ }^{3}$. An enumeration of these subgroups is a vory large task; alternatively, the method for the determination is outlined here. However, only the case of zellengleichen subgroups is treated here. The procedure for the determination of the klassengleichen subgroups is fairly complicated and the only available lists are those published by Boyle \& Lawrenson (1972b) (for the classical space groups) and by Holser (1958b) (klassengleichen subgroups of the two-sided, one-coloured layer groups).

These tables as well as the list of sub- (and super-) operations of aymmetry ${ }^{4}$ are then used for determining the klassengleichen subgroups of the two-coloured spatial groups.

## A11.2.1 Determination of the zellengleichen subgroups of two-coloured spatial groups

The deviation of the zellengleichen subgroups is based on the following theorem (Hermann, 1929b): 'there is only one zellengleiche subgroup for each subgroup of the point group which is isomorphic to the given spatial group'. Consequently, if the subgroups of the particular (two-coloured) point group are known then for each of them there will be one and only one isomorphous (spatial) zellengleiche subgroup. In the most of the cases the answer can be written immediately by inspecting either the symbol of the given spatial group or the diagrams of the twocoloured groups given by Koptsik (1966).

When the zellengleichen subgroups are determined regard must be given to the various possible orientations of the symmetry elements. If a point subgroup adopts more than one crystallographically non-equivalent orientation in the given point group then different zellengleiche subgroups might arise. Thus, it is advisable to use the point subgroup tables published by Ascher \& Janner (1965) where all the subgroups of the twocoloured point groups are listed.

## A11.2.2 The determination of the zellengleichen subgroups of the space group $14 / m m^{\prime} m^{\prime}$ '

As an example the two-coloured space group $14 / \mathrm{mn}$ ' m ' is now considered and its zellengleichen subgroups are determined.

The isomorphic point group is $4 / \mathrm{mm} \mathrm{m}^{\prime}$ ' and the list of its subgroups is given in table 6.2.1. As it can be seen in this table the
point group $4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ contains a number of subgroups adopting different orientations. The two subgroups $m^{\prime} m^{\prime} 2=\left\{1,2_{y^{\prime}}^{1}, s_{z}^{\prime}, s_{x}^{\prime}\right\}$ and $m^{\prime} m^{\prime} 2=\left\{1,2_{\beta}^{1}\right.$, $\left.s_{\alpha}^{\prime}, s_{z}^{\prime}\right\}$, for example, adopt two positions in $4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ differing by a rotation by an angle of $45^{\circ}$ about the 4-fold axis.

The question arising in such cases is: what could be the zellengleichen subgroups associated with each of these point groups? This can be found by inspecting the diagramatic representation of the space group I4/mn'm'; figure A11.1 shows the (001) projection of this space group. It is seen from this figure that if only the symmetry operations $\left\{1,2_{y}^{1}, s_{z}^{\prime}, s_{x}^{\prime}\right\}^{5}$ are retained the resulting space group is $I_{n} n^{\prime} m^{\prime} 2$. On the other hand, if only the symmetry operations $\left\{1,2_{\beta}^{1}, a_{\alpha}^{\prime}, s_{z}^{\prime}\right\}$ are considered the zellengleiche subgroup is $\mathrm{Fm}^{\prime} \mathrm{m}^{\prime 2}$. By similar considerations all the zellengleichen subgroups of the space group $14 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ are uniquely determined in table A11.1.

> Footnotes 1: A very short analysis can be found in the International Tables for X-ray Crystallography (1969); see also Senechal (1980).
> 2: Although the English terms cell-equivalent (mzellengleiche) and class-equivalent (aklassengleiche) express exactly the meaning of the German words they are rarely used in the literature.
> 3: With the exception of the list of halving klassengleiche and zellengleiche subgroups (of all indices) given by Koptsik (1966). This list contains, however, many errors and omissions.
> 4: See International Tables for X-ray Crystallography (1969).

5: The axes $x, y, z$ of the coordinate aystem are considered along the directions [100]. [010]. [001] respectively.

## Figure All. 1

(001) projection of the two-coloured space group $14 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ (origin at centre $4 / \mathrm{mm}^{\prime} \mathrm{m}^{\prime}$ )


TABLE A11. 1
Zellengleichen subgroups of the two-coloured space group I4/mm'm'

| Number | Zellengleiche subgroup | Number | Zellengleiche subgroup |
| :---: | :---: | :---: | :---: |
| 1 | I4/mm'm' | 18 | $\mathrm{c} 2^{\prime} / \mathrm{m}^{\prime}$ |
| 2 | İ̄2'm' | 19 | c2/m |
| 3 | İ̄2'm' | 20 | Im'm'2 |
| 4 | I $4 \mathrm{~m}^{\prime} \mathrm{m}^{\prime}$ | 21 | Fm'm'2 |
| 5 | I42'2' | 22 | I2'2'2 |
| 6 | I4/m | 23 | F2'2'2 |
| 7 | I4 | 24 | Pİ |
| 8 | 14 | 25 | Cm' |
| 9 | Im'm'm | 26 | Cm' |
| 10 | Fm'm'm | 27 | Cm ${ }^{\text {' }}$ |
| 11 | Im'm2' | 28 | Cm' |
| 12 | Im'm2' | 29 | c2' |
| 13 | Fm'm2' | 30 | C2' |
| 14 | Fm'm2' | 31 | C2' |
| 15 | c 2 / $\mathrm{m}^{\prime}$ | 32 | C2' |
| 16 | c 2 / $\mathrm{m}^{\prime}$ | 33 | Cm |
| 17 | $\mathrm{c} 2^{\prime} / \mathrm{m}^{\prime}$ | 34 | C2 |
|  |  | 35 | P1 |

Note: The serial numbers in the above table correspond to the ones in table 6.2.1.

## Appendix 12 <br> ACCURATE DETERMINATION OF THE BEAM DIRECTION <br> IN ELECTRON DIFFRACTION PATTERNS

A method for the determination of the exact direction of the electron beam in the crystal is described in this appendix. The principle of the method is based on the main features of the geometry of Kikuchi patterns; these characteristics can be unterstood by making use of the simplified treatment first proposed by Kikuchi (1928a,b).

Kikuchi lines are the best means for an exact determination of the crystal orientation and several methods estimating the direction of the electron beam in a crystal have been proposed (Otte, Dash \& Schaake, 1964; Heimendahl von, Bell \& Thomas, 1964; Sheinin \& Cann, 1965; Ryder \& Pitsch, 1968; Pumphrey \& Bowkett, 1970a,b; Heimendahl, 1971). The methods of Ryder \& Pitsch and of Pumphrey \& Bowkett, considered to be the most accurate, are based on the measurment of the relative position of Kikuchi lines and diffraction spots. In practice, however, it is often difficult to achieve the maximum accuracy of the above mentioned procedures, specially in thick foils where the reflections are diffused, and bright Kikuchi lines are broad when situated close to reflections. Moreover, In both methods the exact position of the centre of the diffraction pattern is required.

In table A12.1 the factors which influence the accuracy of the beam direction determination are summarized. It can be seen that no method is available for eliminating the errors due to the uncertainty in the position of the central spot. On the other hand, in the case of Kikuchi lines being intersected out of the plate the errors may be eliminated by employing the approach proposed by Kozumbowski (1977).

## TABLE A12.1

Factors influencing the accuracy with which the beam direction of a Kikuchi-line pattern can be obtained

| Error introduced by | Error causes | Error is eliminated by |
| :---: | :---: | :---: |
| Broad Kikuchi <br> lines | Uncertainty in the determination of their position | i) SADP taken from an area reasonably thick ( $1 / 2$ max usable penetration thickness) <br> ii) using Kikuchi lines not situated close to reflection (*) |
| Kikuchi lines being intersected out of the plate | Uncertainty in the measurement of distances between Kikuchi poles and central spot | Using the method proposed by Kozumbowski (1977), i.e. by using the intersection of the dark Kikuchi lines surrounding the central spot |
| Diffuse central spot | Uncertainty in the measurement of distances between Kikuchi poles and central spot |  |
| Use of the microscope itself (**) | The total inaccuracy by such effects is extremely small (Pumphrey \& Bowkett, 1970b) | (negligible errors) |

(*) If the dark Kikuchi line is closer than $\approx g / 4$ to the central spot measurements may be safely made (Pumphrey, 1970)
(**) Errors arise from lens aberrations, high-tension supply instabilities and the positioning of the plate in the microscope

However, it requires the use of reasonably large triangles of Kikuchi 1ines. This decreases the inherent accuracy of the method primarily because of ill-defined intersections of Kikuchi lines ${ }^{1}$.

Such errors are, however, eliminated by employing the method presented here. The procedure is based on the observation that the centre of the electron diffraction pattern as well as the intersections of the Kikuchi lines can be determined by means of analytical geometry.

## A12.1 Description of the method

Suppose a selection is made of three Kikuchi lines which form a triangle enclosing the trace of the primary beam ${ }^{2}$ (figure A12.1). If the analytical equations of the three lines and the coordinates of the diffraction spots relative to an (arbitrary) coordinate system are known then straightforward calculations yield the lengths and angles required for the indexing of the pattern and the determination of the beam direction (see e.g. Andrews et al. 1971).

Let that the equation of the line corresponding to the trace of the $i$-th reflecting planes is found to be $y=\alpha_{1} x+\beta_{1}$ and that the coordinates of the $j$-th spot are $\left(x_{j} \otimes y_{j}\right)$. Then, the coordinates of the Kikuchi poles $\mathbf{P}_{\mathbf{k l}}$ are determined by the intersection of the $k-t h$ and l-th lines. Subsequently, the distances $A B, B C, C A$ and the angles $\alpha, \beta, \gamma$ (figure A12.1) are easily calculated from the usual formula of the distance between two points and the cosine law for the triangle $A B C$.

In order to determine the distances $A O, B O, C O$ the coordinates of the central spot are required. This point lies in the intersection of the lines drawn perpendicular to the corresponding Kikuchi line and passing through the appropriate diffraction spot ${ }^{3}$. This is carried out as indicated in figure A12.2.


## Figure Al2. 2

Sketch indicating the basic analytical calculations necessary for indexing a Kikuchi-line pattern and determining the beam direction. The pole $p_{i j}$ lies in the intersection of the lines $y=\alpha_{i} x+\beta_{i}$ and $y=\alpha_{j} x+\beta_{j}$. The central spot lies in the intersection of the lines drawn perpendicular to the corresponding Kikuchi lines and passing through the appropriate diffraction spot; thus, for example, $y=\alpha_{3} x+\beta_{3}$ with $\alpha_{3}=-1 / \alpha_{1}$ and $\beta_{3}=y_{1}-\alpha_{3} x_{1}$.


During the course of this thesis the determination of the coordinates of points lying on Kikuchi lines or diffraction spots were made by using a digitizer (see appendix 14 for details). This instrument provides the means of measuring coordinates directly from the plate (which is fixed firmly on the working table); the coordinates are expressed relative to an arbitrary origin.

The analytical equation of each of the Kikuchi lines is determined by measuring the coordinates of 20 points ${ }^{4}$ lying on it. Then, the linear least-squares method is utilized for determining the 'best fitting' line. The inherent error in the determination of each line is estimated by calculating the correlation coefficient (see e.g. Chatfield, 1978). Similarly, the coordinates of the diffraction spots are determined as the averaged estimates ( $\bar{x}_{i}, \bar{y}_{i}$ ) of the measured coordinates ( $x_{i j}, y_{i j}$ ) of the i-th spot.

## A12.2 Application of the method

The application of the above method is illustrated by means of figure A12.3. In order to establish the inherent accuracy of the digitizer measurments as well as of the analytical geometry calculations the beam direction was determined by obtaining 10 estimates by using the triangle ABC of Kikuchi lines.

Measurments of the coordinates were made on the negative plate instead on a print in order to eliminate systematic errors which may be introduced by the printing process. The correlation coefficients for the lines $A, B, C$ and the standard deviation of the coordinates of the diffraction spots $S_{1}, S_{2}, S_{3}$ are given in table A12.2. These remults indicate that the inherent accuracy of the digitizer is better than 0.015 cm (values of $s_{x}$ and $s_{y}$ remain within the range of 0.007 to 0.015 cm ).


Figure Al2. 3
A Kikuchi-line pattern from silicon

## TABLE A12.2a

Statistics indicating the inherent accuracy of the determination of the analytical equation of Kikuchi lines

| Kikuchi-line <br> pair | $\sigma^{*}$ | $1-\sigma$ | Standard deviation <br> of a mean + |
| :---: | :---: | :---: | :---: |
| A | 0.99970 | $0.30 \times 10^{-3}$ | $\pm 0.00019$ |
| B | 0.99850 | $1.50 \times 10^{-3}$ | $\pm 0.00024$ |
| C | 0.99976 | $0.24 \times 10^{-3}$ | $\pm 0.00015$ |

(*) Correlation coefficient of the least-squares method (mean value of 10 observations)
(+) Calculated from 10 estimates

## TABLE A12.2b

Statistics indicating the inherent accuracy of the determination of the coordinates of diffraction spots

| Diffraction <br> spot | Standard deviation <br> of a mean |  |
| :---: | :---: | :---: |
|  | $\mathbf{s}_{\mathbf{x}}$ | $\mathbf{s}_{\mathbf{y}}$ |
| 1 | $\pm 0.015$ | $\pm 0.014$ |
| 2 | $\pm 0.009$ | $\pm 0.008$ |
| 3 | $\pm 0.009$ | $\pm 0.007$ |

(*) Calculated from 10 estimates

When relatively strong diffraction spots are used the greater relative errors of determining the spot position reduce the final accuracy (spot no. 1). However, the use of excessively weak spots also increases the error, owing to a considerable reduce in contrast.

Relatively small differences between the correlation coefficients for the least-squares lines were obtained. In all cases the differences remain within the range $0.15 \times 10^{-3}$ to $0.24 \times 10^{-3}$; these results indicate a deviation from the ideal value ( $\sigma=1$ ) in the range of $0.30 \times 10^{-3}$ to $1.50 \times 10^{-3}$. The relatively high deviation $\left(1.5 \times 10^{-3}\right)$ of $\sigma$ for the line B probably originates from errors of measurements due to the relatively low contrast of the Kikuchi line B. On the other hand, the amall deviation $\left(0.30 \times 10^{-3}\right)$ of $\sigma$ for lines $A$ and $C$ seems at least partly to be due to the longest Kikuchi lines.

The inherent accuracy of the calculations can be found by an error propagation investigation. A means to establish this is by considering:
(1) the stardand deviation of the calculated estimates of the central point; the errors in the calculated $x$ - and $y-c o-$ ordinates of the central spot were found to be $\pm 0.030$ and $\pm 0.026 \mathrm{~cm}^{5}$ respectively, and,
(2) the errors in the calculated distances $P_{1}, P_{2}, P_{3}$ and angles $\alpha, \beta, \gamma$ (figure A12.1); these are summarized in table A12.3. The unexpectedly low error in the estimation of angle $\beta$ seems at least to be accidental.

These considerations lead to the conclusion that the distance between the Kikuchi poles $P_{12}, P_{23}, P_{31}$ and between these poles and the centre of the pattern can be determined with an accuracy $\pm 0.30 \mathrm{~mm}$. . A Bragg angle for the 111 type reflection is typically $0.5^{\circ}$. If distances

TABLE A12.3

Comparison between measured and calculated values of the ratios $p_{i} / p_{j}$ and angles $\alpha, p_{i} \gamma$

| Ratios <br> or angles | Measured <br> value, M | Calculated <br> value, C | Error <br> $\|\mathrm{M}-\mathrm{C}\|$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{p}_{2} / \mathrm{p}_{1}$ | 1.130 | 1.141 | 0.011 |
| $p_{1} / p_{3}$ | 1.055 | 1.037 | 0.018 |
| $p_{2} / p_{3}$ | 1.192 | 1.183 | 0.009 |
| $\alpha$ | $-40.00^{\circ}$ | $-40.48^{\circ}$ | $0.48^{\circ}$ |
| $\beta$ | $78.69^{\circ}$ | $78.88^{\circ}$ | $0.19^{\circ}$ |
| $\gamma$ | $-61.03^{\circ}$ | $-60.72^{\circ}$ | $0.31^{\circ}$ |

on a plate are measured to $\pm 0.30 \mathrm{mn}$ then deviation in the beam direction due to inaccuracy in length measurements is $\Delta \theta=\frac{0.5^{\circ} \times 0.30}{10} \cong 54^{\prime \prime}$ of arc. Therefore, the overall error in the determination in the beam direction must be of the order of $1^{\prime}$ of arc.

-     -         - 

Footnotes 1: This is primarily due to the splitting of the lines caused by dynamical interactions between Kikuchi lines (Pfister, 1953; Gjónnes \& Watanabe, 1966; Gjønnes \& Høier, 1969).

2: This requirement is not necessary since the centre of the diffraction pattern can equally well be outside the chosen triangle of Kikuchi lines.

3: It is, therefore, obvious that the minimum information required is the presence of three Kikuchi lines and of the diffraction spots associated to two of these lines.

4: It was found that the difference in the calculated analytical equations obtained by having 20 and 50 points was less than $1 \%$, whereas the computer time required is directly proportional to the number of points.

5: Standard deviation of a mean value (10 observations).

## Appendix 13

## the accurate determination of the misorientation matrix

It was mentioned in section 9.1 that the misorientation relationship of a bicrystal is expressed by a rotation $\theta$ about a direction [hkl], or, in matrix notation, by the rotation matrix $\mathrm{R}=\left[\mathrm{r}_{\mathrm{ij}}\right]$ (Lange, 1967). This matrix expresses a rigid-body rotation and consequently it is a $3 \times 3$ orthogonal matrix (i.e. $R^{-1}=R R^{T}=I$, where $R^{-1}, R^{T}$ are the inverme and transport matrices of $\underset{\sim}{R}$ and $\underset{N}{I}$ is the $3 \times 3$ unit matrix).

Experimentally R is determined by establishing the indices of two pairs of parallel directions, with one of each pair in each cryatal (a third pair of such directions follows automatically from the vector cross-product of the first two). It should be noticed, however, that this is the minimum information required to define an orientation relationship $\underset{=}{R}$ and that additional pairs of directions will overdetermine the relationship and allow an estimate of the error in the procedure to be obtained.

The experimental error introduced in the determination of R arises from experimental errors in the determination of the beam directions (see appendix 12). The propagation of these errors through the calculations of $\underset{=}{\mathrm{R}}$ causes to a systematic error among the components of R. Therefore, it is important to prevent the propagation of systematic errors in $\underset{=}{R}$ and, at the same time, to find the best fitting $R$ to the available data.

The problem can be stated as follows. Given two sets (A and B) of $N$ vectors $\underline{a}_{a}, \underline{b}_{a}(a=1,2, \ldots, N)$ find an orthogonal rotation matrix ${ }_{\underline{=}}$ with determinant +1 which converts the coordinates $b_{\text {ia }}(i=1,2,3)$ to
$b_{i a} \operatorname{mi}_{j} R_{i j} b_{j a}$ and minimizes the residual $S=\sum_{i a} w_{a}\left(a_{i a}-b_{i a}^{\prime}\right)^{2}$. Here $w_{a}$ is a weight assigned to each of the vectors $a_{a} b_{a}$ and in the present treatment it is assumed that $w_{a}=1$.

Mackenzie (1957) considered the simpler case of the above mentioned problem where the best unconstrained transformation between the two sets of directions is to be determined. In other words, the transformation matrix $R$ calculated by the Nackenzie's method will not necessarily correspond to a rigid-body rotation (Diamond, 1976; see also below). The method presented here is in fact an extension of Nackenzie's method where the orthogonality constraints are also taken into account.

A similar problem occurs in various other crystallographic situations where the best rotation to fit a given atomic arrangment to approximately measured coordinates is to be found. Such situations are particularly common among biological macromolecules (Freer et al. 1970; Huber et al. 1971; Hendrickson, 1979): other crystallographic examples include related molecular structures from different crystals, multiple copies of the same molecule on a single asymmetric unit, and similar substructures within a single molecule. Several procedures have been described for finding the linear orthogonal transformation to superpose two structures (see e.g. Cox, 1967; Maclahlan, 1972; Rao \& Rossmann, 1973; Nyburg, 1974; Diamond, 1976; Kabsch, 1976; Ferro \& Hermans, 1977). In all these procedures, however, the only transformations considered are linear ones and in the first instance, although a non-orthogonal transformation is discovered, the information expressed by the non-orthogonality is suppressed. Moreover, the just mentioned methods convenge showly unless the number of atomic positions to be superposed is high. Thus, these procedures are not appropriate for the determination of the misorientation matrix R.

This matrix is usually deduced from five pairs of parallel directions plus their cross-products (see e.g. Clark, 1976). The method given here indicates, however, that a solution is also possible for a small number of data (only two experimentally determined pairs of parallel directions are required) despite the non-linear character of the problem. The solution is, in fact, an iterative process but sufficient convergence in the least-squares minimization is rapid and the process is quite free from false minima. But, the greatest advantage of the method is that the obtained matrix $R$ expresses in a very good approximation linear orthogonal transformation.

A13.1 The least-squares method for the calculation of the misorientation matrix

Suppose that the vectors $a_{a}$ and $b_{a}$ have already been referred to rectangular cartesian reference frames of uniform physical scale (e.g. Angstrom units). Then the k-th vector $b_{k}$ in grain $B$ can be related to the vector $\theta_{k}$ of the 'parallel' (ignoring experimental errors) direction In grain $A$ by the linear transformation:

$$
\begin{equation*}
{\underset{\mathrm{a}}{k}}^{\approx} \underline{b}_{k}^{\prime}=\mathrm{Rb}_{k} \tag{A13.1}
\end{equation*}
$$

The optimal parameters for this general linear transformation will be these that minimize the weighted sum of squares of discrepancies between 'parallel' directions in the two crystals:

$$
\begin{equation*}
S=\sum_{k=1}^{N}\left(a_{k}-b_{k}^{\prime}\right)^{2}=\sum_{k=1}^{N}\left[\sum_{i=1}^{3}\left(a_{i k}-b_{i k}^{\prime}\right)^{2}\right] \tag{A13.2}
\end{equation*}
$$

where the weighting factor $w_{k}=1(k=1,2, \ldots, N)$ is omitted and $a_{1 k}{ }^{\prime} b_{1 k}^{\prime}$ are the $i$-th components of the vectors $g_{k}$ and $b_{k}^{\prime}$ respectively. Inis inposes a inear least-squares problem that can be solved directiy and
and uniquely from the set of nine normal equations generated by minimization conditions that $\partial S / \partial r_{i j}=0$ for all $i$ and $j$.

The transformation matrix $R$ found in the minimization of (A13.2) will not necessarily correspond to a rigid-body rotation. Indeed, Diamond (1976) has shown how such a matrix can be factored into the product $\mathrm{R}=\mathrm{AS}$ of a pure rotation and a pure stratn. The transformation $S$ is a symmetric matrix representing the strain, and the matrix A expresses the rotation that brings into coincidence the principal axes of strain. Clearly, if the reference sybtèns are to be 'moved as rigid bodies' R itself must be an orthogonal transformation matrix (i.e. S=I and, hence, $\underset{=}{\mathrm{R}=\mathrm{A}} \mathrm{F}$; see below). The elements of such a matrix are the direction cosines of the rectangular cartesian reference frame with respect to another. Consequently, the necessary and sufficient conditions that $R$ should represent an orthogonal transformation are:

$$
\begin{align*}
& g_{1}=r_{11}^{2}+r_{12}^{2}+r_{13}^{2}-1=0 \\
& g_{2}=r_{21}^{2}+r_{22}^{2}+r_{23}^{2}-1=0 \\
& g_{3}=r_{31}^{2}+r_{32}^{2}+r_{33}^{2}-1=0  \tag{A13.3}\\
& g_{4}=r_{21} r_{31}+r_{22^{2}} r_{32}+r_{23} r_{33}=0 \\
& g_{5}=r_{11} r_{31}+r_{12} r_{32}+r_{13} r_{33}=0 \\
& g_{6}=r_{11} r_{21}+r_{12} r_{22}+r_{13} r_{23}=0
\end{align*}
$$

The problem is then to find an orthogonal matrix $\underset{\sim}{R}$ which minimizes the function (A13.2) subject to the constraints (A13.3) (which can be written as $\sum_{k} r_{k i} r_{k j}-\delta_{i j}=0$ where the $\delta_{i j}$ are the elements of the unit matrix). The desired linear transformation can be constrained to meet
the orthogonality conditions through the introduction of the Lagrange multipliers $\lambda_{i j}$ (Wilson, 1952). Introducing a symmetrical matrix L with elements $\lambda_{i j}$ an auxiliary function $F=\frac{1}{2} \sum_{i, j} \lambda_{i j}\left(\sum_{k} r_{k i} r_{k j}-\delta_{i j}\right)$ is constructed and added to $S$ to form the Lagrangian function $G=S+F$. Since for each different condition (A13.3) an independent number $\lambda_{i j}$ is available, the constrained minimum of $S$ is now included among the free minima of $G$. A free minimum of $G$ can only occur where:
and

$$
\frac{\partial G}{\partial r_{i j}}=\sum_{k=1}^{3} r_{i k}\left(\sum_{n=1}^{N} a_{k n} a_{j n}+\lambda_{k j}\right)-\sum_{n=1}^{N} b_{i n} b_{j n}=0
$$

$$
\frac{\partial G}{\partial r_{m k} \partial r_{i j}}=\delta_{m i}\left(\sum_{n=1}^{N} a_{k n} a_{j n}+\lambda_{k j}\right)
$$

are the elements of a positive definite matrix, $a_{k n}$ and $b_{k n}$ are the components of the vector $a_{n}$ and $b_{n}$ respectively. Insomuch as the constraining conditions are quadratic, this minimization is not a straightforward linear least-squares problem. Kabsch (1976) has given an elegant eigenvalue solution of the above problem. Alternatively ${ }^{1}$, solution can be achieved if equations (A13.3) are linearized by a Taylor series expansion about approximate values for the matrix elements $r_{i j}$, and equation (A13.2) is also expressed as a first-order Taylor expansion. The initial parameters for these expansions derive from the unconstrained minimization of S. Parametars shifts tending to minimize $S$, and thereby, to impose the constraints are then found by solving the resultanting set of fifteen normals equations $\partial F / \partial \delta r_{i j}=0$ and $\partial F / \partial \lambda_{1}=0$ for all allowed $i, j, 1$. Note that the Lagrangian function $F$ is now written in the form $F=S+\sum_{l=1}^{6} \lambda_{1} g_{1}$ in order to reduce the normal equations. The pifcess is then iterated until suffleient convergence is reached.

A13.2 The solution of the constrained least-squares minimization equations
In order that the Taylor expansions be carried out the following
deviations are introduced:

$$
\begin{equation*}
p_{i j}=r_{i j}-t_{i j} \tag{A13.4}
\end{equation*}
$$

where $p_{i j}$ and $t_{i j}$ are the elements of the matrices $P$ and $R^{0}$ respectively. Matrix ${\underset{N}{N}}^{\mathbf{O}}$ contains the approximate values of the parameters $r_{i j}$ ob.tained by some preliminary procedure (for example, by the unconstrained least--square method), and the elements of $\underset{=}{P}$ are the corrections for $t_{i j}$, that is, the corrections obtained from the least-squares calculation.

Now, if $S$ is at its minimum value, and if any or all of the residuals then undergo small variations (expressed by $\delta p_{i j}$ ) the variation in $S$ will be zero to within higherpowers of the variations in the residuals; in other terms:
$\frac{1}{2} \delta S=\sum_{k=1}^{N}\left[\sum_{i=1}^{3}\left(a_{i k}-b_{i k}\right) \delta p_{i 1}+\sum_{i=1}^{3}\left(a_{i k}-b_{i k}\right) \delta p_{i 2}+\sum_{i=1}^{3}\left(a_{i k}-b j_{i k}\right) \delta p_{i 3}\right]=0$
Let, now, $h_{i}$ be the small numbers by which the conditions $g_{i}$ fail to be satisfied by the elements of the matrix $\mathbb{R}^{0}$, i.e.s

$$
\begin{align*}
& h_{1}=t_{11}^{2}+t_{12}^{2}+t_{13}^{2}-1 \\
& h_{2}=t_{21}^{2}+t_{22}^{2}+t_{23}^{2}-1 \\
& h_{3}=t_{31}^{2}+t_{32}^{2}+t_{33}^{2}-1  \tag{A13.6}\\
& h_{4}=t_{21} t_{31}+t_{22} t_{32}+t_{23} t_{33} \\
& h_{5}=t_{11} t_{31}+t_{12} t_{32}+t_{13} t_{33} \\
& h_{6}=t_{11} t_{21}+t_{12} t_{22}+t_{13} t_{23}
\end{align*}
$$

Then, the constraints $g_{i}$ can be expanded in a power series in the small quantities $p_{1 j}$ and only linear terms being retained:

$$
\begin{align*}
& h_{1}=\left[\frac{\partial g_{1}}{\partial r_{11}}\right]_{t_{11}} p_{11}+\left[\frac{\partial g_{1}}{\partial r_{12}}\right]_{t_{12}} p_{12}+\left[\frac{\partial g_{1}}{\partial r_{13}}\right]_{t_{13}} p_{13} \\
& h_{2}=\left[\frac{\partial g_{2}}{\partial r_{21}}\right]_{t_{21}} p_{21}+\left[\frac{\partial g_{2}}{\partial r_{22}}\right]_{t_{22}} p_{22}+\left[\frac{\partial g_{2}}{\partial r_{23}}\right]_{t_{23}} p_{23} \\
& h_{3}=\left[\frac{\partial g_{3}}{\partial r_{31}}\right]_{t_{31}} p_{31}+\left[\frac{\partial g_{3}}{\partial r_{32}}\right]_{t_{32}} p_{32^{+}}\left[\frac{\partial g_{3}}{\partial r_{33}}\right]_{t_{33}} p_{33} \\
& h_{4}=\left[\frac{\partial g_{4}}{\partial r_{21}}\right]_{t_{21}} p_{21}+\left[\frac{\partial g_{4}}{\partial r_{22}}\right]_{t_{22}} p_{22}+\left[\frac{\partial g_{4}}{\partial r_{23}}\right]_{t_{23}} p_{23}+ \\
& +\left[\frac{\partial g_{4}}{\partial r_{31}}\right]_{t_{31}} p_{31}+\left[\frac{\partial g_{4}}{\partial r_{32}}\right]_{t_{32}} p_{32}+\left[\frac{\partial g_{4}}{\partial r_{33}}\right]_{t_{33}} p_{33}  \tag{A13.7}\\
& h_{5}=\left[\frac{\partial g_{5}}{\partial r_{11}}\right]_{t_{11}} p_{11}+\left[\frac{\partial g_{5}}{\partial r_{12}}\right]_{t_{12}} p_{12}+\left[\frac{\partial g_{5}}{\partial r_{13}}\right]_{t_{13}} p_{13}+ \\
& +\left[\frac{\partial g_{5}}{\partial r_{31}}\right]_{t_{31}} p_{31}+\left[\frac{\partial g_{5}}{\partial r_{32}}\right]_{t_{32}} p_{32}+\left[\frac{\partial g_{5}}{\partial r_{33}}\right]_{t_{33}} p_{33} \\
& h_{6}=\left[\frac{\partial g_{6}}{\partial r_{11}}\right]_{t_{11}} p_{11}+\left[\frac{\partial g_{6}}{\partial r_{12}}\right]_{t_{12}} p_{12^{+}}\left[\frac{\partial g_{6}}{\partial r_{13}}\right]_{t_{13}} p_{13}{ }^{+} \\
& +\left[\frac{\partial g_{6}}{\partial r_{21}}\right]_{t_{21}} p_{21}+\left[\frac{\partial g_{6}}{\partial r_{22}}\right]_{t_{22}} p_{22}+\left[\frac{\partial g_{6}}{\partial r_{23}}\right]_{t_{23}} p_{23}
\end{align*}
$$

The deviations in the above relations should be evaluated at the adjusted values of $r_{i j}$ but they will actually be computed at $t_{i j}$ which are assumed to be near enough. By differentiating the above relations:

$$
\begin{aligned}
& {\left[\frac{\partial g_{1}}{\partial r_{11}}\right]_{t_{11}} \delta p_{11}+\left[\frac{\partial g_{1}}{\partial r_{12}}\right]_{t_{12}} \delta p_{12}+\left[\frac{\partial g_{1}}{\partial r_{13}}\right]_{t_{13}} \delta p_{13}=0} \\
& {\left[\frac{\partial g_{2}}{\partial r_{21}}\right]_{t_{21}} \delta p_{21}+\left[\frac{\partial g_{2}}{\partial r_{22}}\right]_{t_{22}} \delta p_{22}+\left[\frac{\partial g_{2}}{\partial r_{23}}\right]_{t_{23}} \delta p_{23}=0} \\
& {\left[\frac{\partial g_{3}}{\partial r_{31}}\right]_{t_{31}} \delta p_{31}+\left[\frac{\partial g_{3}}{\partial r_{32}}\right]_{t_{32}} \delta p_{32}+\left[\frac{\partial g_{3}}{\partial r_{33}}\right]_{t_{33}} \delta p_{33}=0} \\
& {\left[\frac{\partial g_{4}}{\partial r_{21}}\right]_{t_{21}} \delta p_{21}+\left[\frac{\partial g_{4}}{\partial r_{22}}\right]_{t_{22}} \delta p_{22}+\left[\frac{\partial g_{4}}{\partial r_{23}}\right]_{t_{23}} \delta p_{23}+} \\
& +\left[\frac{\partial g_{4}}{\partial r_{31}}\right]_{t_{31}} \delta p_{31}+\left[\frac{\partial g_{4}}{\partial r_{32}}\right]_{t_{32}} \delta p_{32}+\left[\frac{\partial g_{4}}{\partial r_{33}}\right]_{t_{33}} \delta p_{33}=0 \\
& {\left[\frac{\partial g_{5}}{\partial r_{11}}\right]_{t_{11}} \delta p_{11}+\left[\frac{\partial g_{5}}{\partial r_{12}}\right]_{t_{12}} \delta p_{12^{+}}\left[\frac{\partial g_{5}}{\partial r_{13}}\right]_{t_{13}} \delta p_{13^{+}}} \\
& +\left[\frac{\partial g_{5}}{\partial r_{31}}\right]_{t_{31}} \delta p_{31}+\left[\frac{\partial g_{5}}{\partial r_{32}}\right]_{t_{32}} \delta p_{32}+\left[\frac{\partial g_{5}}{\partial r_{33}}\right]_{t_{33}} \delta p_{33}=0 \\
& {\left[\frac{\partial g_{6}}{\partial r_{11}}\right]_{t_{11}} \delta p_{11}+\left[\frac{\partial g_{6}}{\partial r_{12}}\right]_{t_{12}} \delta p_{12}+\left[\frac{\partial g_{6}}{\partial r_{13}}\right]_{t_{13}} \delta p_{13}+} \\
& +\left[\frac{\partial g_{6}}{\partial r_{21}}\right]_{t_{21}} \delta p_{21}+\left[\frac{\partial g_{6}}{\partial r_{22}}\right]_{t_{22}} \delta p_{22}+\left[\frac{\partial g_{6}}{\partial r_{23}}\right]_{t_{23}} \delta p_{23}=0
\end{aligned}
$$

(A13.8)

Now, by multiplying equations (A13.8) by $-\lambda_{1}, 6$ equations are obtained which are introduced in equation (A13.5). The nine equations are thus obtained which together with equations (A13.7) consist a
system of 15 equations with 15 unknown variables (the six $\lambda_{i}$ 's and nine $p_{i j}$ ). The solution of this system yields the values of $p_{i j}$. A13.3 Error propagation in the calculation of the misorientation matrix

The systematic errors in the components of R introduced by the experimental errors in the determination of the beam directions can be expressed as follows.

Let ${\underset{A}{R}}^{R_{a}}$ be the misorientation matrix calculated by the unconstraint least-squares method ('first approximation' matrix). Diamond (1976) has shown that if $\mathrm{R}_{\mathrm{a}}$ is not an orthogonal matrix then it can be factorized according to

$$
\begin{equation*}
\frac{R_{\mathrm{a}}}{\mathrm{~m}}=\mathrm{RS} \tag{A13.9}
\end{equation*}
$$

The matrix $\underset{\sim}{R}$ is an orthogonal matrix expresaing a pure rotation having three independent elements, and $S_{m}$ is symmetric having six independent elements, thus providing for nine independent elements in $\mathrm{R}_{\mathrm{a}}$. Equation (A13.9) states, therefore, that the transformation $\mathrm{Ra}_{\mathrm{a}}$ is to be considered as a pure strain followed by the application of a pure rotation ${ }^{2}$. It is evident that if there are no experimental errors in the determination of the beam directions then $\underset{=}{\operatorname{S}=I}$; where $I$ is the $3 \times 3$ unit matrix. Thus, the deviation of $\mathbf{S}$ from the 'ideal value' I provides a means for the expression of the systematic errors introduced in the calculation of the misorientation matrix.

From (A13.9):
(using the superscript to denote a transpose matrix), but since $S^{T} \mathbf{N}$ by definition:

$$
\underline{S}=\left(\frac{R_{a}^{T} R{ }_{a}^{T}}{R_{a}}\right)^{1 / 2}
$$

and the factorization is complete by writting:

$$
\stackrel{R}{=}=\frac{R}{=a}\left(R^{T}{ }^{T} R_{a}\right)^{1 / 2}
$$

The matrix $\left(\underset{a}{R_{a}^{R}}{ }_{a}^{R_{a}}\right)^{1 / 2}$ is real symmetric positive definite, and it has
 of those of $\underset{=}{R_{a}^{T} R_{a}}$ (Bellman, 1960). Only the positive square roots need to be considered; negative square roots correspond to an end-to-and reversal.

Footnotes 1: This solution is an application of three papens by Deming (1931, 1934, 1935).

2: It would, of course, be possible to write the factors in (A13.9) as SR and to develop the aubsequent formulation on that alternative basis.

## Appendix 14

a package of computer prograns for the fast solution of electron DIFFRACTION SPOT/KIKUCHI LINE PATTERNS

The determination of the misorientation across a grain boundary can be time consuming, particularly when large numbers of similar readinge are required or repetitive calculations performed. This is eapecially true of the measurements required to determine the beam direction by using the method outlined in appendix 12. The employment of high speed digital electronics añ fast computer programs reduces the required time as well as increases the accuracy of the determination.

## A14.1 Description of the procedure

During the course of this project the determination of the coordinates of points lying on Kikuchi lines or diffraction spots were made using the Ferranti digitizer insulated in the Liverpool University Computer Laboratory. This system has a point-to-point resolution of 0.025 mm over a wide range of temperature and humidity conditions (see 'ADE Modular Digitisers, User Handbook' published by Ferranti). This instrument provided the means of measuring coordinates directly from the plate (which is fixed on the working table); the coordinater are expressed relative to an arbitrary origin. The output, consisting of a list of point coordinates, is punched onto paper tape in ASCII code to allow the information to be fed directly in the George 3/4 filestore of the ICL 1900 series computer.

The use of the digitizer (together with the analytical method $\sim$ presented in appendix 12) provides a means for more accurate measuremente of distances and angles. This immediately yields a higher accuracy in the determination of the beam direction. Also, it permits computer
assisted techniques to be successfully amployed for the solution of the diffraction spot/Kikuchi line patterns. For this a package of computer programs has been written. Figure A14.1 shows the flow diagram summarizing the sequential operation of the package routines for a typical Kikuchi line pattern.

A14.2 Program INDEX for the indexing of electron diffraction spot/Kikuchi line patterns

Program INDEX, and its associated subroutines, calculates and prints out the indices of a diffraction spot or Kikuchi line pattern as seen in the electron microscope. The crystal giving rise to the pattern is of cubic symmetry and provision has been given to the following structures: simple cubic, face centred cubic, body centred cubic and diamond-type--structure. The indexing procedure is based on the approach of Thomas (1970).

The data specifying the pattern are on $n-1$ data cards (where $n$ is the number of spot/lines to be indexed). The program starts (figure A14.2) by reading the data of three spots/lines. It then generates the reciprocal lattice points allowed, as a consequence of space group restrictions, calculates the interplanar distances $d_{\text {hkl }}$ (subroutine RECIPL) and sorts them in increasing order (subroutine SORTIN and NAG library subroutine MøLAAF). This list is then searched (subroutine SOLVE) for determining the $d_{h k l}$ which give values for the ratios $P_{i} / P_{j}$ consistent (within a given error limit) to those measured. Thus, each spot/line is assigned a set of possible (hkl).

The algorith employed in subroutine SOLVE implies a signiflcant reduction in the execution time (compared to otfier available programs). The computing time was further reduced by using optimizing techniques such as the binary technique for reaching an array (subroutine BINARY).

## Figure A14.1

Flow diagram summarizing the sequential operation of the package routines for indexing a typical Kikuchi-line pattern and determination of the beam direction.
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## Figure A14. 2

Structure of the computer program INDEX


The program then chooses a pair of three 'indexed' diffraction spots/Kikuchi lines and determines all possible interplanar angles between them as dictated by the cubic lattice geometry. These calculated interplanar angles are then compared with the experimentally observed ones. Once a match is obtained, within the given angle error, another pair of diffraction spots/Kikuchi lines is chosen and the procedure is repeated for their possible (hkl) indices.

When consistences are obtained between calculated and observed interplanar angles for the three spots/lines the control passes to the subroutine SAVE. This subprogram assigns (hkl) indices to the rest of the spots/lines present in the particular pattern; this is achieved by using the already determined indices.

Finally, the progran issues the print statement 'INDEXING OKEY' and prints out the indices of the diffraction spots/Kikuchi lines. If no fit can be obtained between the calculated reciprocal lattice points and observed spots/lines within the given linear and angular error limits, the program issues the print statement 'INDEXING FAILS'. The control returns then to the start to read in the next set of data. specifying either another pattern or wider error limits.

## Appendix 15

## PREPARATION METHODS OF SILICON SAMPLES FOR TRANSMISSION ELECTRON MICROSCOPY

The material used throughout the course of the experimental work has been silicon. As it mentioned in section 1.3 this material has been primarily chosen for its great importance in technological applications.

In this appendix the specimen preparation methods employed during the course of this work are given. However, before carring on to a detailed description of these methods it would be of interest to notice that there are two main difficulties associated with the preparation of semiconductor specimens:
(1) a strictly non-preferential thinning process is required, and,
(2) owing to the extreme brittlness of semiconducting materials the thinned specimens frequently break during handing before they can be examined in the electron microscope.

## A15.1 Samples from bulk material

Generally the preparation of a TEM specimen involves two stages:
(a) cutting of suitably shaped slides from the bulk and mechanical polishing up to $0.7-0.4 \mathrm{~mm}$ thickness (which is well above the limit, 0.1 mm , that the mechanical means safely permit; Irving, 1961), and,
(b) thinning of the samples by non-mechanical means until an electron-transparent area is obtained.

Silicon discs 3 mm in diameter and 2 mm in thickness were cut out from the rod-shaped bulk ${ }^{1}$ where profuse twinning occured during crystal growth. These slides were then hand-thinned to 0.7 mm on wet grinding paper. For this a special designed jig (Irving, 1961) was used in order
to control the sample thickness as well as ensure that the two sides of the slide were parallel at the time during the polishing process.

In order to reduce further the thickness of the sample before the final thinning process as well as to remove any surface damage introduced by the grinding a fast chemical polishing technique was employed; the etchant used was a mixture of $100 \mathrm{cc} \mathrm{HNO}_{3}$ (69\%), 60 cc HF (48\%) and $60 \mathrm{cc} \mathrm{CH}_{3} \mathrm{COOH}$ (100\%). After the chemical polish the sample was about $200 \mu \mathrm{~m}$ thick with a polished surface where a number of linear features wére visiblewith naked eye. This enabled areas of particular interest to be selected and cut from the slide (see below).

Discs 3 mm in diameter were then cut off by a quick and simple technique described by Goodhew (1972). This involves the masking of 3 mm diameter areas of the sample with adhesive tape discs $(3.05 \mathrm{~mm}$ in diameter) punched out from an acid-resistant tape supplied by Struers Chemiske Laboratorium ${ }^{2}$. The whole side of the slide sample was masked while several tape discs were sticked on the other side. The exposed areas were then dissolved by using the fast chemical solution mentioned above. The total time required for the unmasked areas to dissolve was about 5 mins (initial sample thickness approximately $200 \mu \mathrm{~m}$ ) short enough to prevent chemical polishing of the edges of the masked discs.

By this method a total of 30 discs were cut off from a slide approximately 4 mm diameter. The main other advantage of the method is that it allows areas of particular interest to be selected and discs containing these areas to be cut. The discs so obtained were then used for preparing the TEM samples.

## A15.2 Transmission electron microscopy sample preparation

It is well-known that in the transmission electron microscopy the transmitted intensity depends very strongly on the electron scattering
factor of the material, which increases with the atomic number. Thus, for silicon (atomic number 14) samples less than approximately $10,000 \AA$ thick are required.

It is of interest to notice that both visible and 100 kV electrons are transmitted through silicon only in section 5,000 \& thick or less. Thus appearence of visible transmitted light through the sample during the preparation process can be used as index of area suitability for electron microscopy and for halting the thinning process.

## A15.2.1 Chemical techniques

Two techniques can be used for the preparation of TEM silicon samples, mainly, the ion-beam thiming method and the chemical techniques. A number of chemical methods are available for the preparation of single--crystal silicon specimens ${ }^{3}$. The method by Booker \& Sticker (1962) is simple and rapid, and allows the particular area of the specimen which is thinned to be previously selected. Moreover, the technique provides a rapid polishing rate and high quality non-preferential polish has been reported for the case of single silicon samples.

Kolbesen et al. (1975) described a method for preparing large (several millimeters in diameter) electron-transparent areas of single--crystal silicon. The method is based on employing rotation of both the etchant and sample, and produces TEM specimens with uniform thickness (the diameter of the transparent area is limited by the diameter of TEM sample holder).

On the grounds that no chemical method is available for TEM sample preparation of polycrystalline silicon, both the above techniques have been used during the course of this work. The method by Booker \& Sticker (1962) was found by the author to be reasonably quick (as little as

10 mins per specimen of thickess $200 \mu \mathrm{~m}$ ) and reproducible. Specimens prepared by this technique had, however, areas with rough surface. Furthermore, it was found very difficult to obtain a thin erea containing a grain boundary, since a step across the boundary was always formed. This was explained by the fact that the thinning rate depends very sensitively on the surface orientâtion. The same effect was observed in specimens prepared by the technique of Kolbesen et al. (1975). This technique was developed for thinning silicon wafers and the authors had no expirience in employing the method for polycrystaline eilicon. A15.2.2 Ion-beam thinning technique ${ }^{4}$

As an alternative the ion-beam thinning technique was used. Generally speaking, in semiconducting materials ion-beam thinning gives a smaller differential rate between differently orientated surfacas than does chemical attack (Booker, 1970). Conditions for ionmbean thinning of silicon filmes have been reported by Linington (1970) and Booker (1970) and the general conditions which must occur for all materials have been outlined by Abrahams et al. (1968) and Molcik (1970). It was found that the following conditions:

$$
\begin{array}{ll}
\text { ion energy } 6 \mathrm{kV} \\
\text { beam current } & 100 \mu \mathrm{~A} / \mathrm{gun} \\
\text { angle } & 10-15^{\circ}
\end{array}
$$

were the best compromise between thinning time and differential thinning rates between the two surfaces. In the later stage of thinning it is not thinning rate but depth of damage or differential thinning rates between two orientations which are important and hence the amples were finished at a glancing angle (5-10 $)$.

The above operation conditions were found to give a sample with smooth, clear surface and no thinning-rate-dependence on the surface orientation was observed." Sometimes although large electron-transparent areas of the specimen were covered by various surface artefacts with the appearence of hills and valley or ripples; the scale of these artefacts is sub-micron. Such artefacts have already been reported by several workers (see e.g. Trillat, 1964) but no explanation has been proposed. It has been found during the course of this work that changes in the rotational speed of the specimen does not affect the size or the extent of such artefacts.

The overall time required for the ion-beam thinning process was appreciably long (typical times 24-36 hours). Moreover, it was found necessary to examine several specimens in order to find a boundary suitable for investigation. The reasons for this were that either the whole transparent area was covered by the above mentioned artefacts or the boundaries did not satisfy the requirements for the application of the method to determine the rigid-body displacements (see section 9.2).

Footnotes 1: The bulk was kindly supplied by Dr. A.G. Cullis of the Royal Signal and Radar Establishment.

2: H. Struers Chemiske Laboratorium, 38 Skindergade, DK-1159 Copenhagen K, Denmark.

3: See Irving (1961), Riesz \& Bjorling (1961), Aerta et al. (1962), Booker \& Sticker (1962), Sticker \& Booker (1963), Finch et al. (1963), Frankl (1964), Bickell (1973), Kolbesen et al. (1975).

4: The author wishes to express his thanks to Mr. R. Devenish for his willing help with the ion-beam thinning technique.

## Appendix 16 <br> COVALENT BONDING IN DIAMOND-STRUCTURE-TYPE MATERIALS

The group IV elements, carbon, silicon, and germanium ${ }^{1}$ crystallize with the diamond structure. This structure is the result of covalent bonding as is discussed immediately below.

The covalent bond is an electron pair (or homopolar) bond and is usually formed from two electrons, one from each atom participating in the bond. Thus, in the ideal model of the covalent bond these electrons (often called valency electrons) form a molecular orbital wo to be effectively localized between atoms. The strength of the resultant covalent bond will depend on the extent of overlap of the two atomic orbitals.

The number of covalent bonds that an atom form depends on its electronic conflguration and the direction of the bonds is determined by which atomic orbitals are combined to form molecular orbitals. The covalent bonds that an atom form are thus limited in number and restricted in direction. In the case of silicon ${ }^{2}$ maximum overlap of atomic orbitals is achieved when the four valency electrons are in sp ${ }^{3}$ hybrid orbitals, which have their directions of maximum electron density disposed towards the corners of a regular tetrahedrom centred on the silicon nucleus. When molecular orbitals are formed from those sp ${ }^{3}$ atomic orbitals the silicon atom will be tetrahedrally coordinated; this leads to the well--known diamond-type crystal structure.

A crystal of silicon is effectively a macromolecule; all the bonds in the crystal are purely covalent bonds which are very atrong. The requirement that the bonds from each silicon atom should be tetrahedrally disposed is imposed by the molecular orbital formation which otherwise
would not be energetically effective. Consequentiy, the conditions for minimum energy configuration in silicon can be expressed as follows:
(1) all the $s p^{3}$ atomic orbitals are combined to form molecular orbitals, or in other words, no dangling bonds exist, and,
(2) the molecular orbitals give rise to tetrahedral coordination; the angięs between any two intersecting bonds is equal to $109^{\circ} 28^{\prime}$.

However, the postulate of the tetrahedral atom requires that the atoms have a conflguration that is tetrahedral but is not necessarily that of a regular tetrahedrom. So long as the four bonds have a general tetrahedral orientation an increase in the bond energy is accounted for, since change from the tetrahedral angle is associated with loss in atomic orbital overlapping.

Footnotes 1: Also (grey) tin below $13^{\circ} \mathrm{C}$.
2: The considerations, herein, apply to carbon, sermanium and grey tin as well.

## Appendix 17

ADDITIONAL ELECTRON DIFFRACTION INFORMATION FOR SILICON

As may be seen from the Howie-Whelan $(1960,1961)$ equations there are a number of parameters required before these equations may be evaluated for the calculation of the intensity profiles. These parameters must be determined with the highest possible accuracy so an accurate determination of the rigid-body displacement is flesible (section 9.2). This brief appendix presents values for the most important of these parameters.

## A17.1 Silicon structure data

Silicon is in the fourth column of the periodic table, possessing the diamond structure with symmetry type Fd3m of atomic number 14. The space lattice of silicon is face centred cubic. A primitive basis of two identical atoms at $(0,0,0)$ and $(1,1 K, K)$ is associated with each lattice point ${ }^{1}$. There are eight atoms in a unit cube; each atom has four nearest neighbors and twelve next-nearest neighbors. The tetrahedral bonding of the silicon structure is the result of covalent bonding (appendix 16). The lattice parameter of pure silicon (corrected for refraction) at $25^{\circ} \mathrm{C}$ is $a=5.5307 \&\left(\right.$ Pearson 1956, 1967) ${ }^{2}$.

A17.2 Extinction distances of silicon
Values of the extinction distances, $\varepsilon_{g}$, may be calculated from the atomic scattering amplitudes for electrons given by Ibers (1957), Smith \& Burge (1962) and Doyle \& Turner (1968) or from the crystal potential calculations of Radi (1970). Table A17.1 gives the values of $\varepsilon_{g}$ for silicon calculated from the results of Doyle \& Turner (1968) as well as the values obtained from Hirsch et al. (1965). It may be seen that the calculated values are from $5 \%$ to $15 \%$ larger than those of Hirsch et al.

Relativistically corrected extinction distances $E_{g}$ and $E_{g}^{\prime}(\mathbb{A})$ for ailicon ( 100 kV electrons) and anomalous absorption coefficient $\left(\varepsilon_{g} / \mathcal{E}_{\mathbf{g}}\right)$

| $h^{2}+k^{2}+1^{2}$ | Reflection hkl | $\varepsilon_{\mathrm{g}}(\AA)$ |  | $E_{g}^{\prime}(\AA)$ | $E_{\delta} / E_{\mathcal{E}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Calculated | $\begin{gathered} \text { Hirsch et al. } \\ (1965) \end{gathered}$ |  | Humphreys \& Htrsch (1968) | $\begin{array}{\|l} \hline \text { Radi } \\ (1970) \end{array}$ |
| 0 | 000 | 283 |  | 5821* | $0.0481 *$ | 0.061 |
| 3 | 111 | 634 | 602 | 45286 | 0.014 | 0.019 |
| 8 | 220 | 768 | 757 | 36571 | 0.021 | 0.025 |
| 11 | 311 | 1323 | 1349 | 49000 | 0.027 | 0.028 |
| 16 | 400 | 1236 | 1268 | 35314 | 0.035 | 0.033 |
| 19 | 331 | 1971 | 2046 | 49275 | 0.040 | 0.035 |
| 24 | 422 | 1672 |  | 37155 | 0.045 | 0.039 |
| 27 | 511/333 | 2578 | 2645 | 54851 | 0.047 | 0.045 |
| 32 | 440 | 2091 | 2093 | 41000 | 0.051 | 0.048 |
| 35 | 531 | 3093 |  | 57278 | 0.054 |  |
| 40 | 620 | 2410 |  | 41552 | 0.058 | 0.049 |
| 43 | 533 | 3590 |  | 60847 | 0.059 | 0.052 |
| 51 | 711/551 | 4103 |  | 63123 | 0.065 |  |
| 56 | 642 | 3025 |  | 45833 | 0.066 |  |
| 59 | 731/553 | 4468 |  | 65706 | 0.068 |  |
| 64 | 800 | 3306 |  | 42935 | 0.077 |  |

(*) value quoted by Sutton (1977)
Note: No correction has been made to the atomic scattering amplitude to allow for thermal vibrations.

The calculated values have been used where $E_{g}$ was required.
The values of $\varepsilon_{g}$ in table A17.1 are deduced for crystalline silicon at $0^{\circ}{ }^{\circ}$. In order to correct these values for the effect of temperature the values of $\varepsilon_{\mathrm{g}}$ should be multiplied by the Debye-Walter factor. This factor may be written $\exp \left(-M_{g}\right)$ where $M_{g}=B\left(\sin \theta_{B}\right)^{2} \lambda^{-2}$. The thermal Debye parameter B for silicon is $0.24 \AA^{2 \ldots}$ (International Tables for X-ray Crystallography, 1969).

## A17.3 Anomalous absorption coefficients for silicon

The anomalous absorption coefficient is defined as the ratio of the two-beam extinction distance $\varepsilon_{g}$ to the two-beam anomalous extinction distance $\mathcal{E}_{g}^{\prime}$. An equivalent definition obtained from the wave-mechanical formulation may be given using the notion of a complex crystal potential. If the g-th order Fourier coefficient of the complex crystal potential is written as $\mathbf{V}_{\mathbf{g}}+i V_{\mathbf{g}}^{\prime}$ where $\mathbf{V}_{\mathbf{g}}$ is the Fourier coefficient of the real crystal potential, then the anomalous absorption coefficient may be written as $\mathrm{V}_{\mathbf{g}}^{\prime} / \mathrm{V}_{\mathbf{g}}$ (Humphreys \& Hirsch, 1968).

Estimates of the anomalous absorption coefficient for silicon and various diffracting vectors can be made from the theoretical values of Humphreys \& Hirsch (1968) or, alternatively, from the values of $V_{g}$ and $V_{g}^{\prime}$ given by Radi (1970). It should, however, be noticed that the values shown in Humphreys \& Hirsch's plots and those obtained from Radi's results are for the theoretical case of 'zero aperture' and in practice, when objective apertures with angular diameters of the order of the order of the Bragg angle are used, these values generally need to be increased (Metherell \& Whelan, 1967; Titchmarch, 1971).

The values of the anomalous absorption coefficient obtained by the two methods mentioned above are shown in table A17.1. The values taken
from Humphreys \& Hirsch (1968) were subsequently used for calculating the (two-beam) anomalous extinction distances given also in table A17.1. A17.4 Determination of the crystal deviation from the Bragg reflecting position

The deviation from the Bragg condition, represented by wase $\boldsymbol{E}_{\mathbf{g}}$, where $s$ is the distance in reciprocal space from the reciprocal lattice point corresponding to the operating diffraction vector to the Ewald sphere, is required not only for the integration of the Howie-whelan equations, but also for the determination of the effective extinction distance when wfo.

Following Head et al. (1973) the value of $w$ is expressed as a linear function of $\Delta x_{2} / x_{\text {, }}$ where $\Delta x_{2}$ is the distance between the second order diffraction spot and its associated excess Kikuchi ine, and $x$ is the measured distance between neighbouring spots in the systematic row on the diffraction pattern. The full expression for $w$ is:

$$
w=\varepsilon_{g}|g| \theta_{B}\left(1-2 \Delta x_{2} / x\right)
$$

For rapid determination of $w$ is useful to plot $w$ as function of $\Delta x_{2} / x_{\text {. }}$ The plot for silicon is shown in figure A17.1; the dashed lines are the values of $w$ plotted using the $E_{g}$ of Hirsch et al. (1965). Note that the error introduced is relatively small (less than 10\%) and decreases with increasing $\mid \underline{g} /$.

Footnotes 1: There is no way of choosing a primitive cell such that the basis contains only one atom.

2: See also Jette \& Foote (1935), Lipson \& Rogers (1944). Straumanis \& Aka (1952), Stramanis et al. (1961). Beu et al. (1962).

## Figure A17.1

Plot of $w$ vs. $\Delta x_{2} / x$ for silicon and 150 keV energy electrons. Solid lines are from values of $E_{g}$ calculated in this thesis, dashed lines use $\varepsilon_{g}$ values of Hirsch et al. (1965).
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