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Abstract 

Recent developments in the theory of grain boundaries have been 

largely concerned with the development of sophisticated geometrical 

methods for describing the structure of (primarily) large-angle bound­

aries. This is necessary since the atomic structure and properties of 

a grain boundary depend, in general, on a large number of parameters. 

In the simplest case of a planar boundary nine parameters are required 

to characterize the boundary. The relative orientation of the crystals 

and the interface can be specified by 6 parameters While three are 

required to define the location of the boundary. 

It is, therefore, evident that the investigation of the atomic 

structure and properties of a grain boundary is, generally, more compli­

cated than that of a single crystal. It is the aim of this thesis to 

point out an approach facilitating this task. The proposed approach is 

based on symmetry considerations of grain boundaries. Such considerations 

can be employed for simplifYing calculations of tensor analysis or 

quantum mechanics. However, in order to do this a comprehensive frame­

work of symmetry classes is required. 

In chapters 1 and 2 of this thesis the proposed approach and sym­

metry theory are outlined. The crystallographic model of a grain bound­

ary is then developed in chapter 3. The discussion in this chapter 

indicates that the structure of a bicrystal requires a description not 

only of the arrangement of the atoms, but also of the inter--relation 

of the ~iO crystals. The most complete description of the bicrystal 

symmetry can be given on the basis of the theory of two-coloured sym­

metry within the framework of the Shubnikov groups. 



According to the crystallographic model the symmetry of a bicrystal 

can be obtained by superimposing the geometrical figures representing 

the symmetry groups of the two adjacent crystals. This examined in 

detail in chapter 4 where a group-theoretical method is derived for 

deternining the symmetry resulting by the superposition of two point 

groups. The method is subsequently used (chapter 5) for the determina­

tion of the permissible symmetry groups of interfaces. 

In ~~e next two chapters the variation of the bicrystal symmetry 

with relative displacement of the adjacent crystals and the location of 

the interface is investigated. The extension of the symmetry consider­

ations to interphase boundaries and to other planar crystal defects is 

exar.ined in chapter 8. In the same chapter the application of symmetry 

to the study of atomic structure and properties of interfaces is examined. 

The final part of the thesis is concerned with the experimental 

investigation of the structure of twins in silicon using a special 

imaging technique in the transmission electron microscope. This tech­

nique allows rigid-body translations at twin boundaries to be revealed 

as stacking-fault-like fringes. Thus, the structure of the L=3, coherent 

and incoherent, twins is determined. 
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Chapter 1 

INTRODUCTION 

1.1 Objectives of the theoretical part 

1 

Grain boundaries play en important role in controliing physical 

properties of polycrystalline solids. On account of this, the stru­

cture of grain boundaries has been studied extensively in recent years 

(Chadwick & Smith, 1976). Most of the work carried out has been based 

on sophisticated experimental procedures as well as making use of 

powerful tools of modern physics to investigate the structure end/or 

the properties of interfaces. The present work is intended to sup­

plement rather than compete with the physically based literature. 

The approach is phenomenological and the questions which are asked are: 

how are different causes/effects inter-related; and, what mathematical 

similarities are there in the formulation and manipulation of dif­

ferent grain-boundary properties? 

The relationship between cause and effect can be studied on the 

basis of Neumann's (1885) principle. This principle states that 'the 

symmetry elements of any (macroscopic) physical property of a crystal 

must include all the symmetry elements of the point group of the crys­

tal'. This implies that any given physical property may possess a 

higher symmetry than that possessed by the crystal. What is mandatory 

is that it can not be of a lower symmetry than that of the crystal. 

Neumann's principle has been extensively used for the study of 

single crystals. But its validity is more general; recently Pond & 

Bollmann (1979) pointed out that Neumann's principle holds equally 

well for bicrystals. An immediate implication is that the symmetry 

of the class to which a particular bicrystal belongs determines the ty­

pe and extent of anisotrop:: exhibited by e. given bicrystal in regard 

to the (macroscopic) physical properties. 



2 

A given symmetry has the same effect on different physical proper-

ties represented by the same tensor irrespectivelY of their physical 

nature. In a bicrystal belonging to a particular class all physical 

properties represented by a tensor of the same kind and rank possess the 

same scheme of non-vanishing coefficients. Once the effect of various 

s¥mmetries on the tensors of different ranks and types is worked out, 

all that is necessary to determine the effect of symmetry on a parti-

cular physical property is to establish the kind and rank of the tensor 

by which it is represented. The usefulness and convenience of such a 

broad classification and general treatment are thus apparent. In order 

to use tensor calculus, however, a comprehensive crystallographic 

framework is required. This is the aim of the theoretical part of 

this thesis. 

1.1.1 Earlier work on interfacial symmetry 

1* The symmetry of bicrystals has been studied by employing 

concepts from two-coloured symmetry (Mokievskii & Shafranovsltii, 1957; 

Curien & Le Corre, 1958; Curien & DonnaY, 1959), the theory of repre-

sentations (Indenbom, 1960), the theory of two-sided infinite plane 

groups (Ho1ser, 1958a) and the general study of crystal shapes (Mokiev-

skii, Shafranovskii & Afanas'ev, 1965: Shafranovskii & Pis'mennyi, 1961; 

Shafranovskii, 1960; Mokievskii, 1968). The last three approaches, 

although using different concepts, are based on the same prineiple. 

The derivation of the symmetry classes is based on suecessive eonsidera-

tion of the crystal faces of simple form and the eombination of them. 

However, this approach does not give the symmetry group of the bierystal 

but only the symmetry of the interface; the atomic eon figuration alOng-

* all footnotes are contained in the text and aupear directly following 

the section on which they are mentioned. 
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side the boundary plane is neglected. 

Curien & Le Corre (1958), on the other hand, have proposed that in 

twinning by merohedry or by reticular merohedry2 the symbolism of 'black­

-white' Shubnikov groups can be used to designate the various twin laws 

(see also Mokievskii, ShafranovSkii, Vovk & Afanas'ev, 1966). Thus every 

twin law gives the geometrical relationship between two crystals, a 

'black' one and a 'white' one. It corresponds, therefore, to a colour­

-reversing symmetry operation (see section 3.3). Although generalized 

extensions of this approach have been proposed (Curien & Donney, 1959; 

Takeda, Donney & Appleman, 1967) its use has been restricted to twins 

only. 

It was only recently that the symmetry of a general grain bounda-

ry was considered by Pond & Bollmann (1979). They proposed, independently, 

the employment of the two-coloured symmetry classes for the classifica­

tion of a general bicrystal. Moreover, they showed that a complete 

crystallographic framework can be established for the classification 

of the interfacial symmetry. Such a framework is determined in this 

thesis. 

1.1.2 The present approach 

The study of the interfacial symmetry is necessarily based on the 

already established theory of symmetry (see e.g. Weyl, 1952;Neuman, 

1956; Coxeter, 1969). The latter provides schemes for the classification 

of the symmetry of any object; the various schemes are discussed in 

chapter 2. In order to establish which of these schemes are consistent 

with the interfacial symmetry a geometrical model is required. Such 

a model as well as the associated crystallographic concepts are developed 

in chapter 3. 

An important concept introduced in connection with the geometrical 

modelling of a interface is the 'dichromatic complex'. This is the 
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configuration of two interpenetrating lattice-complexes, i.e. sets of 

pOints describing the space symmetry of the adjacent crystals3• The di-

chromatic complex, although a purely mathematical concept, permits: 

(a) a comprehensive description of the interfacial symmetry in 

terms of the component crystals, and, 

(b) -it can be used for the determination of the various interfa-

cia! symmetries created by two given crystals in a given 

misorientation. 

Having established the geometrical model attention is focused on 

the symmetry groups which are consistent with the geometry of either 

the dichromatic complex or the bicrystal. The point groups of the former 

can be established by bearing in mind that they correspond to symmetries 

created by the superposition of the point symmetries of the associated 

lattice-complexes. Thus, the determination of the point groups is carried 

out by employing the group-theoretical method given in chapter 4. This 
~ 

method enables the point symmetry created by the superposition of two 

pOint groups to be studied in terms of the misorientation of the two 

components. The application of this method shows that the point groups 

of the dichromatic complexes are isomorphic to the antisymrnetry point 

groups and a list of all permissible point groups is given in section 

4.3. Furthermore, the method permits the determination of the point 

4 groups of the dichromatic patterns • 

The conclusions reached in chapters 3 and 4 are subsequently 

used for the determination of the symmetry classes of dichromatic com-

plexes and bicrystals. Tables covering all the possible cases as well 

as examples of particular cases are given in chapter 5. These tables 

are derived by assuming that the components of the dichromatic co~plex 

or bicrystal have a common ori~in. Pond & Bollmann (1979) have shown, 
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however, that the symmetry of dichromatic patterns or bicrystals can be 

changed if their components are displaced relative to each other. This 

is discussed in chapter 6 where an analytical procedure is developed 

for the systematic study of such variations of the symmetry. 

The remaining of the theoretical part deals with the symmetry of 

bicrystals created for a given dichromatic complex. Thus, it is shown 

in chapter 7 that both the point and/or the translational bicrystal 

symmetry can be determined in a systematic way. Also, it is proved 

that group-theoretical considerations can be used in a comprehensive 

manner for predicting some interesting features of the interfacial 

symmetry. The most important of these is the occurence of bicrystals 

with symmetry related structures (Pond & Bollmann, 1979). The impli-

cation of such cases is aparent (see e.g. Pond, 1977) and indicates that 

considerations of the interfacial symmetry may yield a model of grain 

boundary structure. This is of considerable importance on the grounds 

that all the current grain boundary structural models are basically of 

geometrical nature as is discussed in the next section. 

Footnotes 1: In effect, the treatment in the mentional papers 

refer to twin related crystals, a rather special 

case of bicrystals. 

2: Twinning by 'merohedry' or by 'reticular merohedry' 

are terms introduced by Friedel (1926) but since 

his work is in French the English-speaking reader 

may find easier to refer to Cahn (1954) for a 

contemporary account of the development of the ideas 

involved. 

3: For a detailed definition of the lattice-complex 
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and dichromatic complex see section 3.1. 

4: A dichromatic pattern has been defined by Pond & 

Bollmann (1979) as the configuration of two inter­

penetrating lattices. 

1.2 Outline of grain boundary models 

The development of grain boundary theories (i.e. models tending 

to explain the structure and/or the properties of grain boundaries) was 

necessarily parallel to advances in the understanding of the crystalline 

state. Thus, it was not until the crystalline nature of metals was 

accepted that the first grain boundary theory was put forward (Ewing & 

Rosenhain, 1901; Rosenhain. 1925; see also King & Chalmers, 1949 for a 

review). The main disadvantage of the Rosenhain's 'amorphous cement' 

model was that it necessitated a thick grain boundary layer (see e.g. 

Desch, 1912; Ke, 1947; McLean, 1957). 

Gough (1928) then suggested that a defined atomic arrangement at 

the grain boundary layer should provide a means of accommodating the 

change in orientation between the two crystals. This was extented by 

Hargreaves & Hills (1929) who formulated Gough's idea into the first 

theory of grain boundary structure related to the crystal lattice geo­

metry ('transition-lattice' model). Burgers (1940) and Bragg (1940) 

subsequently described the boundary in terms of an array of dislocation 

lines accommodating the misorientation between the two crystals. Their 

proposals were confirmed by the observations of Lomer & Nye (1952) and 

Vogel, Pfann, Corey & Thomas (1953). 

Around the same time several theories (Mott, 1948; Ke, 1949; Smo­

luchowski, 1953; Friedel, Cullity & Crussard, 1953) were put forward 

but none was completely successful. Each was put forward to explain 

particular properties and, while having some quantitative success with 
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properties which it was put ~orward to explain, did not explain other 

properties. Thus, the majority o~ recent theories have been based on 

the suggestions of Bragg (1940) and Burgers (1940). The development of 

this model for low-angle boundaries was due to Frank (1950) who presented 

a formulae relating the angular misorientation of the two crystals to 

th~ Burgers vectors and spacings of dislocations required to produce 

that misorientation. Read & Shockley (1950) used Frank's formula ~or 

the calculation of the energy of low-angle boundaries and their results 

showed good agreement with experimental results (Dunn, Daniels & Bolton, 

1950). 

Brandon, Ralph, Ranganathan & Wald (1964) and Brandon (1966) 

combined the dislocation array idea with the coincidence-site lattice 

(CSL) model of Friedel (1926) and Ellis & Treuting (1951)1 in order to 

describe the structure of high-angle boundaries. Experimental evidence 

(see e.g. Kronberg & Wilson, 1949) indicated that the CSL model provi­

des a reasonable explanation of certain interfaces. However, more sy­

stematic experiments by Aust & Rutter (1959) and Aust, Ferran & Cizeron 

(1963) showed that not all the boundaries had the exact CSL misorienta­

tion, but that angular deviations up to ±5° from exact coincidence could 

be observed. It became, therefore, necessary to find a more general 

mathematical framework ~or expressing the concept of coincidence, and 

generalizing the ideas to include all possible misorientations. One 

way in which this problem may be approached has been developed by 

Bollmann (1970) and is the O-lattice theory. 

Bollmann's model generalized the concept of coincidence to consi­

der not just coincidence of lattice sites between crystals, but coinci­

dence of equivalent points within two misorientated crystals. The 

O-lattice model enables a grain boundary dislocation structure to be 
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constructed for any boundary (see e.g. Warrington & Bollmann, 1972; 

Christian, 1975; Smith & Pond, 1976) and also enables the possible 

Burgers vectors of grain boundary dislocations to be obtained (Grimmer, 

Bollmann & Warrington, 1974). However, the optimum structure as predicted 

by the O-lattice is calculated from a purely geometrical consideration 

of the crystals making up the interface, and takes no account of the 

possibility of different interatomic interactions occuring in different 

materials with the same lattice type. 

2 Relatively recently a number of papers were published concerned 

with computer simulation of the structure (and properties) of grain 

boundaries in an attempt to account for the influence of the interatomic 

interactions. These calculations show, to a greater or lesser extent, 

that coincidence boundaries display minima in the energy vs. misorienta-

tion curve. 

Another feature obtained by preliminary computer simulation of 

grain boundary structures was revealed about 1967-1970 by Chalmers and 

co-workers whose work developed an alternative concept of coincidence. 

On the basis of these calculations, and subsequent work (see e.g. Pond, 

Smith & Clark, 1974; Pond, 1975,1976; Pond, Smith & Vitek, 1976), a new 

model of the structure of coincidence-related boundaries was proposed, 

in which the maintenance of a periodic structure in the interface is 

central, rather than the occupation of coincidence sites. It is still 

true, however, that coincidence misorientations produce lower energy 

interfaces than random ones, the misorientation being unaffected by 

the presence of a translation. Thus, it was proposed that the periodi-

city of boundaries between crystals in a CSL orientation remains of 

fundamental importance in defining the nature of grain boundary dislo-

cations and the location of minima in the energy of grain boundary. 

Footnotes 1: The identity between the two approaches was pointed 
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out by Whitwhan, Mou~lard & Lacombe (1951). 

2: See Hasson and co-workers (197D-1972c); Weins and 

co-workers (1969-1972b); Dahl and co-workers (1970 

-1972b); Pond and co-workers (1976, 1979); Smith 

et ale (1977); Pond & Vitek (1977); Bristowe & 

Crocker (1975), and, Geary & Bacon (1976). 

1.3 Objectives o~ the experimental work 

The aim o~ the experimental part o~ this thesis was to use trans-

mission electron microscopy ~or analysing the structure o~ grain boun­

daries ~ormed by CSL related crystals. This involved the determination 

of rigid-body translations at grain boundaries by using an imaging mode 

which allows them to be revealed as stacking-~au1t like fringes. This 

technique has been used for investigating the structure o~ twin bounda­

ries in aluminium (Pond & S~ith, 1974), stainless steel (Pond, Smith & 

Clark, 1974) and copper (Pond & Smith, 1976). There are several reasons, 

such as easy specimen preparation, relatively simple structure, compari-

son with computer simulated grain boundary structure, which have contri­

buted, at least in the initial stage, towards the application o~ the 

method to metals. 

In this thesis, because o~ its technological importance, the mate-

rial chosen was silicon. The signi~icance of the grain boundary struc-

ture studies in this material can be unterstood by the following consi­

derations. During the last years there has been an impact on terrestial 

use of solar cells. These are photovoltaic devices designed to~onvert 

sunlight into electric power. The advantages of solar cells lie in their 

ability to provide significant quantities o~ electrical energy from an 

inexhaustible resource without the problems of pollution or physical 

danger. However, the technology for photovoltaic conversion must 



10 

be fUrther developed to make it economical viable for terrestial appli­

cations. The efforts in photovoltaic research are mainly concentrated 

on polycrystalline silicon cells. The primarily goal is the development 

and fabrication of low cost silicon base materials. 

One of the key factors controlling the cost of terrestial silicon 

solar cell production is the process of growing silicon sheet. It is 

well recognized by now (Hovel, 1975; Palz, 1979) that the cost of sili­

con sheet has to be substantially reduced to meet the requirements of 

low-cost photovoltaic arrays. The current process of producing silicon 

sheet is entirely based on the conventional Czochralski ingot growth 

and wafering as practiced by the semiconductor industry. The order of 

magnitude reduction in cost required by low-cost silicon sheet can not 

be met by this current technology (Koliwan, Daud & Liu. 1979). Clearly. 

alternative sheet growth processes are needed. 

The prospects for significant cost reduction seem very good, parti­

cularly with the ribbon or polycrystalline silicon growth processes. 

The silicon obtained by these growth methods differs from that produced 

for semiconductor intergrated circuit applications. The low-cost sili­

con sheet is structurally and chemically less perfect; these imperfections 

are the direct result of the growth processes. Such imperfections may 

influence the electrical and/or mechanical properties of the material 

with immediate consequences in the solar cell performance. Grain 

boundary effects are probably the most important since can short circuit 

the junction or barrier, and often recombination velocities in the 

boundary are very high. The first contributes a low resistance and the 

second yields a low quantum efficiency. Potential barriers often exist 

at grain boundaries and these can add to the series resistance if the 

grains do not extend through the film. 
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The above considerations indicate the great importance of the 

study of the grain boundary structure in silicon. Most of the sheet 

methods produce a po1ycrystal1ine sheet where the majority of the 

boundaries are twins (He1mreich & Seiter, 1979; Johan et a1. 1979). 

Thus, the significance of knowing the structure of the twins is aparent. 

These considerations indicate the background in which the experimental 

work of this thesis lies. In chapter 10 the structure of the coherent 

and the 1=3, {211} twins is determined. The obtained structure is 

interpreted in terms of atomic bonding as well as in connection to results 

obtained by measurements of the electrical properties of appropriate 

specimens reported by other workers. 
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Chapter 2 

SYMMETRY OF OBJECTS 

2.1 Classical symmetry1 

Symmetry groups are sets of geometrical transformations (symmetry 

operations) which operating on an object leave it in a condition indis-

tinguishable from its original condition. The classical theory of sym-

metry was originally developed in the publications of Fedorov (1949) and 

Schonflies (1891). Subsequently, numerous works (see e.g. Bravais, 

1866; Niggli, 1919; Speiser, 1924) have been carried out leading to the 

establishment of a complete framework for the symmetry theory. This 

framework serves to classifY any 1-, 2- or 3-dimensional object since 

any given object can possess one and only one combination of symmetry 

operations. These ideas were soon ~oplied in fields such as geometrical 

crystallography, physical theory of crystal structures, the dynamical 

theory of crystal lattice and the theory of electron structure. 

The conventional treatment for deriving the various symmetry 

classes is to consider initially the point groups (in 1-, 2- or 3-dimen-

sions) and then to combine these symmetry operations with the appropriate 

translational symmetry. The symmetry of the obtained configuration of 

single points can be described by considering the concept of 'lattice-

-complex' (Gitterkomplex) introduced by Niggli (1919, 1924). A lattice-

-comple:< is the totalli ty of all points which can be derived fron a 

given point, xyz, by the employment of all the point symmetry operations 

of a given spatial group2. The translation group is then applied to 

this point configuration so that an identical lattice is generated for 

3 
all points equivalent to xyz • 

A lattice-complex is, by definition, different from a lattice which 

is a periodic array of (mathematical) points specifying the translational 
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(but not the point) symmetry of the crystal. Thus, to each lattice-

-complex corresponds a lattice (which can be found if the translational 

group of the particular spatial group is considered); but the inverse 

is not always true. The lattice-co~plex and the lattice can be identi-

4 
cal only for the cases where the particular spatial symmetry group 

belongs to the holosymmetric class of the crystal system. 

The classification scheme of the theory of symmetry is based 

on the following principles. Firstly, the dimensions of the space 'in' 

which the object is considered restrict the kind of symmetry operations 

being consistent with the geometry of the object. For example, a 

one-dimensional object can not have any symmetry operation besides the 

transformations which leave the one-dimensional space invariant. Se-

condly, owing to the particular features of the object, particular 

geometric elements (point, line, plane, cell or some combination of 

them) are required to remain invariant under all operations5 of the 

symmetry groups in a class; the well-known distinction between point and 

space groups is an example. 

The two principles mentioned above constitute the basis for a 

comprehensive classification of symmetry clssses, namely, the 'dimen-

sional' description of symmetry groups (Neronova & Belov, 1961; Holser, 

1961). This is an expression of the dimensions of space remaining 

invariant for each symmetry class. This is examined in appendix 2, 

whereas the classification of (classical) symmetry groups according to 

their dimensional description is given in table 2.1.1. 

It is perhaps appropriate to give the full definitions of some 

of the classes appearing in table 2.1.1. 
1 

The class of rod groups, G3 ,1 ' 

for example, is associated with figures without singular points and 

planes but with a singular translation axis. On the other hand, the 



TABLE 2.1.1 

Dimensional description of (classical) symmetry classes for 

1-, 2- and 3-dimensional systems 

Invariance 

o 

0,1 

0,1,2 

0,1,2,3 

O,l,3
1t 1'4) 

0,2,3 

0,2 

0,3 

1 

1,2 

1,2,3 

1,3 

2 

2,3 

3 

Symbol ~o. of 
~ups 

1 

2 

5 

G1 16 3,2,1,0 

G1 

{ 
3,1,0 31 

G1 
3,2,0 

10 

32 

2 

7 

31 

75 

17 

80 

comments 

(1) 

1-dimensional point groups (2) 

(2) 

strip groups (3) 

two-sided, one-coloured 
rosette groups (5) 

2-dimensional point groups (6) 

3-dimensional point groups (7) 

1-dimensional space groups (7) 

line groups in 2-dimensions (7) 

two-sided, one-coloured 
band groups (8) 

rod groups (line groups in 
3-dimensions) (9) 

2-dimensional space groups (7) 

layer groups (10) 

space groups (Fedorov groups) 
(7) 

(1) Neronova & Belov (1961); Niggli (1959) 

(2) Niggli (1959) 

(3) Nowacki (1960); Holser (1960) 



TABLE 2.1.1-continued 

(4) the equivalence of classes 0,1,3 and 0,2,3 is discussed 

by Holser (1961) 

(5) Alexander & Herrmann (1929). Weber (1929): Hermann (1929a). 

Heesch (1929) 

(6) Niggli (1959); Mackay (1957) 

(7) International Tables of X-ray Crystallography (1969) 

(8) Speiser (1924); Belov (1956) 

(9) Hermann (1929a); see also in International Tables of X-ray 

Crystallography (1969) 

(10) Hermann (1929a); Alexander & Herrmann (1929); Weber (1929) 
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symmetry of figures without singular points but with a singular plane 

(on which two non-parallel translation axes are present) is described 

1 by the layer class G3 ,2-

The classes G~,2,O and G~,2'1 (together with the G~,2) are special 

cases of symmetry consistent with objects containing a singular plane. 

The former class corresponds to rosettes, i.e. to figures with a singu-

lar point and a singular plane. The other class mentioned above is the 

class of bands where a singular translation axis is considered in addi-

tion to the singular point and singular plane. It is of interest to 

1 1 
notice that the class G3,2,1 bears the same relationship to G3t2tO as 

1 1 
the class G3,1 to G3 ,O. This can be seen in figure 2.1.1 which indicates 

the relationships between the symmetry classes mentioned above_ 

Footnotes 1: The nomenclature used in this thesis for denoting 

symmetry groups, elements and operations is outlined 

in appendix 1. 

2: The term 'spatial symmetry groups' denotes symmetry 

groups where 1-, 2- or 3-dimensional translation 

symmetry is included in addition to point symmetry. 

Spatial symmetry groups should be distinguished from 

space symmetry groups since the latter involve combi­

nations of point symmetry operations with 3-dimen­

siona1 translation symmetry. 

3: Obviously, it is possible to work in the converse 

sense and operate first with the translation group 

and then with all symmetry operations apart from 

those of the translational group. 

4: Provided that an appropriate 'starding' point is 

considered for the lattice-complex. 

5: This includes translations as well as operations of 

rotation and reflection. 



Figure 2.1.1 

Schematic representation of the relationships among some sym­

metry groups. 
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2.2 Antisymmetry 

Comparetively recently generalizations of symmetry have been de­

veloped. The most straightforward of these generalizations is the con­

cept of antisYmmetry (or two-coloured or Shubnikov symmetry) groups. 

This concept is now briefly examined. 

2.2.1 Introduction of antisymmetry 

The cocept of two-co1oured symmetry is based on the ideas devel­

oped by Heesch (1930) and Shubnikov (1945, 1951). They worked out a 

theory of symmetry groups in which an operation interchanging black and 

white colours is considered in addition to the usual geometrical opera­

tions. In this respect, antisymmetry is the correspondence of faces, 

points or other crystallographic objects having some property denoted 

by a colour or sign, to other faces, points or objects symmetrically 

related in position, but having the same property with the opposite 

colour or sign. 

Operations of anti symmetry transfer the object to a symmetrically 

related position and change its colour or sign. These are called 

colour-reversing operations (or antioperations) in contrast to the 

ordinary symmetry operations of the classical crystallography1. Thus, 

the antiidentity operation, for example, corresponds to the operation 

of changing the colour while keeping the object in its original position. 

Operations of reflection in a plane and colour-exchange or of inversion 

in an abritrary point and colour-exchange (successively performed) will 

be termed colour-reversing reflection (antireflection) or colour-reversing 

inversion (antiinversion) respectively. 

Some of the antisymmetry operations are schematically represented 

in figure 2.2.1 with reference to (geometrical) transformations of 

oblique tetrahedra coloured either black or white. The tetrahedra can 



Figure 2.2.1 

Schematic representation of some anti operations are shown by 

using oblique tetrahedra which may point either upwards (a) or 

downwards (b). The antioperations shown are: colour-reversing 

mirror plane (c), two-fold colour-reversing rotation axis 

placed perpendicular to the plane of the diagram (d), two-fold 

colour-reversing rotation axis in the plane of the diagram (e), 

colour-reversing centre of symmetry (f), and a four-fold roto­

inversion colour-reversing axis (g). 



(a) (b) (e; 

(d) (e) 

(f) (g) 
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point either upwards (figure 2.2.1a) or downwards (figure 2.2.1b). 

2.2.2 Groups of antisymmetry of finite objects 

The consideration of colour exchanging operations in addition to 

the classical symmetry operations implies an increase in the nu~ber of 

permissible operations. Consequently, the number of antisymmetry point 

groups is also increased; it is appropriate to classifY these groups 

into: 

(1) the classical (or one-coloured) groups, i.e. groups where 

no colour-reversing operations are present, 

(2) the grey (or neutral) groups obtained by additing the anti-

identity operation to the generators of the classical 

groups, and, 

(3) the black-white groups obtained by replacing some (but not 

all) of the ordinary operations present in the classical 

groups by the corresponding colour-reversing operations. 

These groups are isomorphic with the symmetry groups of 

polyhedra with two-coloured faces (Shubnikov, 1951). 

The term 'two-coloured' groups is used in this thesis to denote 

the set of all (classical, grey and black-white) groups with a given 

dimensional description G2 t. 
r,s, 

In the grey groups equal and opposite black and white objects are 

exactly superposed (see figure 2.2.2a and c), whereas in the black-white 

groups white objects are interchanged with black ones (figure 2.2.2b 

and d). 

From the group-theoretical point of view to every classical point 

group2 G there corresponds a grey point group M, given by (see Koptsik, 

1966; Bertaut, 1963; Boyle, 1969; Krishnamurti & Gopalakrishnamurti, 

1969; Schelkens, 1970; Sumberg et ale 1972): 



Figure 2.2.2 

Examples of transformation of classical (one-coloured) point 

groups into grey (a,c) or black-white (b,d) point groups. 



(a) 

m1' 

m 

m' 

'1' 

, --L-+--r-~d) 

I.' 
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(2.2.1) 

where C is the operation of anti identity and the summation is to be -
understood in the Galois (1897) sense, i.e. as a jux~position of elements. 

Black-white groups, on the other hand, are defined by: 

M(H)=H+C(G-H) 
II: 

(2.2.2) 

where H is a halving subgroup of G, and G-H means the set of elements 

of G that do not belong to H. A halving subgroup is defined as a sub-

group of index 2 (i.e. it has half as many elements as G) and is, there-

fore, an invariant subgroup (Higman, 1955). 

2 
The two-coloured point groups, G3,0' often called Heesch groups, 

were first derived by Heesch (1930) and later by Shubnikov (1951). In 

1960 to 1965 two-coloured groups keeping as special (invariant) elements 

certain points, lines or planes (i.e. subgroups of G~,o) were derived. 

To the known 158 Heesch groups were added the two-dimensional, two-co-

2 2 
loured point groups, G2•0 (Nowacki, 1960; Palistrant. 1965), the G2,1,0 

2 
(Palistrant, 1965) and the G3,2,1,0 (Shubnikov, 1962a-c) groups. The 

dimensional description of the two-coloured classes of symmetry groups 

is given in table 2.2.1. 

2.2.3 Groups of anti symmetry of infinite figures 

By passing from finite to infinite figures the possibility of 

translational symmetry must be considered in addition to the point 

symmetry operations. The combination of translations and colour exchange 

implies the occurence of colour-reversing translations (or antitransla-

tions). An immediate consequence is that the number of lattices (i.e. 

the number of non-equivalent ways of arranging black and white points 

in the space) increases. 

The derivation of the two-coloured lattices is based on the fUn-

damental property of the colour translation; two consecutive colour 



TABLE 2.2.1 

Dimensional description o~ two-coloured symmetry classes ~or 

1-, 2- and 3-dimensional systems 

Invariance Symbol No. o~ 
Comments groups 

0 G2 
0 2 (1) 

0,1 2 5 G1,o two-co1oured, 1-dimensional 
point groups 

0,1,2 G2 
2,1,0 (2) 

0,1,2,3 G2 
3,2,1,0 two-coloured strip groups (3) 

0,1,3 } G2 

(4) { 3,1,0 125 two-sided, two-coloured 
0,2,3 G2 

rosette groups (5) 3,2,0 

2 
two-co1oured, 2-dimensional 0,2 G2,o 
point groups (6) 

0,3 -'--G2 122 two-co1oured, 3-dimensional 3,0 point (Heesch) groups (7) 

1 G2 
7 two-coloured, 1-dimensional 1 space groups (1) 

1,2 2 
two-co1oured line groups in G2,l 
2-dimensions (8) 

1,2,3 G2 
I 179 two-sided, two-coloured 3,2,1 band groups (9) 

1,3 2 394 two-sided, two-coloured G3,l 
rod groups (10) 

2 G2 
80 two-coloured pattern 2 groups (11) 



TABLE 2.2.1-continued 

Invariance Symbol No. of 
groups Comments 

2,3 G2 530 two-sided, two-coloured 3,2 layer groups (12) 

3 G2 1651 two-coloured space groups 3 in 3-dimensions (Shubnikov 
groups) (13) 

(1) Neronova & Belov (1961) 

(2) Palistrant (1965) 

(3) Shubnikov (1962a,b) 

(4) the equivalence is discussed by Holser (1961) 

( 5) see appendix 3 

(6) Nowacki (1960); Palistrant (1965) 

(7) Heesch (1929); Shubnikov (1951); Koptsik (1966) 

(8) Belov (1956) 

(9) see appendix 4 

(10) Neronova & Belov (1961); Galyarskii & Zarnorzaev (1965); 

Shubnikov (1959) 

(11) Heesch (1929): Cochran (1952): see also Shubnikov & 
Koptsik (1974) 

(12) Neronova & Belov (1961): Palistrant & Zamorzaev (1963) 

(13) Heesch (1929): Zamorzaev (1953, 1957, 1962): Belov, 

Neronova & Smirnova (1955, 1957): Koptsik (1966) 



18 

translations in one direction are equivalent to one uncoloured transla-

tion in the same direction. The two-coloured lattices are classified 

into: 

(1) the classical, and, 

(2) the black-white (or antitranslat1on) lattices. 

Belov, Nerortova & Smirnova (1955) shown that in three dimensions 

there are 36 two-coloured Bravais lattices including the 14 classical 

but excluding a fUrther 14 grey lattices. 

2 The 1651 two-coloured space groups, G
3

, were first derived by-

Zamorzaev (1953, 1962) and it was he who introduced the term 'Shubnikov 

groups'. The remaining classes of two-coloured symmetry groups were 

derived between 1929 and 1963; references for these groups are given 

in table 2.2.1. 

Footnotes 1: Subsequently, the terms 'element of symmetry' or 

'symmetry operation' will be understood to include 

elements or operations'of antisymmetry respectively 

(unless specifically is stated to be otherwise). 

2: G is not necessarily one of the 32 classical point 

groups, but it can be any one-coloured point group 

(Koptsik, 1966; Boyle, 1959). 
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Chapter 3 

CRYSTALLOGRAPHIC TREATI.mNT OF INTERFACES 

3.1 A model o~ bicrystals 

An interface is considered to be the sur~ace separating two 

(semi-in~inite) crystals di~~ering in chemical composition and/or the 

orientation o~ their respective lattices. The geometrical relationships 

existing between the two crystals define the inter~acial symmetry. This 

can be expressed by referring to the 'ideal bicrystal'. 

3.1.1 The ideal bicrystal 

An ideal bicrystal is de~ined as the assembly of two semi-infinite 

crystals (differing in chemical composition and/or the orientation of 

their lattices) separated by a geometrical plane, the interface. One 

of the two semi-infinite crystals is designated 'white' and the other 

'black'; this designation is, however, quite abritary and there is no 

difference between a white and a black point except that they belong 

to different crystals. 

The term 'ideal bicrystal' (or simply bicrystal) is used in this 

1 work to denote a strictly mathematical configuration. This definition 

implies that: 

(1) the interface is considered to be a unique plane in the 

bicrystal as it represents a surface of a two-dimensional 

mathematical discontinuity which maY be associated with 

a sharp change in physical properties; and, 

(2) an ideal bicrystal extends to infinity. 

For symmetry considerations it is often advantageous to disregard 

the atomic structure of the adjacent crystals. The interface is, then, 

considered as the unique plane separating the black and white semi-infi­

nite lattice-comPlexes2 (see section 2.1 for the definition of a lattice 

-complex~. 



3.1.2 Dichromatic complex 

Furthermore, in some cases, depending on what is studied, the 

requirement o~ the unique plane can be relaxed. This is equivalent 

to allowing the black and white lattice-complexes to interpenetrate 
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each other. The con~iguration so obtained consists o~ two di~~erently 

orientated and/or di~~erent lattice-complexes and is called a 'dichro­

matic complex'. The introduction o~ this concept involves a signi~icant 

simplification as far as the symmetry studies of bicrystals are concerned 

since their symmetry can be studied in direct relation to the symmetry 

o~ the component structure(s). Moreover, in this case the symmetry o~ 

a bicrystal corresponds directly to the correlative part of the dichro­

matic complex symmetry, i.e. a section of the spatial group taken at 

the interface position (this is examined in section 7.1). 

3.1.3 Dichromatic pattern 

It must be mentioned that the term 'dichromatic complex' is to be 

distinguished from the concept of the 'dichromatic pattern' introduced 

by Pond & Bollmann (1979). They defined the dichromatic pattern as 

consisting of two interpenetrating3 lattices. In the remaining o~ the 

thesis the term dichromatic complex is considered to include the dichro­

matic pattern concept as well, unless it is speci~ically stated to be 

otherwise. 

The dichromatic pattern provides a comprehensive skeleton for the 

construction o~ an ideal bicrystal. This is because, once the boundary 

plane is ~ixed in the dichromatic pattern the appropriate bases may be 

£illed at the sides of the white lattice on the one side o~ the boundary 

and at the sides of the black lattice on the other side. As soon as the 

inter~ace is realized the remainer o£ the lattices lose their meaning. 

The di££erence be~~een dichromatic patterns and dichromatic 
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complexes is illustrated in ~igure 3.1.1. This shows (~igure 3.1.1a) 

the dichromatic complex ~ormed between two diamond-structure-type 

lattice-complexes (they are related by the CSL rotation [001]/36.90 >. 

In this particular case the associated dichromatic pattern is ~ormed 

by two ~.c.c. lattices (~igure 3.1.1b) in the same misorientation 

relationship. 

The above example indicates an alternative procedure ~or obtaining 

the dichromatic complex. Thus, it is obtained by locating appropriate 

sets of -'p61rtts' -to· each lattice position o~ the dichromatic pattern (in 

the correct orientation). It is, there~ore, clear that the dichromatic 

complex has the same periodicity as the associated dichromatic pattern. 

3.1.4 Degrees o~ ~reedom o~ an inter~ace 

The relative position of the two crystals across an inter~ace 

is fully described, without any particular re~erence to an inter~acial 

structure model, by determining: 

(1) the misorientation relationship4, 

(2) the relative translational position of the two crystals,and, 

(3) the orientation o~ the interface plane. 

The white lattice-complex is considered fixed in space and is 

used as re~erence. Any misorientation present is considered5 
to arise 

from the appropriate movement and/or rotation of the black lattice-com­

plex. Following Seitz (1936) 
6 

the symbol {R' I:t.}= {< [hkl] 18) • It.} is 

introduced ~or describing the relative position and misorientation 

of the two components. The R'=([hkl]/G), means that a lattice-complex 

originally coincident with the white lattice-complex and with the same 

colour is rotated by an angle Babout [hkl] (using the coordinate system 

o~ the white lattice-complex) and subsequently undergoes colour reversal 

:from white to blac}? and a shi~t characterized by a vector t (which is 



Figure 3.1.1 

Schematic representation showing the difference between a dichro­

matic complex and a dichromatic pattern: 

(a) (001) projection of a dichromatic complex formed 

by two lattice-complexes of the diamond-structure 

type in [001]/36.90 misorientation 

(b) (001) projection of a dichromatic pattern formed 

by two f.c.c. lattices in [001]/36.90 misorientation 

Key: Open sYmbols: positions of the white 
lattice/lattice-complex 
Filled symbols: positions of the black 
lattice/lattice-complex 
Large circles: in the plane of the paper 
Small circles: ±a/2 out of the paper 
Large squares: +a/4 out of the paper 
Small squares: +3a/4 out of the paper 



(a) 

0 • 
• -«- , 0 

() 

0 , • 
.", 

• 0 

(b) 
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the displacement of the black lattice-complex away from the neutral 

origin position). 

For dichromatic complexes constructed by a given lattice-complex 

six geometrical degrees of freedom are required for specifYing the 

misorientation relationship between the black and white components. 

Three degrees of freedom are associated with the specification of the 

axis, [hkl], and angle, B, of rotation; the other three degrees are 

required for the specification of!. Two additional degrees of geo­

metrieal- ~edom,are associated with the specification of the interface 

plane, u=[pqr], when a bicrystal is constructed. 

3.1.5 rofanufacture of an ideal bicrystal 

To manufacture an ideal bicrystal it is, therefore, necessary 

(Pond & Bollmann, 1979): 

(1) to obtain the aPpropriate dichromatic pattern, 

(2) to specifY the orientation of the boundary plane, and, 

(3) to locate the appropriate bases (atomic motifs) at the 

sites of the white lattice on the one side of the boundary 

and at the sites of the black lattice on the other. 

The above developed model was derived by bearing in mind a general 

(grain or interphase) boundary. The considerations in the remaining of 

this work, however, are restricted to grain boundaries (unless specifi-

cally is stated to be otherwise). This means that the two lattice-com­

plexes are considered to be identical and the grain boundary is consi­

dered as the planar surface separating them. Interphase boundaries 

will be considered separately in section 8.2. 

Footnotes 1: This means that imperfections such as dislocations 

on the interface or in either of the crystals, ato­

mic relaxation or stress movements are not conside­

red. This immediately yields that symmetry changes 



23 

introduced by such deviations from the normal 

configuration are not included in the considerations 

of this thesis. 

2: It is hoped that the advantages of this formulation 

will become apparent in due course. 

3: The fact that a lattice is, by definition, infinite 

does not necessarily involves that the two lattices 

are interpenetrating, since they can be considered 

to be 'in' di~ferent metric spaces. 

4: The misalignment between the two components of a 

bicrystal (or a dichromatic complex) will be called 

its misorientation relationship (or simply misorien­

tation). 

5: This treatment refers, obviously, to grain bounda­

ries only; for the case of interphase boundaries 

a similar procedure can be devised (see section 8.2). 

6: The original paper is written in Germani for an 

English translation see Cracknell (1968). 

7: Obviously, it is possible to work in the converse 

sense and operate first the colour reversal and 

then the rotation [hkl]/B. 

3.2 CrystallOgraphic definitions ~or interfaces 

Dichromatic complexes and bicrystals are 'objects' in the sense 

of the theory of symmetry. This means that they possess spatial and/or 

point symmetry. The function of this section is to deduce the symmetry 

terminology relevant to the study of interfaces. 

3.2.1 Dichromatic point groups 

A dichromatic point groupl is a group in the mathematical sense 

containing symmetry operations (being consistent with each other and 

wi th the dichromatic complex geometry) which leave one point of the 

dichromatic complex unmoved. 

The dichromatic point groups can be established in a way similar 

to that used in classical crystallography for deriving the 32 point 

groups. This procedure is based on the determination of the set of 
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symmetry operations being consistent with the dichromatic complex geo­

metry. This imposes limitations upon the permissible symmetry elements. 

The point groups are,·ther!' determined by considering combinations amongst 

the symmetry elements so obtained. 

Alternatively, the dichromatic point groups can be determined 

~irectly in a far more elegant and comprehensive way. The deviation 

method is based on the fact that a dichromatic complex is, by definition, 

the configuration of two interpenetrating lattice-complexes (section 3.1). 

Accordingly, the dichromatic point symmetry is expressed by the point 

group obtained by the superposition of two identical point groups (in 

the appropriate misorientation). In this respect the dichromatic point 

groups can be determined by applying the group-theoretical method which 

is developed in chapter 4. 

3.2.2 Bicrystal point groups 

A bicrystal point group is a group in the mathematical sense 

containing symmetry operations (being consistent with each other and 

wi th the bicrystal geometry) which leave one point of the bicrystal 

unmoved. 

The bicrystal point groups can be determined by either establishing 

the permissible symmetry operations and then investigating combinations 

between them or by considering the relationship between dichromatic 

complexes and bicrystals. The former procedure is preferable since the 

existing crystallographic framework can be directly used for establishing 

the combinations of symmetry elements. 

The alternative procedure is based on the considerations given 

in section 7.1 where it is sho~m that the bicrystal point groups are 

obtained by considering each one of the dichromatic point groups. For 

the particular point group a sectional plane (corresponding to the 
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interface plane) is employed and the resulting symmetry is investigated 

by varing the orientation of the sectional plane. This method, although 

not very useful for a general study of the bicrystal point groups, can 

be used for determining the groups associated to a particular dichro-

matic complex. 

Footnote 1: The term 'dichro~atic point group' is not to be 

confused with the 'two-coloured group' term referred 

to in section 2.2 (note that Belov. Neronova & Smir­

nova (1955, 1957) used the term 'dichromatic groups' 

when referring to the antisymmetry groups). 

3.3 Crystallographic framework 

As Pond & Bollmann (1979) pointed out the symmetry of both the 

dichromatic complexes and bicrystals can be classified according to the 

established framework of the theory of symmetry (see chapter 2). This 

is examined here by using the dimensional description of symmetry classes. 

But before doing so, the significance of employing anti symmetry classes 

is brieflY considered. 

3.3.1 Antisymmetry classes of interfacial symmetry 

Dichromatic complexes and bicrystals were introduced as sets of 

white and black points. The designation of white and black is quite 

abritrary and there is no difference between a white and a black point 

except that they belong to different lattice-complexes. As far as the 

symmetry is considered, the question arises of the possible symmetry 

types (groups) of the white/black point distribution. 

Let ~ be the transformation reversing the colours of points. The 

problem of determining the possible types of dichromatic complex or 

bicrystal symmetry is the construction of all possible groups containing 
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besides the usual (geometrical) transformations the symmetry operations 

obtained by combining the latter with the transformation C. This prob--
lem has been extensiveLY considered by Shubnikov and co-worlters who have 

shown that these groups form the antisymmetry classes (see section 2.2). 

3.3.2 Classes of dichromatic complexes 

Dichromatic complexes are three-dimensional objects and, hence, 

their symmetry classes are considered 'in' the three-dimensional space. 

This means that all the symmetry classes of dichromatic complexes must 

have three-dimensional highest invariance, i.e. only classes with dimen­

sional description G;,t must be taken into account. 

In order to establish further the symmetry classes of dichromatic 

complexes, the dimension of the lowest invariance, which each symmetry 

class must possess, has to be determined. This is, in fact, equivalent 

to establish the number, n, of non-paralle~ translational axes present 

in the dichromatic complex. In practical terms, the determination of 

2 
the number n fixes the index t in the symbol G3,t. 

Pond & Bollmann (1979) have shown that dichromatic patterns can 

have translational symmetry in zero-, one-, two- or three-dimensions. 

The same holds for dichromatic complexes (see section 3.1). Non-perio-

dic dichromatic complexes are obtained by rotations of the black 

lattice-complex about a Singular point, the common origin. The symmetry 

class, G;,o ' of dichromatic complexes with singular points contains the 

two-coloured point groups (see table 2.2.1). these groups are often 

called Heesch groups and a complete list is given by Shubnikov & Koptsik 

(1974). 

Dichromatic complexes containing a singular line and, hence, 

exhibiting one-dimensional periodicity are formed only when the rotation 

axis [hkl] is rational. On the other hand, dichromatic complexes with 
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two-dimensional translational symmetry contain a singular plane and 

occur only ~or non-cubic lattices (or where the component lattices have 

di~~erent lattice parameters or Bravais classes). The symmetry groups 

o~ dichromatic complexes with one- or two-dimensional translations while 

trans~orming the three-dimensional sPace i~to itse1~ keep a singular 

line or plane respectively invariant. Thus, the symmetry classes ~or 

dichromatic complexes with one or two (non-parallel) translation axes 

2 2 
are those o~ two-co1oured rod groups, GS,l ' or layer groups, G3,2 • 

respectively. Complete lists o~ two-coloured, two-sided rod and layer 

groups have been published by Neronova & Be10v (1961). 

Finally, three-dimensional periodic dichromatic complexes arise 

from rotations [hkl]/8 leading to coincidence site lattices. The symmetry 

of the dichromatic complexes with singular lattices correspond to the 

2 two-coloured class Gs ' and, hence, these complexes are classified by 

using the two-coloured sPace groups. These groups are also called Shub-

nikov groups and a complete enumeration was published by Be10v, Neronova 

& Smirnova (1955). This list, however, contains a number of misprints 

and errors. Corrections pointed out by Donney, Belov, Neronova & 

Smirnova (1958) and a consistent table was published by Be10v, Neronova 

& Smirnova (1957). 

The discussion above has been tacticallY confirmed to crystal10gra-

phic groups only. Attention is now directed brie~ly to non-crysta1lo-

graPhic classes. As mentioned by Pond & Bollmann (1979) 8- and 12-fold 

axes can be created by appropriate rotations [hkl]/8 1. Therefore, 8-

and 12-fo1d rotation or rotoinversion axes have to be considered in 

addition to crystallographic axes in the case of one-dimensional perio-

dic dichromatic complexes (see section 4.3). Moreover, the associated 

non-crystallographic point groups are also included in the considera-
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tions since they describe the point symmetry o~ 4ichromatic complexes 

with one-dimensional translational symmetry2. 

3.3.3 Symmetry classes of bicrystals 

Bicrystals are three-dimensional objects containing a singular 

plane, the inter~ace. The presence of the singular plane introduces 

~urther restrictions as far as the symmetry classes of bicrystals are 

concerned since this plane must be invariant under any operation of the 

bicrystal symmetry group. Consequently. except for the three-dimensional 

highest invariance, the bicrystal classes must possess a two-dimensional 

invariance as well. Thus, the bicrystal classes have a dimensional 

2 
description of the form G3 ,2,t • 

The singular plane of the bicrystal classes need 3 not be polar , 

i.e. tile 'front' and 'bacl~' sides of the plane need not be different. 

Examples of non-polar boundary planes are growth twins in Ge, Si or 

deformation twins observed in various metals. On the other hand, in the 

(110) twin in aragonite as illustrated by Bragg & Claringbull (1965) 

(see also section 5.4) the boundary plane is not the same on both sides; 

it contains a glide plane first noted by DonnaY (1954) • 

The polar character of interface planes was first treaded theo-

retically for the case of twins by Schaacke (1938) at about the same 

time that the first case (Baveno twin in fie1dspar) was recognized by 

Bragg (1937) (see also section 5.4). Therefore, it is necessary to 

consider symmetry groups known as two-sided groups (Shubnikov & Koptsik, 

1914). The two-sided character of the groups involves that transforma-

tions making the two sides coincide with each another are permitted; 

and, hence, the two-sided groups include the polar aa well as the non-

-polar plane classes. 

The boundary plane might exhibit zero-, one-, or ~~o-dimensional 
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translational symmetry (Pond & Bollmann, 1979). In the case of non-perio-

dic bicrystals the symmetry group transforms both the three-dimensional 

space and the unique plane into themselves and at the same time keeps 

the singular point invariant. Thus. non-periodic bicrystals belong to 

the symmetry class G2 which is the two-sided, two-coloured rosette 3,2,0 

class. A complete-7 'list'Of the two-sided, two-coloured rosette groups 

is derived in appendix 3. 

If one-dimensional periodicity is present on the interface the 

symmetry group must leave a singular line as well as the two- and 

three-dimensional spaces invariant. Consequently, bicrystals with 

one-dimensional periodicity are classifified in terms of two-sided. 

two-coloured band groups, G
2 
3,2.1 The complete list of these groups 

is derived in appendix 4. Finally, bicrystals with two-dimensional 

translational symmetry are described by the symmetry class of two-sided, 

2 
two-coloured layers, G3,2 (Neronova & Belov, 1961). 

In concluding it should be noticed that in this section the devia-

tion of the symmetry classes for dichromatic complexes and bicrystals 

is based on the dimensional description of the various symmetry classes. 

However, not all the groups of the symmetry classes mentioned above are 

permissible for dichromatic complexes and bicrystals. This is because 

of the special features possessed by both dichromatic complexes and 

1.1crystals. This is the subject of chapter 5. 

Footnotes 1: The formation of non-crystallographic symmetry 

eYements is examined from the group-theoretical 

point of view in section 4.3. 

2: It should be noticed that non-periodic dichromatic 

complexes (i.e. complexes obtained by rotations of 

the black component about a non-rational direction) 
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can not possess an 8- or 12-~old axis. 

3: A plane is called polar i~ its two sur~aces are not 

(physically) equal to one another; in other terms, 

a polar plane has a 'front' and a 'back' side. 
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Chapter 4 

SUPERPOSITION OF SYMlofETRIES 
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As was mentioned earlier the dichromatic point group can be 

determined by considering the superposition of two (classical) point 

groups in the correct misorientation. The symmetry created by such a 

superposition can be investigated by the group-theoretical method pre­

sented in this chapter. 

The basis of the method is the geometrical interpretation of the 

Neumann-Curie principle outlined in section 4.1. The discussion in this 

section indicates the qualitative approach for stuaying the superposition 

of two point groups. The conclusions reached are subsequently used 

(section 4.2) for a formulation of the principle in terms of the group 

theory postulates. 

The quantitative approach has been developed having in mind the 

particular connection with the dichromatic point groups. In view of 

this the group theoretical expressions yield a procedure enabling the 

study of the symmetry of the superposed point groups as a function of 

the misorientation relationship. Consequently, the method developed 

allows a systematic study of all the permissible dichromatic point 

groups. The method is applied in chapter 5 where tables containing all 

the permissible point groups for the dichromatic complexes are determi­

ned. 

4.1 The principle of composite systems 

The aim of this section is to analyze the relationship between the 

point symmetries of a composite and its components. Such a relationship 

is governed by the 'principle of the superposition of the symmetry groups' 
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(Neumann, 1885; Curie, 1894, 1908) which states that the symmetry group 

of two (or more) objects, regarded as a whole, is the highest common 

subgroup or the lowest common supergroup of the symmetry groups of the 

components. 

This principle extented to physical properties constitutes the 

fundamental concept in the field of physical applications of the symme-

try theory. For the purposes of the present work, however, a simple 

geometrical interpretation of the principle is adequate. 

4.1.1 The geometrical interpretation of the Neumann-Curie principle 

Consider t~e simple case of superposition of the symmetries of a 

cube (group m3m) and a tetragonal prism (group 4/mmm), where their centres 

of gravity and four-fold axes coincide. In this particular example the 

composite symmetry will be either 4/mmm (if the planes of symmetry of 

the two figures coincide) or 4/m. This result can be expressed in the 

general way by stating that the combination of two (or more) geometri-

1 cally different figures into a composite will comprise only those sym-

metry elements which are common to all components. The symmetry group 

of the composite is in this case the common subgroup (including the 

trivial cases) of the symmetry groups of the components. 

A composite with symmetry higher than that of the components can 

be formed if identical components are considered. In the case of a 

regular hexagon composed of equlateral triangles, for example, the sym-

metry of the whole (6mm) is higher than the symmetry of the components 

(3m). Thus, if the components are identical then the symmetry group of 

the composite may be a supergroup of the symmetry group of the components. 
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4.1.2 Kinds of symmetry operations created by superposition of point 

groups 

A necessary condition imposed by the Neumann-Curie principle is 

that the relative position of the components must be taken into account 

in order to determine the symmetry operations of the composite. A im­

mediate consequence of this condition is illustrated by the following 

example. 

Consider figure 4.l.1a which shows separately two components with 

symmetry 4 in mirror orientation. When they are superposed (figure 

·4.l.lb), so that they have the same origin, the 4-fold axes of the sepa­

rate individuals coincide, and, hence, the composite has also a 4-fold 

axis. But when superposed, there is fUrther symmetry in the composite: 

any part on the left, saY, of one component is related to a similar point 

on the right of the other component by the symmetry operation which re­

lates the two components. Therefore, the composite has the common sym­

metry of the individuals augmented by the operation of the mirror reflec­

tion. 

The above example indicates that it is possiple for the composite 

to contain a symmetry element created not by the coincidence but by the 

appropriate orientation of symmetry elements of the components. Thus, 

the requirement to account for the relative position of the symmetry 

operation of the components leads to the above mentioned important aspect 

of the composite symmetry. This is of great importance in the case of 

dichromatic point groups. 

Referring to dichromatic complexes rotation of the black lattice 

-complex relative to the white one creates a dichromatic complex with 

symmetry generally different to that of the white or black lattice-com­

plex. This is because: 



Figure 4.1.1 

Superposition of two equivalent components. In (a) the components, 

each exhibiting symmetry 4, are shown in a mirror orientation. 

The composite obtained by their superposition (b) exhibits symmetry 

4mm. 



(a) 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 , m , 
\. J 

'" 
4mm 

(b) 
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(a) symmetry elements parallel, after rotation, to one another, 

in both the white and black lattice-complexes. are conserved 

(b) symmetry elements of the lattice-collQ)lexes not parallel 

after rotation are suppressed: yet they can live rise to . 
colour-reversing operations present in the dichromatic . 

COlIQ)lex. 

According to the above discussion it is strai&htforward to predict 

the symmetry of the dichromatic complex when the _hi te and black lattice 

-complexes are given and the misorientation between them is known (see 

aPpendix 5). However, for a systematic study of the dichromatic clas8e8 

an analytical method simplifies the task a veat deal. This method al-

lowing the study of the symmetry variation with the misorientation rela-

tionship and/or the component symmetry is particularly useful for compo­

nents with high symmetry (for example cubic groups). 

Footnote 1: Two figures are geometrically different if they can 

not be converted into one another by transformations 

of motion and/or similarity. They are also called 

non-equivalent objects. 

4.2 Group-theoretical formulation of the superposition of Symmetries 

In the previous section a qualitative approach of the Neumann-curie 

principle was discussed. For the systematic study of the dichromatic 

point groups it is, however, necessary to have a quantitative expression 

and this is the subject of the present section. 

The following notation is introduced. Let both the white and black 

lattice-complexes exhibit a symmetry described by a POint group G of o 

order r w and elements !i. The group of the wIli te and black lattice-

-complexes are designated G
w 

and Gb respectively and they have the same 

order and elements as G 1. Operation of the symmetry transformations 
o 
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~i on a general point gives all the general points ~~ the point group 

G (see appendix 5). There~ore. be~ore rotation th~ general points o 

expressed relative to the white system are given by !i~' where ~ is the 

posi tion vector o~ the • starting' point. 

When the black lattice is rotated by [hkl]/B, two sets o~ points 

are present, namely, the sets o~ white and black points. Thus, the num-

ber o~ points is doubled and their positions (relative to the white 

coordinate system) are ii~ (white points) and ~i! (black points), where 

R 2 is the matrix describing the vector trans~ormation o~ the black 
= 

lattice-complex. Moreover, while the symmetry operations o~ Gw are Ii' 

those o~ Gb are expressed relative to the white coordinate system by 

Rg.R-1 (see e.g. Eisenhart, 1933). 
=1= 

4.2.1 Ordinary symmetry operations 

Any ordinary symmetry operation in the dichromatic point group 

relates two points o~ the same colour; this operation must relate pairs 

o~ white as well as black points. Moreover, this symmetry operation must 

be common in the white and black point aroups, since none of the black 

and white configurations are altered but onlY their orientation is changed 

during the rotation. There~ore, the necessary and su~~icient condition 

that an ordinary symmetry operation is present in the dichromatic point 

, 3 
group is that identical elements of Gw and Gb are coincident • 

Consequently, the ordinary symmetry op~rations in the dichromatic 

point group are those elements of G which o 
-1 

gi - Raj R 
== --

satisfY the relation: 

(4.2.1) 

where gi and g. are expressed relative to the coordinate system of the = -J 
white lattice-complex. 

Now, let D be the set of elements of G for which relation (4.2.1) o 0 
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holds. In appendix 6 the ~ollowing theorem is proved: 

Theorem 4.2.1: The ordinary symmetry operations o~ the dichro-

matic point &roUP form a subgroup (including 

the trivial ones) of the point aroup of the 

white (and black) lattice-complex. 

The elements of the subgroup Do are denoted by ~i. This theorem 

immediately yields (see appendix 6): 

Theorem 4.2.2: The order of the dichromatic point aroup (r) 

is equal to 2/k times the order of the wili te 

point group (r ), where k is an integer. 
w 

A consequence of the last theorem is that onlY symmetry operations 

o~ order equal to or less than twice the order o~ the point group G can o 

be present in a dichromatic point group. The equality, however, holds 

only when the dichromatic point group is a cyclic one (see e.g. Cornwell, 

1969). 

4.2.2 Colour-revers ins Symmetry operations 

Attention is now focused on the colour-reversing symmetry operations. 

Theorem 4.2.1 propounds that the aeneral points of the dichromatic point 

group are as follows: 

white points: {~l~' ~~, 

black points: {~l£' ~~, 

... , 

... , 

h w} .r -
o 

~r £ 1 
o 

where ~ and £ are the white and black • starting , points respestively, 

and hi (1=1,2, ••• ,r ; r being the order of D ) are the elements of the 
= 0 0 0 

grouP Do. 

The relation between ~ and £ can be found if it is born in mind 

that the black points are obtained by a rotation o~ the white ones. 
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Thus, !! = ~ ~, where !It is a symmetry operation of Go (ik could be 

an element of D or not). 
o 

Theref'ore, the above sets can be written as: 

black points: {~l ~ ~. 

•••• h w} ..r -o 

~2 ~~ •••• • ~ ~ ~} 
o 

Any colour-reversing symmetry element of' the dichromatic point 

group must relate a white and a black point of the above sets. Therefore. 

the colour-reversing operations are aiven by: 

-1 -1 -1 -1 -1 -1 
C - hi 2.. R hj - hi 2. hl R _m • aK = = _ aK _ _ 

(in view of the fact that the relation (4.2.1) can be written as 

-L-1 -L -1) 
~l~ = ~ -~j • or: 

The set of the colour-reversing operations C is denoted by D • _m c 
4 

The conditions under which the set of symmetry operations D • D +D o c 

forms a group are eXalllined in appendix 7. . For reaeons that will be made 

clear immediately below two cases were considered in appendix 7, mainly, 

the • doubled symmetry' and the • sinale symmetry' cases. 

In the former case the colour-reversing elements are ai ven by 

C = ~ R-1 and the proof given in appendix 7 immediately yields: 
=a :'D = 

Theorem 4.2.3: A dichromatic point group of' order 2r is 
o 

-1 formed by any rotation R such that (a) Rg1 R =- &2 
- =- - -

for any two elements &1'&2 of G , and, - = 0 

Also, for any R satisfYing the above theorem it follows that: -
Theorem 4.2.4: In the doubled symmetry case the ordinary 

elements of the dichromatic point group are 
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all the operations o~ the group G • whereas the 
o 

colour-reversing symmetry operations are given 

-1 {-1 -1 -11 
by 2c: - 11~ .!~ ,. • · , !r ~ J. 

w 
For the single symmetry case, where the colour-reversing elements 

are given by a relation o~ the form Sa - II! -1 with !bE. {Go -D 0\ 5 the 

fUlfilment of the group postulates (see appendix 7) gives the ~ollowing: 

Theorem 4.2.5: In the sinale symmetry case a dichromatic point 

group is formed for any rotation R which satis-
D 

~ies the relation 11 = ~1 ~ for all the elements 

of D 2 (where D 2 is a factor 2 supergroup of Do 

and at the same time a subgroup of G ). The o 

ordinary elements o~ the dichromatic point 

group are the elements of the group D and the 
o 

-1 
colour-reversing operations are given by ~ 

with !k€ {D2~Do1 6. 

4.2.3 Group-theoretical expression of the dichromatic point groups 

If the rotation R (obtained from either theorem 4.2.3 or 4.2.5) 
= 

is equal to a symmetry operation of the white point group, i. e. ~ • !i' 
~, 

then the relation ~l ~ = ~2 holds ~or all the elements of the vhi te 

point group. Consequently. this case corresponds to complete coincidence 

of the white and black point groups and, hence, the dichromatic point 

group is a grey point group isomorphic to the white point group (see 

section 2.2). This 1s expressed as follows: 

Theorem 4.2.6: Rotations R being equal to a symmetry operation 
= 

of the white point group yield a dichromatic 

complex with symmetry o~ the grey point group 
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D _ D +l'D (where l' is the anti identity ope­o 0 

ration. 

For other rotations obtained according to theorem 4.2.3 or 4.2.5 

the dichromatic point group is isomorphic to a two-coloured point group 

(see below). Any other rotation yields a dichromatic point group being 

isomorphic to G or to the point group 1: 
o 

Theorem 4.2.7: For all the rotations R which satisfY theorem 
• 

4.2.3 or 4.2.5 and are not symmetry operations 

of G the dichromatic point group formed is 
o 

given by D -= D +1'(D2-D ) where D is equal to o 0 0 

Go (doubled symmetry case) or a subgroup of Go 

(single symmetry case). 

For the doubled symmetry case the rotation R is determined from 
-= 

the equation RR =: ii. Therefore, it can easily be shown that: 

Theorem 4.2.8: If the pOint group G contains a symmetry rota-o 

tion 9 about a direction [hkl], then the rota-

tion 9/2 (and its symmetrical equivalent) about 

the direction [hkl] give rise to a dichromatic 

point group of order twice the order of G • 
o 

A special case of this theorem is the following rule given by Pond 

& Bollmann (1979): "co10ur-reversin& rotation axes, U', arise when two 

ordinary U/2-fold rotation axes are coincident and e is 21T/U". 

Until now the rotation R has been assumed to be a proper rotation. - . 
However, this is the case for a (centrosYJDmetrical) lattice. If no centre 

of Symmetry is present in the lattice-conaplex then improper rotations 

must be considered as we117• The rotation is, then, expressed as 

Ri, where i is the (ordinary) inversion operation and the colour-reversing === =: 
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-1 -1 symmetry operations are given by ~i~ ! (double case) or li~ ~ (single 

case). 

Footnotes 1: The elements o'f G have the same orientation as those 
o 

o'f G • w 
2: R is to be considered as a rotation and a colour-.., 

-reversing operation consequentivelY applied. 

3: This implies. o'f course, that the elements o'f G w 
and Gb are expressed relative to the same coordinate 

system. 

4: The summation is to be understood in the Galois (l897) 

sense. i.e. as a juxtaposition o'f elements. 

5: {G -D 1 is the set of elements of G which do not 
o 0 0 

belong to D • o 
6: {D2-Dol denotes the set of elements o'f D2 which d~ 

not belong to D • 
o 

7: This obviously refers to dichromatic complexes but 

not dichromatic patterns. 

4.3 Point groups obtained by the Superposition o'f two identical point 

groups 

The group theoretical considerations given in the previous section 

allow the determination o'f all possible dichromatic point groups obtained 

by the superposition o'f two identical point groups. The main function 

of this section is to outline the procedure for this determination. 

4.3.1 The procedure 

For a given white group G with elements gi (i-l.2 ••••• r ) both w • w 

the doubled and the single symmetry cases have to be considered. In the 

former case the conditions 'for forming a dichromatic point group are 

given by theorems 4.2.3 and 4.2.4. Consequently. for every element Ii 

a rotation Ii is determined by solving the equation 
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~i!i ... Ii 
Un 1"act ~i is obtained by applying theorem 4.2.8). However, not all 

01" these rotations correspond to a dichromatic point group. This is 

because, according to theorem 4.2.3, Ri must additionally leave the G 
c 0 

-1 
invariant, i.e. ~i must satisfY the equations ~i!j!i = IJ' j=1,2, ••• ,r. 

and i-,j. The number 01" ~i • s f'ul.1"illing the later requirement can be 

further reduced by rejecting rotations ~i beina equivalent to a symmetry 

operation 01" G. (theorem 4.2.6). The remaining !i'a yield a dichromatic 

point group 01" order 2r .i th colour-reversing elements (expressed rela-• 
-1 -1 

tive to the white coordinate system) given by !j~i or !j~i : 1"or proper 

or imProper rotations respectiveLY. 

For dichromatic point groups corresponding to the single symmetry 

case the subgroups D of the white group G must be determined. Moreover, o w 

for each subgroup, D , its invariant supergroups which at the same time 
o 

are subgroups 01" G must be 1"ound. The tables given in International w 

Tables 01" X-raY Crystallography (1969) or the 1"igure A9.2 simplifY the 

task for the determination ot the subgroups Do and their sUJ)ergroups D
2

• 

For each supergroup D2 the solution satisfYing simultaneousLY the 

equations ~i~=£i (i=1,2, ••• ) where !i are the elements 01" the set 

{D
2
-DJ is determined. Rotations corresponding to a solution so obtained 

are rejected if: (a) the are equivalent to a symmetry operation ot G • • 
(b) they conserve the G (i. e. they leave the point group G invariant) • w w 

The latter condition is obvious. since such a rotation corresponds to 

the doubled symmetry case and there1"ore it has been considered previously. 

4.3.2 Rules 

The application 01" the above procedure is demonstrated in appendix 8 

where particular cases are considered. The superposition ot any two 
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identical point groups can be treated in a similar 1'ashion. In this way 

1 table 4.3.1 giving the black-white groups created by the superposition 

01' white and black groups is derived. The point groups 01' the dichro-

matic patterns corresponding to the superposition 01' holosymmetric (black 

and white) symmetry groups are marked by an 'asterisk' in table 4.3.1. 

A number 01' interesting conclusions can be obtained from table 

4.3.1. These are expressed in the following rules: 

Rule 4.3.1: In the cases of 2-, 4- and 6-fold ordinary rota-

tional axes rotation about a direction perpendicu-

lar to these axes results in a 2-fold colour-rever-

sing rotational axis (or to a colour-reversing 

mirror plane in the case of improper rotations) 

except for some special rotation angles (for which 

higher symmetry results due to the particular sym-

metry). 

Rule 4.3.2: For all the primitive symmetry classes rotation 

e=n2n/u about a u/2-fold ordinary axis results 

in a colour-reversing rotation axis u' (or a u' 
axis for improper rotations). 

Rule 4.3.3: For a mirror plane any rotation e~1800 along a 

direction on the plane results in a colour-rever-

sing mirror plane (or, in the case of improper 

rotation, in a two-1'old colour-reversing rotational 

axis), except 1'or e.1800 where a mm'2' symmetry 

is created. 

4.3.3 Non-crysta11ographic dichromatic pOint groups 

Rule 4.3.2 implies that in the particular case 01' a 4- or 6-fo1d 

ordinary axis special rotations (i.e. e=n2n/u, u:8 or 12 respectively) 



TABLE 4.3.1 

Black-white point groups obtained by the superposition of 

two identical point groups (grey groups are not included) 

White point group Black-white point group 

(a) primitive symmetry classes 

1 I' 2' m' 

2 21m' i' 4' 22'2' 2m'm' 2' m' 

3 S' S' 6' 32' 3m' 

4 4/m' 8' S' 42'2' 4m'm' 2' m' 

6 6/m' 12' 1l' 62'2' 6m'm' 2' m' 

(b) planar symmetry classes 

* 
* 

m 2'/m 2'mm' 2' m' 

2mm mmm' i'2'm 4'mm' 22'2' 2m'm' 

2'ram' 2' m' 

3m 3'm S'2'm 6'mm' 32' 3m' 2'ram' 

4mm 4/m'mm a'2'm S'mm' 42'2' 4m'm' 

2'mm' 2' m' 

6mm 6/m'mm g'2'm l,g'mm' 62'2' 6m'm' 

2'mm' 2' m' 

(c) axial symmetry classes 

222 

32 

422 

622 

(d) central symmetry 

1 

21m 

3 

4/m 

6/m 

m'm'm' i'2m' 4'22' 22'2' 2m'm' 

2' m' 

3'm' 8'2m' 6'22' 4' 4' 32' 

3m' 22'2' 2m'm' 2' m' 

4/m'm'm' 8'2m' S'22' l'2m' 4'22' 

42'2' 4m'm' 22'2' 2m'm' 2' m' 

6/m'm'm' g'2m' g'22' i'2m' 4'22' 

62'2' 6m'm' 22'2' 2m'm' 2' m' 

classes 

2'/m' 

4'/m mm'm' 2'/m' 

6'/m' Sm' 2'/m' 

S'/m 4/mm'm' 2'/m' 

g'/m 6/mm'm' 2'/m' 



TABLE 4.3.1-continued 

White point group Black-white point group 

(e) planar-axial symmetry classes 

* mmm 41/mmml mm'm' 21/m' 

* 3m SI/m'mml 4'/m 3m' am'm l 2'/m' 

* 
* 

* 

4/mmm 

6/1MlDl 

8 • /mmm ' 4' /mmm' 4/mm' m ' mm 'm ' 2' /m ' 

l,g' /mmm' 6'/1IIIIIIII' S/mm'm' 

mm'm' 2'/m' 

(f) inversion-primitive symmetry classes 
-4 

6 

4'/m' 42'm' 2' m' 

6 1/m' ~2Im' 2' m' 

(g) inversion-planar symmetry classes 

(h) classes of 23; 

23 

432 

(i) classes of 43m; 

43m 

m3 

m3m 

4'/mlmm' 4'2m' 4'22' 42'm' 2m lml 

2'mm' 22'2' 2' m' 

6'/mmm' 42'm 4'mm' 52'm' 2m'.' 
2'mm' 22'2' 2' m' 

432 

m'3' 4'3m' - 3m' 4'32' 6' S' 32' 

2' m' 22'2' 2m'm' 

m'3'm' 6'22' 6'2m' :ii'2m' 8'22' 

812m' 32' 42'2' 22'2' 3m' 4m'm' 

2m'm' 2' m' 

m3: m3m 

m'3'm !'2'm S'mm' 32' 3m' 42'm' 

2'mm' 2' m' 

marn' 6'/m' 3m' m'm' 2'/m' 

6'/mlmm' 4 1/mmm' 8'/mmm' 3m' 

4/mm'm' mm'm' 2 1 /m' 
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create an 8'- or 12'-:fold (or 8'- or l2'-:fold) colour-reversing rotational 

axis respectively. The consideration of the non-crystallographic rota-

tion or rotoinversion axes in dichromatic point groups is now investigated. 

Referring to the conventional crystalloaraphy, restrictions on the 

order of a rotation axis are imposed by the simultaneous occurence·of 

repetition due to the rotational and 2- or 3-dimensional periodicitJ. 

These restrictions imply that nets and lattices can be consisted with 

the symmetry of 1-, 2-, 3-, 4- and 6-fold rotation and rotoinversion 

axes only. 

In the case of one-d1mensional periodic objects, however, non-cry-

stallographic axes lying alona the periodic direction are consistent 

with the symmetry of the object. Moreover, non-crystallographic symmetry 

is permissible for finite (i.e. non-periodic) objects. 

According to the above discussion point groups containing S- and 

l2-fold axes are permiSSible dichromatic point grouPs only in the case 

of dichromatic complexes with one-dimensional periodicity. Since no 

complete list of these groups is available in the literature, the enume-

ration o:f the a- and 12-fold two-coloured point and rod groups is given 

in appendices 9 and 10 respectively. 

Footnote 1: Grey groups created by the superposition are not 

included in this table. 
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Chapter 5 

SYMMETRY GROUPS OF DICHROMATIC COMPLEXES AND BICRYSTALS 

5.1 Permissible symmetry groups for dichromatic complexes 

As was mentioned in section 3.3 the symmetry of dichromatic complexes 

can be classified according to the classes of two-coloured point, rod, 

layer or space groups. However, the restrictions imposed on the permitted 

symmetry operations mean that a number of two-coloured groups must be 

excluded. For example, restrictions arise due to the fact that dichro-

matic complexes are formed by two lattice-complexes which are not in 

complete coincidence (see section 3.1). Thus, not all points in a dichro-

matic complex can be neutral and, consequently, dichromatic point groups 

can not be grey point groups. 

As far as dichromatic patterns are concerned they are formed by 

two interpenetrating (identical) Bravais lattices. Thus, their point 

groups correspond to symmetries created by the superpOSition of holosym-

metric point groups. Referring to table 4.3.1 (where the holosymmetric 

point groups are marked by an asterisk) it is clear that the permissible 

two-coloured point groups of dichromatic patterns are those shown in 

table 5.1.1. 

The periodicity occuring in dichromatic complexes arises by the 

1 existence of a super lattice being common for the two components (see 

e.g. Santoro, 1974). The occurenceof this common superlattice implies 

that antitranslations are not permissible, or stated alternatively, the 

2 
black-white lattices are excluded. In fact. this restriction is the 

onLY one imposed on the permissible spatial symmetry of dichromatic com-

plexes. Consequently, the only spatial groups which have to be excluded 



TABLE 5.1.1 

Permissible two-coloured point groups of 

dichromatic patterns with grey origin 

Crystal system White point Point group of dichromatic 
of' white lattice group pattern 

triclinic i i' 2' m' 

monoclinic 21m 4'/m mm'm' 2'/m' 

orthorhombic mmm 4'/mmm' nun'm' 2'/m' 

hexagonal S/mmm g'/mmm' S'/mmm' S/mm'm' 

mm'm' 2'/m' 

- 3m' trigonal 3m S'/m'rrr.t' 4'/m 
(rhombohedral) 

mm'm' 2'/m' 

tetragonal 4/mmm 8'/mmm' 4'/mmm' 4/mmtm' 

mm'm' 2'/m' 

cubic m3m 6'/m'mm' 4'/mmm' 8'/rnmm' 

3m' 4/mm'm' mm'm' 2'/m' 
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are those corresponding to either a b1ack-white lattice or to a grey 

point &roup. 

As f"ar as the spatial symmetry of" dichromatic patterns is concerned, 

it can be determined by bearing in mind that the possible point groups 

are those in table 5.1.1. The spatial groups are then enumerated by 

selecting the spatial groups which are isomorphous with the point groups 

in this table. Thus, the tables of" two-coloured rod and layer groups 

published by Neronova & Belov (1961) are considered3 and the lists of 

the permissible groups f"or dichromatic patterns with one- and two-dimen­

sional periodicity are established (tables 5.1.2 and 5.1.3 respectively). 

Similarly, the table of" the two-coloured space groups given by Belov, 

4 
Neronova & Smirnova (1957) is used for determining the permissible 

dichromatic space groups (table 5.1.4). 

It should emphasized, however, that the given tables correspond 

to dichromatic patterns where the origin is a neutral point. If this 

is not the case the number of symmetry classes of dichromatic patterns 

is greater (see chapter 6) but the listing of the spatial groups for 

such cases is a very large task (an example serving to indicate the 

manner of derivation is presented in chapter 6). 

Footnotes 1: The term 'superlattice' used here indicates a lattice 

obtained from the original lattice by means of" a 

transformation matrix having integral elements and 

determinant larger than unity (Santoro & Mighell. 

1972). In some publications (see e.g. Bucksch, 1971, 

1972) the superlattice, as defined here, is called 

'sublattice'. 

2: Because of this the term 'black-white spatial group' 

is used, hereafter, to denote black-white symmetry 

groups with classical lattices. 



TABLE 5.1.2 

Permissible two-coloured rod groups of 

dichromatic patterns with grey origin 

Number Rod group Number Rod group 

1 p1 11 pm'm'm 

2 1'112' 12 p4'/mnun' 

3 p2'11 13 p4/mm'm' 

4 pi' 14 p6/mm'm' 

5 p1lm' 15 p6 '/mnan' 

6 pm'11 16 p6' /rn'mm' 

7 p112'/m' 17 p3m' 

8 p2'/m'11 18 pS'/mmm' 

9 p4'/m 19 p,!g '/mmm , 

10 pmm'm' 



TABLE 5.1.3 

Permissible two-coloured layer groups of 

dichromatic patterns with grey origin 

Number layer group Number Layer group 

1 pl 14 cm'm'm 

2 pI' 15 cmm'm' 

3 pl12' lS p4'/m 

4 p12'1 17 p4'/nun'm 

5 c12'1 18 p4'/nunm' 

6 p11m' 19 p4/mm'm 

7 p1m'1 20 P31m' 

8 c1m'1 21 P3m'1 

9 p112'/m' 22 pS'/mm'm 

10 p12'/m'1 23 pS'/mmm' 

11 c12'/m'1 24 pS'/m'm'm 

12 pm'm'm 25 pS/mm'm' 

13 pmm'm' 26 p6'/m'mm' 



TABLE 5.1.4 

Permissible two-co1oured space groups of 

dichromatic patterns with grey oriain 

Number Space aroup Number Space aroup 

1 P1 16 14'/m 

2 pi' 17 P4'/mm'm 

3 P2' 18 P4'/mmm' 

4 C2' 19 P4/mm'm' 

5 Pm' 20 14'/mm'm 

6 em' 21 14'/mmm' 

7 P2'/m' 22 14/mm'm' 

8 C2'/m' 23 P31m' 

9 Pm'm'm 24 P3m'1 

10 Cm'm'm 25 R3m' 

11 Cmm'm' 26 P6'/mm'm 

12 Fm'm'm 27 P6'/mmrn' 

13 Im'mm' 28 P6'/m'm'm 

14 Im'm'm 29 P6'/m'mm' 

15 P4'/m 30 P6/mm'm' 
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3: In the case o~ rod groups, however, the groups con­

taining 8- or 12-~01d rotation axes must also be 

considered (see appendix 10). 

4: This table contains the two-coloured space groups 

~irst enumerated by Zamorzaev (1953). The 1957 

table, however, lists the space gro1.Q)s with nomen­

clature and arrangement concordant with the notation 

layed out in International Tables of X-ray Crystal­

lography (1969). Also. the latter table contains 

the corrections to the list published by Belov, Nero­

nova & Smirnova (1955) pointed out by Donnay et ale 

(1958). The only other difference in the two lists 

is that in the 1957 table the two-coloured space 

groups are classi~ied according to the isomorphous 

Fedorov groups. 

5.2 Examples of symmetry classification of dichromatic complexes 

The primarY aim o~ this section is to re~er to particular dichro-

matic complexes and to demonstrate certain aspects o~ their symmetry. 

In the first example the possib!lity o~ a non-crystallographic point 

groups is illustrated. Then, attention is aiven to coincidence-si te 

lattices formed by cubic or hexaional (c/a-l.6311) lattices. Finally, 

the (110) twin in pyrite is referred to as an example of dichromatic 

pattern with 1:=1. 

5.2.1 Non-crystallographic dichromatic point group 

As was already mentioned (section 4.3) a non-crystallographic group 

is created only i~ the white point group contains a 4- or 6-fold axis 

and the rotation axis is along this direction. 

To demonstrate this. let the white and black lattices be simple 

cubic (symmetry group Pm3m). The dichromatic pattern shown in figure 
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5.2.1 is obtained by a rotation [001] /450 of' the black lattice. The 

point symmetry of' this pattern is determined by employing the analytical 

method given in chapter 4. 

The white point group contains 4B symmetry operations which are 

given in table A1.3. The ordinary symmetry elements of the dichromatic 

point group are these elements of' the white point group which satisfY 

the relation (see section 4.2): 

where 

-1 
Rgi R = ii ==... ... 

cos(450
) 

cos(4So ) 

o 

The above relation is employed f'or each one of' the elements of the 

point group m3m and the results are listed in table 5.2.1. According 

to this table. only 16 elements of' the wh1 te group are also elements of 

the dichromatic point group. These elements f'orm the group D .4/mmm 
o 

which is, of course, a subgroup of the white group (theorem 4.2.1). 

The order of' the group Do is 16 and according to theorem 4.2.2 the order 

of the dichromatic point group must be equal to 32. In other words, the 

dichromatic point group must be one of the invariant supergroups of D ; 
o 

re:ference to figure A9.2 shows that the dichromatic point group is the 

b1ack-white group 8'/mm'm'. 

This is easilY verified if' it is recalled that the dichromatic 

point &roup D is given by D • D +RD. Thus, the colour-reversing sym­
o • 0 

metry operations are given by !!Ii' where !i are the elements of Do; 

these operations are also listed in table 5.2.1. Comparing the elements 

of' the dichromatic point group to those given in table A9.1a it is 

evident that the former is isomorphous to the group 8 '/ram' m' • 



Figure 5.2.1 

Projection along [0011 of a dichromatic pattern formed by simple 

cubic lattices with misorientation [001]/450
• The white lattice 

is indicated by open circles while the black one by filled circles'. 

The dichromatic pattern exhibits 8'/mm'm symmetry. 
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TABLE 5.2.1 

Determination of the dichromatic point group formed by the 

superposition of two cubic lattices (point group m3m) with 

misorientation [001] /4S0 
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' 41 61 -1 4 x £ Y 

43 -5 -3 6 4 
X C Y 

41 61 :41 -1 -7' 4 8 
Y z: z z z 

43 6S -3 ~ -3' 4 8 
Y to z z z 

21 l' 21 21 l' 
8' S' 2~ 2 s Sx Sx s" X X ~ "C a- t/" 1: 

21 l' 21 21 l' 
s' 8' 2 2~ 8~ 8y 8y S 

Y P Y Q. P Q. 1. 

21 21 ·8S ' -S' 
8 S s 8 z z z " z z z 
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In order to determine the spatial symmetry group o~ the dichromatic 

pattern in figure 5.2.1 its periodicity must also be established. The 

pattern contains coincidence sites along the lOOl] (i.e. the rotation 

axis) and this is the only periodicity axis. Thus, the spatial symmetry 

of' the pattern is described by the rod group pSI /mmlm l • 

5.2.2 CSL dichromatic symmetry groups in cubic and hexagonal crystal 

systems 

Dichromatic patterns with three-dimensional translational sym­

metry are associated with CSL misorientation relationships. These rota­

tions have been extensively studied for cubic materials (see e.i. Warrin­

gton & Bufalini, 1971). 

Figure 5.2.2 shows the projections along [hkl] of' some CSL based 

dichromatic patterns between cubic lattices; the [hk11 direction is a 

symmetry axis of' the lattice. For each pattern the main symmetry. 'elements 

are indicated in the fiiure but colour-reversing mirror glide planes, 

etc. generated in centred CSL cells have been omitted f'or clarity. For 

each of' these patterns the space aroup is also shown in the figure. 

In systems other than the cubic a CSL is only possible if axial 

ratios and interaxial angles happen to have particular values (Donnay 

& Donney, 1954). Warrington (1975) considered the possibility of CSL 

f'ormation in the hexagonal system for the ideal ratio c/a=V8/3 and pub­

lished a list of' axis/angle pairs leading to CSL. 

Figure 5.2.3 is a schematic representation of such CSL cells obtained 

by rotations along the [00.1] axis. Open and filled circles represent, 

as usual, the sites of' the white and black lattice respectively. The 

main symmetry elements as well as the three-dimensional space group are 

indicated in the f'igure. 



Figure 5.2.2 

Projections along [hkl1 of CSL dichromatic patterns formed by 

faee-centred or body-centred cubic lattices. The component 

lattices, [hkl] J e and I are as follows: 

Ca) fcc/fcc, [11i)/600,.L=3 C*) 

Cb) bee/bee, [111]/60°, I=3 

(c) fcc/fcc, [0011/36.9°, I;;i:5 (*) 

Cd) bee/bee, [00il/36.90, 1=5 

(e) fcc/fcc, [0111/38.90, I=g (*) 

Cf) bee/bee, [0111/38.90, £=9 

(g) fcc/fcc, [011] /50.47°, r=11 C*) 

(h) bee/bee, 19.11] /50.47°, 1:=11 

The size of symbols represents the ••• ABABA ••• stacking along 

[001] and [011] and ••• ABCABCAB ••• along [111]. Open and filled 

circles indicate the white and black lattices respectively. 

C* after Pond & Bollmann, 1979) 
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Figure 5.2.3 

Projections along (00.1] of CSL dichromatic patterns formed by 

hexagonal lattices (c/a=1.633). The white and black lattices are 

represented by open and filled circles: 

(a) [00.11/21.79°. E=7 

(b) [00.1] /27.8
0 

• .%"=13 
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5.2.3 Twinning in pyrite 

Twinned crystals of pyrite (FeS2) are typical examples of twinning 

by merohedry. The unit cell of FeS2 is cubic; its structure can be com­

pared with the NaCl structure if it is supposed that Fe replaces Na and 

a S2 group replaces Cl (figure 5.2.4). The dumb-bell shaped S2 groups 

are so orientated that each of the eight small cubes into which the unit 

cube is divided has only one group pointing towards its centre. 

Pyrite is cubic but belongs to the class m3 while its lattice which 

always possess the highest symmetry possible for the corresponding cry-

stal system, has the symmetry m3m. The lattice, therefore, possess a 

plane of symmetry parallel to (110), but the structure does not. Pyri­

te is often found twinned with respect to a (110) symmetry plane. Figure 

5.2.5 shows the atomic configuration of the (110) twin in pyrite; this 

can be described by a reflection on the (110) plane. 

Figure 5.2.6 shows the dichromatic complex corresponding to the 

(110) twin in pyrite; it is obtained by a reflection in (110). In this 

figure the atom positions are shown as either open or filled symbols 

depending on whether they belong to the white or black lattice-complex. 

The space group of the dichromatic complex in figure 5.2.6 is C2'/m' 

where the colour-reversing mirror plane is normal to the [110] axis of 

the white lattice complex. 

By choosing the twin plane perpenticular to [110J and locating w 

the aPpropriate atoms at the positions of the black lattice-complex on 

one side of the twin plane and of the white lattice-complex on the other 

side the configuration of figure 5.2.5 is obtained. The symmetry of the 

bicrystal is described by the two-coloured layer group C2/m'. 



Figure 5.2.4 

The structure of pyrite, FeS2- The distance between the two 

sulphur atoms is 2.10i; however, their nearness has been over­

emphasized in the figure in order to make the correspondence 

with the NaCl structure more obvious 

(after Bragg & Claringbull, 1965) 
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Figure 5.2.5 

structure of' a (110) twin in pyrite projected on (001) 

(a1'ter Calm, 1954) 

Key: Open symbols: positions of the white lattice­
-complex 

Filled symbols: positions of the black lattice-
-complex 

Large circles: Fe atoms in the plane of the paper 
Small circles: Fe atoms ±a/2 out of the paper 
Large squares: S atoms x out of the paper 
Small squares: S atoms 1-x out of the paper 
Large triangles: S atoms 1/2-x out of the paper 
Small triangles: S atoms 1/2+x out of' the paper 
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Figure 5.2.6 

Dichromatic complex corresponding to the (110) twin in pyrite 

projected on (001) 

Key: Open symbols: positions of the white lattice­
-complex 

Filled symbols: positions of the black lattice-
-complex 

Large circles: Fe atoms in the plane of the paper 
Small circles: Fe atoms '!;,a/2 out of the paper 
Large squares: S atoms x out of the paper 
Small squares: S atoms 1-x out of the paper 
Large triangles: S atoms 1/2-x out of the paper 
Small triangles: S atoms 1/2+x out of the paper 
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5.3 Permissible symmetry groups of bicrystals 

As in the case of dichromatic complexes, the misorientation between 

the two bicrys'tal components implies that &raY point groups are not per­

missible. A bicrystal, however, possesses an additional feature, the 

interface. Any permissible symmetry elements aust transform this plane 

." 'into itself and moreover it must not interchange the two sides. This 

is carried out by considering each one of the possible symmetry opera-

tions. 

5.3.1 Centro symmetric and centroantisymmetric bicrystal groups 

Let the side of the unique plane towards the white crystal be 

called the white side and the opposite side be the black side. Any 

permissible symmetry element transform the unique plane into itself 

and also it must not interchange the black and white sides. 

This implies that no ordinary centre of symmetry is consistent 

with a bicrystal class. The presence of an ordinary symmetry centre 

involves that both the sides of the unique plane must be neutral <1.e. 

white and black coloured at the same time). Therefore, centrosymmetri­

call rosette groups are not permissible bicrystal groups. 

Secondly, the possibility of centroantisymmetrical bicrystal groups 

is considered. At first sight it appears that the colour-reversing in­

version centre is also not a permissible symmetry operation. The 

presence of a colour-reversing inversion centre on the boundary plane 

involves that the black lattice is identical to the white one and that 

the black lattice points assume positions which satisfY the white lattice 

(if the latter is considered to extent over the whole space). Thus, the 

colour-reversing inversion centre leaves the unique plane invariant and 
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at the same time does not interchange its two sides; additionally it 

implies that the white and black lattices are in complete coincidence. 

In this case the two-dimensional discontinuity is conserved only 

when the structure of the grains is not centrosymmetrical and their 

mutual orientation corresponds to a colour-reversing inversion operation. 

This is possible, however, only when each component crystal has lower 

than holosymmetric symmetry (an example of centroantisymmetric bicrystal 

group is given in section 5.4). 

5.3.2 Restrictions on the other point Symmetry operations 

In order to investigate the consistency of the rest of the point 

symmetry operations, it must be born in mind that symmetry operations 

of two kinds might be present in a bicrystal grouP, i.e. ordinary and 

colour-reversing operations. 

The condition of colour invariance of the unique plane imposes 

restrictions on the orientation of both the ordinary and colour-reversing 

symmetry operations. This is because the white side of the unique plane 

is transformed into the black one only when the colour-reversing symmetry 

element is located 'in' the boundary plane. On the other hand, ordinary 

symmetry operations permitting a transformation of each side of the plane 

into itself must be perpendicular to the boundary plane. The only 

exceptions to the above rules are the cases of 3-, 4- and 6-fold colour­

reversing rotoinversion axes2 which must be orientated perpendicular to 

the plane. This is easily explained since these axes arise by the 

succesive operation of a colour-reversing inversion and an ordinary 

proper rotation; the exception being the tetrad inversion axis 4. 

As far as the order of the symmetry operations is concerned,this 

is determined by the presence of the unique plane through the restrictions 
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imposed on the operations by the nature of the associated symmetry 

groups as derived in section 3.3. Thus, three-, four- and six-fold 

axes serve as·bicrystal symmetry operations equally well as two-fold 

axes. However, the three-, f'our- and six-fold axes may lie either 

perpendicular to the plane or within it. Mirror planes can also be 

orientated either parallel or perpendicular to the boundary plane. 

Accordingly the following restrictions are imposed on the kind and/or 

order of' the symmetry operations present in a bicrystal. Three-, f'our-

and six-fold rotation and rotoinversion axes must be ordinary and 

colour-reversing respectively and must be perpendicular to the boundary 

plane. Two-f'old rotation axes and mirror planes can be either ordinary, 

in which case they are perpendicular to the boundary plane, or colour-

-reversing operations parallel to it. 

Additional conditions are imposed on the combinations of the sym-

metry operations in a bicrystal group. It has been established (section 

3.3) that the symmetry classes for bicrystals are the two-sided, two-

~oloured rosette, rod, and layer groups. It is evident from the con-

struction of these groups that only certain relations are allowed between 

a pair (or among a set) of symmetry operations. For example, two-fold 

o 0 
colour-reversing axes may lie at only 90 (or 120 )- to another. Further-

more, an ordinary and a colour-reversing element necessitate their 

product as a second colour-reversing element. The relations between 

a pair (or among a set) of symmetry operations in a bicrysta!. are governed 

by the theorems given by Loeb (1971). 

5.3.3 Symmetry classes of' bicrystals 

Using the above _conditions __ the permissible point groups for a 

bicrystal have been determined and are given in table 5.3.1. It would 



TABLE 5.3.1 

Permissible bicrystal point groups 

. ·Number Bicrystal Bicrystal """",,o.,..s 
system Classical Black-white 

1 triclinic 1 

2 i' 
3 monoclinic 211 

4 m'11 

5 2/m'11 

6 12'1 

7 1m1 

8 12'/m1 

9 orthorhombic 22'2' 

10 2rmn 

11"· , .. m,'2'm 

12 .'mm 
13 tetragonal 4 

14 i' 
15 4/m' 

16 42'2' 

17 4mm 

18 :ii'2'm 

19 . 4/m'mm 

20 trigonal 3 -21 3' 

22 32' 

23 3m 

24 3'm 

25 hexagonal 6 

26 !, 

27 6/m' 

28 62 12' 

29 61M1 

30 61m2' 

31 6/m'mm 
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be of interest to notice that just one point group appears in this 

table for each of the 31 classes of rosettes. Thus, the point symmetry 

of bicrystals is classified according to the groups given in table 5.3.1 

which can be regarded as the 31 bicrystal classes in an analogous 

manner to the 32 single crystal classes. Further inspection of table 

5.3.1 indicates that the 31 bicrystal classes can be distributed amongst 

six 'bicrystal systems' which, in fact, are the systems for three-cUmen-

sional objects containing a singular point and a sinaular plane. 

The characteristic symmetry for each of the six bicrystal systems 

is summarized in table 5.3.2 while figure 5.3.1 shows the stereographic 

representation of the 31 bicrystal classes. The followina conventions 

are introduced for drawing these stereograms. The normal to the drawing 

plane is taken as the direction perpendicular to the interface. White 

and black points are considered above and below the page respectively; 

thus, solid circles and open squares are used to indicate the white and 

black point respectively. 

5.3.4 Spatial symmetry groups of bicrystals 

The discussion above was restricted to the point symmetry only; 

bicrystals can, however, exhibit translational symmetry as well. The 

latter arises by the existence of a super lattice being common for the 

two bicrystal cOmPonents (see e.g. Santoro & Mi&hell, 1972). A conse-

quence of the presence of the common superlattice is that antitransla-

tions are not permissible, or stated alternatively, the black-white 

3 lattices are excluded. Consequently, the spatial groups of bicrystals 

are determined by combining (classical) translations with (two-coloured) 

point symmetry. 

The determination of the spatial groups of bicrystals is based on 

table 5.3.1 where the permissible point groups are listed. The procedure 



TABLE 5.3.2 

CHARACTERISTIC SYMMETRY OF BICRYSTAL CLASSES 

TRICLINIC : l-fold (ordinary identity or colour-reversing 

inversion) symmetry only 

MONOCLINIC : 2-fold ordinary or colour-reversing (rotation 

or rotoinversion) axis 

ORTHORHOMBIC: 2-fold ordinary and two 2-fold colour-reversing 

rotation axes or 2-fold colour-reversing and 

two 2-fold ordinary rotoinversion axes in three 

mutually perpendicular directions 

TETRAGONAL 4-fold (ordinary rotation or colour-:-reversing 

rotoinversion) axis 

TRIGONAL : 3-f"old (ordinary rotation or colour-reversing 

rotoinversion) axis 

HEXAGONAL : 6-fold (ordinary rotation or colour-reversing 

rotoinversion) axis 



Figure 5.3.1 

Stereograms of the bicrystal point groups. The normal to the 

page of the drawing is taken as the direction perpendicular to 

the interface. Solid circles and open squares represent points 

above and below the interface respectively. 
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for establishing the spatial symmetry of bicrystals is, therefore, to 

consider the lists of the two-sided, two-coloured band or layer groups 

and to delete those groups which are not isomorphous to a bicrystal 

rosette group (table 5.3.1). In selecting the spatial groups the possi-

bili ty of glide mirror planes or screw axes must also be considered. 

As it was noted in section 3.3 a glide mirror plane III&Y serve just as 

well as a colour-reversing operation in bicrystals (this is the case for 

twins in aragonite and feldspars; see section 5.4). The only screw axes 

consistent with the bicrystal symmetry are the two-fold colour-reversing 

ones (which, obviouslY. must be on the interface). 

A complete list of the two-sided, two-coloured band groups is given 

in appendix 4 . (table A4.2). The permissible bicrystal band groups are 

then obtained (table 5.3.3) by following the procedure mentioned above. 

Similarly, the table of two-coloured layer groups given by Neronova" 

Belov (1961) is considered for deriving the list of the permissible bi-

crystal layer groups (table 5.3.4). 

The periodicity of bicrystals is expressed by the one one-dimen-

sional {p} or the five two-dimensional (P or c) lattices (see e.g. 

International Tables for X-ray Crystallography, 1969) • 

Foo'blotes -1: The term-centrosymmetrical denotes a symmetry grOup 

containing an ordinary inversion centre. I:f a 

colour-reversing inversion centre is present the group 

is called centroantisymmetric. 

2: Although only examples of l' (which by themselves 

are rather special cases) have come to the author's 

notice, all the inversion axes are considered :for the 

sake of generality. 

3: Because of thiS, the term 'black-white spatial groups' 

is used, hereafter, to denote black-white symmetry 

groups with classical lattices. 



Number 

1 

2 

3 
. 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

I----

TABLE 5.3.3 

Permissible bicrystal band groups 

Bicrystal groups Bicrystal groups 

Classical Black-white Number 
Classical Black-White 

rlll 16 pl12'/m 

pl'll 17 pl12'/b 

p211 18 p22'2t 

p12'1 19 p22i2t 

p12il 20 p2mm 

p112' 21 p2mb 

pm'11 22 pm'2'm 

pb'11 23 pb'2'b 

p1m1 24 pb'2im 

p11m 25 pm'2'b 1 

p11b 26 pm'm2' 

p2/m'11 27 pb'm2' 

p2/b'11 28 pm'nun 

p12'/ml 29 pb'lUD 

p12i/m1 30 pm'mb 

31 pb'mb 



TABLE 5.3.4 

Permissible bicrystal laYer groups 

Number Bi-crystal groups Number Bicrystal groups 

Classical Black-white Classical Black-white 

1 p1 21 p22'2' 
1 

2 pi' 22 c22'2' 

3 p211 23 p2Jnm 

4 p112' 24 pm'm2' 

5 P112i 25 pc'm2' 
1 

6 c112' 26 pc'c2' 

7 pm'11 27 pc'2'm 

8 pl1m 28 p2mb 

9 p11c 29 pm'c2' 1 

10 pc'll 30 pc'2'b 1 

11 c11m 31 pn'c2' 

12 p2/m'11 32 pn'm2' 1 

13 P112'/m 33 p2cb 

14 P112i/m 34 c2mm 

15 e112'/m 35 em'm2' 

16 p2/e'11 36 eb'm2' 

17 p112'/b 37 pm'mm 

18 P112i/b 38 pe'em 

19 p22'2' 39 pn'eb 

20 p22'2' 1 1 
40 pm'mb 



TABLE 5.3.4-continued 

Bicrystal groups Bicr,ystal groups 
Number 

, 
Number 

Classical Black-white Classical Black-white 

41 pc'mm 61 p4/m'mm 

42 pn'mb 62 p4/n'cm 

43 pc'cb 63 p4/m'cm 

44 pm'cb 64 p4/n'mm 

45 pc'mb 65 p3 

46 pn'rnm 66 P3' 

47 cm'mm 67 p312' 

48 cb'mm 68 p32'1 

49 p4 69 p3m1 

50 p4' 70 p31m 

51 p4/m' 71 p3'lm 

p4/n' -52 72 p3'm1 

53 p42'2' 73 p6 

54· p42'2' 1 74 pS' 

55 p4mm 75 p6/m' 

56 p4cm 76 p62'2' 

57 pi'2'm 77 p6mm 

58 pi'2 ' m 
1 

78 pS'm2' 

59 P4'm2' 79 p6'2'm 

-60 p4'c2' 80 p6/m'mm 
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5.4 Examples of symmetry classification of bicrystals 

This section deals with bicrystals where the interface is a twin 

boundary. Only twins in non-isometric materials are discussed here. 

In these cases a (perfect) CSL is formed only for appropriate values of 

the axial ratios and the interaxial angles (Donnay & Donnay, 1954). But, 

there are cases where a coincidence-site net is formed. 

5.4.1 Twinning in the hexagonal system 

Much experimental work has been carried out on the deformation 

twinning elements for the hexagonal metals (see e.g. Clark & Craing, 

1953). A survey (Rapperport & Hartley, 1960) of the deformation modes 

in h.c.p. metals reveals that those with c/a)1.633 twin, only on {1012] 

planes while those with c/a(1.633 on {112l\ planes as well as on {1012\ 

planes. 

The low-temperature phase of zirconium is typical of the metals 

with c/a(1.633. It has a close-packed hexagonal structure with a.3.223 

and c=5.123i (c/ .. 1.589). Figure 5.4.1 shows the configuration resulting 

from (1012) twinning in zirconium according to Westlake (1961). This 

configuration results by PUrely geometrical considerations and no local 

relaxation of the atoms on or near to the boundary was taken into account. 

In this diagram the atom positions are shown as either open or filled 

symbols depending on whether they belong to the matrix or the twin. 

Circles are in the plane of the paper, whereas squares are a/2 above 

or below the page. The two components are related by a rotation approx­

imately 850 along the [1210] direction. 

In the structure of zirconium the angle between the vectors [1011] 

and [1011] is equal to 85.09
0

• Consequently, a rotation [1210]/85.090 

leads to a coincidence net on the (1012). 'The correspondini dichromatic 



Figure 5.4.1 

TWinning on (1012) planes in zirconium;" projection on the (12io) 

plane. Circles and squares are atomic positions in the plane of' 

the paper and ±a/2 out of' the paper respectively. 

(after Westlake, 1961) 
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complex shown in figure 5.4.2 exhibits, therefore, a two-dimensional 

periodicity. 
,. 

The layer group of the dichromatic complex is pmm'2'. The ordi-

nary mirror is parallel to the (12iO) which is common to both the white 

and black lattices. The colour-reversing mirror plane and the 2-fold 

aXis lie on (1012)' and-lid11]" '-respectively (the subscript denotes the w w 

coordinate system used for expressing the directions and planes). 

In order to create the (10i2) twin in zirconium the procedure out-

lined in section 3.1 is employed. Thus, by locating the composition 

plane of the twin parallel to the (1012) in such a way so it passes 

through the coincidence sites the configuration shown in figure 5.4.1 

is obtained. The spatial symmetry of the bicrystal is described by the 

layer group pmm t 2 ' • 

The structure of the (1012) twin in zirconium as shown in figure 

5.4.1 corresponds to -a high eneriY ~onfiguration because of the over-

lapping of atoms alongside the twin plane U.e. atoms A and B). Rapper-

port & Hartley (1960) studied the deformation twins in zirconium, and 

they proposed that the motion of individual atoms leads to a lower 

energy configuration. According to them half the atoms in the twin 

plane assume compromising positions which do not satiSfY the lattices 

of the twinned or the untwinned material. One can not, however, be 

certain of the motion of these atoms. 

5.4.2 Twinning in the orthorhombic system 

Twin boundaries in a-uranium can also be described in terms of a 

co1nc1dence-s1 te net. The twinning elements of uranium have been deter-

mined by Cahn (1953). Ur~ium belongs to the orthorhombic crystal class 

and it is found that twins of types I and II appear in add! tion to the 



Figure 5.4.2 

Dichromatic complex obtaiRed by two lattice-eomplexes o~ the 

zirconium-structure type with misorientation (1210)/85.09°. 
White and black points are represented, as usual," by open and 

fUll symbols. Circles are in the plane o~ the paper, whereas 

In squares are ±a/2 out o~ the page. 
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more usual compound twins. Calm identified four families, of which two 

were of type I, one of type II and one compound (for definitions of 

type I and II orcompoana--t1I1ns see, for example, Klusen-NekIyudova, 

1964). 

The structure of a-uranium is illustrated in figure 5.4.3. ~ From 

the lack of coincidence betw&en the lattice points and the atomic posi-

tions, it would be expected that the atom movements are very irregular. 

This leads to doubt about the exact position of the twinning plane, and 

Cahn (1953) has settled its position subject to one of the following 

conditions: (a) the main adjustments of the atoms are minimized, 

(b) all atoms should move roughly the same distance (c) a proportion 

of the atoms should already be in coincidence points. 

By imposing these conditions Cahn gave the structure of the (130) 

twin in a-uranium; the (001) projection is shown in figure 5.4.4. The 

broken lines indicate the distortion of the region of contact accord ina 

to Cahn. 

Figure 5.4.4 shows that the black lattice-complex is rotated along 

o (001) by an angle 101 approximately. Referina to the structure of 

a-uranium a number of points can be found with an angular separation 

o approximately equal to 101 • 

[250] is equal to 101.120
• 

The angle between the points (250] and 
o . 

Therefore, the rotation [001]/101.12 results 

in a coincidence site net on the (130)w plane. Nearly coincidence sites 

are to be found by moving perpendicular to this plane. The (130) twin 

in a-uraniwn corresponds, therefore, to a [001] /101.120 rotation: the 

layer group of the bicrystal is cmm' 2' • 

An second example of twinning in orthorhombic system refers to the 

aragonite. The structure of aragonite (CaC03) is described by the 



Figure 5.4.3 

The stucture of' DC-uranium 
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Figure 5.4.4 

Twinnina on (130) planes in '~anium: projection on (001).· The 

fillen and open circles indicate atoms atc/4 and 3c/4 respectively. 

The broken lines indicate the distortion at the region of contact. 

(after Calm, 1953) 
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orthorhombic space group Pmcn (a=4.94, b:7.94, c=5.72R) (Bragg, 1924) 

and the unit cell contains 4 CaC03 groups (figure 5.4.5). This structure 

is pseudohexagonal, with the c axis as the pseudohexagonal axie. The 

calcium atoms are arranged in a hexagonal array, but the arrangement 

of the C0
3 

groups lowers the symmetry to orthorhombic. 

Single crystals of" aragoni te are rare; twinning about {110] is 

nearly always present. The atomic conf'iguration of' the (110) twin in 

aragonite is shown in figure 5.4.6. The two individuals of' the twin 

are related by the'col6~reversing glide plane which coincides with 

the twin plane. 

5.4.3 Twinning in the tetragonal system 

The last example of' twins in metals is the twinning of tin. The 

twin plane of' white tin was f'irst determined by Mugge (1917, 1927) and 

by Tanaka & Kamio (1931) as the (331) plane. Chalmers (1953), on the 

other hand, considered it as the (301) plane. A re-investigation by 

Clark, Craig & Chalmers (1950) has confirmed the latter indices, and 

also shown that .the confusion arose f'rom an improper choice of the unit 

cell in the earlier references. 

The lattice of' p-tin is body-centred tetraaonal. with four atoms 

per unit cell at the points 000, ~", O~ and "'~, as shown in figure 

5.4.7. The pattern of' atomic positions alongside the twin boundary is 

shown in figure 5.4.8. Open and f'illed symbols represent the atomic 

positions in the matrix and twin respectively. Circles are atomic posi­

tions on the plane of' the page and triangles are a/2 above or below the 

page. The layer group of' this conf'iguration is cnun' 2'. 

5.4.4 Twinning in the monoclinic system 

The :first example of twinning in the monoclinic system refers to 

the f'amily of the feldspars. These minerals fall into two main groups, 



Fieure 5.4.5 

The structure of aragonite, CaC03; superimposed oxygen ato~s 

have been made visible by sym~etrica1 displacernnts. The heights 

of the atoms are measured above the face of the unit cell along 

the axis of projection in hundredths of the projected unit cell 

edge. 

(after Bragg, 1924) 
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Figure 5.4.6 

(110) twinning in aragonite; projection on (001) plane. 

(after Bragg & Claringbull, 1965) 

Key: Filled circles: Ca atoms in the plane of the page 
Open circles: Ca atoms at ±O.50c out of the page 
Crossed circles: C atoms at O.33c and O.83c or 

0.17c and 0.67c out of the page 
Large filled squares: 0 atoms at 0.17c out of the 

p~e 

Large open squares: 0 atoms at O.33c out of the page 
Small filled squares: 0 atoms at 0.83c out of the 

p~e 

Small open squares: 0 atoms at 0.67c out of the page 





Figure 5.4.7 

The structure of white tin 





Figure 5.4.8 

(103) twinning inp-tin, projected on (010) plane. 

\ 

Key: Open symbols: positions of the white lattice-complex 
Filled symbols: positions of the black lattice­

-complex 
Circles: positions on the plane of the paper 
Triangles: ±b/2 out of the page 
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one with monoclinic or very nearly monoclinic symmetry, the other defin-

itely triclinic. One of the most remarkable features of the feldspars 

is the number of waYS in which the crystals twin. The five common methods 

of twinning have simple and direct interpretations (Bragg & Claringbull, 

1965). In this section, however, only the Baveno twin in orthoclase 

(KAISi30S) is considered; orthoclase belongs to the monoclinic system 

with space group C2/m and unit cell constants a=S.562, b:12.996, c=7.193i, 

~=116.01o (Cole, Sorum & Kennard, 1949; Jones & Taylor, 1961). 

The structure of the Baveno twin according to Bragg & Claringbull 

(1965) is shown in figure 5.4.9; the twin plane is (021). The two indi-

viduals (one in fUll line, the other in dotted line) have to be filled 

together after a relative displacement along the twin plane (021), 

which thus becomes a glide mirror plane. This is permissible for a growth 

twin but must cause severe stresses in the interface of a mechanical 

(deformation) twin. 

The last example considered in this section is the twinning in 

serpierite, Ca(Cu,Zn)4(OH)6(S04)2.3H20. This material crystallizes in 

the monoclinic system with space group C2/c, ~22.186, b::.6.250, c-21.853i, 

pm113.36o and Z=8 (Faraone, Sabelli & Zanazzi, 1967). 

Figure 5.4.10 illustrates the arrangement of representative points 

in a serpierite twin according to Sabel1i & Zanazzi (196S). The boundary, 

with the symmetry operations relating the two individuals of the twin, 

is outlined by a dashed line. At the boundary there is the .formation 

of the two-fold screw axes parallel to (010J and inversion centres at 

~ and~. These symmetry operations are colour-reversing ones, since 

they relate the two individuals of the twin. 

Twinning in serpieri te is an example of bicrystals where a colour-



Figure 5.4.9 

Baveno twin; one individual is drawn in fUll line, the other dotted. 

The heights of the atoms are measured above the face of the unit 

cell along the axis of projection in hundredths of the projected 

unit cell edge. 

(after Bragg & Claringbull, 1965) 





Figure 5.4.10 

The arrangement of representative points in a serpier1te twin. 

The boundary, with the twin symmetry operations, is outlined 

by a dashed line. 

(after Sabelli & Zanazzi, 1968) 
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-reversing inversion centre or a colour-reversing two-fold screw axis 

is present on the boundary plane. The colour-reversing inversion centre 

implies that the lattice is continuous across the boundary. Indeed, 

the additional (colour-reversing) elements of the twin do not affect 

the symmetry of the lattice, being of the same kind as those still 

present in the structure, even if in positions not stated by the space 

group. 
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Chapter 6 

VARIATION OF SYM)mTRY WITH RELATIVE DISPLACEMENT 

Introduction 

The symmetry o~ dichromatic complexes or bicrystals depends on the 

misorientation and the relative position o~ their components. In the 

previous chapters the two components were assumed to have a common ori­

gin, and, hence the symmetry o~ dichromatic complexes and bicrystals was 

studied in relation to changes in the misorientation. 

It remains, therefore, to consider symmetry variations due to re­

lative displacements. Such variation is governed by general principles 

which are applied in the same way ~or both dichromatic ~omplexes or bi­

crystals. Thus, in the cases where no distinction is required re~erence 

is made to a 'composite' which can equally well be a dichromatic complex 

or a bicrystal. 

The study o~ the symmetry variation is carried out separately ~or 

finite and periodic composites. In section 6.1 the variation o~ the 

point symmetry is investigated and an analytical procedure is derived; 

the latter enables the determination o~ the conditions under which parti­

cular operations o~ symmetry are conserved. The application o~ this 

procedure is demonstrated ~or a particular example in section 6.2. 

Next, the case o~ periodic composites is considered and a method for 

determining the spatial symmetry variation is given in section 6.3. This 

method is used in the last section for studying the symmetry variation 

of a three-dimensional dichromatic pattern. 

6.1 Point symmetry variation 

In order to study the point symmetry variation o~ a composite its 

white component will be considered ~xed in space and any displacement 
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will result by the relative translation of the black component. If the 

latter is displaced away from its original position the geometrical 

relationships (i.e. the symmetry) between the two components changes. 

Some of the symmetry operations of the original composite might be de-· 

stroyed after the displacement, while others are conserved1• 

For example consider the composite in figure 6.1.1a obtained by 

the exact superposition of two (identical) components. The point symmetry 

of the components is 4mm, and that of the composite 4mml1 (grey point 

group). 2 If the black component is, now, displaced by ~(x,O.O) the 

symmetry of the composite so obtained is reduced to ml m2 1 (figure 6.1.1b). 
11 

This displacement conserves the symmetry operations 1, 2 • S I By of z x' 

the original composite but destroys all the remaining ones. 

6.1.1 Subgroup relations in the point symmetry variation 

It is seen by comparing the composites in figures 6.1.1a and 6.1.1b 

that the shifting of the components relative to each another results in 

a composite with lower symmetry. This holds, however, only for the cases 

of holosymmetric composites, i.e. composites eXhibiting the highest pos-

sible symmetry which can be created by the superposition of two given 

components in a given misorientation relationship. For two given compo-

nents and for a given misorientation there exists a unique translational 

position of the two components leading to the holosymmetric composite. 

The symmetry group of the latter is isomorphous to either the point 

&rOUP of the cornpoments or to a subgroup/supergroup of it (depending on 
. 

the misorientation of the two components) and this can be found by 

applying the procedure in section 4.3. 

In the following text the composite with ~Q (see section 3.1) is 

taken to be alwaYS the holosymmetric one, unless specifically stated to 



Figure 6.1.1 

It shows the variation of the point symmetry with displacement. 

The original composite is shown in (a)i its symmetry is 4mm1'. 

When the black component is displaced by ~ the symmetry is reduced 

to m'm2' (b). Note the shift of the mirror plane m'. The x 
coordinate system for expressing the symmetry operations and 

displacements is shown in (a)i the z-axis is out of the plane of 

the paper. 
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be otherwise. In this case the point symmetry of' the composite a:rter 

displacement is a subgroup of' the point group of' the holosymmetric com-

posite. First of' all, it is a group by virtue of' the restrictions placed 

upon the conservation of' its elements. No product of' elements in the 

set can be unrelated to the particular geometric relationship of' the 

two components, and all elements of' the initial composite related to 

this relationship are included in the set. Secondly, it is a subgroup 

because in displacing the black component symmetry elements are removed, 

but not added (as long as the initial composite is the holosymmetric 

one). 

The consideration of' a holosymmetric composite f'or ~Q provides 

a waY to check that all the symmetries of' • displaced' composites have 

been found. This is because only certain symmetries, which ere amongst 

the subgroups of the particular point group, can be created by displacing 

the black component. 

Having established the relationship between the point aroups of 

the composites before and after displacement the analytical approach for 

studying the point symmetry variation can be derived. For this the 

colour-reversing and ordinary symmetry operations are considered 

separately. 

, 
6.1.2 Conservation of colour-reversing Symmetry operations 

Colour-reversing symmetry operations arise by the geometrical rela-

tion~hips existing between the white and black cOmPonents. Thus, any 

displacement! which does not alter the particular relationship conserves 

the respective operation which, however, is shifted by l/2. Referring 

to fiaure 6.1.1b, for an examPle, the mirror plane s~ has been shifted 

after the displaoement ~(x,O,o), by (x/2,O,O) relative to its oriainal 
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position. 

When the black component is displaced by l the origin of the co-

ordinate system has, therefore, to be displaced by ~/2 in order to retain 

the form of the symmetry operation matrix representations (this coordi-

nate system is called the 'displaced coordinate system'). Alternatively 

stated, it can be considered that the black component is displaced by 

l/2 and at the same time the white component by -~/2. In this case the 

conserved symmetry elements remain in their initial positions and, hence, 

they are expressed relative to ~le original coordinate system. 

Let S be a colour-reversing symmetry operation which is conserved 
= 

after displacement ~. Since S is present in the initial composite there 
= 

is at least a pair of points belonging to the white and black components 

-their positions in the original composite are denoted by x and xb re-
-w -

spectively- for which: 

Sx = x. 
~ -D 

If the black and white compoments are displaced by !/2 and -!/2 

the positions of the above points (relative to the original coordinate 

system) are ';'-.:!:/2 and ~+~/2 respectively. The symmetry relationship 

between the two points is now expressed by: 

Consequently, a colour-reversing symmetry operation is conserved 

onlY if: 

S(-t/2) = t/2 
= - - (6.1.1) 

where the displacement t/2 is expressed relative to the coordinate system 

of the original composite. 

6.1.3 Conservation of ordinary Symmetry operations 

Ordinary symmetry operations result by the coincidence of identical 

operations in the two components (see section 4.1). Thus, a displacement 
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l conserves an ordinary symmetry operation only when it leaves these 

symmetry elements in coincidence. If the original compOSite contains, 

say, a u-fold rotation axis, obtained by the superposition of two u-fold 

axes of the components, then this axis is conserved only for displace-

menta along its direction. 

Let S an ordinary symmetry operation which is conserved when the 
=0 

two components are displaced relative to each other. In the initial 

composi te there is at least a pair of white points, x and x', as well -w -w 

as a pair of black points, ~ and~, for which: 

and 

S x' = x 
=O'""W -w 

A~er displacement the positions of the points in the white com-

ponent become !w-~/2 and ;-!/2 and those in the black component ~+~/2 

and !b+~/2 respectively. Therefore, the symmetry relationships of' the 

two pairs of' points are given by: 

S (x'-t/2) = x -t/2 
=0 -w - -w-

and 

Consequently, an ordinary symmetry operation is conserved by a 

displacement only if: 

S (t/2) = t/2 
=0- -

A displacement, therefore, conserves only these ordinary symmetry 

elements which satisfY relation (6.1.2); for the same displacement the 

colour-revers,ing elements present in the composite are given by relation 

(6.1.1). 

6.1.4 Conservation of' (ordinary or colour-reversing) symmetry elements 

Relations (6.1.1) and (6.1.2) give the conditions under which 

symmetry operations of the composite are conserved by displacements of' 
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the black component. For determining the displacements conserving a 

symmetry element all the symmetry operations associated to it must be 

considered. The displacement conserving a particular symmetry element 

is then the one for which all the associated symmetry operations are 

invariant. In other words, in the case of a symmetry element, of order 

n 3, the displacement conserving it is determined by the solution of 
• 

the system: 

(6.1.3) 

-where ~'i ti=l,2, •• ;;0) are -the matrices of the symmetry operations asso­

ciated to the symmetry element and k=l for colour-reversing or k=2 for 

ordinary symmetry operations. Under this convention equations (6.1.1) 

and (6.1.2) allow the determination of displacements conserving the sym-

metry elements of the original composite. 

Concluding this section it is of interest to give the general rules 

of symmetry element conservation with displacement: 

Rule 6.1.1: The ordinary identity operation is conserved by 

any displacement whereas no translation conserves 

the antisymmetry operation. 

Rule 6.1.2: An ordinary rotation axis or mirror plane is con-

served only by displacements parallel to this axis 

or plane of symmetry. 

Rule 6.1.3: u-fold (u)2) colour-reversing rotation axes are 

destroyed by any displacement. However, colour-

-reversing axes 2' or planes m' are conserved by 

displacements which are perpendicular to these 

rotation axes and symmetry planes. 

Rule 6.1.4: The ordinary inversion centre is destroyed by 

any displacement whereas the colour-reversing one 

is alwaYs conserved. 
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The displacement associated with the identity operation is rather 

obvious; there is no displacement destroying the symmetrical relation 

of a point to itself. In contrast, the colour-reversing centre of sym-

metry is destroyed by any displacement because the inversion centres in 

the two components are brought out of coincidence. The way of deriving 

the remaining of the above rules is demonstrated in the next section. 

Footnotes 1: No new symmetry operations can be created by a dis­

placement (see section 6.1.1). 

2: The symbol ~(x,O,O) denotes the vector !=x!+OJ.+0!i 

with !, 1, ~ the unit vectors along the x-, y- and 

z-axes of the coordinate system Oxyz indicated in 

figure 6.1.1a. 

3: Order of a symmetry element is the number of sym­

metry operations associated with this particular 

element; for example, the order of the 4-fold rota­

tion axis is equal to 4. 

6.2 Example of point symmetry variation 

The application of the method outlined in section 6.1 is now demon-

strated with reference to a particular example. For this a bicoloured 

composite is considered and its point symmetry variation is studied by 

allowing the two components to be displaced relative to one another 

Let both the white and black components be non-periodicl with 

symmetry 4/mmm and let these be superposed so the obtained composite has 

the symmetry 4/mm tm'. This point group contains the following symmetry 

operations (see table Al.3): 

1 3 
ordinary operations: 1, 4z ' 4z ' 

1 2 , i, z 
I' 

colour-reversing operations: 2x ' 
I' 2 , 
y 

-1 4 , z 
l' 

2. , 

-3 4 , s z z 
l' 2,. ,s' st st s!. x' y' .. ' ,. 

The z-axis of the orthogonal coordinate system used for expressing 
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the matrix representations of the symmetry operations (and the displace-

ments) is along the 4-fold axis. The x- and y-axes, on the other hand, 

coincide with two mutually orthogonal 2-fold axes of the point group. 

The considered composite exhibits the highest possible symmetry 

created by the given components in the given misorientation, i.e. it is 

the holosymmetric composite. Consequently, only certain symmetries can 

be created by displacing the black component. These symmetries are among 

the subgroups of the point group 4/mm'm' given in table 6.2.1 (note that 

all the crystallographically non-equivalent subgroups of 4/mm'm' are . 

included in this table). 

6.2.1 Conservation of symmetry elements 

The next stage in the procedure is to determine the displacement(s) 

for which each of the symmetry operations of 4/mm'm' is invariant. Col-

our-reversing operations are conserved by the displacements obtained 

as solutions of the equation (6.1.1); these are given in table 6.2.2. 

On the other hand, the displacements conserving ordinary operations are, 

according to equation (6.1.2), these in table 6.2.3. 

In applying the results of tables 6.2.2 and 6.2.3 it must be born 

in mind that they correspond to symmetry operations. The translation(s) 

conserving a particular symmetry element is(are) the displacement(s) for 

which all the symmetry operations associated to this element are 

invariant (see section 6.1.4). The ordinary 4-fold axiS, for example, 

involves the presence of the four symmetry operations: I, 4
1 
z' 

All +'h~Ae operations are conserved for displacements parallel to the 

z-axis and, hence, the 4-fold ordinary axis is conserved for ]a(O,O,z). 

As far as the ordinary axis 4 is conserned, it contains the symmetry 

operations: 1, ~1, 21, 43 and, therefore, it is destroyed by any displa-z z z 

cement (table 6.2.3). • 



TABLE 621 

SlJbgroups of the block-wt/lte fJOInt gl'OlJp 4Imm'm' 

II4.II'Dr Sl.Ogro~ 4' I 43 1 2' , 2"! 2" " " t " ,3 , s; s~ 1 s~ , 2a 213 5 5 
Z Z I Z I • .y Z Z Z • 

1 14'mm'm' X X!XX'X X X X X X X X X'X XiX 

2 42'm' X X X X X X X X 

3 42'm' X X X X X X X X 

~ 4m'm' X X X X X X X X 

5 42'2' X X X X X X X X 

6 4/m X X X X X X X X 

7 4 X X X X 

8 " X X X X 

9 m'm'm X X X X ·X X X X 

10 m'mb! X X X X X X X X 

11 m'm2' X ! X X X 

12 m'm2' X IX X X 

13 m'mt X X X! X 

1~ m'mt X X XI X 

15 2'Im' X X X X 

16 2'/m' X X X X 

17 '11m' X X X X 

18 '11m' X X X X 

19 21m X X X X 

20 m'm'2 X )( )( )( 

21 m'm'2 )( )( X )( 

22 22'2' )( )( )( )( 

23 2tt X )( X )( 

24 T )( )( 

25 m' )( )( 

26 m' )( )( 

27 m' )( )( 

28 m' )( )( 

29 t )( )( 

30 t )( )( 

31 t )( )( 

32 t X )( 

33 m X )( 

34 2 )( )( 

35 , X • 



TABLE 6.2.2 

Solutions of the equation ~(-l/2)=l/2 for the colour-reversing 

aymmetry operations of the black-white point group 4/mm'm' 

Symmetry 
element 

l' 
2 

x 

l' 2 . 
Ie 

l' 
2" 

s' x 

s' y 

s' 
Of 

s' , 

Matrix 
equation 

( 
1 0 o)(_t /2) (t /2) 
o -1 ° -t;/2 == t;/2 
o 0 -1 -t /2 t /2 z z 

(-~ ~ ~) (=:;~:) -(:;~:) 
° 0 -1 -t /2 t /2 z z 

( 
0 . 1 o)(_t /2) (t /2) 
1 0 0 -t;/2 == t;/2 
o 0 -1 -t /2 t /2 z z 

(-~ -~ :)(:;~:) == (:;~:) 
° 0 -1 -t /2 t /2 z z 

n ~ ~) (=:~:) == (:;~:) 
o 1 -t /2 t /2 z z 

(

1 0 

o -1 

o 0 

( 

0 1 

1 0 

o 0 

(

0-1 

-1 0 

o 0 

O)(-t /2) (t /2) 
o -t;/2 == t;/2 
1 -t /2 t /2 z z 

0) (-t /2) (t /2) o -t;/2.. t;/2 
1 -t /2 t /2 z z 

Solution 

t =0 x 
t : no condition y 
t : no condition z 

t : no condition x 
t .0 

y 
t : no condition 

z 

t ==-t (*) x y 
t : no condition z 

t at (**) 
X Y 

t : no condition 
z 

t : no condition x 
t .0 

y 
t .,0 

z 

t .0 x 
ty: no condition 

t .0 
z 

t -t (**) x y 
t =0 z 

t --t (*) x y 
t .0 

z 

• 
(*) t _-t means a displacement perpendicular to the xy-d1rection 

x y 
(**) t =t denotes a displacement perpendicular to the xY-direction x y 



TABLE 6.2.3 

Solutions of the equation S(t/2)=t/2 for the ordinary . - -
symmetry operations of the black-white point group 4/mm'm' 

--

Symmetry Matrix 
Solution element equation 

C 0 O)C 12) C 12) t : no condition 

o t;/2 = t;/2 
x 

1 o 1 t : no condition y 
o 0 1 t /2 t /2 t : no condition z z z 

C -1 O)(V2) Cx/2) t =0 

41 . 
x 

- , - 1 0 0 ty/2 = ty/2 t .. 0 z y 
o 0 1 t /2 t /2 t : no condition z z z 

C1 O)C 12) C 12) t::O 

43 o t;/2 = t;/2 
x 

-1 0 ty=o. z 
o 0 1 t /2 t /2 t z: no condition z z 

C ° O)C 12) C 12) 
t =0 

21 o -1 0 t;/2 = t;/2 
x 

t .0 z y 
o 0 1 t /2 t /2 t z : no condition z z 

C ° O)(t 12) C 12) t .0 

o -1 0 t;/2 = t;/2 
x 

i ty=O , 
o 0 -1 t /2 t /2 t-o z z z 

C -1 O)C~2) C~2) t .0 
-1 

x 
4 1 0 0 ty/2 = ty/2 ty-o z 

o 0 -1 t /2 t /2 t .0 z z z 

(-~ 1 O)C 12) C 12) tx-o 
-3 o _0 t;/2 = t;/2 t =0 4 z y 

o -1 t /2 t /2 t .0 z z z 

G 
0 O)C~2) C 12) tx: no condition 

s 1 0 ty/2 = t;/2 ty: no condition z 
o -1 t /2 t /2 t .0 z z z 
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The colour-reversing mirrors s~ and s;. on the other hand. are 

invariant ~or displacements which do not change the respective mirror 

relationships o~ the two components. that is. ~or displacements (x,x,O) 

and (~.x,O) respectively (rule 6.1.3). These considerations indicate 

the way by which the rules in the previous section were derived. 

6.2.2 Conservation o~ sets o~ symmetry operations 

Attention is now focused on displacements which conserve sets o~ 

symmetry elements. In other words, the displacements leading to a 

composite with symmetry described by any one o~ the subgroups o~ the 

point group 4/mm'm' are determined. For this. each one o~ the subgroups 

given in table 6.2.1 is considered (starting with those o~ higher sym-

metry). For each subgroup a displacement conserving all the group ele-

ments can be established. This is. in ~act. equivalent to solving the 

system o~ r equations: ~i(-!/2)=!/2 (i=1.2 ••••• r/2) and ~j(!/2)_!/2 

(j=l,2, ••• ,r/2) where ~i and ~j are respectively the matrix representa­

tions of the colour-reversing and ordinary elements of the particular 

subgroup of order r. 

For example, consider the subgroup 42'2'_{1 41 21 43
z

• 2x1 ', 21 ' , z' z' y • 

2!', 2~'}. The 4-fold axis is conserved by a displacement (O.O.z), 

l' l' l' l' 
whereas the axes 2x • 2y • 2 •• 2~ are conserved by the displacements 

(O,y.z), (x,O,z), (-x,x,z), (x,x,z) respectively. Therefore, the only 

displacement conserving all the elements of 42'2' are o~ the ~orm (O,O,z). 

Similar considerations give the displacements which conserve each of the 

remaining subgroups in table 6.2.1. These displacements and the asso-

2 
ciated point groups are given in table 6.2.4. Since the point group 

of the composite ~or ~Q is restricted to be a subgroup o~ the point 
.. 

group 4/mm'm' and since all the subgroups were considered it is clear 



TABLE 6.2.4 

Point symmetry variation of a composite 

with symmetry 4/mm' m ' 

Fractional Point group 
coordinates 

of displacement Number* Symbol 

, 
000 1 4/mm'm' 

OOz 5 42'2' 

OyO 11 m'm2' 

xOO 12 m'm2' 

xxO 13 m'm2' 

Xxo 14 m'm2' 

xOz 29 2' 

oyz 30 2' 

xxz 31 2' 

-xxz 32 2' 

xyO 33 m 

xyz 35 1 

(*) see table 6.2.1 
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that table 6.2.4 covers all the possible composites obtained from the 

original holosymmetric one. 

When the displacements conserving the elements of a subgroup are 

determined, the following must be kept in mind: 

1) Since the ordinary identity operation is conserved by any 

displacement, there is no need to account for this operation. 

2) Certain subgroups are not invariant by displacements ~Q. 

The subgroup 42'm', for example, is conserved by the 

displacement l=(O,O,O) only. 

3) Certain subgroups are formed by displacements which at the 

same time conserve another subgroup of higher symmetry. 

The latter is a consequence of the conservation of various symmetry 

elements by the same displacement. For example, both subgroups 42'2' 

and 4 are formed by a displacement of the form (O,O,z). This happens 

when the two groups contain common elements, or, in other words, when 

the group of lower symmetry is a subgroup of the one of higher symmetry. 

In such cases, however, the symmetry of the dichromatic complex or 

bicrystal is described by the highest order subgroup (highest symmetry). 

This explains why the subgroup list must be considered in a sequence of 

decreasing group order. 

6.2.3 Equivalent composites 

Table 6.2.4 shows that certain subgroups can be created by more 

than one crystallographically equivalent disPlacement3• This occurs in 

the cases where a subgroup adopts more than one crystallographically . 
equivalent orientation in the point group of the composite with l=Q. 

The subgroUP mt, for example, adopts two different, but equivalent, 

orientations in 4/mm'm'; the two orientations are related by symmetry 
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. 
operations of the initial composite. As it can be seen from table 6.2.4 

the displacements leading to the corresponding composites are also 

relatedby symmetry operations of the initial composite. 

Pond & Bollmann (1979) have shown that whenever a composite with 

~~ contains point symmetry higher than 1, there exists a set of dichro-

matic Patterns-o-r-'bterystals, obtained from the original composite by 

displacements of the black component, which are related by the symmetry 

of the initial composite. They called the composites of such sets equi-

valent dichromatic patterns and equivalent bicrystals. Similar consi-

derations indicate that the same holds for dichromatic complexes,' and, 

following Pond & Bollmann (1979), such sets are called here ' equivalent 

dichromatic complexes'. 

The symmetry relationships between the sets of equivalent dichro-

matic complexes and bicrystals will be further examined in section 7.3. 

Footnotes 1: The consideration of non-periodic components (and, 

hence, non-periodic composites) has no Significance 

except that it implies that point symmetry only is 

taken into account. The method is, however, identi­

cally applied for studying the point symmetry varia­

tion of periodic composites. 

2: In table 6.2.4 only displacements ~Q (and the asso­

ciated subgroups) are included. 

3: It is possible that composites with identical sym­

metry can be created by crystallographic non-equi­

valent displacements. These cases, however, must 

be treated separately; this is a situation where 

the need to distinguish between crystallographically 

non-equivalent subgroups arises. 

ej3 Variation of the spatial symmetry 

The discussion in the previous sections was confined to non-periodic 

components. This allowed the effect of the relative displacement on the 
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point symmetry to be analysed. Dichromatic complexes and bicrystals 

can, however, be periodic. Thus, attention is now ~ocused on in~inite 

components and the variation ot' their symmetry is studied. 

6.3.1 Displacements conserving a periodic composite 

The consideration of periodicity implies that there are displace­

ments which conserve the original composite. These are due to the trans­

lational symmetry o~ the components, but ~or a periodic composite addi­

tional displacements exist as well. Thus, two categories o~ displacements 

are distinguished~ 

The ~irst contains displacements ~or which the obtained composite 

di~~ers in no way from the original one; they recreate the composite at 

the original position. Displacements o~ this category are equal to the 

translation vectors of the respective component. In the case of CSL 

based dichromatic complexes and bicrystals, where the two components 

have a common superlattice, the vectors of this superlattice represent 

displacements of either component which conserve the original composite. 

Thus, the displacements o~ the first category can further classi~ied 

into: 

(a) displacements which can applied to the respective component 

in order to recreate the initial composite, and, 

(b) vectors which represent shifting of either component. 

For displacements of the second category the composite is conserved 

as far as the configuration of points is concerned but it is displaced 

relative to its original position. The displacements of the second 

cateaory are, in fact, equal. to the DSC lattice vectors (Bollmann, 1970). 

Bollmann has shown that these vectors form a sublatt1ce o~ the composite 

lattice and, in fact, it is this sublattice which represents the periodic 
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variation of the composite symmetry. 

6.3.2 Displacement vector set for dichromatic complexes and bicrystals 

The displacements of the above two categories can be represented 

in an integrated WaY by means of the vector space, a concept introduced 

by Buerger (l950a,b) in connection with the solution of the Patterson 

function in X-raY crystallography. For the purposes of the symmetry 

variation studies the vector space is considered as the space containing 

the displacement vector set of the associated dichromatic complex or 

bicrystal. 

The vector space is formed by drawing vectors between all points 

in the dichromatic complex or bicrystal (disregarding th~ different 

colours). These vectors are then assembled at common origin and the 

unit cell of the periodic vector is established. The unit-translations 

of the vector set correspond to the displacements which recreate the 

1 original composite. In other words. the translation symmetry of the 

vector set represents the periodicity of the spatial symmetry variation. 

Consequently, it is adequate to investigate the spatial symmetry varia-

tion due to displacements which fall within the Wigner-Seitz cell of the 

associated vector set. 

It is evident, from the construction of the vector set, that the 

fundamental set and the vector set have the same number of translation 

axes. In the case of dichromatic complexes or bicrystals with no trans-

lational symmetry the Wigner-Seitz cell has zero volume. For complexes 

or bicrystals with one- or two-dimensional periodicity the unit cell of 

the vector set is linear or planar respectively. In the case of dichro-

matic complexes based in cst the Wigner-Seitz cell is three-dimensional 

and has a volume that decreases as ~ increases. 
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6.3.3 General and special displacements 

An implication of the periodic variation of the spatial symmetry 

of dichrmatic-complexes and bicrystals is the possibility of displacements 

for which rotation axes and/or mirror planes of the original composite 

become screw axes and/or glide mirror planes (or vice versus). Consider, 

for example, figure 6.3.1. An infinitely small displacement of the 

black component away from the reference position destroys the mirror 

plane my present originally in the composite. Thus, all the composites 
.. 

corresponding to displacements ~Q do not possess this mirror plane. 

The displacement ~~/2, however, brings the white and black components 

in a glide-reflection relationship (figure 6.3.1b). Such displacements 

correspond, usually, to vectors with end-points lying midway two lattice 

points of the DSC lattice. 

The periodicity of the spatial symmetry variation, therefore, 

implies that there are displacements resulting in spatial symmetry groups 

which have the same point symmetry but where some (if not all) of the 

translation-free rotation axes or mirror planes have been changed to 

screw axes or glide mirror planes (or vice versus). Displacements with 

this property or displacements which conserve the composite will be called 

'special displacements' while the remaining are designated 'general 

displacements'. 

Special displacements correspond to dichromatic complexes or bicry-

stals whose symmetry is uniquely determined by the displacement vector. 

Any infinitely small deviation aWay from the special position results 

in a change in the symmetry of the composite. The displacement of the 

black component does not alter the configuration of either the black or 

the white component but it changes their relative position only. There-



Figure 6.3.1 

(a) It shows an composite with one-dimensional periodicity; the 

uni t translation is indicated by the vector.!. Open and 

filled circles represent points of the white and black 

(one-dimensional) components respectively. The composite 

exhibits a symmetry pmm'2'. 

(b) The composite obtained by displacing the black component 

by !=.!/2. The symmetry of this composite is pma' 2' • The 

. axes of the orthogonal coordinate system are: x-axis alona 

the translation axis. y-axis on the plane of the paper and 

z-axis out of the page. 



(a) 0 0 0 0 0 0 0 0 0 0 

•••••••••• 
I i -I 

, (b) 00 00 00 00 00 

•••••••••• 
I .. I 
9/2 
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1'ore, only colour-reversing axes and/or mirror planes can be trans1'ormed 

to their associated translation-coupled counterparts (or vice versus) 

by a special displacement. 

General displacements, on the other hand, are associated with dichro-

matic complexes or bicrystals whose symmetry remains unchanged over wide 

- limits o1'-displacement. Exam~les o1'general displacements are the vecwa 

Q(j:(.!/2 in figure 6.3.1. 

Both general and special displacements change the spatial and/or 

po1:nt • 'Symmetry of' the -dichromatic complex or of the bicrystal·. -Tl:le-

variation of the point symmetry has been investigated in section 6.1; 

it remains, therefore, to give the procedure for the determination of 

the spati'al Ts~try variation. - The method is based on the fact that 

a displament can never modifY the periodicity of the dichromatic complex 

or bicrystal. This means that the spatial symmetry group of the compo-

2 site with ~Q must be a subgroup of that corresponding to ]=Q: but 

the two groups must have the same translations. 

6.3.4 Determination of the spatial grOUpS for general displacements 

The spatial symmetry of a composite obtained by a general displa-

cement is described by a group which exhibits: 

(a) point symmetry which is a subgroup of the original compo-

site (section 6.1), and, 

(b) the same translational symmetry as the original composite. 

General displacements correspond, therefore, to spatial subgroups 

in which the descent in symmetry has only af1'ected the rotations and 

reflections but not the accompanying translations in the unit cell. 

Hermann (1929b) designated such -groups .. -'zellengleichen subgroups' (an 

analysis of' Hermann's approach is given in appendix 11 since no full 
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exposition in the English language exists). 

6.3.5 Determination of the spatial grOUPS for special displacements 

The spatial symmetry obtained by a special displacement corresponds 

to a spatial group which: 

(a) has a point group belonging to the same class as a subgroup 

(including the trivial ones) of the reference composite, 

(b) has the same set of translation vectors as the reference 

composite, and, 

(c) may contain translation-coupled symmetry elements corre-

sponding to translation-free elements in the original 

composite (or vice versus). 

Consequently. special displacements correspond to spatial subgroups 

where the translations and not the types of symmetry are affected. These 

subgroups are the 'klassengleichen subgroups' in Hermann's (1929b) 

3 terminology • 

As was mentioned above special displacements correspond to vectors 

connecting the origin to 'special' points in the unit cell of the DSC 

lattice. Such • special , points ar~ usuallY the vertices, centres of 

faces or edges and points lYing midway between them. The following 

rules facilitate the determination of the special displacements: 

Rule 6.3.1: The special displacements follow the rules of sym-

metry element conservation given in section 6.1. 

Rule 6.3.2: A special displacement creates a translation-

-coupled symmetry operation from a translation-free 

one (or vice versus). The latter is present in 

the initial composite but is not conserved by the 
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particular displacement. Moreover, it is always 

a colour-reversing operation. 

Rule 6.3.3: From all the operations of the initial composite 

which may create a trans1ation-coup1ed/trans1ation-

-free symmetry element only those which are compa-

tib1e with the special displacement form such an 

element. 

For example, if the original composite contains a 4-fo1d colour-

-reversing axis and the special displacement is equal to the half-period 

along the axis direction, then a 42 axis can be created but not a 41 or 

a 43 one. 

Footnotes 1: It is possible that such displacements recreate the 

original composite in a new position, but this is 

not important as .far as its symmetry is concerned. 

2:·A subgroup of a given spatial group is a group of 

lower symmetry obtained by the removal of certain 

symmetry operations from the given spatial group 

(see appendix 11). 

3: This does not include the special displacements for 

which the original composite is reformed. The spatial 

group of these composites is, obviously, identical 

to that of the original composite, or, according to 

Hermann's (1929b) approach it is the trivial zellen­

gleiche subgroup. The vectors of such displacements, . 

however, 'end' outside tlle Wigner-Seitz cell of the 

DSC lattice. 

6.4 Example of spatial symmetry variation 

In this section the procedure for studying the spatial symmetry 

1 
variation of dichromatic complexes is demonstrated by giving an example. 

For this the dichromatic pattern formed by two f.c.c. lattices rotated 
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relative to each another by [001]/36.90 (1=5) is used as an illustra­

tion. The space group of this holosymmetric dichromatic pattern is 

14/mm'm' (~igure 5.2.2c). 

The point symmetry variation has already been considered "in section 

6.2 and, hence, table 6.2.4 gives the general displacements and the point 

groups of the associated patterns. 

As far as the space groups of the dichromatic patterns associated 

to general displacements are concerned they can be found by applying 

the-principles outlined in section'&.3. For this the list o~ the zellen-

gleichen subgroups o~ the space group 14/mm'm' (table All.l) is conside­

red. For each of the general displacements the point sY:Jlllletry of the 

obtained pattern is given in table 6.2.4; the corresponding space group 

is then the one in table All.l which belongs to the particular symmetry 

class. For example consider the dichromatic pattern obtained by a dis­

placement l= (0,0, z); its point group is 42'2'. Referring to table All.l 

it is seen that the zellengleiche subgroup of the class 42'2' is 142'2'; 

this is the space group of the dichromatic pattern with l-(O,O,z). 

When this procedure is apPlied regard must be given for the cases 

where the point &rOup adopts more than one crystallographically non­

-equivalent orientation in the point group of the original pattern. In 

this case different zellengleichen subgroups might correspond to the 

non-equivalent subgroups. The ambiguity can be resolved by conaiderlna 

which symmetry operations of the original pattern are conserved by the 

particular general displacement. Thus, it is possible to establish the 

point sub&rOups corresponding to these dichromatic patterns and thus 

the appropriate zellengleichen subgroups are determined. 

Let, for example, the dichromatic patterns obtained by ~(x,O.O) 
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and~(x.x,O). It is shown in section 6.2 that a displacement o~ the 

l' ~ora t.(x,O,O) conserves the aubaroup m'm2'-{l, 2 ,s, s'} and 
- y z x 

. according to the table A11.1 the respectlve space group is 118'182 I. 

I~ the displacement t.(x,x,O) Is, however, considered the conserved 

aymmetr) operations ~orm the subarouP m' m2 I .{1,2! I, sz' s~j and, hence, 

the space &rOuP o~ the dichromatic pattern with !=(x,x,O) is Fm'm2'. 

In a similar manner the space symmetry o~ the dichromatic patterns 

~or the other general displacements is determined. 

The special displacements can be ~ound by applying the rules given 

in section 6.3. Thus, the displacement ~(",O,O), ~or example, conserves 

l' the subgroup mI21m-{1, sz' s~, 2y J while destroying the rest o~ the 

symmetry operations in the initial pattern. i.e. the operations o~ the 

1 1 3 l' 
set 4z ' 2z' 4z ' 2x ' 

l' the elements 2x and 

l' l' -1-3 
2~ , 2~ , i, 4z ' 4z ' s;, s~, s~. In this set only 

s' satisty the conditions given in section 6.3 y 

and, hence, a displacement o~ the black component by!-(",O,O) creates 

a glide-m1rror plane normal to the y-axis and a 2-~old screw axis along 

the x-cliraction. 

In order to determine the special displacements it is necessary 

to determine, ~irst o~ all, the possible space grpups associated with 

such displacements. These are klassengleichen subgroups o~ either the 

apace group o~ the dichromatic pattern with l-Q, or o~ a zellengleiche 

subgroup o~ it. Moreover, these klassengleichen subaroups must have 

translational vectors identical to that o~ the original dichromatic 

pattem; these &rOups are listed in the first coloumn o~ table 6.4.1. 

In ~act, this table gives the klassenaleichen subgroups o~ the (classi­

cal) apace sroup I4/mmm instead o~ the two-coloured I4/mm'm'. This is 

because the procedure ~or the determination o~ the klassengleichen 



TABLE 6.4.1 

.. ··"Qassengleichen subgroups 01" 14/mm m which correspond to 

special displacements 1"or the 1.5 dichromatic pattern 

formed by two f.c.c. lattices 

Space group 

I4/mcm 

I 4
1/ amd 

I 41/ aed 

14122 
1422 

I4
1
cd 

141md 

14cm 

I4mm 

I42d 

142m 

14e2 

14m2 

141/a 

141m 

141 

14 

14 

Imma 

I~ca 

Ibam 

Immm 

Fmmm 

1212121 
1222 

F222 

Ima2 

Iba21 
Imm2 

Fdd2 

Fmm2 

Comments 

41 and a-plane are ordinary elements 

41 and a-plane are ordinary elements 

41 is an ordinary element 

zellengleiehe subgroup 

41 is an ordinary element 

41 is an 'ordinary element 

zelleng1eiche subgroup 

4 is an ordinary axis 

zellengleiche subgroup 

:4 is an ordinary element 

zellengleiche subgroup 

41 and a-plane are ordinary elements 

zellengleiehe subgroup 

41 is an ordinary axis 

zellengleiche subgroup 

zellengleiche subgroup 

m is an ordinary mirror plane z 
b- and a-plane are normal to the x- and y-axis respec-

tively and there is no displacement creating simulta­

neouslY the a- and b-planes ' 

zellengleiche subgroup 

zellengleiche subgroup 

2 axis is an ordinary element 
z 

zellengleiche subgroup 

zellengleiche subgroup 

see the comment 1"or Ibem 

zellengleiehe subgroup 

there is no displacement creating simultaneously 

the two d-planes 

zellengleiehe subgroup 
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aubaroups is fairly complicated and the onlY available listing of such 

aubaroups (B07le Ir Lawrenson, 1972b) deals with the classical space 

groups. 

Some of the &roups given in table 6.4.1 must be excluded from fur-

ther considerations because, as it was mentioned in section 6.3, the 

only aymmetry operatlons'present to the initial pattern which can be 

changed to translation-coupled/translation-free are the colour-reversing 

operations. Thus, since the initial point group contains an ordinary 

4-fold axill "klruisengleichen subgroups containing 41 , 4 or 21 axes (the 

latter if it is parallel to the 4-fold axis) must be excluded. Similar 

considerations (see table 6.4.1) for the remaining subgroups indicate 

that the only subgroups which must be taken into account are the I4/mc'm', 

14c'm', Imm'a' and Ima'2'. But, I4o'm' and Ima'2' are zellengleichen 

subaroups of the space groups 14/mc'm' and Imm'a' respectively. There­

fore, special displacements give patterns with space groups 14/mc'm' or 

Imm' a' (this is further examined below). 

The next step in the procedure is the determination of the special 

displacements. This is based on the rule given by Pond" Bollmann (1979) 

(see also section 7.3) concerning the conservation of symmetry of dichro­

matic patterns (and bicry-stals). According to them the variation of the 

symmetry obeys the following conservation rule: "the product njrj ill 

invariant with relative displacement, where nj is the order of the point 

symmetry for the pattern created by a given relative displacement away 

from the holosymmetric pattern and r j is the number of crystallograp~i­

cal17 equivalent patterns obtained by symmetry related displacements". 

According to this rule, the rank of a special displacement is equal to 

'b/~ where ~ and ~ are the orders of the point groups of the dichro-
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matic patterns before and after displacement respectively. 

For example, the rank of the displacement leading to a dichromatic 

.. patte:m' with symmetry I4/mc 'Ill" ,\:.:16) IIlUSt be equal 'to 1 since "It .16. 

Inspection of the holosymmetric dichromatic pattern shows that the onlY 

displacement with rank 1 is the !=(O,O,~) (or its translation-equivalent 

, !-i", .. ",O)t ..... "'This· _ans tlta't-a dichrdmatic pattern with symmetry I4/mc '.' 

is formed by the special displacement ~(~,~,o). SimilarlY, the rank 

of the displacement leading to a dichromatic pattern with symmetry I.' a' 

is equal to ~/~=16/8e2 and the special displacement associated with 

this aroup is (",0,0). 

The above rule enables, additionallY, to decide whether a particular 

kl .. sengleichen subgroup corresponds to a special displacement or not. 

This is the case for the &rOup 140.' m' which as mentioned above must be 

excluded. If a special displacement creates a dichromatic pattern with 

space symmetry I4o'1Il' then its rank has to be equal to 2. But the onlY 

dlsplace-.t of rank 2 U the ~(~,O,O) and it can not correspond to the 

above aroUP since it does not conserve the 4-fold axis. 

Table 6.4.2 summarizes the variation of the space symmetry of the 

2:.5 dichromatic pattern formed by two f.c.c. lattices. 

Footnote1~-~-p~edure for bicrystals is identical. 



TABLE 6.4.2 

Spatial symmetry variation of the dichromatic pattern 

.1=5 formed by two f.c.c. lattices 

Fractional Point Space coordinates Rank 
or displacements group group 

000 1 4/mm'm' 14/mm'm' 

~ 1 4/mm'm' 14/mc'm' 

~ o~ 2 mm'm' 1mm'a' 

OOz ooi 2 42'2' 142'2' 

xOO OxO 4 m'm2' 1m'm2' 

;Coo aXo 

xxO ixo 4 m'm2' Fm'm2' 

xio iXo 

I xOz Oxz 8 2' C2' 

iOz oiz 

xoi Oxz 

xoi Oxz 
- 8 2' C2' xxz xxz 

- -xxz xxz 
- - -xxz xxz 

- -xxz xxz 
, 

xyO yxO 8 m Cm 

xYo yXO 

iYo -yxO 

xyO yxO 

-xyz xyz 16 1 P1 
- -xyz xyz -yxz yxz 
- -yxz yxz 
- - -xyz xyz 
- -xyz xyz 

- - -yxz yxz - -yxz yxz 
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Chapter 7 

GENERAL RELATIONS OF DICHROMATIC SYMMETRY AND BICRYSTAL SYMMETRY 

Introduction 

The symmetry o~ a bicrystal depends on: (a) the misorientation and 

the translational position o~ its components (see chapters 3-6). and, 

(b) the orientation o~ the inter~ac.. The e~~ect o~ the latter on the 

interfacial symmetry can be understood in terms o~ the procedure used 

for aanufacturina a bicrystal (see section 3.1). The selection of the 

boundar7 plane and the location o~ the appropriate DIOti~s (atom complexes) 

on .ach side o~ this plane imply that some o~ the symmetry elements pre­

sent in the respective dichromatic complex may be elimil')ated. Such 

chanaes in the symmetry are considered in this chapter. 

In section 7.1 a procedure is given ~or the determination o~ the 

point and/or spatial symmetry of all possible bierystals manu~actured 

from a given dichromatic complex. The procedure is. subsequentlY. 

applied in section 7.2 for deriving some geometrical ~eatures o~ the 

interfacial symmetry. 

An important conclusion reached by employing the above method is 

that sets o~ bicrystals with boundary planes related by the symmetry of 

the corresponding dichromatic complex have symmetry related (i.e. enerae­

tically degenerate) structures. This is similar to the occurence of 

equivalent dichromatic complexes or bicrysta1s (Pond & Bollmann, 1979). 

As it is explained in section 7.3 these cases can be described in terms 

of &rOup-theoretical conciderations. 

7.1 BiC£lstal Symmetry ~or a given misorientation 

_. - .-., 4. - . The .determination of' the (poitlt and/or spatial) bicrystal symmetry 

is based on the fact that it corresponds to a section of the (point and/or 



83 

IIPatiel) symmetry group of the dichromatic complex taken in the boundary 

position. This section must be taken through the group (point and/or 

spatial) of the ~spective dichromatic complex in a position corresponding 

to that of the boundary plane in both orientation and translation. 

In taking this section only those symmetry elements which transform 

the··aeometrical section into itself· are retained. These-include. (as has 

been mentioned in section 5.3): 

(1) perpendicular to the plane: non-translation-coupled ordi-

rotoinversion axes), 

(2) parallel to the plane: only two-fold colour-reversing 

elements, and, 

(3) inclined to the plane: no elements. 

The set of symmetry elements in the section is a group by virtue 

of the restrictions placed upon the selection of its elements. Thus, 

no product of elements in the set can be unrelated to the plane. and, 

all elements related "to the plane, in the dichromatic group, were inclu-, 

ded in the sectional set. In add! tion, symmetry eleJIIeDts were removed. 

but not added, in taking the section of the dichromatic group. Hence, 

the set of symmetry elements in the section is a subgroup of the dichro-

matic aroup. 

7.1.1 .Determination of the point symmetry 

The determination of the bicrystal point groups for a given dichro-

_tic complex is based on the subgroup relation just mentloned, the point 

&rOUP of the section (bierystal point group) is a subaroup of the dlchro­

_tic point group. Consequently, the procedure for findin& thebierystal 

point group is as follows. 
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First of all, the subgroups1 of the dichromatic point group are 

deter.1ned (subgrouP tables of the two-coloured point groups have been 

pubU.Iihe4 by AsChe!' & t8riUnet', 1ge5). However, Dot all of these sub-

aroupa correspond to bicrystal symmetry. This is so because of the 

restr1ctions imposed on the symmetry elements of a bierystal (see section 

5.3). !'herefore, using table· 5.3.1, the subgroups which are not permis-

aible b1cryatal groups must be rejected. For each of the remaining 

aubaroups a boundary plane can be established in order to have colour-

-reversiDg syunetry elements on this plane and ordinary symmetry elements 

perpendicular to the plane (except for colour-revers ina rotoinversion 

axes; see above). This 1s, in fact, equivalent to the requirement of' 

plane invariance as it has been discussed in section 5.3 • 
. 

After the elimination of the non-permissible subgroups, it is 

advisable to consider the subgroup list in a sequence of decreasina 

group order. The reason for this is that for a given orientation of 

the boundary plane some lower order subgroups will give different bicry-

stal eymmetry than higher order subgroups. This is because the boundary 

plane does not separate elements of' symJDetry arbitrarily, but only by 

considering the definina plane. The lower order bierystal class would 

correspond to either the same or to a different translational position 

of'the interface in the dichromatic complex. In the former case the 

lower symmetry group is a subgroup of the section group of the dichroma-

tic aroup. As was explained in sections 6.1 and 6.3, however, the 

h~e.r lIynnetry su~group corresponds to the holos)'JlllDetric bicrystal 

(far the &iven translational position of the components) f'rom which the 

reaa1n1ng bicrystal symmetries for the given boundary plane orientation 

can be ~termined by the method presented in chapter 6. 
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An example will serve to outline the matter of derivation of the 

bicr78tal point symmetry. Consider ·the dichromatic pattem formed by 

two f.c.c. latticeS' 'and corresponding to the 1:.5, [OO1)/36.9() misorien­

tation relationship (fiaure 5.2. 2c); the space group of this pattem ill 

I4/ .. 'm'. In table 7.1.1 the investigation of the point symmetry of 

'hi'crystals associated "witii th1'sdlcflrOmatic pattern is given. '!'he first 

colUIID in this table lists the subgroups of the point group 4/mm'm' 

according to the tables by Ascher It Lemmer (1965). The second and third 

columns give the number and the elements of symmetry equivalent groups 

corresponding to each subgroup in the first column. The next column 

aives the boudary plane for each of the subgroups which are permissible 

bicrystal classes. The next, fi:rth, column is reserved for comments. 

It is seen :f'rom table 7.1.1 that for a boundary plane parallel to 

(001) 2. say, bicrystals with point symmetries 42'2', 4, 22'2' can be 
c 

crea~d. It is evident that since 22'2' is a subgroup of the 42'2' con-

taining the same symmetry elements perpendicular to the section plane 

these two groups correspond to the same location of the interface but 

to different relative displacements of the components (see below). On 

the other hand, the bicrystal with point symmetry 4 is obtained when 

the interface plane does not pass through the origin. This ill, however, 

explained in a more comprehensive way in terms of the sectional plane. 

7.1.2 Sectional-plane method 

As was already mentioned the symmetry elements conserved at'ter 

locating the boundary plane form a group. For n-dimenllional periodic 

dichromatic complexes (n(3) this group is an infinite group of an 

m-dimensional periodic discontinum (where ID=O ,1,2), and is designated 

a 'sectional group' (Holser, 1958a). The Possible sectional groups 



TABLE 7.1.1 

Ho1osymmetric bicrystal symmetry based on the r=5 dichromatic 

pattern formed by two f.c.c. lattices 

No of sym. 
Subgroup equivalent 

groups(+) 

4/11111l'm' 1 

421m' 1 

42 1m' 1 

, 
1 

42'2' 1 

4/m.' 

4 1 

m'm'm 1 

.'.' .. 1 

m'm2' 2 

m'm2' 2 

2 11m' 2 

211m' 2 

21m 1 

Symmetry elements 
in the subgroup (+.) 

1 3 1 l' l' 
1,4 ,4 ,2,2 ,2 ,s~ ,a,..' z z z x Y 

1. 3 1 l' l' 1,4 ,4 .2 ,2 .2.., a' , a ' zzzoc r- xy 

1 41 43 21 , , , , , , , ,s,s,s ,s. zzzxyoc .. 

1 3 1 l' l' l' l' 1 4 4 2 2 ,2y ,2oc ,2L , z' z' z' x .. 

1 3 1 -1-3 1,4 ,4 ,2 ,i,4 ,4 ,s z z z z z z 

1 l' l' 1,2,2 ,2 ,i,s ,S',Sy' z x y z x 

1 l' l' 1,2,2 .2 ,i,s ,s',s! z z ~ .. 

l' l,s ,s',2 z Y x 

l' 
1,SZ,s~,2y 

l' 
1,sz,s~,20( 

l' 
l,s ,a',2 ... z CIC ,., 

l' 1,2x ,i,s~ 

l' l,2y ,i,s; 

l' 
1,2" ,i,s~ 

l' 
1,21!1 ,i,s~ 

l' 1,2 ,i,s' z z 

Boundary 
plane(++) Comments 

(001) 
c 

(001) 
c 

(100) 
c 

(010) 
c 

(110) 
c 

fil0) 
,c 

(*) 



TABLE 7.1.1-continued 

No of sym. Symmetry elements Boundary 
Subgroup equivalent Comments 

groups(+) 
in the subgroup (+) plane(++) 

111'111'2 1 1 21 , , , ,s ,s z x Y 
(*) 

111'111'2 1 1 21 , , (* ) , ,s ,s,. z oc 

22'2' 1 1 21 21 ' 21 ' , z' x ' y (001) . c 

22'2' 1 
1 l' l' (001) 1,2 ,2 ,2~ z oc c 

I 1 1,i (*) 
I 

III' 2 1 s' , x (100) c 

1 s' , y (010) 
c 

m' 2 1 s' 
• 01 

(110) 
c 

1.s~ (110) 
c 

2' 2 1 21 ' , x (Okl) 
c 

1 21 ' , y (hOl) 
c 

2' 2 l' (bbl) ~.20( c 

l' (bbl) 1,2, c 

m 1 1,s (hkO) 
z c 

2 1 1 21 , z (001) c 

1 1 1 (hkl) c 

(+) When considering the subgrouPs of the black-white point aroup, it 

1s advisable to distinguish not only the crystalloaraphically non­

-equivalent groups but also the different orientations that may 

occur with respect to the given group 

. . " .. ( *) Refered to the cst coordinate system 

(*) Non-permissible bicrystal point group 
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depend OIl the dichromatic complex group, the orientation of' the plane 

and ita location. The procedure f'or the determination of' the sectional 

, .. , '-&rOtQjs as well as their u88'''''bi'"the8tudy of' the bicrystal symmetry are 

delllODStrated by the f'ollowing example. 

Consider the above mentioned dichromatic pattern with symmetry 

14/.'.;-.' The "'pruuti 'of' possible lrlterest have directions of' say (001) , 
c 

(010) , (100) , (110) , (101) ,(011) and so on. However, f'or a given 
c c c c c 

plane orientation, say (001) , only certain locations give distinct 
c 

sectional groups. Thus, at the edge of' the unit cell of' the dichromatic 

pattern the sectional plane (001) contains the symmetry p42'2', where c 

the first part of' the symbol indicates the lattice type, the second part, 

4, indicates the syinmetry in a direction normal to the plane, the third 

and fourth parts indicate the symmetry in two directions (in this case 

At z-a/2 the plane (001) has the 
c 

same syanetry aa just described for (001). On the other hand, at z-a/4 c 

or z-3a14 it haa symmetry P42i2. All other planes in this orientation 

do not intersect any symmetry elements e1ICept the ordinary 4-fold axis 

and thus these planes have symmetry p4. The sectional groups for various 

orientations and positions in the apace group 14/mm'm' are listed in 

table 7.1.2. 

Symmetry elements are lost as one moves from special to more general 

sectional orientations, as in the sequence (001) , (011) , etc.; this 
c c 

is particularly true in space groups of low symmetry. The special posi-

tions of the sectional plane in the space group lie in not more than 

tour elevations tor a given orientation of' the section: in many cases 

the 0 and ~ elevations as well as the ~ and ~ elevations are equivalent 

pairs. Any other elevation is general and can contain only a tew 



TABLE 7.1.2 

Sectional plane groups in the space group 14/mm'm' 

!".Location· . 
~+ O.~ ".~ others 

D1rection c
, 

, (001) p42'2' p~'2' p4 
c 1 

(010) 
c 

pmm'2' pmm'2' pm 

(100) 
c 

pmm'2' pmm'2' pm 

(110) c pmm'2' pmm'2' pm 

(110) c 
pmm'2' pmm'2' pm 

(011) c2' pl pl 
c 

(101) c2' c 
pl pl 

(Okl) c 
p2' pl pl 

(h01) c 
p2' pl pl 

(hhl) 
c 

p2' pl pl 

(hhl) 
c 

p2' pl pl 

(hOl) c 
p2 pl pl 

(Okl) c 
p2 pI pI 

(hkO) 
c 

pm pl pl 

(hkl) c 
pl pl pl 

• Location is given in terms of fractional distance between 

the planes with listed indices (origin at mm'm' intersection) 

+ The subscript denotes "that the directions refer to the CSL 

coordinate system 
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particular symmetry elements. This explains why, in cases where a 

Particular interface orientation corresponds to more than one group 

-hav1na COIIIIDODelements perpendicular to the- sectipnal plane, the one 

with the highest symmetry IDUst be considered. 

'file above considerations f\ll.ly determine the symmetry of bicrystals 

f.c.c. lattices (table 7.1.3). The results in this table are in complete 

aareement with the table given by Pond & Bollmann (1979). The terms in 

the lut colUmn are explained in the next section. 

Footnotes 1: This includes the crystalloaraphically equivalent, 

as well as the trivial, subgroups. 

2: 'the . subscript means that the coordinate system of 

the CSt unit is used. 

7.2 Characteristic features of bicrystals 

The discussion in 7.1 indicates that the use of the sectional group 

concept provides the most comprehensive method for studying bicrystal 

sym.etr.T for a given dichromatic complex. The spatial symmetry of a 

bicrystal can, in most cases, be predicted without relying on the 

sectional plane provided that the boundary plane and the associated bi-

crystal point group are known. This method, al thouah not very use:f\al 

for a general study of the bicrystal symmetry, can be used for demon-

stratin& a very important feature of the interfacial symmetry. 

7.2.1 Rigid and non-rigid interfaces 

The translational symmetry of a bicrystal is restricted by the 

orientation of the interface and for a dichromatic complex exhibi tina 

n-dimensional periodicity the interface must contain m'n 1 non-parallel 

translation axes. Hence, in the case of bicrystals manufactured from 

one-dimensional dichromatic complexes there will be no translational 

.,...tr,r in the bierystal ~ess the interface contains the periodicity 
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TABLE 7.1.3 

Holosymmetric bicrystal symmetry based on the Z. a5 

dichromatic pattern with 1;::0 (the component lattices 

are1'.c.e~;pr8.ne indices re1'er to the coordinate 

system 01' the CSL) 

In~r(1ilge 
Layer group of' Inter1'ace 

•. .J. ~' •. Rank , holosymmetric Orc:lep 
plane bicrystal category 

(001) I p42'2' 8 rigid 
c 1 

, 
(100) (010) 2 pmm'2' 4 rigid 

c c 

(110) (110)c 2 pnun'2' 4 rigid 
c 

, 
(hkO) (tikO) 4 pm11 2 non-rigid 

c c 

(khO) c (kiiO) c 

(hOI) (hoi) 4 p12'1 2 non-rigid 
c c 

(Ohl) (Ohi)c 
c 

(hhl) (hhl) 4 p12'1 2 non-rigid 
. c c 

(hhI) (iihi) 
c c 

(hkl) (iikl) 8 pl I non-rigid 
c c 

(tikI) c 
(W) 

c 

(khl)c {khl)c 

(khl)c (khl)c 
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axie. For bicrystals manufactured from CSL based dichromatic complexes 

crystallographic planes must contain two non-parallel translation axes. 

For three-d:tmensional dichromatie complexes, therefOre, if the 

aubaroup implies that the interface is a rational plane 2 then the trans-

l.tional symmetry of the bicrystal is two-dimensional. For example, the 

. ·subtrouP pram"2' in -the -ab011e -.lienticS'ned l:8Se restricts the interface to 

be parallel to the (010) plane. Therefore, the associated bicrystal c 

exhibits a two-c:Umensional periodicity. On the other hand, U· the sub-

aroup necessitates the definition of a crystallographic direction, or 

when the dichromatic complex has one-dimensional periodicity, a one-

dimensional periodic bicrystal could be created (the axis of translation 

is, in this case, the defined crystallographic direction). Hence, the 

interfaces can be divided into the following two categories. 

The first category comprises the interfaces whose planes are 

uniquelY determined by the bicrystal group. Boundary planes perpendi-

cular to a well-defined orientation, say (001) or (12O). t are chara-c c 

cteristic of such interfaces. The second catelory comprises those 

interfaces with planes being not uniquely determined by the bicrystal 

,roup. An example of this category is an interface required by the 

bicrystal symmetry to contain a given crystallographic direction [hkl]. 

In this case the interface is any plane in the zone of [hkl]. 

If the orientation of the interface in the dichromatic complex is 

liven by three (two) crystallographic directions, then the interface 

will belons to the first category. These interfaces will be arbitrarily 

called • riaid' since when the plane is rotated by an arbi trarilly small 

anale about any direction the symmetry of the bicrystal chanaes. If 

the orientation of the interface is given by a single direction in the 

dichromatic pattern or in the general case is not connected with any 
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direction (bicrystal groups 1 and i') then rotation about a given direc-

tion by an arbitr&rilly small angle does not change the bicrystal sym-

.~. Such in~rf'aC'eEi belon,g'~ the second category and will be called 

'non-rigid·. Thus, in table 7.1.3 the designation non-rigid for an in~ 

face means that the bounc:1ary can have lower translational (but the same 

"'POint ainuaetry) if the boUiiaart plane is irrational. In' contrast, for 

the rigid interfaces both the periodicity and point symmetry are changed 

s1mul taneousIy • 

7.2.2 Parity-related interfaces 

The most important conclusion reached by investigating the bicry-

etal symmetry in terms of the sectional plane is. perhaps. the discovery 

that bicrystals with degenerate structures due to the appropriate orien-

tation of the interface can exist. 

Let, for example. the case of the 1.5 f'.c.c./f.c.c dichromatic 

pattern considered in section 7.1. It can be seen ~ table 7.1.2 

that for (100) and (010) the sectional groups are identical (pmm' 2' ) • 
c c 

Furthermore, it is possible to show that the two sectional planes as 

well as the bicrystals with interfaces (100) and (010) are related by c c 

the point symmetry of the dichromatic pattern (see figure 7.3.1). This 

3 means that the rank , r, of the sectional group pmm'2' is equal to 2, 

and since the order, n,of the sectional point group is equal to 4, 

n.ra8. The same is true for any other sectional aroup. Consider' 

the set of planes (hOI) , (Okl) ,(hOl) and (Okl). These planes corre-c c· c c 

epond to the sectional group p2 and hence this group has rank ra4 and 

ita order is 0.2, i.e. again n.r-8. 

Consequently, the symmetry of the sectional plane (or 'equivalently 

01' the bicrystal) changes according to the conservation rule: n r -n r • 
i i j j 
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This is investigated in detail in section 7.3. Here it is sufficient 

to notice that whenever a dichromatic pattern contains point symmetry 

hlaher than 1 there exists a set of' bicrystals. obtained by a proper 

choiae of' the boundary plane. which are related by the symmetry of' the 

associated dichromatic complex. Bicrystals with this property will be 

called 'parity-related bicrystals'; their existence is due to the sym-

_try of' the dichromatic complex and the restrictions imposed upon the 

symmetry elements of' the bicrystal. 

Foo'blotes 1: The equality does not hold f'or n=3. 

2: Expressed relative to the coordinate system of' the 

CSL unit cell. 

:: ' , 3: Rank is the number of' crystallographically equiva-

lent groups (in this case of the sectional groups). 

7.3 Group-theoretical considerations concerning equivalent dichromatic 

• ,Q" <>n~e!?!!!plexe8~d -"energetically degenerate bicrystals 

As was mentioned in section 7.2 the occurence of' parity-related 

bicrystals can be formulated in &rOuP-theoretical terms. Here t this 

ls'fUrther eXamined and it is shown that not only the formation of' 
. 

parlty-related bicrystals but also that of the equivalent dichromatic 

complexes as well as equivalent bicrystals can be expressed by these 

principles. 

7.3.1 Originating configurations and variant sets 

The set of' the equivalent dichromatic complexes or equivalent bi-

crystals or parity-related bicrystals will be termed the set of variants 

and its elements simply variants. In all these cases there exists an 

initial configuration generating the variants. Thi,s configuration will 

be called the 'ref'erence' or 'originating' configuration. 
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!be following notations will be introduced: the point group of the 

'ref'elWICe configuration will be represented by G, of order p with elements 

&i. It has been shown that the ~process of creating a variant is accom­

panied by a decrease in symmetry in such a way that the point group H 

of' the variant of order q is a subgroup of G. 

,. It will be- assumed that Ca) all the 8.}"mmetry operations re1atina 

the variants are contained in the point group of the originating conf'i-

auration, Cb) 8l1.Y element of the point group of the originating confi-

auration is to be a· symmetry operation for the variant or, speaking 

more exactly, when l' is an element of the point group of the oriai-

nattna configuration and V is a variable formed by operating of l' on 

V', V is alwayS to be a possible variant as VI (this second item prevents 

the or1linating configuration having superfluous symmetry elements not 

connected with the formation of variants and, on the other hand, defines 

a colIIPlete set of orientation states). 

The structure of the different variants will be denoted by V j and 

their point aroups by H j; the H j can only differ in the orientation of 

their elements. It is also clear that the structures as well as the 

point groups are related by operations of G which are not elements of 

H. Consider, for example, figure 7.3.1 showing the variants obtained 

by locating the boundary plane parallel to {100} c in the dichromatic 

pattem 1.5 formed by two f.c.c. lattices. The variants V1 and V2 ' 

on one hand, are related by the mirror s~ of the reference pattern, 

while the 21 axis, on the other hand, relates the variants V and v
3

• 
z 1 

7.3.2 Group-theoretical approach 

When Hi is a variant and a is a symmetry operation the result 

1roa the performance of' g upon Hi is expressed as &Hi- The notation 



Figure 7.3.1 

. Th~ fc5\U' vat'1attts "With' 8y1'1\11'1etry mm' 2 • obtained by locating the 

boundary plane parallel to {lOO}C in the dichromatic pattern 

I.S formed by two f.c.c. lattices in the (001)/36.90 misorienta­

tion. The insert shows the symmetry operations of the dichromatic 

pattern which trafisfof'mS each variant to the remaining ones. 



-v 
0 -0 ->'P 

JI .. ~ 

• 0 • 0 

4 
x--

• 0 

----- _._ • ......- + ._--." , ,- • 0 
~ t:a.l"" .. 

>N t >. 

......., 0 
0 8 I - I 

,,- .. 0 - , 0 - I .. .... 
I • -l • • • 

• O. o. 
-. o· o • e • 0 

0 o • • 
• 0 

~ 

"" t 

• -:1 u • - 8 ~ 

e • 1= 
~ 

0 
0 

0 
0 

° • 
- 0 

CI • 
0 

0 • • 



92 

H
1
-Hj 18 to denote that a variant Hi is identical with the variant Hj • 

!he tollowing theorems hold (see e.g. Aizu, 1970, Tendeloo, van & 

Ame11nckx, 1974a,b): 

Theorem 7.3.1: If Hi and Hj are the point groups of two 

variants Vi and V j' and g is an element of the 

point group of the originating configuration 

such that it transforms Vi to Vj (i.e. gvi-Vj ), 

then the set of operations transforming Vi to 

Vj is given by aVi or vja. 

Theorem 7.3.2: When Hi is the point group of a variant Vi and 

g is an operation of G re1ati~ Vi to another 

variant V j the point group H j of V j is equal 

-1 to gHig ,i.e. the point groups of all the 

variants are conjugate in G. 

If tor all g~G, Hi-Hj the subgroup H is invariant in G. This is 

otten not the case; moreover, the configuration of the elements of H 

generallY adopt different orientations with respect to the elements of 

G (as in the case of figure 7.3.1). 

Theorem 7.3.3: The number of variants equals the order p of 

the point group G of the originating configu-

ration divided by the order q of the point 

group H of the variant. 

S)'JIlbolicallY this can be expressed by: 

G .. &1H+g2H+ ••• +~H 

In group theory this is called the resolution of G into left cosets 

with I'HP8ct to H (see e.a. Higman, 1955). This contorms to the well-

-known theorem of Lagrange (Janseen, 1973), and hence the number of·· . 

variants, n, is given by n-p/q. Moreover, the above relation indicates 

that the set of operations that generates all variants can be obtained 
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by taking one operation from each coset in the development of G into 

co.eta of H. 

7.3.3 Symmetry degenerate configurations 

The example given in section 6.2 Is now worked out according to 

the above group-theoretical considerations. This example concerns the 

equivalent patterns associated with the 1.5 dichromatic pattern 1'0nned 

by two f.c.c. lattices. The point group of this pattern is 4/mm'm' 

and it contains 16 elements in ten classes: 

{ 3!. ~}. { I}. { s z 1, { 2! } · 
Let • the ~ .. ubgrOuP H' be . mm (2 t; it contains four elements in four 

classes: 

Since H contains classes of G, H Is an Invariant subgroup of G 

(.ee e.a. Higman, 1955). The group H adopt four different orientations 

o in G differing over an angle 45 about the 4-fold axis; two of these 

orientations are not crysta110graphica1ly equivalent and they are shown 

in figure 7.3.2. Only the first orientation is considered in detail, 

since the second case can be treated in exactly the same waY. 

The ratios of the order of the groups G and H is equal to 4 and, 

therefore, four equivalent dichromatic patterns with point synunetry 

1IID'2' can be formed. It should be unterstood that these variants corre-

spond to the first orientation of the point group mm' 2' and that :f'\arther 

variants might be obtained by considering the crystallographically non-

-equivalent orientation (see below). However, the sets of variants 

arising by non-equivalent subgroups are not related by symmetry elements 

ot the originating configuration and hence each of the non-equivalent 



Figure 7.3.2 

>, .... - • .s~arna illustnlting.the.two orientations of H=mm'2' within .. 

G-4/mm'm'. They differ by a rotation over 45
0 along the four­

-fold axis. 
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subaroups must be considered separately. 

The symmetry relations between the variants of the first orienta-

- . tton are determined by decomposing 1:he group G in the following manner 

(this is indicated explicitly in table 7.3.1): 

the ~ .'m'2af1, s~, 

metry mm'2'-{l, sz' s~, 

s;" 2; J. A dichromatic pattem with point sym-

21'} is created by a displacement t-(x,O,O) x -
(see table 6.2.4), the displacements leading to the remaining dichromatic 

pattems can be found by operating the elements of the group (1, s~, s;, 2;} 

on the displacement l=(x,O,O). Thus, the four equivalent dichromatic 

patterns are associated to the-dispiacements (x,o,O), (o,x,o), (x,O,O), 

(O,i,O). It is easy to find that the corresponding pattems are also 

related by the symmetry operations of the group m.m·2.{l, s~, s;, 2;\: 

thusl VXOO_1.VXOO·S;.VOxO·2;.ViOo-s;.vOXo· 

Considering, now, the second orientation of the .group mm'2' (figure 

1.3.2) it can be seen from table 6.2.4 that a variant with this point 

synaetry is obtained by a displacement (x,x,O). In this case 

H-{l, sz' s;' 

displacements 

21 'J and, hence. G:1.H+S'.H+s·.H+21.H. Therefore, the 
II( x y z 

(x,x,O), (x,x,O), (i,i,o) and (x,i,O) give rise to another 

set of equivalent dichromatic patterns with point symmetry mm'2'. The 

variants of this set are related by the symmetry elements 1 s' s' 21 , x' y' z· 

---
." . '-,':r.ra nJr .... H"¥ootnote ,'1_ uT!le\· '8t108orlpw· .. ,indicate the diaplaceJD8ll.ts ,aasociate4 

to each variant. Thus, Vxoo denotes the variant 

obtained by the displacement ~(x.O,O). 



_ .. , 

TABLE 7.3.1 

The decomposition of G:4/mm'm' 

into left cosets with respect 

to II=mm'2' 

~ 1 s' l' s 2 z x x 

s' l' 1 1 s 2 z x x 

s' st 1t 
41 ~ 

II( II( 2~ z z 

s' st 1t 
43 -1 

2", 4 
~ " z z 

21 21 i st l' 2 
z z y y 
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Chapter 8 

CONCLUDII~G REMARKS CONCERNING THE INTERFACIAL SYMMETRY 

8.1 Crystallography of grain boundaries 

In the previous chapters the interfacial symmetry (and associated 

concepts) was studied. This involved the investigation of the symmetry 

of bicrystals while taking into account the eight degrees of geometrical 

freedom associated with them (section 3.1). Alternatively stated, given 

two identical crystals separated by the grain boundary it Was sought to 

determine the symmetry of the whole for various relative orientations 

and positions of the two crystals as well as orientations and pOSitions 

of the interface. 

Thus, the bicrystal symmetry was initially studied in terms of the 

misorientation relationship between the two crystals, secondly, the 

variation of the symmetry so obtained was examined with respect to the 

position of the components and, finally, changes in the interfacial sym­

metry due to the orientation of the boundary plane were accounted for. 

In order to investigate the effect of these factors on the bicrystal 

symmetry a geometrical model was developed (chapter 3) without any 

particular reference to a grain boundary structure theory. This model 

permits the study of the bicrystal symmetry by conSidering each one of 

the above factors in turn. 

An important feature of the just mentioned model is the concept 

of the 'dichromatic complex' (section 3.1). This was defined as the 

configuration of two interpenetrating lattice-complexes and as such it 

permits to study the bicrystal symmetry in a direct correlation to the 

symmetry of the single-crystal structure. Moreover, it is immediately 

clear that the dichromatic complex can be used for expressing the sym-
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metry in terms of the orientation and position of the two components 

(chapters 4,5 and 7). 

The concept of the dichromatic complex is, by definition, more 

general than that of the dichromatic pattern (Pond & Bollmann, 1979). 

Such a aeneralization was necessary in order to account for the symmetry 

of bicrystals in structures with symmetry lower than that of the respective 

lattice. If the approach of Pond & Bollmann (1979) is to be used for 

determining the symmetry of the configuration in figure 3.1.1a, for 

example, the appropriate dichromatic pattern (figure 3.l.lb) must be 

initially obtained. Then the appropriate bases are to be filled (in the 

appropriate misorientation) and the symmetry of the obtained configura­

tion to be determined. This procedure is simplified, however, by con­

sidering the corresponding dichromatic complex (figure 3.l.la); in this 

case the decrease in symmetry due to the atomic basis is already taken 

into account in the lattice-complex. Thus, the advantages of the pro­

posed approach are apparent. It should be noticed, however, that the 

dichromatic complex is a purely mathematical concept and that no physi­

cal meaning is to be assigned to it at this stage. 

Another aspect introduced in connection with the crystallographic 

treatment of the interfacial symmetry is the employment of anti symmetry 

groups. The introduction of these groups, first proposed by Pond & 

Bollmann (1979) was due to the fact that dichromatic complexes and bicry­

stals were described as sets of white and black points. The white/black 

designation, used for distiguishing between points belonging to diffe-

rent components, is quite abritrary, but as Was proved in this thesis 

the approach yields a comprehensive way for studying various aspects of 

symmetry. Although this was considered in conjuction with grain boundaries 
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the white/black approach can be shown to be usefUl in several other 

situations as well. First of all, it facilites the determination of the 

symmetry classes of interphase boundaries; this is examined in the next 

section. More significantly, however, the use of two-coloured symmetry 

simplifies the study of the variation of the symmetry of a figure consisting 

of two components; in this respect most of the considerations in chapter 

6 hold. As an example the {Ill) planar defects in L12 structures are 

now considered. 

8.1.1 Symmetry considerations of planar defects in superlattices 

In binary alloys the ordered distribution of the atoms can lead to 

1 superlattices ; atoms of one kind occupy one or more sets of sites, and 

atoms of another kind occupy different sets of sites. In the case of 

f.c.c. structure the superlattices derived are known as LIO (composition 

AB) and L12 (composition A3B) in the Strukturbericht notation. The unit 

cell of each contains the four atoms found in the cubic unit cell of the 

disordered structure, but L10 has tetragonal symmetry. 

The L12 structure corresponds to the ideal composition A
3

B. The 

B atoms are in the 000 (and translational equivalent) positions, and A 

atoms in the remaining positions of the conventional unit cell of the 

f.c.c. structure. The atomic arrangement on the (111) plane in an A3B 

alloy with the L12 structure is shown in figure 8.1.1, where circles and 

squares represent A and B atoms respectively. The layers normal to [lllJ 

are composed of large, medium and small symbols. 

On the basis of a hard sphere model and geometrical considerations 

three possible planar faults on fIll} have been considered in the lite-

rature. These are the antiphase domain boundary (APB), super1attice 

intrinsic stacking fault (SISF) and complex stacking fault (CSF) consisting 



Figure 8.1.1 

The three (111) planes of an A3B alloy. Circles represent A atoms 

and squares represent B atoms. Large, medium and small symbols 

repr~sent the ••• ABCABCAB ••• stacl~ing along (111]. The vectors 

£1' £2' £3 represent the displacements corresponding to the 

antiphase domain boundary, superlattice intrinsic stacking fault 

and complex stacking fault respectively. 



)( 
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of the APB and the SISF. In the case of the (111) plane the displacement 

vectors characterizing these faults are, for example, 1/2[il0], 1/3[i2i], 

and 1/6(211] respectively (see figure 8.1.1). Yamaguchi, Vitek & Pope 

(1980) studied the de~endence of fault energy on displacement in L12 

structures by means of computer simulation. They found that the SISF 

is always stable while the APB and CSF can be unstable. 

Here the symmetry variation of the L12 structure with displacements 

on the {lll} plane is investigated by means of the method given in 

chapter 6. For this the structure is considered to consist of two 

L12 structures, one white and the other black, in complete coincidence. 

Thus, the symmetry of the A3B structure is Pm3ml' (grey group). The 

isomorphous point group contains 96 elements, half of them are ordinary 

while the remaining are their colour-reversing counterparts. By applying 

the procedure given in section 6.1 the displacements which conserve any 

one of the subgroups of m3ml' are determined
2

• Then, the spatial sym-

metry is considered (table 8.1.1). 

The study of symmetry variation for planar defects is different 

from that for bicrystals or dichromatic complexes in a rather important 

aspect. This is because the concept of the DSC lattice is not applicable 

and therefore it is not clear, at first Sight, that the symmetry of the 

composite changes periodically with the displacement. It is this situation 

in which the employment of the vector set can be useful. If the foun­

damental set is a lattice (as in the particular case) then the vector 

set and the lattice are identical. Hence, the vector set associated to 

a lattice represents all the displacements which create an identical 

foundamental set. Any other displacement corresponds to a foundamental 

set which is different to the original. Therefore, the composite sym-



TABLE 8.1.1 

Symmetry variation of the A3B structure with relative 

displaceraent 

(the coordinate system for specifYing the displacements has 

axes along the edges of the unit cell of the A3B structure) 

Fractional coordinates 
of symmetry equivalent 

displacements 

000 

1/6(211J 1/6[211] 1/6 [211] 

1/6[ffi] 1/6 (211] 1/6 [211] 

1/6 [2il] 1/6 [21iJ - _ .. --
xxx xxx xxx xxx 

xxx xxx xxx xxx 

xOO OxO OOx ioo Dio oox 

Oxx xOx xxO oiX xOx xxO 

Oxx xox iXo oix xOx XxO 

Oyz zOy yzO Ozy yOz zyO 

oYz ioy Yzo OZy Yoi ZyO 

oyz zOy yio ozy yoi zyo 

Oyz ioy yzO OZy yOz zyO 
-- ----xxz zxx xzx xxz zxx xzx 

---- --xxz zxx xzx xxz zxx xzx 

------ - - -xxz zXX xzx xxz zxx xzx 

------ - --xxz zXX xzx xxz zxx xzx 

xyz zxy yzx xzy yxz zyx 

--------xyz zxy yzx xzy yxz zyx 

--------xyz zxy yzx xzy yxz zyx 

------xyz zxy yzx xzy yxz zyx 

---------x:yz zxy yzx xzy yxz zyx 

.. .. - .. - -xyz zxy yzx XZy yxz zyx 

Xyz zxy yzx XZy yxz zYx 

- - - -xyz zxy yz'X. xzy -
Y'.ri.Z 

Ranl~ 

1 

8 

8 

6 

12 

24 

24 

48 

Point 
group 

m3m1' 

4/m'm.;! 

mmm' 

2 1 /m 

2 ' /m 

Point 
group 
order 

96 

12 

12 

16 

8 

4 

4 

2 

Space 
group 

Pm3m1' 

P4/mlmm 

Fmmm' 

P2 1 /m 

P2'/m 
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metry changes periodically and thus displacements in the Wigner-Seitz 

cell have to be considered only. The Wigner-Seitz cell in this parti-

cular case is a two-dimensional cellon the (111) plane. Table 8.1.2 

gives the symmetry variation with displacements within this cell; in this 

case, since only displacement on the (111) plane are considered, the 

point group of the initial configuration can be taken to be p3m1'. 

It can be seen from table 8.1.1 and 8.1.2 that the conservation 

rule 'rank.order:constant' holds in this case as well. This can be 

treated in terms of the group-theoretical considerations given in section 

7.3. A crystallographic space or point group may be decomposed into 

non-intersecting (except for the identity operator) subgroups, called 

direct factors, whose product is the original group (Kurosh, 1955). 

In this context, a product is unterstood as the sum of all products of 

elements of the subgroups one by one. The decomposition generally is 

not unique, a decomposable group can be represented as the product of 

only two subgroups. Let the initial group G be decomposed into two 

factors, one of the subgroups is chosen to be the group H of the compo-

site with ~O and designate the other as G. Even this decomposition - - g, 

is not unique, however, so that for a given G and H, G may be chosen 
g 

in a number of ways Gg,i. Each such Gg,i represents a set of operations, 

all independent of H, which relate composites created by symmetry related 

displacements. 

In the particular case the point group of the originating configu-

ration is 3ml' (order 24), thus: G:K+1'.K, where 

1 2 1 1 1 -1 -2 1 
K={1, 3z ' 3z ' 2x ' 2A, 2B. i, 3z ' 3z ' sx' SA' sB). 

- { 1 2 l' l' l' Let the subgroup H=3'm= 1, 3 • 3 • 2 • 2A ' 2: • z z x ~ 

(order 12); H adopts one orientation. Then: G:l.H+i.H. 

. , -1' -2' 
1 • 3 • 3 • Bx ' Z Z 



TABLE 8.1.2 

Symmetry variation of the A3B structure with relative 

displacements on the (Ill) plane 

(the coordinate system for specifYing the general 

displacements has x- y- and z-axes along the [110], 

[ii2] and [111] directions) 

Fractional coordinates Point Point Space of symmetry equivalent Rank group 
displacements 

group 
order group 

000 1 3ml' 24 P3ml' 

1/6[211] 1/6 [211J 2 -3'm 12 RS'm 

X, 2x,O. i,2X,O. x,X,O' 6 2'/m 4 C2'/m 

x,x,O; 2x,x,O. 2X,x,O 

x,O,O, x,O,O, O,x,O; 6 2/m' 4 C2/m' 

O,x,O; x,x,O. i,i,o 

x,y,O; y,x-y,O; y-x,x,O. 12 i' 2 pi' 

Y,x,o; i,y-x,o. x-y,y,o, 

- -x,y,O; y,y-x,O; x-y,x,O; 

- - x,x-y,O; y-x, y,O y,x,O; 
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Therefore, the variants are related by the symmetry operations of 

the group I=f1,i}. Hence, the symmetry related displacements are: 1/6(211] 

and 1/6 [2llJ (rank 2). 

Let, now, the subgroup H:2 1/m={1, 2;1, sx' il} (order 4); H adopts 

three orientations, but these orientations are crystallographically 

equivalent (i.e. they are related to each another by symmetry elements 

&i of the group G with gif.H). Then: 

G = 1H+1'H+31H+31'H+3~+321H 
z z z z 

Therefore, the variants are related by the symmetry operations of 

{ 
1 l' 2 2'} the group 31'= 1, I', 3 z ' 3z ' 3 z ' 3z ; the symmetry related displacements 

are those given in the table 8.1.2. 

Similarly, the symmetry displacements for the subgroups H1=2/m' 

and H
2
=I' can be found by taking into account that: 

~_ ~- l' 2' 
G = 1H1+1'H1+3~1+3~1+3z H1+3z HI 

and 

respectively. 

Footnotes 1: This term results from an unfortunate mistranslation 

of the German "Oberstruktur" or "overstructure". In 

its commonest usage 'superlattice' is synonymous 

with 'multiple-cell structure'. However, it must 

not be confused with the term 'superlattice' used 

in the lattice geometry to refer to a lattice obtained 

from an original lattice by means of a transformation 

matrix having integral elements and determinant 

larger than unity (Santoro & Mighell, 1972; Bucksch. 

1971,1972; Cassels, 1959). 

2: No details are given since t~e point group m3ml' 

contains 418 subgroups. 
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8.2 CrystallographY of interphase boundaries 

1 
An interphase boundary is the surface separating two crystals with 

different structures; its structure is similar in many ways to that of 

a grain boundary. In the general case, five degrees of freedom are 

associated with an interphase boundary. Three degrees of geometrical 

freedom are needed to specifY the relative orientations of the two lattices, 

but of course it is no longer possible to carry one lattice into the 

other by means of a pure rotation. The additional two degrees of freedom 

are associated with the specification of the interface plane. 

In order to study the symmetry of interphase boundaries the conven- . 

tions made in chapter 3 are considered. Thus, one of the semi-infinite 

structures across a general interphase boundary is designated 'white' 

and the other 'black'. For symmetry considerations the atomic structure 

of the adjacent crystals can be disregarded. The interphase boundary 

is, then, considered as the geometrical plane separating the black and 

2 white semi-infinite lattice-complexes • 

3 The relative orientation of the two lattices across an interphase 

boundary can be described as follows. The white lattice is considered 

fixed in space and is used as reference. Then, the relative orientation 

is considered to arise by the appropriate transformation of the black 

lattice. This transformation describing the relation between the white 

and black lattices is a general linear transformation RP where P is a == = 
pure strain and R a pure rotation 

4
; it may also be described by any 

= 

other linear transformation ~i RPS j where ~i and ~j represent symmetry 

operations of either lattice. 

8.2.1 Point symmetry of interphase boundaries 

The point symmetry of interphase boundaries can be determined by 

a way similar to that employed for grain boundaries. The interphase 
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boundary is, from the crystallographic point of view, a unique plane 

which must be invariant under the transformations of the point group. 

ThUB, theaymmetry classes possess three-dimensional highest invariance 

(since the bicrystal is tint three-dimensional space) and, additionally, 

a two-dimensional invariance (in view of the presence of the unique 

plane). '!'here fore , the point symmetry of interphase boundaries is 

2 
deecribed by groups of the class G3 ,2,O' i.e. the two-coloured, two-sided 

ros.ttea. 

How.ver~ not all of the rosette groups are consistent with the 

geometry of interphase boundaries. For instance, centrosymmetrical ro-

sette groups are not permissible since the inversion centre implies 

thai: both sides of the unique plane are neutral (aee section 5.3). 

Furthermore, unlike &rain boundaries, the antiinversion operation is not 

conaistent with interphase boundaries. As was explained in section 5.3 

• centl-e of colour reversal, although leavina the unique plane invariant 

(without interchanging its two sides), it imposses continuation conditions 

on the lattices across the interface. In other words, the white and 

black lattices must be identical and in complete coincidence, which, 

clearly is not the case with interphase boundaries. 

Further restrictions on the symmetry operations are impossed by 

tbe tact that the interphase boundary separates two different structures. 

This _ana that there is no symmetry operation which transforms the vhi te . 
lattice-colllPlex to the black one or vice versus. Therefore, no colour-

-reverein& II)'JIIRetry elements are consistent with the geometry of inter­

phase boundaries. It is at this point where the crusial difference between 

lI"ain and interphase boundaries, as far as the symmetry is concerned, 

ari.... ConsequentlY, the onlY permissible symmetry operations are ordi-
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nary ones lYi~ perpendicular to the boundary plane. 

The point symmetry classes are given in table 8.2.1; these are 

the two-dimensional point groups (RiggIi, 1959). The coordinate system, 

relative to which the group symbols are given has an axis ~ perpendi-

cular to the plane, while the axes ~ and ~ are orthogonal to the axis 

.! and llake a right or oblique angle with each other, depending on the 

class o~ rosette symmetry. The letters or numbers in the ~irst, second, 

and third posi tions o~ the symbol indicate that a particular symmetry 

element coincides with the coordinate axes in the order 1!, £, £ (~or 

the lower symmetry classes) or with (and in this order) the axes ~, ~ 

and the bisector o~ the angle between the axes ~ and £ (f'or the senior 

classes). 

8.2.2 Spatial synunetry of' interphase boundaries 

In discussing the symmetry of' interphase boundaries, it is conven-

lent to distiguish three types of' interf'ace which are described as 

incoherent, semi-coherent and coherent respectively. For the case of' 

incoherent phase boundaries there is no continuity condition f'or the 

lattice vectors or planes across the interf'ace. In the fully coherent 

interf'ace, on the other hand. the lattices match exactlY at the interf'ace. 

and 'corresponding' lattice planes and directions are continuous across 

the inter~ace. although they change direction as they pass f'rom one 

S 
structure to another • 

It is not generally possible, however, to f'ind a coherent interf'ace 

between two arbitrary structures. If' the matching condition is nearly 

s.tis~ied. two phases may be f'orced elastically into coherence across 

6 .n interphase boundary. This is usually possible only when one (included) 

crystal is very small, since the stress at any point increases with the 



TABLE 8.2.1 

Point groups describing the symmetry of 

interphase boundaries 

Point group 

Number Full Short 
symbol symbol 

1 111 1 

2 211 21 

3 1m1 1m + 

4 2mm 2mm 

5 411 4 

6 4mm 4mm 

7 3m1 3m 

8 311 3 

9 611 6 

10 6mm 6mm 

+ In the international notation the (third position) symbol 

1 in the class 1m (short symbol) is omitted because of con­

fUsion that might occur in later two-dimensional space­

-group nomenclature, in which 1 may occur in the second or 

third position of the symbol. 
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size of the crystal. Forced elastic coherence of this kind may exist 

at the nucleation in early growth stage of a transformation. By con-

trast, the semi-coherent interface consists of regions in which the two 

structures may be regarded as being in forced elastic coherence, separated 

by regions of misfit. 

The above considerations indicate that interphase boundaries can 

have one- or two-dimensional periodicity. This immediately implies 

that their symmetry is described by band and layer symmetry groups respec-

tively. The permissible groups are determined by considering the 

combination of the point symmetry groups (table 8.2.1) with translational 

symmetry. The procedure for establishing the spatial. symmetry is, there-

fore. to consider the lists of the two-coloured, two-sided band or 

layer groups and to delete those groups which are not isomorphous to a 

bicrystal point group (table 8.2.1). Tables 8.2.2 and 8.2.3 give the 

symmetry groups of one- and two-dimensional interphase boundaries. 

8.2.3 Examples of interphase boundary Symmetry 

Three examples related to epitaxial growth of II-VI components are 

now mentioned in order to indicate the symmetry classification of inter-

phase boundaries. All the epitaxial orientation relations for II-VI 

compounds 7 grown on cubic crystal substrates are of two types only 

(Pashley, 1956, 1965). The sphalerite structure films always grow in 

the parallel orientation and the wurtzi te structure films in the quasi-

8 
..parallel orientation on these substrates. The P orientation corre-

sponds to: (hkl)film parallel to (hkl)substrate with [uvwJ:f'ilm parallel 

to [UVW]substrate' where [uvw] is a direction in the (hkl) plane. The 

P' orientation, on the other hand, occurs when (OOO1)f1ll1 is parallel 

to (111) and [1120Jfilm parallel to [110J b tr t. In both substrate su s a e 



TABLE 8.2.2 

Band groups describing the symmetry of 

interphase boundaries 

Number 
Band Number Band 
group group 

1 plll 7 pl12 

2 p121 8 pm11" 

3 p1rn1 9 pma2 

4 p1a1 10 p11m 

5 pm2m 11 p11a 

6 pm2a 12 pmm2 



TABLE 8.2.3 

Layer groups describing the symmetry of 

interphase boundaries 

Number Layer 
group Number Layer 

group 

1 p1 9 cnun2 

2 pl12 10 p4 

3 plm1 11 p4mm 

4 p1al 12 p3 

5 c1ml 13 p3m1 

6 pmm2 14 p31m 

7 pbm2 15 p6 

8 pba2 16 p6mm 
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the P' orientation and its geometrically equivalent P orientation (namely 

(111)fi1l/1 (111)substrate with [011]film" [Oll]substrate) hexagonal 

arrays of atoms in the substrate sur1"ace and in the inter1"ace plane of 

the :f1lm are parallel. This can be seen in considering the znS growth 

on (111) Burfaces 01" Bilicon. Figure 8.2.1 shows the two interface planes; 

during arowth (0001> planes 01" wurtzi te-type-s true ture znS are deposited 

onto (111) planes of silicon. From this figure it can be easily 1"ound 

that the symmetry of the interphase boundary is 3m (group no. 7 in table 

8.2.1). 

'!'he second example of epitaxially -grown interphase boundaries re1"ers 

to the vacuum evaporation of CdS (sphalerite structure) onto NaCl. The 

latter has a f.c.c. lattice (a=5.S3R> and the basis has one Na+ ion at 

000 and one Cl- ion at ~~. Cadmium sulfide is also based on the 1".c.c. 

lattice (a-S.82i) with a basis containina a 5 atom at 000 and a Cd atom 

at m. The (001) projections of NaCl and CdS are shown in :f'igure 

8.2.2. Chopra.'" Khan (1967) have fOl.U1d that moderately hiah temperature 

epitaxial arowth of CdS on rock salt follows the parallel (P) orienta­

tion: (OOl)CdS'l (OOl)NaCI with [110]CdS" [110]NaCI. In this case the 

symmetry of the interface is described by the point aroup 2mm; the 

mirror planes are normal to (l10]NaCl and [i10\aCI while the 2-fold 

axis is along the normal to the interface. 

Finally, epitaxial films of CdS onto (110) surfaces of germanium 

have been found (Holt" Wilcox, 1971; Abdalla, Holt" Wilcox, 1973) to 

be .in parallel aligment with the substrate, i. e.: (110) CdS' 1 (110) Ge 

and rI10]CdS" Ci10]Ge. Figure 8.2.3 shows the (110) projections 01" 

CdS and Ge; it is clear that if the two structures are superimpossed 

on the (110) planes, then the point symmetry of the interphase boundary 



Figure 8.2.1 

The (00.1) sur~ace o~ ZnS and (Ill) sur~ace of 51 
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Figure 8.2.2 

The (001) surfaces of NaC! and CdS 
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Figure 8.2.3 

The (110) surfaces of Ge and CdS 
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1s 1m U.e. a mirror plane normal to the common [110] direction). The 

examples aiven above cover most o~ the usual cases o~ epitaxial growth 

.. listed in table 8.2.4. 

Footnotes 

8.3 Discussion 

1: In the present trea'bnent the interphase boundary is 

considered planar. 

-"2: 'Unlike--grain boundaries, the two lattice-complexes 

are not identical in the case o~ interphase boundaries. 

3: Since the two structures across the interphase bound­

ary are di~~erent, a misorientation relationship is 

.. "'-no't utti-q\.lely· defined as in the case of &rain bound­

aries. Thus, the term 'relative orientation' is 

used instead. 

4: Obviously, for P=I, I being the 3x3 unit matrix, the .. - -
grain boundary case is obtained. 

5: A coherent inter~ace in the sense in which it is used 

here does not necessariLY imply a rational interface. 

6: The best known example of nearly exact matching is 

this involving f.c.c. and h.c.p. structures with 

virtually identical interatomic distances in the 

octahedral and basal planes respectively. 

7: The structure of II-VI components is either hexaaonal 

wurtzite or cubic zinc-blend type (see, e.g. Holt, 

1974) • 

8: These orientation relationships are denoted by the 

letters P and P' respectively. 

The ~oreaoing considerations have shown how the spatial and/or 

point symmetry of grain or interphase boundaries can be classified. 

The application of the symmetry scheme so determined is discussed in 

1 
the present section and future work is proposed • 

Pond It Bollmann (1979) have already pointed out that the conside-

ration or bicrystal symmetry can be useful ~or the investi&ation of 

interracial structure. For instance, the tessellated form of secondary 



TABLE 8.2.4 

Point symmetry of' epitaxial interphase boundaries of' II-VI 

compounds on cubic substrates 

Compound Substrate Film structure Point Ref'erence orientation and orientation + symmetry 

ZnSe GaAs (100) S,P 2mm (1) 

CdS NaC1 (100) S,P 2mm (2) 

NaCI (110) S,P m 

NaCI (111) W,P' 3m 

, BaF (111) W,P' 3m 
2 

CdS Ge (100) S,P 2mm (3) 

Ge (110) S,P m 

Ge (111) W,P' 3m 

znTe Ge (100) S,P 2mm (4) 

Ge (110) S,P m 

CdTe Ge (100) S,P 2mm ( 5) 

Ge (111) W,P' 3m . 
CdTe Si (111) W,P' 3m (6) 

CdSe Ge (100) S,P 2mm (7) 

+ In the epitaxial orientation column S signifies the sphalerite 

structure, W the wurtzite structure, P the parallel orientation 

and p. the quasi-parallel orientation for the wurtzite struc­

ture as discussed in section 8.2. 

References: (1) Genthe & Aldrich, 1971 

(2) Chopra & Khan, 1967; Wilcox & Holt, 1969; 

Holt & Wilcox, 1971; Wilcox, 1970 



TABLE 8.2.4-continued 

(3) Holt & Wilcox, 1971; Abdalla, Holt & Wilcox, 1973 

(4) Multi & Holt, 1972 

(5) Abdalla & Holt, 1973 

(6) Abdalla, 1973 

(7) Gejji & Holt, 1975 
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dislocation networks accommodating small angular deviations from coin­

cidence misorientations could give in~ormation concerning the presence 

"tst-equi'ftlent interfacial structures. - The same authors have indicated" 

how the bierystal symmetry can be used for the investiaation o~ inter­

facial structure by atomistic computer simulation. In general the nature 

ot atomistic relaxations~wll1 depend on the symmetry of the bicrystal 

(see e.a. Smith et al. 1977; Pond & Vitek, 1977; Pond et ale 1979). 

Here, the discussion is somewhat more general in the sense that 

. the· implications of symmetry on the physical properties of bicrystals is 

considered. It must be born in mind that at least some of the physical 

properties of bicrystals are not identical to those of sinale erystals 

with identical chemical" composition and structure. The differentiation 

of the phYsical properties can be contributed by: 

(1) factors that are inherent to the cOlllPlex aeometrical rela­

tions de~ining each grain and ita tensor properties with 

respect to its neighbors, e.g. size and shape of araina, 

relative lattice orientation, etc., 

(2) factors that are intrinsic properties of the internal bound­

ary surfaces, i.e. grain boundaries bounding individual 

grains from their neiahbours, e.g. arain boundary structure, 

strength, energy, diffuSion, etc. 

The factors of both categories are related to the symmetry of the 

grain boundary and therefore it is evident that considerations of inter­

facial ~try yield an important insiaht of both the structure and 

properties of polyerystalline materials. 

It the point or spatial symmetry croup of a bicrystal is established 

experimentally, it can be said that the minimum symmetry of ita possible 
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, 
PhY.ical properties has also been established. This provides a basis 

for deriving descriptive structural classi~ications and arouping o~ 

bicry.tala in classes by appropriate sets of criteria. In exactly the 

same war, physics classifies elementary particles, atomic and molecular 

spectra, normal vibrations, etc. These symmetry classi~ications are 

b.sed on the various groups of permissible transformations carried out 

on the elements of the corresponding bicrystal. The problem of clusi-
. 

fic.tion is a primary one, so that symmetry, which establishes structural 

invariants, constitUtes an essential technique for interfacial investi-

.. tiona. 

However, this ia not the most important aspect. More important 

for 'bicrystal· physics' is the fact that it ia possible to relate a unique 

coordinate system to the symmetry elements o~ a bicryatal and thus ensure 

uniqueness o~ description ~or its physical properties, which aeneral1y2 

depend on the direction o~ measurent. Having settled the choise of axes 

(appendix 1) it can be asserted without ambiguity that along a specific 

direction the bicrystal will have such and such physical properties. 

Thus, measurements of the physical properties of bicrystals of one parti-

culer material are only comparable when they are refered to the same 

coordinate system. Knowing the symmetry group of the bicrysta! it is 

possible to limit the range of measurements of physical properties alona 

3 
specified directions. This greatlY reduces the number of measurements 

required to reveal anisotropy, i.e. the dependence of the physical 

properties on the direction of measurement. 

Another important implication is that the bicrystal symmetry aroup 

(Which is closely connected to the symmetry groups of the physical 

quantltles-Neumann's principle) enables us to establish the number o~ 
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independent constants characterizing every property. In other words, 

it can always be stated how many measurements (along different directions) 

will have to be made in order to obtain a complete characterization of 

• particular property of the bicrystal. The number of measurements 

depends on the nature of the property under consideration and on the 

law governing the trafisf'bNationof'the corresponding PhYsical quantity. 

The use of symmetry methods may be still more effective in the 

studies of' the electron structure or structural analysis of' bicrystals. 

If' translational symmetry do not exist for bicrystals, the analysis 

of the physical properties of the corresponding atomic system containing 

about 1023 particles/cm3 would be extremely difficult. However, bicrystals4 

can be periodic and thus their structure can be described by the (periodic) 

repetition of an elementary atomic motif usuallY consisting of a small 

number of' particles. This motif (oecuping the unit cell) plays the part 

of the 'molecule' in the structure of bicrystal. Hence, in the study 

of the physical properties of bicr1'stals, it is (roughlY speaking) suffi­

cient to study the behaviour of an aggregate of particles w1 thin a single 

uni t cell, since the properties of the whole may be judged from the prop­

erties of the part. In quantum mechanical terms the properties of the 

whole are reflected in the properties of the translationally periodic 

part through Bloch' s theorem and its equivalent. 

In other words. the link between the interfacial symmetry and quantum 

.. chanics comes about tbl'ough the transformation properties of the Hamil­

tonian operator, whose eigenvalues play an extremely important role in 

quantum mechanics. In the single crystal case it is well-known (see e.a. 

Cornwell, 1969) that all transformations leaving the Hamil tonim -op.ra~r 

invariant form a &roUP which is isomorphic to the group of the crystal. 

Consider, now, electrons in the vicinity of the interface. Within the 
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'one-electron' approximation every electron of mass m has associated with 

it • Haailtonian of the simple form: 

where the potential enera)' term V(!:) contains the field caused by the 

nuclei and the average--field of all the other electrons actina on the -

electron under consideration. 

In the aeneral case of a bicrystal the form of V(£) is not known 

because: 

(1) intrinsic difficulties in calculatina V(!:) for an array 

of atoms, and, 

~:...(2) -1IIOri smaU'icantly, because the actual structure of the 

interface is not known. 

However, one can draw very important conlusions without lmowina 

the precise form of V(£). This is based on the fact that: 

V({~/~l£) a V(£) 

or, in other words, the potential energy has the symmetry of the spatial 

5 
&rOUP of the bicrystal. Hence t for an electron in the vicinity of an 

interface. ita Hamiltonian is invariant with respect to the spatial 

87J111D8try group of the interface. 

The implication of this is that by usina basic tunctions of repre-

sentations of the aroup of the SehrOdinger equation it is possible to 

8implit.J significantly several important types of quantum mechanical 

calculations. In analoa)' to the single crystal cases (see e.a. Wigner, 

1930; Chen, 1967; Maradudin Ir Vosko, 1968) it can be seen that 8uch 

calculations are only feasible when group theoretical arguments are used 

to exploit the symmetry to the 1\111. 

Of course, before the interfacial symmetry is applied to quantum 
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-.chanica! calculations account must be given to the significance of the 

colour-reversing operations. One way that this can be done is as follows. 

The potential energy V<'r) in the vicinity of the interface can be calcu­

lated in principle by the corresponding potentials of the two components 

VI (t) and V2(t), i.e.: 

V(£) = V1 (£) + V2(£) 

Let G the symmetry group of the interface and G
1 

and G
2 

the respective 

arouPs of each component. In general, not every operation of G
1 

or G
2 

"·vinJ.'eave""VCt,,·-1fi'll-8f'iarit although every transformation of Gw1l1 leave 

V
1 

(£) and V2(£) invariant (in view of the fact that G is a subaroup/super­

aroup of G
1 

and G
2

). Therefore, the colour-reversing elements of G can 

be considered as the Symmetry-·operations which express the misorientation 

contribution of V1 (£) and V2(£) in V(£). 

Concluding this section it is, perhaps, of interest to indicate 

another aspect of the bicrysta1 symmetry. This refers to electron 

contrast simulations of planar coincidence-site lattice interfaces. Such 

simulations are complicated and in the general case it is impossible to 

take into account the dynamical interactions between primary and secondary 

beams arising from interfaces which do not conserve the reciprocal lattice. 

However, symmetry considerations show that this problem can be exactly 

solved for the case of CSt boundaries. In this case, whereas the direct 

crystals are merely in contact with one another (semi-infinite crystals), 

the extent of a reciprocal lattice is independent of the size of the 

crystal and pervades all the reciprocal space. Therefore, the reciprocal 

lattices of the -two individuals of the bicrystal occupy the same space. 

Thus, the reciprocal lattice tc of the bicrystal is described u the 

intersection (common subgrouP) of the reciprocal space groups tl and L2 
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or the components. Gratias &- Portier (1979) proposed that in this case 

the scattering matrices (Howie-whelan formulation) ~1 and ~2 are then 

built up on this common basis by computing the structure factors in the 

aroup L 1"or the two different sets of WYckoff posi tiona of the atoms 
c 

corresponding to the two crystals (see also Guan & Sass, 1973a, b: Sass, 

1980). 

Footnotes 1: These considerations are primarily referred to grain 

boundaries. Extension to interphase boundaries is, 

. "'1--,.. '"'''' - - " in principle, possible provided that their parti­

cular nature is taken into account. 

2: For non-scalar properties 

3: These directions form a solid angle which 'cut' the 

- . .,.,-.-,'- "" 'v ., Til , .. -tJtc~stal: into symmetrically -independent realone. 

The choise of the directions of measurement is based 

on the fact that the number of symmetrically independent 

(or symmetrically equal) regions into which a sym­

metrical 'f~'may be divided equals the order of 

its symmetry group. 

4: Or, at least, bicrystals with special properties. 

5: This leads to the above mentioned theorem of Bloch 

(1928). 
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Chapter 9 

ELECTRON MICROSCOPY OF GRAIN BOUNDARIES 

Introduction 

In the last twenty years optical, electron, :f1e1d-ion and X-ray 

m1croscopy has been used to study grain boundaries in a ride variety 

of' materials (table 9.1.1). . Critical examination of these methods indi­

cates that, at present, the transmission electron microscope allows con­

aiderable flexibility in operation, as well providing the essential 

lmaie contrast and diffraction information necessary for the elucidation 

of &rain boundary structure. 

The interpretation of image contrast across grain boundaries, based 

on the dynamical theory of diffraction (see e.g. Hirsch et ale 1965), 

i8 aenerally more complicated than in the single crystal cases. This 

i8 llainly due to the presence of the interface. The surface separatina 

the two crystals corresponds, in first approximation, to the junction 

of' two elastically isomorphic half-spaces. Thus, the displacement field 

of' • arain-boundary dislocation, say, IIlUst be determined for each crystal, 

and numerical values in the Howie-Whelan (1960, 1961) equations will be 

ditferent on either side of the interface (see e.g. Tucker, 1969). 

Further complications arise due to the misorientation relationship 

acro8S the interface which causes different diffraction modes to occur 

(aee e.g. Pond, Smith & Clark, 1974). Each of' the beams excited in the 

upper crystal is incident on the lower one and can give rise to fUrther 

dU'fracted beams in that crystal. Thus, the total number of beams pro­

paa.ting in the lower crystal can be substantial, and unlike the sinale 

crystal case, all these beams are not necessarily coupled to each other 

(Sutton & Pond, 1978). The effect is that: (a) the specimen can be 



TABLE 9.1.1 

Methods of interface examination and specific 

properties investigated 

OPtical metallography -faceted or non-faceted boundaries 

X-ray Laue -orientation relationships 

Thermionic emission -interface migration mechanisms 

Electron microscopy -interface structure and crystallography 

F~eld~ioh microscopy -atomic structure of boundary 
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orientated for one of several diffraction conditions, and, (b) multi-beam 

dJDamical theory must be employed to interpret the images of interfaces 

fcor1Sli'tt .& She in in , 1976; Sheinin & Corbett, 1976; Sutton" Pond, 1978.). 

Geometrically speaking the occurence of the various diffraction 

mocSes depends on which set of atomic planes and in which crystal are 

.. orientated for diff'rae'fion;"'Tl'Ie"various diffraction conditions are 

illustrated in figure 9.1.1 (for a review see Pond, 1980). Humble" 

Foz1lOOd (1975) pointed out that the 'one-crystal-diffraction' mode can 

onl.7 be obtained approximately. On the other hand, they obtained excellent 

-areeMDt for cOlI\Parisons of experimental observations, obtained by 

s1mul taneous two-beam conditions, to simulations using the two-beam 

equations. '!'his diffraction mode is particularly important for investi­

aatina interfacial imperfections while the 'same & condition' is very 

_eM for studying the structure of grain boundaries between coinci-

dence related crystals (Sutton" Pond, 1978; Pond, 1979). 

A1th~ugh the above mentioned factors influence the interPretation 

of the interfacial contrast, the electron microscope can be used successfully 

~or the determination of (a) the geometrical parameters of grain boundaries 

(see .ection 9.2), and, (b) the investigation of grain boundary impertections, 

as well as of phySical processes such as grain-boundary sliding or 

.earegation, and, (c) the study of grain-boundary structure. 

9.1 Determination of the geometrical parameters 

As the models of grain boundary structure, outlined in section 1.2, 

depend very sensentive1y on the crystallography of the interface and the 

Cl7sta1s which form it, it is important to determine the grain boundary 

perameters with the highest possible accuracy. These parameters art! the 

~ientatlon relationship and the interface plane; their determination 



Fyure 9.1.1 

~"SChe~te representation of the diffraction modes in a sample 

containing a grain boundary: 

(.) one-crystal diffracting, 

(b) simultaneous two-beam condition, 

(c) same ! conditiori' (this mode is a special case of (b) for 

g+h=g' +h' and the two crystals are CSL - -
related) • 

In all diagrams the reciprocal space vector of a reflection 

from the upper crystal is called g and from the lower crystal h). - -
(after Pond, 1980a) 
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i. a .1inificant part of any experimental project concerned with grain 

boundu-ies. 

9.1.1 The determination o~ the misorientation matrix1 

Misorientation relationships across an inter~ace are generally 

expressed in one of the following two ways: 

(1) a pair o~ parallel directions in a pair o~ parallel planes i 

this is normally used for epitaxial interphase boundaries, 

and, 

(2) as a matrix describing the vector transformation from one 

crystal to the other; physically this corresponds to an 

axis/angle pair, and it is mainly used for grain boundaries. 

The technique used to determine the misorientation relationship 

between two grains depends upon the type of misorientation, the accuracy 

ot information required, and the limitations imposed by the specimen 

and/or the instrument. Two approaches are commonly used: 

(1) Spot patterns from both grains may be used either because 

strain effects prevent the formation of Kikuchi lines or 

because the crystallographic relationship is particularly 

siatple2• 

(2) Kikuchi lines may be employed to improve the accuraey of 

the misorientation determination since the spot pattern 

is clearly an inaccurate representation of the beam direction. 

The minimum information required to calculate a misorientation 

_triX is the indices o~ two Pairs o~ parallel directions. With one of 

each pair in each crystal (Goux. 1974). A third pair of such directions 

tollows automatically from the vector cross-product of the first two, 

but additional pairs o~ directions will overdetermine the relationship 
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and allow an estimate of' the error in the procedure to be obtained (see 

appendtx 13). In practice the determination of' the misorientation matrix 

t. carriec! out in two stages. Firstly, the pairs of' parallel c!iractions 

are obtained, then the misorientation relationship is determined either 

3 araphicallY as an axis/angle pair or by calculating the misorientation 

matrix. 

The most accurate analysis f'or indexing Kikuchi patterns is that 

due to von Heimendahl et ale (1964) and requires a minimum of' three 

nOD-parallel Kikuchi line pairs to obtain the beam direction unambiaously 

trom one pattern. This method is based on the relationship between the 

three Kikuchi line pairs and the central beam spot. The measurement of' 

the c!irections of' the triangle, and its relation to the beam spot clearly 

limit the accuracy of' the method, and considerable care must be taken 

to ensure that the error is kept to a minimum. An analysis (see appen-

4lx 12) of the factors limiting the accuracy indicates that in all of' 

toda7s methods compari tably large errors arise by the uncertainty in the 

exact position of' the centre of' the di:f:f'raction pattern. In order to 

eliminate such errors a new technique was developed during this work 

(appendtx 12). This method, though in its second phase similar to that 

described by von Heimendahl and co-workers (Heimendahl von et ale 1964; 

Heimendahl von, 1971), is more accurate than the latter. The exact 

direction of the electron beam is determined in an accuracy of the order 

ot l' provided that the area selected for diffraction is not deformed. 

The advantage of the proposed method is that no geometrical constructions 

are necessary for finding the position of the points required for the 

indexina procedure. 

It is, however, not f'easible to determine precisely the beam direction 

.ota Kikuchi pattern. Thus, in the experimental situation error may 
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reside in any or all of the beam directions derived from the Kikuchi 

pattema, and, thus, the calculated matrix R is subject to experimental 
I: 

errors. Consequently, it is important to use as many independently 

obtained directions as possible in order to prevent the propagation of 

systematic errors among the components of ~. It is usual practice to 

overdetermine R by providing excess information for the solution and .. 
nnd the matrix best fitting to the available data. Such an adjustment 

of R, associated with a non-linear least-squares problem, is, however, 
• 

by no means atraightforward. A detailed analysis of the problem is given 

1n appendix 13 where a least-squares method for the determination of 

the best fitting matrix R subjected to orthogonality constraints ia = 
developed. 

9.1.2 Determination of the boundary plane 

The most general method for determining the boundary plane is 

the trace analysis (see e.g. Edington, 1974, vol. 3, p. 55). Using 

this approach errors in the boundary plane of ±5° may occur primarily 

because the _thod relies on measurements of some dimension of the inter-

face, uaually the projected width, taken from the image and such measu-

re_n'ta are prone to error. uncertainty in the boundary plane is intro~ 

duced by the following factors: 

(1) the boundary may not be exactly planar, particularly rear 

the surfaces of the specimen, and, 

(2) diffraction effects frequently make the accurate measure-

ments of the interface dimensions difficult, by obscuring 

the intersections of the boundary and the foil aur:face with 

thickness fringes, for example. 

A more reliable approach is available in electron microscopes where 

-.pecimen tilting in large angles is possible. The principle of this 
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technique, often called 'edge-on technique', is to tilt the specimen such 

that the boundary plane lies parallel to the electron beam, that is 

II1nimum width of the image. The procedure of the above approach is as 

tollows: 

(1) determine the foil normal by obtaining a diffraction pattern 

at zero tilt from the area of interest 

(2) set the tilt axis parallel to the line of intersection of 

the foil and boundary planes 

(3) tilt the specimen in a known sense until the defect is 

edge on (minimum image thickness) 

(4) obtain image and diffraction patterns at this tilt and 

determine the crystallographic directions on the image. 

The 'edge-on technique' must be used in all cases where the geo­

-try of the specimen permits it. Errors are generally :to. So; significant 

errors rill always arise because the image of the boundary is influenced 

by the diffracting conditions and may remain constant over several degrees 

of tilt. For maximum accuracy a series of pictures and dif':fraction 

patterns should be taken at different angles of tilt and the projected 

width of the boundary measured to determine the position of minimum imaae 

width. 

The 'edge~n technique' is now demonstrated by giving an example. 

Fiaure 9.1.2 shows the intersection of three grains being set in 

~cal diffraction. The misorientation relationship across the boundary 

A .. well as across the interface B was determined to be the CSL 

<011)/70.530 
• .l..3 rotation. On the other hand, the misorientation 

relationship between grains 2 and 3 was found to correspond to (011)/38.940 

Z.9. The foil normal was determined for each crystal from a diffraction 



A br1.aht-tleld electron micrograph of' an intersection of' three 

arowth'·, twins in silicon. All the grains are dif'f'racting. The 

bouqlaz'les'A and B are coherent twins whereas the misorientation 

acrqa8'f:beplane C is [011] /38.94
0 

t 1.=9. 
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pattern at zero tilt. Then, the specimen was til ted (in a known direction) 

until the boundary plane width was a minimum (figure 9.1.2) In the 
. 4 

d1t~tion 'pattern at the angle o~ tilt the !==(11iJ2 reflection 

... (after allowing for image/diffraction pattern rotation) within 10 

ot the perpendicular to the trace of the twin boundary A. Furthermore, 

the anale of' tilt measured on the goniometer stage was wi thin 1 0 o~ the 

anal. between the foil normal and (lii)2. Consequently, the boundary 

plaae was concluded to be (11i)2 which is the coherent twin plane in 

cliamond_tructure-type materials (Kohn, 1958; Fontaine &- Rocher, 1979). 

Silt1larly. the normal to the boundary plane C was determined to be 

[i2212/[122] 3 , this is in f'ull agrement to the observation by Krivanek, 

Iaoda &- Kobayashi (1977) as was pointed out by Pond (198Oa). 

Foo'b'lotes 1: The treatment given here re~ers to the more aeneral 

case. A number of special techniques have, however, 

been developed relying on particular diffraction 

conditions being satis~ied (see, for example, Lange, 

1967: Young, Steele &- Lytton, 1973; Clark, 1976). 

2: In the latter case the interface plane as well as 

particular image characteristics often provide a 

check of the misorientation relationship. 

3: The graphical method (due to Goux, 1961, 1974) is 
o only accurate to 1 at best, which is not sufficient 

for reliable analysis o~ grain boundary structure. 

4: The subscript denotes the crystal system relative 

to which the directions (and planes) are expressed. 

9.2 Method for measuring the rigid-body translation across a grain 

boundary 

It was mentioned above that due to the misorientation relationship 

across the interface various diffraction modes may occur depending on 



120 

Which set of atomic planes and in which crystal are orientated for dif-

traction. Here the 'same g condition' is considered and its application 

is brieny examined. 

9.2.1 The principle of the method 

The same g condition is of great importance in the case of inter-

~acea between coincidence related crystals and it can be used when there 

1 are two.parallel, low-index, directions in the two crystals. When these 

planes are set into Bragg condition then, if they are continuous across 

the interface, no contrast is observed. Any rigid-body translation, !!t 

between the two crystals (that is not a DeS lattice vector) will give 

riae to stacking-:f'au1t-1ike fringes in the plane (Pond & Smith, 1974) 

equivalent to that of a stacking fault or anti-phase boundary in a single 

crystal, and exhibiting the same quantitative behaviour (Pond, Smith & 

Clark, 1974). Relative translation, Et between the crystals is known 

to be an important mode of relaxation in grain boundaries (Pond & Vitek, 

1977) • 

The features expected in the interface image where there is a 

rigid-body translation E are summarized in table 9.2.1. They can be 

deduced by the following considerations. The existence of E involves 

that the planes used for imaging the boundary are offset on either .ide 

of the boundary plane. This introduces a phase shif't between the Bloch 

waves traveling in the upper crystal, and those below the interface in 

the lower crystal and consequently the amplitudes of the diffracted 

ooaponents of the Bloch waves at the interface are modulated by a factor 

.xp(i~), where «=2~ the phase factor due to the rigid-body displacement. 

The nature of the relative displacement E can be unterstood in terma 

of the structural model of eSL boundaries by reference to figure 9.2.1. 



TABLE 9.3.1 

Characteristics of the boundary image where there is a rigid­

-body translation R 

Bright field image Dark field image 

Fringes parallel to the inter- As in bright field image 

section of the interface and 

the foil surface 

Symmetrical image, absorption ~symmetrical image 

dampts out fringe contrast in 

the centre of the foil 

Performed by g _c If performed by g then the _c 
fringe at the top of the foil 

is the same as in bright 

field; the fringe at the 

~ottom shows opposite contrast 

as in bright field image 

Fringe contrast is a function As in bright field image 

of 2&, w, and total thickness 

of the specimen 

In thin sample area the 

profile consists of a 

superposition of two sets of 

fringes, one having periodic i-
eff eff; ty! ,the other ~ 2 
i g 

On a positive print the fringE 

at the toP is bright for &,a>0 

and dark for !R <0 



Figure 9.3.1 

The structure of a CSL grain boundary. In the top figure the 

boundary separating the two crystals is drawn with the atoms 

represented as hard spheres. Dashed spheres are ±a/4[110J
1

/ 2 
out of the page. Atoms from the two crystals overlap at the 

boundary in the hatched region and this might be expected to 

increase the boundary energy. A means of avoiding the overlap 

is to displace one crystal relative to the other by E (bottom 

tiaure). It is emphasized, however, that this figure does not 

represent an exact solution (no relaxations of individual atoms 

have been superimposed on the translation, for example), but 1s 

merely intended to illustrate qualitatively the type of transla­

tion that may oceur. 
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eo.puter simulation indicates that the configuration in fiiUre 9.2.1a 

hu • hiah energy mainly because of the 'overlapping' of atoms. Further­

lION, it was 1'ound that a major reduction in interfacial enerD can be 

achie;ved by a riaid-body relaxation (figure 9.2.1b). 

The vector!! can be resolved into two components: !!_~'~. The 

dlllP1aceMn't ~' corresponds to a vector which shifts the lower crystal 

.waY from the coincidence position in a direction parallel to the inter­

tace while the component ~ represents a local expansion normal to the 

boundar7 Plane2 (i.e. it introduces eXcess volume into the interface 

COlIIPared to a perfect crystal). 

9.2.2 Limitations of the method 

Using the above experimental technique the total displacement !! 

can be measured, and in certain circumstances the constituent components 

can be measured separately. Three experimental requirements are, however, 

e •• ential for a reliable determination of !! (Pond & Smith, 1974, Pond, 

1979)1 

(1) the adjacent crystals must be orientated very close to a 

coincidence relationship. Deviation from the exact CSL 

misorientation introduces complications in image contrast 

due to the presence of dislocations or moire effects. 

(2) it is important that only common beams are excited. Sutton 

& Pond (1978) have shown that if there are non-common re­

flections present in the diffraction pattern (other than 

000) then two sets of thickness fringes are expected and 

in this case no information about the translation at the 

boundary can be obtained. 

(3) the common reflections used must be relatively low index 
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or fringe intensity is low and ambiguity in the determi­

nation of Ig .R I may arise (Pond, 1979). 
;:::;c -

!he translation ! does not, in general, have low indices, and, 

hence, it may not be possible to satisfy the 'g.R=-<> criterion' -ror two, - -
or eoaet1llles even for one, reflection. 'l'herefore, the direction and 

3 II8ID1 'tude o~ ! must be confirmed by other means. This can be achieved 

b,. coJlG)aring the observed fringes with those calculated from multi-beam 
\ 

~cal theory, using the boundary parameters as input (Sutton, 1977; 

Pond, 1979). The calculated fringes may be output as fringe profiles 

(Humprheys, Howie & Booker, 1967) and matched to mlcrodensitometer 

tzoacea of the micrographs or the 'half-tone' method o-r Head et ale 

(1973) may be employed. Both these techniques wlll determine E fUlly 

provided that the following two conditions are satisfied. 

F1Ntly, the values of !.B must be determined absolutely, and not 

Just simPlY expressed modulus 1. Pond (1979) has outlined the limite 

ot a_R tor which R may be considered unambiguously determined. For the -- - - . 
Z_S bo\Uldary these limits are -o.5<g.R'0.5 for g-111 type, -1/3<g.R'l/3 - - - --
tor 1_220 type and -1/l2<!_E'l/l2 for !=311 type. 

Secondly, the boundary must be imaged in three non-coplanar dlt-

tract1na vectors !i (1=1,2,3). The value of !i.B is then determined 

tor each reflection e1 ther by obtaining !i .!!-ni or by lmaae matching 

tor !1-!t'n1• Let 2 the 3x3 matrix with the ii vectors in orthogonal 

coordinates written as rows, R the column vector with the components of 
= 

!! in orthogonal coordinates and ~ the column vector with the values of 

the scalar products!!!. then 2.~~. The latter matrix equation yields 

• (non-trivial) solution for ~ only when det(2)~0, or, in other terms, 

when the diffracting vectors are non-coplanar. 
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9.2.3 The sensitivity of the technique 

Concluding this section it is appropriate to indicate the sensiti-

v1:tJ' 0'£ the technique in determining!!. Theoretical calculations 

untertaken by Humphreys et ale (1967) show that a detectable chanae in 

contrast (minimum ±10% of background) could be obtained from values of 

a.R which differ :from an integer by ::1:0.02 or more. This implies that --
tor a (220) type vector displacements as small as o.o3i could be detected. 

In other words, a resolution comparable with the wavelength of the lOOkV 

electrons. 

It is emphasized. in view of the earlier remarks made about the 

aenaitivity o:f the :fringes to Eg • w and the foil thickness that these 

quantities must be determined accurately in order to maximize the overall 

sensitivity o:f the method. Provided that this is done the sensitivity 

in determin1na ! depends on: 

(1) the A(g .R) value, i.e. the change of g .R which is necessary 
.=.0- ~-

to produce a certain change o:f contrast of any f'ring~ (whether 

subsidiary or main) in the simulation pro:file, and, 

(2) the finite size of the slit width in the microdensitometer 

which influences directly the sensitivity o:f the instrument. 

The ef:fect of these factors on the overall sensitivity in determing 

R h_ been considered by Sutton (1977) who concluded that it is not -
po.sible to define a generalized sensitivity for the method. 

Footnotes 1: These directions correspond to planes of the CSL. 

2: The complete crystallographic formulation has been 

given by Pond (1977). 

3: At a grain boudary !! must be determined absolutely 

and not, tmlike the stacking fault displacements. 

be distinguished between several values. 
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Chapter 10 

TWIN BOUNDARIES IN SILICON 

Introduction 

!be observations reported herein were made on silicon specimens 

prepared from bulk of polycrystalline silicon kindly supplied by Dr. A.Q. 

CUllis ot' the Royal Signals and Radar Establishment (the sample preparation 

methods are discussed in appendix 15). The specimen was examined in a 

JlOL, lIOClel JEM 2OOB, scanning-transmission electron microscope operating 

at 150 kV. Thus, the accelerating voltage was well below the threshold 

voltaae t'or electron bombartment damage in silicon of =180 kV (Fraser, 

1977). 

The main objective of the experimental work was the investigation 

ot' the structure of the twin boundaries in Silicon. Speaking more accu­

ratelJ'. It was sought to establish: (1) the geometrical parameters, and, 

(2) the r1&id-body displacements for twin boundaries. The need to deter­

lI1ae the former is self~xplanatory and the techniques outlined in. section 

9.2 .... used for this. The measurement of the rigid-body displacements 

Is nec.ssary. apart from the geometrical parameters, for an unambiguous 

determination of the grain-boundary structure. This is carried out by 

employing the method in section 9.3 and the determination of the riaid­

-bod7 IIIOvement for two 1.=3 boundaries is given in this chapter. In the 

t'1r8t case the interface is the coherent twin while the second example 

refers to the {211} incoherent twin boundary. 

10.1 !he I.3, hl1l twin 

!he coherent twin in silicon being a simple case, from the cr.ystal-

losraphic point of view, is the first case presented. Micrograph 10.1.1 

8hoWB a sample area where six grains meet. The interfaces AB, BC, CD, 



'1O£e 10.1.1 

A ~1Iht-field electron micrograph of 2rowth twins in silicon. 

oratn 1 Is in a two-beam diffraction condition and the other 

1.~~ting negligibly. The boundary planes AB, CD, and 

IF have been indexed as (111)1 planes. 
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DE and EF are inclined relative to the electron beam and are imaged with 

two-beam dynamical conditions in grain 1 and kinematical conditions in 

the other grains, "that is .! is very large on all ret'lections. Under these 

conditions the boundaries are visible as conventional thickness fringes 

(Pond, Smith" Clark, 1974). 

10.1.1 Determination of the interfacial crystallography 

The misorientation between crystals 1 and 2 has been calculated 

from four Pairs of parallel directions plus their cross-products. All 

the beam directions have been determined by the method of appendix 12 

and the misorientation matrix has been calculated by the least-squares 

method in aPpendix 13. This matrix indicates no detectable deviation 

from the exact coincidence orientation [011]/70.530
, Z=3. Since no 

dislocations of any kind were observed in this interface at any time 

during the course of this experiment the misorientation was taken to be 

the exact laS CSL misorientation. 

Similarly, the misorientation between crystals 1 and 4 as well as 

o \ 
between 1 and 6 were found to be related by a rotation of 70.53 about 

• common <011) axis. The misorientation relationships are not expressed 

by the lower angle description (111)/600 (see e.g. Acton" Bevis, 1971); 

this is because the geometry of the particular specimen allowed the 

rotation axis to be determined unambiguously. The difi'Z'action pattern 

in f1aure 10.1.2a has been recorded by placing the selected area aperture 

across the interface AD. This pattern corresponds to a superposition 

o of two [1tO] diffraction patterns related by a rotation 70.53 along 

the common [lio] axis (figure 10.1.2b). 

The misorientation across the other interfaces could not be measured 

since grains 3 and 5, bein& in fact microtwins, were considerably narrow. 



FiFe 10.1.2 

(a) Dift'raction pattern from silicon twinned on (111); the beam 

direction 1= f110) is common to both the matrix and the twin 

crystals 

(b) A schematic representation of the spot pattern. Matrix spots 

are shown by open squares, twin spots as open circles and 

common spots by filled squares. The two superimposed spot 
o patterns are related by a rotation 70.52 along the beam 

direction (insert). 
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An attempt to record dif:fraction patterns with the selected. area aperture 

atracSding the boundary was not succeful. because the intensity of the 

Kikuchi lines originated from grain 3 was very low and 1:be requ1red 

exposure times involved that the strong Kikuchi lines &om crystal 2, 

BaY, overlapped the weak ones. 

In order to determine the boundary planes the specimen was set so 

the interfaces AB, CD, and EF were parallel to the tilt axi'S of the micro-

acope and the foil normal was determined from the dif:fraction pattern 

at' zero -t'iI'E. Then the specimen was til ted in a known direction until 

the boundary plane width was a minimum (figure 10.1.3). In the dif&action 

1 pattern at the angle of tilt the 1111 renection was very strong and, 

af'ter allowing for 1tDage rotation 1111 was wi thin 10 of 'the perpendicular 

to the line of the twin boundary. Furthermore. the angle of tilt measured 

on theaoniometer stage was wi thin 10 of the angle between the foil 

normal and 1111• Consequently. the boundary plane may be concluded to 

be (111)1 which is the coherent twin plane in diamond-structure-type 

Ilateria1s (Kahn, 1958; Fontaine & Rocher, 1979). The latter indicates 

that the established interface planes are in complete agreement with 

the measured misorientation relationship across the boundaries AB, CD. 

IF. 

10.1.2 Determination of the rigid-body displacement 

Figure 10.1.4 shows the CSL unit cell in the ~=3 system: this is 

hexaaonal with the [111]1/[11i~ direction along the c-axis~ In reciprocal 

8Paee a lattice of common diffraction spots exist. (figure 10.1.4b) whoae 

orientation, symmetry and dimensions are related to those of the CSL. 

Figure 10.1.5 shows the schematic representation of the (112)1ICU2)2 

di:N'raetion pattern; all the reflections in this pattern are common to 



Figure 10.1.3 

Bright-field image in which the boundaries are tilted edge on. 

All the boundaries are diffracting; the diffraction pattern across 

the interface AB is shown in figure 10.1.2. 
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Figure 10.1.4 

(a) The geometry of theZ=3 coincidence lattice cell in silicon. 

The height of the cell is three (111) interplanar spacings 

(b) The &eometry of the lattice of common diffraction spots for 

the l: =3 twin. 
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Figure 10.1.5 

Schematic representation of Cl12)r/Cffi)T diffraction pattern. 
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both crystals. Thus, these spots may be used to image the boundary in 

order to detect any rigid-body translation. 

The analysis o~-the translation fringes was undertaken in two-stages, 

as the discussion in section 9.2 might suggest. Firstly. the boundary 

was examined in reflections such as 2201/2202 which are orthogonal to 

the (111)1/(111)2 plane. From the image behaviour in these ranections 

the in-plane translation, ~, is determined. The images in f'igure 10.1.6 

were taken by using the common re:flection g =220 (i.e. g is perpendicular 
.;;;c ~ 

to the coherent boundary normal [111] 1) • No stacking-:faul t-like :fringes 

are observed in the boundary and there:fore there is no component o:f 

displacement parallel to [220]1,2- Similarly, no fringes were detected 

using !c=2201 • This means that no relative displacement parallel to the 

1nter:face exists. 

In order to detect any displacement normal to the boundary common 

planes inclined to the interf'ace were used. The image in :figure 10.1.7 

shows the contrast observed using !c=1311/3112, and again no fringes 

are detectable across the boundary. Taking into account the sensi ti vi t.Y 

o~ the method (see, :for example, Sutton, 1977) it is concluded that if' 

there is a normal displacement then this must be less than S% ot the 

interplanar spacing o:f {llS} planes. 'l'here:fore, in the case ot coherent 

twins in silicon no (parallel or normal) relative displacement exists. 

This is now examined in terms of the intertacial structure. 

10.1.3 The structure o:f the coherent twin in silicon 

The structure of the coherent twin in diamond-structure materials, 

projected on (lio), is shown in figure 10.1.8. '!'he larae circle. are 

atoms in the (110) plane passing through the oriain ot the unit cell i 

-the small ones are atoms in a (110) plane separated from the first by 



Figure 10.1.6 

. Bright- and dark-field micrographs in a common two-beam condition 

of the coherent twin in silicon. No fringe contrast is visible 

along the (111)1 interfaces. 
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Figure 10.1.8 

The atomic configuration of·the coherent twin boundary (1ndicat~ 

by the arrows) in diamond-strucutre type silicon projected along 

[110J. 

Key: Large circles: sites in page 

Small circles: sites .{2a/4 above page 
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a quarter of a cell diagonal. The matrix and the twin are related by 

a rotation of 70.520 about the normal to the figure. The following can 

be seen trom this figure. 

The atomic configuration of the single crystal can be described 

as six-sided arrays of atoms along the [011]. Along the unit length of 

the twin boundary the proposed structure offers, instead, an altered 

six-sided array. Any atom in the vicinity of the boundary has four nearest 

neiahbors and, there are no dangling bonds across the coherent twin. 

It can be 60nclllded, therefore, on the grouds of the discussion on the 

covalent bond energy given in appendix 16, that the eneraY of this 

interface is very similar to that of the single crystal. 

A relative small increase in energy can be easily predicted in 

terms of deviations in the direction and/or the length of the bonds 

along the interface. At the atomic positions where such changes have 

taken place, the lundistorted l bond direction 1s indicated by dotten 

lines in the figure 10.1.8. At points des1anated A. and AI the bond haa 

been rotated respectively into and out of the plane of the fiaura by 57.10 • 

The same occurs in points B and B I • The lengths of all these bonds 

are, however, unchanged (the twin plane is a mirror plane paSSing midway 

atoms A and C). If nearest neighbour interactions are only conSidered, 

then it is seen that the energy of each of the atoms A and B ia identical 

to that of an atom in the untwinned material. For an atom in a single 

o 
crystal the angles between the bonds are equal to 109 28 I and the bond 

lenaths are 0.433a (a ia the lattice parameter). In the case of atom 

A (and B) the bond angles and lenaths are identical but the bonda are 

differentlY orientated (rigure 10.1.9). They are related to the 

undiatorted configuration by a rotation [111J /180.0 (an alternative 



Figure 10.1.9 

Atomic bonding in silicon: (a) single crystal 

(b) across the coherent twin 
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description of the !-3 misorientation). 

If interactions between atoms of second (and higher) coordinations 

'are 'liOW"l:!Onsidered the energy'Of' the interfacial configuration iftcreases; 

deviations from the undistorted structure occur f'or second (and higher) 

coordinations. As was, however, mentioned in appendix 16 the increases 

in the energy due to such deviations is relativelY low. Its influence 

is 80 remote that it seems most unlikelY that it could affect the 

structure (Buerger, 1945). 

It is, therefore, concluded that the structure of the coherent twin 

in silicon is that given in figure 10.1.8. The low energy of this twin 

is due to the 1'act that the nearest neiahbours are the sue as in the 

per1'ect crystal. A similar situation can be found in the 1 -3, {111} 

twins in f.c.c. metals. In the case of aluminium (Pond" Smith, 1974) 

and stainless steel (Pond, Smith " Clark. 1974) no relative displacement 

at all was observed. Negliaible increase in the energy haa been reported 

for coherent twins in copper (McLean, 1973) and nickel (Murr at ale 1970). 

Insomuch as the diamond-structure-type materials are concerned no direct 

experimental evidence is to-day available. However. it is well-known 

that in diamond-structure-type materials twinning in {111} planes is very 

common (Slawson, 1950; Kahn, 1958; Fontaine" Rocher, 1979); this is 

easily explained by the low energy of the coherent twin. Furthermore, 

there have been several reports of results which support the low eneraY 

conl'1guration of the coherent twins in silicon. The majority of such 

evidences are related to investigations of electrical behaviour of' po17-

cr.Ystal1ine silicon. These studies are discussed in section 10.3. 

Footnote 1: The subscript denotes the crystal coordinate system 

relative to which the particular direction is expressed. 
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10.2 The {211\ incoherent twin 

The second example of' a Z=3 boundary in silicon ref'ers to an 

incoherent twin. The micrograph 10.2.1 shows the area of' observation; 

the interfaces are imaged with the common· [011] axis parallel to the 

electron beam. 

10.2.1 Determination of the interf'acial crystallography 

The misorientation between crystals 1 and 2, as well as between 

1 and 3, and, 1 and 4 has been determined by the method given in 

appendices 12, 13 and 14. Again, no detectable deviation from the exact 

coincidence orientation ~=3 was detected, and, hence, it was taken to 

be the exact CSL misorientation. 

In a study of' this nature, where the proposed rigid-body translation 

is a fUnction of the boundary plane, the accouracy with which the boundary 

plane may be indexed is of fundamental importance. In this case it was 

possible'to tilt the specimen suf'f'iciently to align the interfaces parallel 

to the electron beam, and, index them directly from the diffraction 

pattern (see figure 10.2.1). The relevant plane and line directions so 

determined are given in figure 10.2.lb. 

As an additional check the trace analysis (see section 9.1) was 

employed for the segments marked by arrows in figure 10.2.1a; the boundary 

planes were determined from 10 estimates for each facet, involving three 

separate tilts of the specimen in the microscope. The magnitudes of 

o 
the tilts employed were large (+40 ) living substantial Variations in 

the length of defined vectors in the boundary plane, and increasing thus 

the accuracy of the method. Facets had the same-' boundary plane normal 

(21i). In all cases the deviations were found to be less than ±1.0o, 

which indicates a high degree of accouracy for a boundary plane determi-



Figure 10.2.1 

(a) Bright-field micrograph of coherent and incoherent twin . 

boundary facets in silicon; all crystals are diffracting 

(b) Sketch of the boundary geometry 
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nation. It is concluded, therefore, that these facets are (21i) incoherent 

twins. 

10.2.2 Determination of the rigid-body displacement 

In order to determine the rigid-body displacement for the (21i) 

incoherent interfaces they were imaged by using reflections common to 

both the matrix and t\·lin crystals. A wide variety of these spots were 

used to study the fringe behaviour as fully as possible. Since the 

reciprocal CSL lattices of the coherent and incoherent twins are identical 

the spots in the diffraction pattern of figure 10.2.2 are common and 

these spots can be used for determining the rigid-body translation in 

the incoherent twin. 

Figure 10.2.3 shows the bright and dark field micrographs obtained 

by using the common reflection ~=li11/i1i2. The vector g lies in the 
~ 

plane of the boundary (211). The observation of fringes for this reflec-

tion yields immediately that the two grains across the interface are 

displaced relative to one another. Moreover, since g is in the inter­
~ 

face plane, there is a component of the rigid-body translation parallel 

to the plane. 

For the unambigious determination of the total rigid-body displace-

ment the translations giving rise to fringes for, at least, three non-

-coplanar diffraction vectors must be determined (see section 9.2). 

The specimen was, thus, orientated for the two-beam condition with 

~=0221. No fringe contrast was observed for this setting. Since ic 
is on the boundary plane it is concluded that the only rigid-boay displace­

ment parallel to the interface is along the [1il]l/[i1ij2 direction. 

Finally, the interfaces were imaged for !c·ii31/3112 (figure 

10.2.4); in this case fc is inclined to the boundary plane. The 



Figure 10.2.2 

Schematic representation of (21i)M/(2i1)T diffraction pattern 
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Figure 10.2.3 

Briaht- and dark-field micrographs of the boundaries shown in 

figure 10.2.1 but with a common diffraction spot g operating. _c 
The (211) segments show stacking-fault like fringes and the (111) 

segments are out of contrast 
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Figure 10.2.4 

Bright- and dark-field micrigraphs obtained with the 'same g 

condition' where g is inclined to the boundary planes 
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presence of stacking-fault-like fringes to the boundary for· this reflec­

tion yields that there may be a rig1d-bo~ translation perpendicular to 

r ,,~.,.. the interface. This displacement (if' exists) corresponds to an expansion; 

Bee section 9.2. 

The components of the rigid-bo~ displacement are determined by 

matchiDi -experimental"" and ., cdJilputer simulated intensi t.Y profiles. Figure 

10.2.5 is a series of calculated intensity profiles and microdensidometer 

traces of' the experimental fringes illustrated in figures 10.2.3 and 

10.2.4. Microdensitometer traces were taken for the micrographs using 

a Hilger-Jaco machine. The slit width used to illuminate the photo­

graphic plates was 60 I"m which was typically 10% of' the frince width. 

The same scan across the plates was chosen for producing the traces and 

is from A to B in figure 10.2.3. 

The computer simulated intensity prof'1les were calculated by a 

FORTRAN computer program, called STACKFAULT. written by Dr. P. Rez. 

ThiB program uses many beam dynamical theory and the required input data 

are listed in table 10.2.1. The value of !x (the component of the inci­

dent electron wave vector parallel to the surface of' the foil) was 

calculated for each micrograph from the Kikuchi line positions on the 

corresponding dif'fraction patterns (see appendix 17). The thickness was 

measured by multiplying the number of' fringes on micrographs obtained 

from good two-beam conditions by the relevant extinction distance; it 

was found to be 4500±lSOi. Numerical values for the relevant extinction 

distances and anomalous absorption coefficients are given in appendix 17. 

The number of' calculated points on each simulation was 100 (Sutton,1977). 

The details of' the simulations are given in table 10.2.3. By matching 

of' the simulated and experimental profiles it was f'ound that 



Figure 10.2.5 

Theoretical and experimental intensity profiles for the incoherent 

boundaries in silicon. Microdensitometer traces were taken along 

the line AB in figure 10.2.3. The vertical axis of the simulation 

1s the ratio of transmitted to incident beam intensity, and the 

horizontal axis 1s scaled in units of the extinction distance of 

the most strongly excited beam. The vertical axis of the micro~ 

densitometer traces is in percentage of transmitted light. 
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TABLE 10.2.1 

Input data for STACKFAULT program 

Number of beams 

Accelerating voltage (in kV) 

K -x 

Indices of beams 

Extinction distances (E and e l ) g g 

Lattice parameter (in X) 

Thickness (in i) 

Number of points on each intensity profile 

(+) lix is the component of the incident electron wave vector 

parallel to the surface of the foil. For a reflection i, 

in a systematic row, Kx is given by: 

-K _ g(!~) -x _ 2 2 
g 

where k the magnitude of the electron wave vector corrected 

for the mean inner potential of the crystal, and s the 

deviation parameter for g. 



TABLE 10.2.2 

Diffraction parameters for micrographs of figures 10.2.3 and 10.2.4 

Beams inserted 
Fig. B.F./D.F. ~ w in input data 

(relative to crystal 1) 

10.2.3a E.F. 111/1112 0.52 111,000,111.222 

10.2.3b D.F. 1111/1112 0.14 111,000,111,222 

-- --
10.2.4a B.F. 113

1
/3112 

0.26 000,113 

-- -
10.2.4b D.F. 113

1
/3112 

0.65 113,000 
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!-[-o.l88, 0.218, -0.218]. This rigid-body displacement can'be resolved 

as 1==[-o.208, 0.208, -o.208J, ~[O.020, 0.010, -0.010]. or as ~0.208[i1iJ 

and ~0.010 [211]. 

10.2.3 The structure of the {21Y incoherent twin 

As was mentioned earlier the ~=3 misorientation relationship is 

described by a rotation (110)/70.52
0 

or equivalently as a rotati~n 1800 

about a (111) axis. Figure 10.2.6 shows a (110) projection of a twinned 

diamond-structure-type material with twin plane been the (211) plane. 

The latter passes through coincidence sites (Ellis & Treuting, 1951). 

However, under this construction atoms on the coincidence plane 

have alternatively seven, !'ive, six and five (altered) nearest neighbours, 

a circumstance that presumably requires some adjustment elona such a 

boundary. Ellis & Treuting (1951) have proposed that imperfections 

are required in order to satisty nearest neighbour distance requirements 

across such boundaries. The experimental evidence, however, indicates 

that this is not the case and that nearest neighbours requirements are 

satisfied by a rigid-body translation. 

Figure 10.2.7 shows the atomic structure of the {112} twin where 

now the two crystals are shifted by !=[-o.188, 0.218, -0.218]. It is 

seen from this :figure that all the atoms near the boundary have four 

fold coordination and hence the energy of the con:figuration must be less 

than that of figure 10.2.6. However, the trans-boundary structure is 

not completely restored. For each boundary segment there are atomic 

configurations having seven, four and six sides. The directions and/or 

the lengths of a number of bonds are now altered (for example A and B 

in figure 10.2.7). This leads, of course, to an increase in the energy 

but the total interfacial energy is less than that of a general (non-



Figure 10.2.6 

(011) projection of the atomic configuration across the (211) 

twin boundary in silicon (indicated by the arrows). The two 

crystals are mirror images of each other with respect to (211). 

Key: Large circles: sites in page 

Small circles: sites ~a/4 above page 



.. .. 

/' 
(Of1) '\ 

nOO) 



Figure 10.2.7 

LOw energy structure of the (211) twin boundary in silicon. The 

arrow shows the displacement of the lower crystal with respect 

to the upper one. Symbols as in figure 10.2.6. 
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-twin-related) grain boundary. This is explained by the fol10wina 

considerations. 

The energy of a covalent bond is 1arae1y the energy of resonance 

of two electrons between two atoms. Examination of the form of the 

resonance integral (see e.g. Paulina. 1967) shows that the resonance 
, 

energy increases in magnitude with decrease in the over1appina of the 

two atomic orbitals involved in the formation of the bond. Consequently, 

3 
it is expected that if two sp atomic orbitals in two atoms are only 

partially overlapped, the bond formed (1.e. the molecular orbital) will 

tend to have a higher energy than in the case of complete overlap. The 

two extremes in the bonding energy are the coincidence of the two atomic 

orbitals (low energy) and non-coincidence (high energy). Thus, either 

in the case of partial overlap the energy is relatively low; in other 

words. it is the requirement of non-existence of dangling bonda than the 

changes in angles/or directions which influence the eneriY predominaly. 

It can be said. therefore, that the {112} incoherent twins are 

intermediate in energy between the coherent and a aeneral grain boundary. 

This will be f\trther examined in the next se~tion. '!'he actual equil·ibrium 

position for the boundary is most probably one correspondina to a 

confiiuration where atomic adjustments occur in order to accommodate .. 

these abnormalities. 

10.3 The use of po1ycrysta1line silicon for solar cells 

The study of the structure of grain boundaries in silicon is of 

areat importance for the construction of solar cells (section 1.3). In 

this context the experimental results are discussed in this section. 

But before that the boundary effect on the electric behaviour of the 

material is briefly discussed. 
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10.3.1 Electrical characteristics of solar cells 

'1'0 \Dlderstand the grain bo\.Dldary effects, the mechanism of the 

photovo~taic ef1'ect (Adams Ir Day, 1877; Chapin, Fuller It Pearson, 1954; 

Reynolds et ale 1954) must be born in mind. Photons absorbed in a 

.emiconductor release their energies to electrons in the valence band, 

eauaina them to rise to the conducting band. Thus, electron-hole pairs 

are created, giving an excess above the equilibrium concentration. Once 

excess electron-hole pairs are generated they must be separated, moved 

to an edge 01' the sendconductor and removed ~ an external cireui t before 

usefUl power may be obtained from the incident photons. To effect the 

separation an electrostatic field (potential barrier) must be supplied; 

the conventional technique is to create an p-n junction by di1'fUsion 

at one sur.face of the semiconductor. 
, 

The IDOst important factor which infiuences the effeciency of a 

solar cell is the lifetime of the carriers. This is defined as the 

averase period before a minority carrier recombines with a majority 

carrier. Grain bo\.Dldary effects are also important since they can short 

circuit the junction or barrier, and often lifetimes in aeneral boundaries 

are verY short. Such effects yield a low efficiency of the device. 

Moreover, some authors (Cowher It Sedgwick, 1972) have suggested that 

in polYerystalline layers a loss of doping occurs due to the impurity 

segregation at grain boundaries; this contributes to a lower conductivity. 

However, recent experimental evidence (see e.g. Graef et ale 1979) indi­

cates that the decrease in the conducti vi ty has to be explained in 

terms 01' the segregation of electrons and holes, and not the segregation 

of doPant atoms. Therefore, the electrical behaviour is solely determi­

ned by energy barriers at the arain boundaries. 
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10.3.2 Discussion of the electrical properties of twins in silicon 

It is well recognized by now (Hovel, 1975. Palz. 1979) that the 

cost o~ silicon sheet has to be substantially reduced in order to meet 

the requirements o~ low-cost terrestrial solar cell arraYs. Several 

low-cost silicon sheet technologies are currently being developed 

(see e.a. Overstraeten van " Palz, 1979). The quality of the silicon 

produced by any o~ the processes is less than perfect (see e.g. Koliwan, 

Daud & Liu, 1979). Thus, considerable effort has been put forward to 

determine the electrical characteristics o~ these low-cost silicon sheet. 

Schwuttke (1977) studied the structural per~ection as well as its 

street on the lifetime distributions of silicon ribbons produced by the' 

edge-defined film-fed growth. He concluded that the Per~ection o~ ribbons 

80 obtained is dominated by simple parallel twinning. Such ribbon 

sections displaY excellent lifetime properties and in this respect 

compare well with lifetime distributions observed in Czochralski wafers. 

The majority of interfaces in Schwuttke's specimens were coherent twins. 

Similar are the results obtained by Daud, Koliwad " Allen (1978) 

and Koliwad, Daud " Liu (1979). These authors measured the diffusion 

length in the vicinity of a planar defect and showned that this is 

considerably reduced in a general grain boundary but not in twins. The 

quantitative di~ferentiation of general grain boun~aries and twins was 

recently demonstrated by Helmreich & Seiter (1979). They investigated 

the characteristics of po!ycrystalline silicon and were able to show 

that the behaviour degradation due to eoherent~d- incoherent twins 

(8% and 12% respectively) is appreciably less than that of general 

arain boundaries (40""'). The unique behaviour o~ twins, and in particular 

of' coherent twins, can be explained in terms of the twin structure as 

it was determined in this work. 
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It can be seen from figures 10.1.8 and 10.2.7 that no dangling 

bonds or elastic deformation of the lattice occur in the twin boundary 

reaion. The absence of dangling bonds implies that no extra energy levels 

are introduced in the gap and hence the capture cross-section for inci­

dent carriers will be similar to that in a sinale crystal. Moreover, 

the • smooth' trans-boundary structure is associated with a constant­

-width-forbidden gap across the twin boundaries. In other words, no 

additional defect-acceptor--levels are introduced by the existence of 

twins and consequently the carrier lifetime is not altered in the 

vicinity of twin boundaries. A detailed analysis of the electrical 

properties across a high-angle grain boundary has been given by Matare 

(1956) but his approach was based on the low-angle dislocation model. 

An extention to electrical properties of high-angle grain boundaries 

was recently proposed by Brown (1977a-e). However, neither of the two 

aPproaches gives a comprehensive relation between atomic structure and 

electrical properties of grain boundaries. 
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Appendix 1 

NOMENCLATURE OF SYMMETRY GROUPS, ELEJ.mNTS AND OPERATIONS 

The main function of' this appendix is to give an outline of the 

nomenclature used in this thesis. Symbols are chiefly and frequently 

employed f'or point groups, spatial groups, symmetry elements as well as 

operations of symmetry. Additional mathematical data are also given 

providing the essential bacl~und for group-theoretical calculations. 

Before explaining the nomenclature it must be mentioned that in 

the present work concepts from two-eoloured symmetry are extensively 

used. Thus, it is necessary to discriminate between one- and two­

-coloured point groups, spatial groups, symmetry operations or symmetry 

elements. The symbols of' the two-eoloured point and spatial groups are 

constructed according to the 'international' or Hermann-Mauguin extented 

scheme, the fundamentals of which are given by Koptsik (1966) and 

Shubnikov & Koptsik (1974). Each of' the elements of symmetry designated 

in symbols may be ordinary or colour-reversing. The latter are designated 

by a 'prime'. 

In chapter 4 it is explained that some non-erystallographic sym-

metry groups must also be included in symmetry considerations of dichro­

matic complexes and bicrystals. In this case, however, the use of the 

symbol 12 can be misinterpreted. This is because of the possibility of 

confUsing the 12-fold axis with the two-sided, one-coloured rosette group 

(see group no. 6 in table A3.1). For this the l2-fold axis is designated 

by a line underneath the symbol, i.e. g. 

As regards the symbols of the symmetry operations it is imperative 

to discriminate between them and the symbols of.symmetry elements. Ac­

cording to a scheme proposed by Donnay & Donnay (1972) the Hermann-Mauguin 
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symbols that normally refer to symmetry axes also represent symmetry 

operations and their matrix representations, provided the power of the 

operation be explicity stated. It must nAte that the sense of rotation 

is necessary to be also defined in order the scheme of Donnay & Donnay 

represenTs unambiguously the rotational symmetry operations. By conven-

tion the rotation of the symmetry axes (and therefore of the corresponding 

symmetry operations) is considered in the right-handed (anticlockwise) 

sense. Subscripts are used to indicate the direction of the symmetry 

axisl • As to inversion and reflection the letters i (for !nversion) 

and s (for ~Piegelung=reflection)2 provide self-explanatory symbols; 

whereas the subscript for the mirror operation (or mirror element) shows 

the normal of the mirror plane. Symbols of some symmetry operations 

are given briefly below demonstrating the above scheme: 

1 = identity operation 

i = inversion operation 

21 = rotation through n about Oz 
z 

32 = right-handed rotation through 4 r'l/3 about Ox 
x 

43 = inversion followed by rotation through 3n/2 about Oy 
y 

in the right-handed sense 

~S = inversion followed by rotation through Sr'l/3 about Oz 
z 

in the right-handed sense 

81 == right-handed rotation through f1/4 about Ox 
x 

121== right-handed rotation through ",12 about Oy 
-y 

Colour-reversing symmetry operations are designated by a prime 

which implies that the ordinary symmetry operation is followed by colour 

ch8Jlie • Thus, 22 is the symbol of a 2-fold colour-reversina rotation 

along the z-axis of the coordinate system. 
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In applying the equations derived in this thesis it is necessary 

to lmow the symmetry operations (and their matrix representations) asso-

ciated with the point group in question. Matrix representations o-r the 

symmetry operations included in the 32 point groupa have been given by 

Billings (1969). Table A1.1 gives the comparison between the notation 

used in the present work and that by Billings. According to the latter 

(000)_1 signifies inversion 

(abc)l/n signifies one n-fold rotational operation in the 

anticlockwise sense about the line joining (0,0,0) 

to (a,b,c) 

(abC)m signifies a mirror reflection in the plane perpendi-

cular to the line joining (0,0,0) to (a,b,c) 

(abc):in signifies (abc)l/n(OOO)_l 

In a similar way the symmetry operations (and their matrix repre-

sentations) of the S- and 12-fold symmetry classes are given in table 

Al.2. On the other hand, in table Al.3 the symmetry operations aSSa-

siated with the 32 crystal classes are listed (a similar table for the 

8- and 12-fold classes is given in appendix 9). 

Finally, it must be mentioned that the stereographic representations 

of point groups are given throughout the present work by using the notation 

by Nye (1957). All rotational axes pass throUih the space origin and 

are shown on the stereogram at the position correspondinding to the inter­

section between the axis and a sphere centred on the origin. The directions 

of the coordinate axes x. y, z are as follows: the z-axis is always per­

pendicular to the plane of the drawing, while the x- and y-axes are 

orthogonal to the z-axiS and make a right angle with each other. These 



TABLE A1.1 

Comparison of the notations of symmetry operations 

Donnay " Billings 
Donnay & Billings 

Donnay symbols 
Donnay 

symbols 
symbols symbols 

1 (000)1 Sy (010) m 

1 (000)_1 s (001) z m 

21 (lOO)~ So( (llO)m 
x 

21 
y 

(OlO)Jl s~ (liO)m 

21 (001)~ SA (1130) 
z m 

21 
CI' 

(1l0)~ Ss (1130) m 

21 

" 
(110)U sr (~10) m 

21 
A 

(I J30)U ~ ( J310)m 

~ (lJ§O)U s'I. (101)m 

21 
r 

( J310)U se (10i)m 

21 
b 

( raIo)" sIC, (Oli) m 

21 
"l 

(101)'' s~ (011) m 

21 (10n" 3
1 (001)'S 

• z 

21 (Oli)" 3
2 (001)~ 

w z 

21 (011)~ 3
1 (IiI)" 

). 
, 

3
2 . 2, 

Sx (100) ( 111)'3 
m ~ 



TABLE Al.l-continued 

Donnay & Billings 
Donnay & 

Billings 
Donnay symbols 

Donnay 
symbols 

symbols symbols 

~ (lll)~ 41 (100)" x 

3
2 (111)~ 43 (100)~ 
IS x 

31 (I11)~ 41 (010)" 
c y 

3
2 (ill)~ 43 (010)% 
c y 

3 1 (11i)Ya 41 (001)~ 
r; z 

32 
2, 

43 (001)~ (11i}/3 
IF Z 

-1 (001)~1=(001)Ya(OOO)_1 -1 (100)~ 3 4 
z x -1 

-2 (001)~ =(OOl)~(OOO) -3 (100)~ ~(100)%(OOO) 3 4 
z -1 -1 x -1 -1 

-1 (lIl)~l=(lIl)Ya(OOO)_l -1 " " 3~ 
4 (010)_lz(010)~(OOO)_1 y 

-2 (lil)~1=(lil)~(OOO)_1 43 (010)% -(010)%(000) 3~ Y -1 -1 

-1 11 " 
-1 (OOl)" =(OOl}"{OOO) 3, (111}:1c (111) (OOO}_1 4 

z -1 -1 

-2 (111):1=(111)%(000)_1 43 (001}:1·(OO1)%(000)_1 3S- z 

-1 (r11)~1=(r11}~(OOO)_1 61 (001)1/6 
3~ z 

-2 
~ _ 2/ 

65 (001)5/6 
Sc (ill) 3 =(111)"3(000) 

-1 -1 z 

-1 (11i)~ =(11i)~(000) 1 61 (OOl)1/6.(001}1/6(00O) 
3~ -1 - z -1 -1 

-2 (11i}:1=(11i)~(OOO)_1 69 (001}5/6.(001)5/6(000) 
Sl; z -1 -1 



TABLE A1.2 

SYmmetry operations associated with the 8- and 12-fold classes 

87.(001)7/8=(001)1/8(001)3/4=81•43 
z z z 

81.(001)1/8=(001)1/8(000) =81.i 
z -1 -1 z 

83.(001)3/8=(001)3/8(000) =83.i 
z -1 -1 z 

85.(001)5/8.(001)5/8(000) =85.i 
z -1 -1 z 

87.(001)7/8=(001)7/8(000) =87.i 
z -1 -1 z 

21.( J2+~, J2-J2, 0)1/2=(001)1/8(110}1/2=81.21 
p. z oc 

21.( 12+(.2-/2-1:2, J2+J.2+J.2-J2, 0)1/2=(001)3/8(110)1/2=83.21 
"C z ~ 

21=(-/2-12, "2+/2, 0)1/2=(001)5/S(110)1/2=s5.2~ , z 

21.(-/2+12-12-./2, 12+12-/2-12, 0)1/2.(001) 7/SUio)1/2.s7 .21 
" z , 

8 .( ';2+12, J2-12, 0) =( /2.t?2, 12=J'J., 0)1/2(000) =21.1 
P m -1 p 

8.( 12+12-J2-12. {2+1/2+/2-12, O)m=( J2+J2-~, ~+~. 0)1/2(000) -= 
~ -1 

1 
-2oce1 

8.,.(-V2-.f2, V2+12, 0)m=(-J2-12, t!2+l2. 0)1/2(000)_1_2!.i 

8 -(--I2+{'2-J2-12. 12+/2-/2--12. 0) =(-v2+J'l-12-.n., J2+li-~. 0)1/2(000) • 
~ m -1 

1 .2,.1 

121.(OOl)1/12=~~~~ 
--z \ 0 



TABLE A1.2-continued 

1211.(001)11/12=(001)1/12(001)1/3(001)1/2=121.31.21 
--z -zzz 

121.(001)1/12.(001)1/12(000) =121.i 
-z -1 -1--z 

125.(001)5/12=(001)5/12(000) =125.i 
-z -1 -l-z 

i2'.(OOl)'/12=(OOl)'/12(000) =12'.1 
-z -1 -l-z 

1211.(001)11/12.(001)11/12(000) =1211.1 
--z -1 -1 -z 

~.( ~, ~, 0)1/2=(001)1/12(J!10)1/2.~.2~ 

2}=( {2+~-{j.f2-:J'j, ~~+12={!. 0)1/2=(OOl)5/12(~io)1/2.12;.2~ 

2~_(-i.2-~, J2+~, 0)1/2=(001)'/12(1:310)1/2.12'.2
1 

-e -z r 

21_(-.J312+V3-~. /i+J3-.J3./2:::J3, 0) 1/2.(001) 11/12( 1310)1/2.1211.21 
A --z ~ 

SE.(~' 12=l3. O)m=(~' 12=13, 0)1/2(000)_1_~.1 

131i+l3+.J2-l3. 0) • 
m ~( {2+ /3-1312-13, 

.( /2+{3-0f312-'l3. 1312+13+&73. O)1/2(~)_1.~.1 

8 _(-{2-~, J2+13, 0) _(-/2-{3, 1i+l3. 0)1/2(000) .2~.1 e m ~~ 

8 .( -i3 J2.+l3-/2-13. /2+ 13- ~ 12-7§. 0) = 
A m 

.(-v'3I2+"l3-I2-J3. 12+lJ-~ 12=13, 0)1/2(000) 1.21•1 
- 1\ 



TABLE A1.3 

Groups of' transf'ormations associated with the 32 crystal 

classes 

Minimum Other symmetry trans-
Crystal symmetry f'ormations in group 

Number class prder itransf'ormations (excludina identity 
~escriptiot1 !to define group transformation) 

1 1 

2 r 

3 m 

4 2 

5 21m 

6 mm2 

7 222 

8 mmm 

9 4 

10 

11 4/m 

12 

13 4mm 

14 422 

15 4/mmm 

16 3 

1 

2 

2 

2 

4 

4 

4 

8 

4 

4 

8 

8 

8 

8 

16 

1 

i 

1 2 ,s z z 

-1 -3 4 ,4 z z 

1 3 4 ,4 ,s z z z 

s ,s ,s_ y z .... 

i 

1 ~1 ~ 
2", .. ,4 ,s ,8 .. 

'" Z Z X '" 



TABLE A1.3-continued 

Minimum Other sYmmetry trans-
Crystal symmetry formations in group 

Number class prder itransformations (exc1udina'identity 
~escriptiol Ito define group transformation) 

3 -1 -2 i 31 32 
17 6 3 ,3 z z ' z, z 

18 3m 6 1 2 3z ,3z ,Sx sA 'B.a . 

19 32 6 31 32 21 z' z, x 21 ~ A' 

-1 -2 1 2 111 
20 3m 12 3z ,3z 'sx i,3z ,3z ,sA'Ss,2A'2B,2x 

21 6 6 61 6
5 

z' z 
31 32 21 z' z, z 

W 81 !5 1 2 . 22 6 3 ,3 ,s z' z z z z 

1 5 i 21 31 32 31 32 61 !5 23 6/m 12 6 ,6 ,s z z z ' z' z· z· z' z' z' z 

-1 !5 31 2 1 1 1 
24 82m 12 6, ,sx ,3 ,2 ,2 ,2 ,s ,sA,sB z z z z y ,. ~ z 

1 5 112 
25 6mm 12 6 ,6 ,S 2z,3z,3Z,Sy,sA·sB,sr'~ Z Z X 

61 65 21 1 121 1 1 1 1 
26 622 12 z' z' X 2z·3z,3z·2y,2A'2B,2r·2A 

1 1 2 1 511 
27 6/mmm 24 s ,s ,sB i,2z,3z,3z,6Z,6Z,2y.2x, Z Y 

111 1 
2A'28,2r ,2A,sx,sA' 

-1 -2 !1 W5 
Sr ,sA ,3z,3z ' Z, z 

112 1 1 1 2 1 2 
28 23 12 2x,3s ,3~ 2y,2Z,3~,3~,34·3£. 

3
1 a: 1;' 

1 2 1 1 1 1 2 1 
29 m3 24 sx,36 ·36 i,2x,2y,2z·3~,31,3c' 

2 1 2 -1 -2 -1 -2 
3&,3~.3~,31,3t,3£.3£ 

-1 -2 -1 -2 
3z- ,3~ ,30 ,36' ,Sy'SZ 



TABLE A1.3-continued 

Miniurum Other .ymmetry trans-Crystal symmetry formation. in "roup NumbeI class prdeI 1 ___ formations (excludina identity jdescriPtiol Ito define group transformation) 

30 43m 24 -1 -3 1111212 4 .4 .s.,. 2x,2y,2Z,31.3~ .3c'~ • z z 

S;.3; 1 2 -1 -3 -1 -3 
3 .3 ,4 ,4 .4 .4 '.p' 
~ l: X X Y Y 

8", ,s, ,81('.~ 

31 432 24 
l' 2 1 

3 •• 3c .2. 
1111112 

2"1,2A• 2" 2" 21(.311 .3y • 
-

1 2 1 213 1 
3c,3c.3~,3~,4Z,4Z,4y' 

43 41 43 21 21 21 
y' x' x' x' y' z 

1 2 1 2 1 2 121 
32 m3m 48 sx,3" ,35 , 3¥.31,3 •• ~ ,3t'~',~' 

sit 111 1 1 1 3 
2~.2,,2t·2~.2~,4z·4z' 

1 3 1 3 111 
4y.4y.4x,4x·2x,2y.2z· 

-1 -2 -1 -2 -1 -2 
i,3¥.3~.3,.3r .3 •• 3., 

-1 -2 
3~ • S; • 8~ .8", t., ,8~, 8). • 

-1 -3 -1 -3 -1 43 
4x.4x,4y.4y,4z. z·Sy.sz 
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axes consist the coordinate system relative to which all the matrix repre-

sentations are expressed (alias expressions). Stereograms of the two-

coloured point groups have been aiven by Koptsik (1966), Bil1inas (1969) 

3 
and Joshua (1974) • 

Footnotes 1: The symbols used for denoting the various directions 

of rotation axes and normals to mirror planes are 

explained in table Al.l. 

2: Note that the symmetry element of mirror refiection 

is represented by m while the mirror symmetry opera­

tion by s. This is, in fact, the only departure 

from the Hermann-Mauguin notation. 

3: Joshua (1974) introduced new symbols of colour-revers ina 

operations in order to avoid the use of two different 

colours (usuallY black and red) for printing the 

stereograms. 
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APPendix 2 

THE • DIMENSIONAL' DESCRIP'l'ION OF SYMMETRY GROUPS 

After the introduction o~ the concept o~ anti symmetry by Heesch 

(1930), and later by Shubnikov (1951), symmetry aroups are generally 

classi~ied in terms o~ antisymmetry or extensions o~ this idea. A aym-

_try 8rOUP belongs, there~ore, to either the one-coloured or the 

(aeneralized) two-coloured class. However. another aspect o~ the sym-

metry aroups can serve as a basis o~ classi~ication as well. The pl'in-
I 

ciple o~ this classi~eation is the dimensions o~ the space which is 

invariant under the operations o~ each particular IP"OUP in the class. 

Wi til this viewpoint a 'dimensional' description o~ symmetry groups may 

be established. This scheme has been considered by Neronova & Belov 

(1961) and independently by Holser (1961) ~or indicating relations among 

some categories of one- or two-coloured classes. 

The space (point. line. plane. cell or some combination o~ them) 

1 
is invariant under all operations o~ the sYmmetry groups in a class. 

Thus. as Holser (1961) pointed out. the dimensions o~ the space. 01' its 

general symmetry. is a description o~ the BYJnmetry class. The symbol 

G1 (or G t) is introduced (~ollowina Bohm. 1963: Bohm 
r.s ••••• t r.s ••••• 

& Domberger-Schiff. 1966) to denote the (isometric) symmetry group of 

an r-dimensional geometrical space i~ this group simultaneouslY trans~orms 

the (periodic or non-periodic) subspaces of' this space with dimensions 

s ••••• t (r)s> ••• >t) into themselves. If n-coloured is considered. the 

symbol GP t is used (Shubnikov & Koptsik. 1974); the meanina of 
r.s, •••• 

the lower indices is as above. while the upper index determines the 
2 

number of colours in the group. Thus. the two-coloured groups are 
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2 
represented by the symbol G t. r,s, ••• , 

The term '1nvariance' is used to express the fact that any symmetry 

operation of the group acting on any subspace gives it back unchanaed. 

Translational symmetry is necessarily restricted to the lowest dimen-

sion of invariance. On the other hand t if a group is 'in' n-dimensional 

apace, the n-dimensional space must be invariant with respect to this 

group; this is the highest dimension of invariance. From this point of 

view all the classes of groups may be designated in terms of their dimen-

aional invariance. Thus, the one-coloured point groups of fin! te (or 

infinite) figures acquire the symbol G;,o since while transforming a 

three-dimensional space into itself they keep only a singular point 

(zero-dimensional space) invariant. 

The classification of one- and two-coloured crystallographic &rOups 

(up to three dimensions) according to this dimensional description are 

aiven in tables 2.1.1 and 2.2.1 respectively. All the dimensions listed 

are invariant with respect to any gro\.lP in the class; the aro\.lP lies in 

the space of highest dimension and has translation along the lowest 

dlMnsion. 

Footnotes 1: This includes translations as well as rotations and 

renections. 

2: Attention must be given with respect to the .eaning 

of the upper index. Some authors (see e.i. Koptsik, 

1967) define the upper index as the group of equality 

(i.e. colour) substitutions. Thus, according to 

the latter definition the two-coloured aroupa are 

represented by G
1 t. r,s ••••• 
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Appendix 3 

TWO-SIDED, TWO-COLOURED ROSETTE GROUPS 

The 31 point groups and their isomorphic 80 plane groups related 

to a two-sided, one-coloured plane were independently derived by Hermann 

(1929a). Alexander & Herrmann (1929), Heesch (1929). These aroups are 

baaed on one of the four1 two-dimensional lattices with the addition of 

those symmetry elements that are invariant with respect to the plane. 

Thus, the 31 point groups of a two-sided, one coloured plane are the 32 

crystallographic groups minus the 5 cubic groups and plus alternative 

orientations for the 4 crystallographic groups 2. m, 21m, and mm2. They 

are relisted in table AS.1 in a notation consistent with the Hermann-

-Mauguin scheme. 

The coordinate system, relative to which the group symbols are 

given. has an axis.! perpendicular to the plane. while axes .e and S are 

orthogonal to the axis.! and make a right or oblique anale with each 

other. depending on the class of rosette symmetry. The letters in the 

t1rst. second and third positions of the symbol indicate that a particular 

s:Y'JIIHtry element coincides with the coordinate axes in the order .I. ~. ~ 

(for the lower symmetry classes) or with (and in this order) the axes 

At ~ and the bisector of the anale between the axes .e and oS (for the 

senior classes). If no symmetry axes or normals to symmetry planes 

coincide with a coordinate axes the number 1 is placed in the correspond-

ina position (for the full symbol) or the position is left vacant. 

According to this notation the symbol 211 means a two-fold axis normal 

to the plane, while m11 denotes a mirror plane parallel to the plane. 

The two-sided. two-coloured rosette groups are obtained as extensions 

of the classical two-sided. one-coloured ar'OuPs of table A3.1. The 125 



TABLE A3.1 

Point groups of a two-sided 

one-coloured plane 

Two-sided one-coloured 
Number rosette groups 

Short symbol Full symbol 

1 1 111 

2 i 111 

3 21 211 

4 ml m11 

5 2/m1 2/m11 

6 12 121 

7 1m 1m1 

8 121m 12/m1 

9 222 222 

10 2mm 2nun 

11 m2m m2m 

12 mmm mmm 

13 4 411 

14 4 411 

15 4/m 4/m11 

16 422 422 

17 4mm 4mm 

18 42m 42m 

19 4/mmm 4/mmrn 

20 3 311 

21 3 311 

22 32 321 

23 3m 3m1 

24 3m 3m1 

25 6 611 

26 6 611 

27 6/m 6/m11 

28 622 622 

29 6mm 6nun 

30 !m2 Eim2 

31 6/mmm 6/mmm 
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aroups were derived by starting with the 31 'generating' groups (in the 

sense of Zamorzaev, 1957) considered as two-sided but one-coloured and 

simplY or severally changing ordinary operations by colour-reversing ones. 

The two-coloured, two-sided rosette groups are listed in table A3.2. 

The second column contains the symbols of the 31 generating groups. The 

31 grey groups, those for which every point is bicoloured, are indicated 

by adding l' to the symbol and are given in the third column. The remain-

ina 63 groups, in Which particular symmetry operations or groups of 

operations involve colour change are symbolized in the last column of 

the table. 

Alternatively, the deviation of the two-coloured, two-sided rosette 

groups has been carried out by employing Boyle's (1969) method (aee 

also appendiX 9). Another derivation of the crystallographic two-sided, 

two-coloured rosette groups can be devised by selecting the 158 point 

sroups from the 530 two-coloured, two-sided layer groups given by 

Neronova & Belov (1961). The 33 of these 158 groups have reoriented 

counterparts leaving only 125 crystallographicallY non-equivalent ~sette 

voups. 

Footnote 1: Five two-dimensional lattices if centred rectangular 

is allowed. 



TABLE A3.2 

Point groups of a two-sided, two-coloured plane 

Number Two-sided, two-coloured rosette aroups 

Classical Neutral Black-white 

1 (1-2) 1 I' 
2 (3-5) I II' I' 
3 (6-8) 21 21' 2'1 

4 (9-11) m1 m1' mel 

5 (12-16) 2/m1 2/m1' 2/m'l,2'/m1,2'/m'l 

6 (17-19) 12 121' 12' 

7 (20-22) 1m 1m1' 1m' 

8 (23-27) 12/m 12/m1' 12/m',12'/m,12'/m' 

9 (28-31) 222 2221' 2'2'2,22'2' 

10 (32-35) 2mm 2mm1' 2'm'm,2m'm' 

11 (36-40) m2m m2m1' . m2'm' tm'2m' ,m'2'm 

12 (41-47) mmm nunm1' m'm'm,mm'm,m'm'm', 

m'mm,mm'm' 

13 (48-50) 4 41' 4' 

14 (51-53) 4 41' 4' 

15 (54-58) 4/m 4/m1' 4/m',4'/m,4'/m' 

16 (59-62) 422 4221' 42'2',4'2'2 

17 (63-66) 4mm 4mm1' 4m'm' ,4'm'm 

18 (67-71) 42m 42m1' 42'm',4'2m',4'2'm 

19 (72-78) 4/mmm 4/mmm1' 4/m'm'm',4/m'mm,4'/m'm'm, 

4' /mmm' ,4/rnm'm' 

20 (79-80) 3 31' 

3 - 3' 21 (81-83) 31' 

22 (84-86) 32 321' 32' 

23 (87-89) 3m 3m1' 3m' 

3m - 3'm' ,3'm,3m' 24 (90-94) 3m1' 

25 (95-97) 6 61' 6' 

26 (98-100) 6 61' !, 

27 (101-105) 6/m 6/m1' 6/m' ,6 '/m',6 '/m 

28 (106-109) 622 6221' 6'2'2,62'2' 

29 (110-113) 6mm 6mm1' 6 'm 'm·, 8m 'm ' 

30 (114-118) !m2 !m21' !'m'2,!m'2',!'m2' 

31 (119-125) 6/mmm 6/anm1' 6/m'm'm',6/m'mm,6'/mmm', 

6'/m'm'm,6/mm'm' 
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Appendix 4 

TWO- SIDED, TWO-COLOURED BAND GROUPS 

Bands are infinite figures with a singular plane and a singular 

translation axis lYing on the plane. The one-sided bands are special 

cases in which the singular plane is polar; its 'face' is diff'erent from 

its 'back'. One-sided bands might, therefore, be def'ined as f'iaures 

wi thout singular points but with a singular polar plane and a singular 

translation axis. 'For bands in general, however, the singular plane 

can be nonpolar, i.e. transf'ormations making the two sided coincide with 

each other are permitted. The consideration of the additional permissible 

transformations means that the number of symmetry classes is increased 

The seven one-sided, one-coloured band groups are, apart from the 

point groups, the simplest symmetry class. Lists of these groups have 

been given by Polya (1924) and Niggli (1926). The 31 two-sided, one­

-coloured band groups were first enumerated by Speiser (1924); these 

groups are listed in table A4.1. The group symbols are given according 

to the international notation. The coordinate axis ~ is directed perpen­

dicular to the band plane, and the axes !! and ~ are orthogonal to the 

axis a and make a right angle with each other; the b-axis coincides with - -
the translation direction. In the notation of bands, the symbol p of 

the one-dimensional translation aroup is given first, the letters or 

numbers in the second, third and fourth positions of the symbol indicate 

that a particular symmetry element coincides with the coordinate axes 

in the order .!!, ~,,g. If no symmetry axes or normals to symmetry planes 

coincide with a coordinate axis the number 1 is placed in the correspond­

ln8 position of the symbol or the pOSition 1s left vacant. 



TABLE A4.1 

One-coloured. two-sided band groups 

Number Group Number Group 

1· p111 16 p112/m 

2 pill 17 pl12/b 

3 p211 18 p222 

4 p121 19 p2212 

5 p1211 20 p2mm 

6· pl12 21 p2mb 

7· pmll 22 pm2m 

8· pbll 23 pb2b 

9· plml 24 pb21m 

10 fllm 25 pm21b 

, 11 pl1b 26· pmm2 

12 p2/ml1 27· pbm2 

13 p2/bll 28 pmmm 

14 p12/ml 29 pbmm 

15 p121/ml 30 pmmb 

31 pbmb 

Note: Asterisks mark the one-coloured. one-sided band aroups 
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These groups are considered as the 31 'generating' groups (in the 

sense of Zamorzaev, 1957) in order to derive the two-sided, two-coloured 

band groups. The groups in table A4.2 were derived by starting with the 

senerating groups and simply or severally chanaing operations to their 

colour-reversing counterparts. At the same time the possibility of .. 

coloured translation is taken also into account; this involves the 

consideration of a second one-dimensional lattice, desienated pl. This 

lattice having a basic period t contains a coloured translation t' - -
( Ij:', ·"I!I) as well. 

The first two columns in table A4.2 give the 31 'generating' 

classical and the 31 grey groups. The remaining 117 black-white groups 

are symbolized in the third column. The 31 of these groups correspond 

to the black-white lattice whereas in the remaining 86 groups particular 

symmetry operations are colour-reversing ones. 

Asterisks in table A4.2 mark the 31 classes of one-sided, ,two-

-coloured band groups whose list and pictorial representations were 

given by Shubnikov (1930). These groups differ in their symmetry elements 

but not in the orientation of these symmetry elements with respect to 

the singular plane. The remaining 148 classes describe the symmetry 

of the two-sided, two-coloured bands. 

Another deviation of the twO-Sided, two-coloured band groups 

can be devised by selecting from among the 394 two-ooloured rod groups 

(Neronova & Belov, 1961) the 119 which do not have 3-, 4- or 6-fold 

axes. Among these there are 60 which symmetry operation in only one 

of the axial directions norm8l. to the rod axis. To each of these there 

correspond two among the two-sided, two-coloured band groups, e.g. 

p2'/mll and p112 I 1m in the orientation here adopted. A comparable 



TABLE A4.2 

Two-sided, two-coloured band groups 

Band group symbols 

Number One-coloured Neutral Two-coloured 
groups (grey) groups groups 

1 • (1-3) plll p1111' p'lll 

2 (4-7) pill pi111' p'ill,pi'11 

3 (8-11) p211 p2111' p'211.p2'11 

4 (12-15) p121 ~1211' p' 121, p12 ' 1 

5 (16-19) p1211 p12111 , p'1211,p12i1 

6 • 
(20-23) p112 pl121 ' p' 112. pl12 ' 

7 • 
(24-27) pm11 pm111' p'm11.pm'11 

8 • 
(28-31) pb11 pb111' p'b11,pb'11 

9 • 
(32-35) pimi p1m1I , p' 1m1, pIm'l 

10 (36-39) p11m p11m1' fl 11m.p11m' 

11 (40-43) pI1b pIIbI' p'lIb,p1lb' 

12 (44-49) p2/mI1 p2/mlI1' p'2/mI1,p2 t /ml1,p2/m t 11. 

p2'/1I'11 

13 (SO-55) p2/bll p2/b111' p'2/b11,p2 t /b11,p2/b t l1, 

p2'/b t 11 

14 (56-61) p12/ml p12/m11, p'12/ml.p12'/m1,p12/m'1, 

p12 t /m'1 

15 (62-67) p121/ml p121/m11, p'121/m1. p12i/m1• 

p121/m'1.p12i/m'1 

16 (68-73) ~112/m p112/ml' p'112/m,p112'/m.p112/m'. 

p112'/m' 



TABLE A4.2-continued 

Band group symbols 

Number One-coloured Neutral Two-coloured 
groups (grey) groups groups 

17 (74-79) pl12/b pl12/bl' p'112/b,pl12'/b,pl12/b', 

p112'/b' 

18 (80-85) p222 p2221' p'222,p22'2',p2'22', 

p2'2'2 

19 (86-91) p2212 p22
1
21 , p'2212,p22i2',p2'212', 

p2'2i2 

20 (92-97) p2mm p2nunl' p' 2mm, p2m 'm' ,p2' mm' , 

p2'm'm 

21 (98-103) p2mb p2mbl' p' 2mb, p2m' b' , p2 'mb' , 

p2'm'b 

22 (104-109) pm2m pm2ml , p'm2m,pm2'm',pm'2m', 

pm'2'm 

23 (110-115) rb2b pb2bl' p'b2b,pb2'b',pb'2b', 

pb'2'b 

24 (116-121) pb21m pb21m1' p'b21m.pb2im',pbI21ml, 

pb'2im 

25 (122-127) f'm21b pm21bl' ~'m21b·pm2ib',pm'21b'. 

pm'2ib 

26* (128-133) pmm2 pmm21 , p'mm2,pmm'2 1 .pm'm2', 

·pm'm·2 

27* (134-139) pbm2 pbm21' p'bm2.pb~'2',pblm21. 

pb'm'2 



TABLE A4.2-conttnued 

Band group symbols 

Number One-coloured Neutral Two-coloured 
groups (grey) groups groups 

28 (140-149) pmmm pmnunl' p'mmm,pmm'm',pm'mm', 

~m'm'm.pm'mm.pmm'm. 

pnunm' ,pm' m • m ' 

29 (150-159) pbnun pbmml' p'bmm,pbm'm' ,pb'mm', 

pb'm'm,~b'mm,pbm'm. 

... pbmm' .pb'm·m' 
. 

30 (160-169) pnunb pmmb1' p'mmb,pmm'b',pm'mb'. 

pm'm'b,rm'mb,pmm'b. 

pmmb' .pm 'm "b' 

31 (170-179) f>bmb pbmbl ' p'bmb.pbm'b'.pb'mb', 

~b'm'b·rb'mb,pbm'b. 

pbmb' .rb'm'b' 

Note: Asterisks mark the two-coloured, one-sided band aroups 
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situation arises in selecting symbols for the 80 two-sided (one-coloured) 

plane aroups from among the symbols of the 230 Fedorov &roup. '(classical 

space groups). 
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Appendix 5 

GRAPHICAL REPRESENTATION OF POINT GROUPS SUPERPOSITION 

The best way to demonstrate graphically the combination of point 

aroups is by considering the corresponding stereograms. Stereographic 

projections of symmetry groups represent which symmetry elements are 

contained in a given symmetry group and how these symmetry elements 

are disposed relative to one another. In an alternative way, the stereo­

aram can be considered as the total! ty of all points which can be derived 

from a given point, xyz ('starting' pOint) by the operation of all the 

symmetry operations of the given point group. This concept is the 

basiS for the representation of the superposition of two point aroups. 

The combination of two point groups is represented by the super­

position of the corresponding stereograms. In order to account for the 

relative misorientation the superposed stereograms are rotated by the 

appropriate angle relative to each other along the appropriate axis. 

This is demonstrated below. 

Referring to the superposition of the cubic point group m3m 

and the tetragonal group 4/mmm, considered in section 4.1, their misorien­

tation results by rotation about the (conanon) 4-fo1d axis. Figures 

A5.1a and A5.1b show the stereograms of the two aroups where the normal 

to the page of the paper coincides with the 4-fold axis in each group. 

AnY misorientation is, therefore, expressed as a rotation about the 

normal to the paPer. 

Consider the misorientation to be fJ =00
• Then, the mirror planes 

of the two groups coincide; this is shown in figure AS.lc. It is 

evident that the conserved symmetry operations shown in this figure 

correspond to the point group 4/mmm. 



Figure A5.1 

Representation of point group superposition by means of stereo&rams: 

(a) stereogram of the point group m3m (filled and open 

circles represent points above and below the page 

respectivelY) 

(b) stereogram of the point group 4/mmm (squares and crosses 

represent points above and below the page plane 

respectively) 

(c) superposition of stereograms (a) and (b) for 6=0
0 

(d) superposition of stereograms (a) and (b) for e ~nrt/2 
(n=integer) 



(a) 

(c) 

•• • • • • •• 

•••• 
~. ~ ~ 

•• [81. • • el8J .-

• 181- el8J • •• 
~ ~ 

(b) 

(d) 
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On the other hand, the stereogram in figure A5.1d corresponds to 

the superposition of the two point groups for 6Fnrr/2 (n-integer); the 

planes of' symmetry passing through the 4-fold axes are now misaligned. 

In this case the 4-fold axis and the mirror plane perpendicular to it 

are only conserved and thus the composite symmetry is 4/m. 
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Appendix 6 

THE PROOF OF THEOREMS 4.2.1 AND 4.2.2 

In tRis appendix it is proved that the ordinary operations present 

in a dichromatic point group form a subgroup of the original point group 

G. In other terms. it must be proved that: 
o 

(1) the set D is a group by itself, and, 
o 

(2) it contains elements of G only. o 

The set D of the ordinary symmetry operations in the dichromatic 
o 

point group contains all the symmetry operations of the white point 

-1 group which satisfY the relation li~!j~ (relation 4.2.1). The set 

of these operations is a group only if its elements fUllfil the followina 

three postulates (see e.g. McWeeny, 1963): 

(1) the group property 

(2) existance of the identity element 

(3) existance of the inverse element for each element of the 

set. 

The group property states that (a) the combination of any two 

elements (including an element with itself) is also an element of the 

set, and, (b) the element combination is associative. In the particular 

-1 -1 -1 
case, if 11=~a~ • §2=~b~ - and 13=Ric~ • then it should !112~D 0 and 

-1 -1 -1 
(11-12).13=11.(12·13)· But 1112=11·12=~~ .~~ =~aI~ ,i.e. 

() -1 -1 -1 
1112 is an element of Do and 11·12 ·13=(~~ ·~ib~ )·~c~ ... 

-1 -1 -1 -1 -1 -1 -1 -1 
-9a1~ .Rgc~ =!!iaibi~ --~~ ·~~c~ =~~ .(~~ ·~c~ )= 

-11.(&2.&3>. Therefore, the elements of Do satisfY the group property. 

The second postulate is also satisfied since I=RR-1=RIR-1 (where ... - === 
I i8 the identity element, i.e. the 3x3 unit matrix). The last axiom 
• 
requires the existence of the inverse element for each element of D • o 
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-1 
In other words, if ~i=~§k~ then there must be an element !jEDo so 

-1 -~-l Iilj-l or ~~ .~j=~ or §j=RIk ~ • Thus, for each element of Do its 

inverse element belongs also to D • o 

Consequently, the set D is a group and since D contains onlY o 0 

elements of the white group G.... D is a subgroup of the G. The latter 
.. 0 w 

proves theorem 4.2.1. 

This theorem is now used for deriving the relation between the 

orders of the dichromatic point group (r) and of the white point group 

(r). According to the analysis in section 4.2 ordinary elements belong 
w 

to the dichromatic point group only if they relate white and at the 

same time black points. Thus. the number of general points (nd) in 

the dichromatic point group is twice the order r of D. Alternatively o 0 

stated, the point symmetry of the dichromatic complex is described by 

the set of the 2r general points. But the number of the general points 
o 

is equal to the order of the dichromatic point group and thus r.2r • 
o 

The group Do is, however, a subgroup of the white point group G wand 

according to the Lagrange's theorem (see e.g. Buerger. 1963) the order 

of a subgroup is a factor of the group, i.e. r =r /k where k is an o w 

integer. The latter proves theorem 4.2.2. 
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Appendix 7 

THE PROOF OF THEOREMS 4.2.3 AND 4.2.4 

It has been shown in section 4.2 that the set of' the symmetry 

operations in a dichromatic point group is D:D +D. In thia appendix o c 

the conditions under which the set D=Do+Dc f'orms a group are inveati~ated. 

The combination law between elements of the set D is baaed on the 

tundamental property of the colour-reversing operations: two consecutive 

colour-reversing transformations are equivalent to one uncoloured opera-

tion. On the other hand, the combination of' an ordinary and a colour-

-reversing operation is equivalent to another colour-reversing operation. 

Therefore, regarding the nature of the product between elements of the 

set D the following relations occur: OXO-O, Cxc-o, OXC=C. CXO=C, where 

o and C denote 2rdinary and ~olour-reversina operations. 

The investigation of the conditions for Which the set DaD +D is 
o c 

a group must be carried out in two stages. This is because two caaes 

must be distinguished for the element I entering the relation 4.2.2, 

namely: 

(1) g is an element of' D • and, = 0 

(2) i is not an element of Do. 

The former case is called 'doubled symmetry case' while the latter 

is the 'single symmetry case'. 

A7.1 The doubled symmetry case 

-1 In this case the colour-reversing operations are given by Ci-hiR 
= •• 

with hi€D ; thus the set D contains the elements: 
== 0 

and the conditions f'or the formation of a dichromatic point group are 
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derived by requiring these elements to fulfil the group postulates (see 

appendix 6). The group property holds for the products between ordinary 

elements since the set D is a group (theorem 4.2.1). Additionally, it o 

must be satisfied for the product of two colour-reversing elements, say, 

-1 -1 Ci-hiR and C.=h.R ,i.e. their product must be an ordinary element - = = =J =J= 

belonging to the set D. 
-1 -1 Thus, it must be: Ci.Cj=hiR .hjR _~. But, ===_ a= =1< 

from the relation (4.2.1) 

-1 -1 
Ei·~j~i~1~ ~ =~. 

-1 -1 
~ ~j~l~ and the last relation can be written 

Therefore, in order the closure property to be satisfied for the 

colour-reversing elements, the operation RR must be equivalent to an 
== 

operation of the set Do. Let ~=!;!p; then, the closure ~roperty holds 

for all the colour-reversing elements of D, since: C .C _h h R-1R-1.h h h 
=i .j =:i.l. • -i-l-P. 

It remains, now, to check if the closure property holds for the 

combination of an ordinary and a colour-reversing element. In other 

words, it must be checked that the products ~i£j and ~j~i belong to the 

set D. But: 
-1 -1 

h . Cj = hihjR • n RED =1.= = = I: ~ 
-1 -1 

C .h. = h.R hi = hlR E: D =J=1 =J= = = = and . 
since :from the ) -1 ~l relation (4.2.1 it holds that R hi-h R • = = =rna 

Therefore, the closure property holds for the set D only when the 

operation RR is equivalent to an ordinary operation of the set D. The = 0 

products of elements of D satisfY the associative law as it is indicated 

below: 

(a) 

(b) 

(~1.~2).~3=~1.(~2.~3) since Do is a group (theorem 4.2.1) 

(h .h2).C3=(~1.h2).~3R-1~1~2·~~~-1=h1h~~3R-l=h1.h~h R-1.h .(h .h R-1). 
=1 = = - = - = - - ~- = =~ = = =c:3= =1 =2 -3= 

-h .(h" .C_l 
... 1 =L =3' 
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-1 -1 -1 -1 -1 
(C) (hl.C2).h3=(~1.~~~ ).h3~1~~~ ·~3=~1h~B h3·h1·h~B h3=h1·(h2R .h). _. = _ _~ = _ _c= - - CG= - _ _~ =. = = -3 

Taking into account theorem 4.2.1 it is clear that the set D 

contains the identity element as well as the inverse element of each 

ordinary symmetry operation. The set D contains also the inverse ele-

merit 'of-each colour-reversing element, since there are two ordinary 

-1 -1 -1 -1 -1--1 
elements ~l and ~ such so ~i~je~i~ .~j~ =~i~l~ ~ ~~ ~ ·~~m=! 

for all the elements ~i' ~j. 

Therefore. "in the doubled symmetry case the set D forms a group 

only when the rotation _~ is such so the transformation RR is equivalent 
== 

to one of the ordinary elements of the group Gw• 

The dichromatic point group contains 2r points, half of them white o 

and the rest black. Thus, according to theorem 4.2.2 the r white points w 

of the group Gw can be dispersed into i=2/k subsets each containing ro 

points, and the same can be done for the black points. The following 
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notation is introduced: 

white point subsets: Z1' Z2' •••• Zi 

black point subsets: U1, U2, •••• Ui 

Moreover. it is considered that the points in Z1 and U1 are liven 

by the operation o~ the ordinary symmetry elements Do on a general point 

(Wilicn -is -x ~orthe white'- and Rh x for the black points, h £D ). The 
- ===0- -0 0 

points in the remaining subsets are given by the operation of the sym-

metry elements belonging to the set {Go-Do) on the same starting points. 

Thus: 

_ z1=f~1!'~~'···'~ !~. Z2={ir +1!'··· 'i2r !}, ... 
000 

U1={Rh'lh x,Rh2h x •••• ,Rh h x). U2-{R2 lX ••••• R.Il2r xl' ••• 
=".::0- = =0- ==r =0- =5%' + - . =5 -o 0 0 

It is now clear that the colour-reversing symmetry operations in 

the doubled symmetry case have been obtained by considering relations 

between points o~ the subsets Z1 and U1 • However, if a colour-reversing 

symmetry element is obtained by' considering relations between points of 

the subsets Zk and Uk with kv'1. then it is given by ~-1 with IkEDo. 

There~ore. in the doubled symmetry case the colour-reversing symmetry 

-1 
elements are given by ~n~ with In any element of the white point 

&roup G
w

• This implies that the order of the dichromatic point group 

.-in -the -doubled Symmetry' case is twice the order o~ the white point group. 

But, the trans~ormation R can be written as PI' (-I'P) Where I' = ~..-

is the antiidentity operation and ~ is to be understood as the ordinary 

rotation 'equivalent' to ~. 

-1 -1) 
given by li~ ~'{=~'Ii~ t 

Hence, the colour-reversing elements are 

and the group D can be written as DaG +I'G p-1 
w. W:: 

This group is, obviously, a supergroup of Gw of factor 2. Therefore. 

1n the doubled symmetry case-a dichromatic point group is formed only 

when an isomorphic ordinary point group exists. 

• 
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It should be noticed 

liven by a relation of the 

that in this case the ordinary operations are 

-1 
form ~i=~j~ • Moreover, all the elements 

of the white group satisfY necessarily the above relation and therefore 

the transformation R is a similarity transformation of the white point 
= 

group. Hence, the relation RR=~i gives the rotations which leave the 

white point grouP invariant. The'last involves that in theorem 4.2.1 

the trivial subgroups must be included as well. 

A7.2 The Single symmetry case 

The colour-reversing elements of the set D.D +D are given, in the o c 
-1 .J. ..... 

single symmetry case, by ~i=~j~ with ~j~o· Thus, the set D contains 

the elements: 

D = f~l' ~2'···"~1' ~2'···\ 
In order this set to form a group the fUndamental postulates must 

be satisfied. The fUlfilment of these postulates imposes certain conditions 

on the form of the transformation R. Moreover. additional conditions 
= 

are imposed on the operations Ii. This is because, accordine to theorem 

4.2.2, the number of elements of the set D is 2r where r is the order o 0 

of the group D • and hence the number of colour-reversing elements in 
o 

D is roe However, since the number of elements ii'Do is greater than 

r
o

' it is necessary to investigate the conditions imposed on the ii'S 

under which the set D is a group. 

Initially, it is examined whether the elements of D satisty the 

closure property. Since the ordinary symmetry operations form a group 

D the product of any two ordinary elements is another ordinary opera-
0' 

tion of D and therefore of D--D +D • o 0 C 
-1 

two colour-reversing elements ~i=i~ 

ConSidering, now, the p~duct of 

and Cj =gjR-1it is required that 
I: = I: 

their product must be an ordinary element ~, i.e.: 
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-1 -1 -1 -1 -~ 
fif·=~i~ .~.~ ~ or R ijR =~i­- -J - - -J-=K = - = E_ 

-1 -1 R g.R corresponds necessarilY to an ordinary operation (two = =J= 
But, 

consecutive colour transformations). 

must be an ordinary operation of Do' 

-1 Therefore, the operation Ii ~ 

i. e. I~~ =~m. The last relation 

means that the set of operations {~l' ~2'···' 11' 12 •••• ) must be a group. 

But, since the elements {~l' ~2' ••• } form a group and because 

the number of Ii's is equal to the number of ~i' the group {~1' ~2' ••• ' 

11' 12'···} is a supergroup of Do of factor 2. Moreover, since all the 

elements of this group are elements of Gw' {~l' ~2'···' 11' 12 •••• } is 

a subgroUP of Gw• This supergroup will be symbolized by D2• Therefore, 

in the Single symmetry case a dichromatic point group 1s formed when the 

1somorphic ordinary point group exists. In other words, no new ordinary 

point groups are introduced. 

It follows that the set D is a group when the relation ~i~.lj is 

satisfied for any element belonging to the set {D2-Do1. However, this 

-1 -1 
condition can be further restricted. Let £l=ll! and ~2a:1~ are two 

colour-reversing elements such that CI -C2=h where h is an ordinary syrn-
= = - -

metry element. The condition for the set D to be group states that the 

relation !!i~=~j must hold for any pair of !i' Ij where Il [ D 2-D 0 ~ and 

Ij~{D2-Dol. Therefore, the relations ~il~12 and ~~=il hold. Account­

ing for the relation ~1~2=~ it holds respectively: i1l1=~ and i2!2-~. 

The two last relations impose that il=i2- Therefore, the set D is a 

group only when the relation ~S~=!i is satisfied for all the elements 

of the set {D2-D01· 
It should be noticed that as far as the products of an ordinary 

-1 
element ~i and a colour-reversing element ~j=ij~ are concerned it 
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holds that: 

and 

where the relation (4.2.1) is taken into account for the second relation 

and with lit and !m being elements of the group D2 • 

Therefore, thecoiidition'mentloned above is the only one required 

£or the fulfilment of the closure property. It can be proved easily that 

the associative property is also satisfied. Taking into account theorem 

4.2.1. the set D contains the unit element as well as the inverse of each 

ordinary symmetry operation. Moreover, the set D contains also the 

inverse elements of the colour-reversing elements, since there are two 

elements §i' ij belonging to the set {D2-D 01 -1 -1 
such that 2iR .ajR -. ij-I 

E = = = 1... = 
. -1 -1 

for all the elements £i=gi~ and ~j=~j~ • 

Therefore, in the single symmetry case, the set D forms a group 

onlY when there is a factor 2 supergroup of the group D being subgroup 
o 

of Go and the rotation ~ is such that the relation ~~1~=ii holds for all 

the elements of the set {D2-D 0' · 
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Appendix 8 

EXAMPLES OF POINT SYMMETRY SUPERPOSITION 

The coordinate system used for the calculations in this appendix 

is that of the white point group, except if it is otherwise stated. This 

orthogonal coordinate system is considered to have the standard orienta-

tion (see International Tables of X-ray Crystallography, 1969) relative 

to the symmetry operations of the white point group. The symmetry opera-

tions are denote according to the scheme given in appendix 1. 

AB.1 Superposition in monoclinic hemihedral holoaxial class 

In the case of the monoclinic group 2.[1, 2!} both doubled and 

single symmetry dichromatic groups are likely to be formed. The latter 

arise since the monoclinic group has two subgroups (correspondina to the 

trivial ones), namely, 1= {1} and 2= {1, 2;}. 

The doubled symmetry rotations. are [XYZ]/1800 and (OOz)/900, .9b~~ine~ 

from RR=l and RR=21 respectively. A [ooz]/900c41 misorientation creates 
== = == =z z 

{ 
1 1 t 3 '} -1 3 t a dichromatic point group isomorphic to 4'- 1, 2 ,4 • 4 since 1.R =4 
z z z = = =z 

and 2~-1~4~~. S~milar1y, the improper rotation [ooz1/900 corresponds 
=Z= =Z 

to the dichromatic point group 4'. 

The rotation [xyz1/180
o 

yields a dichromatic point group only when 

it transforms the white group into itself, i.e. onlY when 21=R21R-1• 
=Z ==Z= 

The solutions of this equation are the rotations [OOz] 1180° and (xyo] 11800
• 

However, (OOz]/1800 is a symmetry operation of the white group and thus 

it creates a 21' point group. The dichromatic point group formed by 

proper and improper rotations [OOZ] 1180° , [xYO] 11800 and [OOz] 190° are 

given in table A8.1. 



TABLE A8.1 

Dichromatic point groups created by the superposition o~ two 

monoclinic groups 2= [1, 2!} 

Rotation 
Ordinary Colour-reversing Dichromatic 
elements elements point 

group 

Proper 

0 21 l' , l' 
21 ' xyz/O 1, 2 

z z 

OOz/180o 1, 21 l' , l' 
21' 2 

z z 

xyO/180o 21 '21 ' l' 2'2'2 1, 2y z x .' 
; 

OOz/90o 21 l' 3' 
4' 1, 4z .f 4 

z z 

XYO/Qo l' 
2' (* ) 1 2 z 

Improper 

0 1, 21 i' , s' 21m' xyz/O z z 

OOz/180
o 1, 21 i' , s' 21m' z z 

0 1, 21 s' s' 2m'm' xyO/180 z x' y 

OOz/90o 21 -1 -3 4' 1, 4 I 4 
z z z 

xyo/eo 1 s' m' (*) z 

"C.)· Relative to the dichromatic coordinate system 
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In the single symmetry case the subgroup Do·1a {1} is considered 

only. The next step is to determine its supergroup D2, reference to 

figure A9.2 indicates-that only the ordinary point group 2={1, 2!} can 

be considered as D2 and thus only one dichromatic point group corresponds 

to the single symmetry case. In order to determine the single symmetry 

rotation(s) the equation R2~c~! is solved. The solution of this equation 

corresponds to any rotation about a direction normal to the z-axis, i.e.: 

mlm2(l-cos8) 

2 cos6+m2(1-cose) 

-m1sine 

_m2Sin8) 

m1sine 

cosS 

The colour-reversing element relative to the white coordinate 

sYstem is given by: 

L-l 
21{ = 
=z= 

2 -cosB-m1(l-cos8) 

-mlm2 (l-cos8) 

m
2
sin9 

-ml m2 
( l-cose ) . 

2 -cos9-m2{l-cose) 

-tnl sin9 

m2sin9 ) 

-m
1
sinB 

cos9 

or expressed relative to the dichromatic coordinate system: 

where 

T = = 

m1m2{1-cos9/2) 

2 cos9/2+m2(1-cos9/2) 

ml sine/2 

m2s1nB/2 ) 

-m1sinB/2 

cos8/2 

Therefore, any rotation about an axis normal to the z-axis creates 

a dichromatic point group 2'={1. 2!'}. It should be emphasized, however, 

l' that in this case the position of the colour-reversing operation 2z 

i8 expressed relative to the dichromatic coordinate system which 1s 
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not coincident with the white one. For the improper rotation [hklJ/8, 

the corresponding dichromatic point group is m'.{l, 8~} where again 

the position of the mirror operation is expressed relative to the dichro-

matic coordinate system. 

Table A8.1 summarizes the dichromatic point groupS obtained by 

the superposition of two monoclinic hemihedral-holoaxial groups. 

A8.2 Superposition in hexagonal tetartohedral class 

For the case of doubled symmetry of the superposition of hexagonal 

tetartohedral groups the solution of the equations ~.'i is given in 

table A8.2 for each of the elements of the group Se{l, 21, 31, 32, 61, 6
z
5J. 

z z z z 
Therefore, only the rotations corresponding to the solutions no. lb, 2 

and 5 must be considered in order to determine the colour-revers ina 

elements obtained by both proper and improper rotations (table AS.3). 

Considering the single symmetry cases the'subgroups of the point 

group 6 are: l={l}. 2={1, 2;}, and 3={1. 3!, 3~}. But, only rotations 

[xyz]/180o , corresponding to the subgroup 2, give a dichromatic point 

group. 

The possible dichromatic point groups formed by the superposition 

of hexagonal tetartohedral groups are those in table A8.4. The study 

of the superposition of point groups belonging to planar symmetry classes 

aPpearS to be more complicated. The case of the white point irouP 4mm 

will be presented in detail while the superposition of the other planar 

symmetry groups can be treated in a similar matter. 

A8.3 superposition in tetragonal antihemihedral class 

The point group 4mm contains the symmetry operations 1. 4;, 4;, 2!, 

8 .~ t S t SA· x' y « ~ 
In table A8.5 the rotations corresponding to the doubled 

symmetry case are derived. It can be seen from this table that only 



TABLE A8.2 

Solution of the equation RR=~i for the elements of the aroup 

{ 1, ~, 3;, 3; t 6;, 6:} 
No Element gi Solution of ~=~i Remarks 

1a 1 OOz/180o (*) 
symmetry operation of G 

0 

1b 1 XYO/l80o (*) 

2 21 OOz/90o 
z 

3 31 OOz/60o 
symmetry operation of G z 0 

4 32 OOz/l20o symmetry operation of G z 0 

5 61 OOz/3Oo 
z 

6 65 
z 

OOz/lSOo 
related by symmetry to 

soluti.on no. 5 

(*) Rotations conserving the white point group 



TABLE AB.3 

Colour-reversing symmetry operations created by the 

rotations in table AB.2 

Rotatior 
-1 2~-1 31R-1 3~-1 61R-1 65R-l 1R = =Z= =Z= =Z= =Za =z= 

proper 

XYO/180
c l' l' l' l' l' l' 

2 2r 2A 2 2B 2A X Y 

OOz/90
o 3' 1211 ' 127' l' 121 ' . 125 ' 4 .-

z -z -z z -z -z 

OOz/30
o 1211 ' 121 ' 3' 125 ' l' 127 ' 4 4 

-z -z z -z z -z 

impropel 

0 i' 
-1' -5' -1 ' -2' 

xyz/O 6 6 s' 3 3 z z z z z 

xyO/180c l' l' l' l' l' l' 
2 2r 2A 2 2B 241 X Y 

OOz/90
o -3' -11' -7' -1' -1' -5' 

4 12 12 4 12 12 
z -z -z z -z -z 

OOz/30
o -11' -1' -3' -5' -1' -7' 

gz 12 4 . 12 4 12 -z z -z z -z 



TABLE AS.4 

Dichromatic point groups created by the superposition of two 

groups {1, 21 31 32 61 65 } z' z' z' z' z 

Dichromatic Dichromatic 
Proper point Improper point 
rotation group rotation group 

OOz/30o g' XYZ/Oo 6/m' 

OOz/60o 61' OOZ/30o g' 

OOz/90o !,g' OOz/60o 81m' 

OOz/180o 61' OOZ/90o 12' 

•• f ~~ J~: :..r 1 xYOl180o 82'2' OOZ/180o 
81m' 

xyO/e 0 2' xyO/l80o 62'2' 

xyo/eo 
m' 



TABLE A8.5 

Solution of the equation RRag
i for the elements of the group == = 

8". ,.} 

No Element ~i Solution of RR=~i Remarks 

1a 1 OOz/1800 (*) symmetry operation of G 
0 

1b 1 xyO/180o 

2 21 
z 

OOz/900 symmetry operation of G 
0 

3 41 OOz/4So 
z 

4 43 OOz/13So related by symmetry to 
z .. solution no. 3 

(*) Rotation conserving the white point group 
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the [xyO]/1800 and [OOz]/4So proper and improper rotations must be con-

sidered. Additionally, since the point group 4mm does not contain a 

centre of symmetry the pure inversion must be included in the set of 

the improper rotations. The table A8.6 gives the created colour-reversing 

symmetry operations and the corresponding dichromatic point group for 

each of the above rotations. 

To establish the dichromatic point groups corresponding to the 

single symmetry case, the subgroups of the white group G must be deter­w 

mined. Moreover, for each subaroup of G its superaroup of index 2 which w 

at the same time is a subgroup of Gw must be found. The deviation of 

the single symmetry groups is shown in table A8.7. 

Finally, improper rotations of the single symmetry case must be 

considered in addition to those in table A8.7. Table A8.8 gives the 

dichromatic point groups resulting by such rotations together with those 

derived above. 



TABLE A8.6 

Colour-reversing symmetry operations created by the rotations in table A8.5 

Rotation 1R-1 41R-1 43R-1 2~-1 -1 -1 -1 -1 s R s R s R s R Dichromatic - =Z= =Z= =Z= =x= =y= =a(= =,.= point 
group 

Proper 

xyO/180o l' l' l' l' i' -3' -1' 2 211( 2p 2 s' 4 4 4/m'mm x y z z z 

OOz/4So 7' l' 5' 3' s' s' s' s' 8'mm' 8 8 8 8 
z z z z oJ' p ~ 't: 

Improper 

0 3' l' s' l' l' l' l' 4/m'mm xyz/O i' 4 4 2 2y 2. 2,. z z z x 

OOz/45° 
-7' -1' -5' -3' l' l' l' l' 8'm2' 8 8 8 8 2", 2p 2~ 2~ z z z z 

Note: The improper rotation xyO/180o corresponding to a symmetry operation 

of the white point group G is not included in the above table 
o 



TAa.E 1.8.7 

tn~st igalion of t~ dcmmctic poi1 ~ ~ by t~ sup~ltion of two point groups 4mm 

Solutions of Colour-~YIPf'Sin9 Dichromatic . No 51.bgroup % EI~mE'nls ~pDz DfDO 
RPmarks 

Rg.R=gi ft.mt'nls point group 

1 4 1 ~ J 21 , ,4z, z 4mm s.,Sy,Sa,SB OOz/~o s., ~y,sa,5a 4m'm' rHltiYf' t:I Ih~ dic;hI'Omalic systf'm 

2 mm2 1 4mm 1 3 OOzll!O" OOZI1800=2~ ,sy;nm~try ~ration of % 1,2z.s • .sy sa ,sa ,4z ,4z -- --
3 mm2 1 4mm I 3 _ OOzl18O" OOZ/18()O=2~, s~mm~try op~ration of Go I ~z.sa.s.ll 5. ,5y,4 Z ,4Z -- -- .. 

, . 00z1180" -- -- OOzl1800::2~ , s imm~try ~ratlon of Go 
t. m 1, Sx mm2 sy,2z OyOI1BO" -, -- 0y0I180o cIs~rv~s Go 

. . xOOl~ SY' 2z mm'2' ~lot iVf' to t~ hromotic 5yst~m 

00 z 1180" -- -- 00zl1~::2~ ,s~m~try ~rallon of % 
5 1,Sy mm2 I xOOl180° -- .00/180° cqn~rW'5 Go m sx, 2z ~1 . OyOl~O 

x' z 
mm'2' ~Iot i~ 10 I~ dichromatic sysl_ 

I OOzl180° -- -- OOznOO"=2~, 5y~m~lry ~llon of Go 
6 m 1,50 

mm2 SW 2z X x 01180° -- lxO/180° C~Vf's Go 
xxO/~o Sa- 2k mm'2' ~lol i~ 10 I~ dichromatic sys~m 

. 
OOz/1800=2k ,5ymm~lry ~rallon of ct ooznsoo -- --

I 7 m 1,sp mm2 so,2z IIXOI18O" -, -- xxOl18O" co~rVf'5 ~ 
xxOl{)O Sa, 2z mm' 2' ~lali~ to I~ d1chromat i systf'm 

, xoo/18O" -- -- xOO'18O" cons~W'5 §o 
6 2 , ,2

z mm2 SJI'Sy OyO/ 18O" -- -- Oy0l18O" const'r W'5 GO 
OOz /~o -- -- set' nO. l 

, IIxO/18O" -- -- J(x0l1l()O cons~~ ~ 
9 2 1,2z mm2 sa.sp h OI 180° -- -- { .0f'8)0 const'rv~GQ 

OOz /~ -- -- set' no. 1 

10 1 1 2 2' z xyO/~ 2' z 2' ~bt i~ to t~ dichromatic SystMI 

" 
, , m Sx Oyz/~ 5x m' ~tiYf' t:I t~ dlchromotlc syslfom 

12 1 , m Sy xO z !~. Sv m' ~ t:I tn. did II'OII'OtiC syst.m 

1 J 1 , m sa , xx01~ Sa. m' rftltr.. t:I It-.. dIctYomallc "fStPm 

14 1 , m Sa ix Ol~ ~1t ___ m' ~i ... to tt. clchromatk syst~ I ----' '----- - _ .-



TABLE A8.8 

Dichromatic point groups created by the superposition of two 

groups {l, 4Z1, 4
Z
3 , 21 s a. s t ~, JC' y' oc' S~J 

Dichromatic Dichromatic 
Proper point Improper point 
rotation group rotation group 

xyO/l80o 4/m'mm xyz/Oo 4/m'mm 

00z/4So 8'mm' OOz/4So 8'm2' 

ooz/eo 4m'm' ooz/e o 42'2' 

xoo/eo mm'2' XOO/eo mm'2' 

OyO/e 0 m'm2' oyo/eo m'm2' 

- 0 xxo/e mm'2' - 0 xxo/e mm'2' 

xxo/B 0 m'm2' xxOle° m'm2' 

xyO/e o 2' xyO/e 0 m' 
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Appendix 9 

POINT GROUPS CONTAINING a- OR 12-FOLD ROTATION 

(OR ROTOINVERSION) AXES 

It has been pointed out in s~ction 4.3 that 8- or 12-~old rotation 

(or rotoinversion) groups must be included in the symmetry classes of 

dichromatic complexes with (zero- or) one-c1imensional translational aym­

.. try (see also section 5.1). These symmetry classes are derived in this 

appendix (the one-dimensional groups are considered in appendix 10). 

Ini tially, the complete list of the ordinary point aroups contain ina 

8- or 12-fold symmetry operations is deduced. For thie, combinatioD8 

amona the symmetry elements 8, 8, ,1&. '1& and the crystal;Loi%'aphic symmetry 

elements must be considered. The procedure for determinina these combi-

nations is similar to the one yielding the 32 classical point aroupe. 

Thus, applying the method of the conventional crystalloaraphy (see e.a. 

Buerger, 1963) it is found that the onl.Y combinations with the 2-fold 

rotation axis and the mirror plane are permissible. Workina on these 

line. the ordinarY point aroups containina an 8- or 12-1'old ~tr,y 

operation are derived. These are aiva in ~ble A9.l, whereas thei!' .. 

aeometrical representations are shown in figure A9.l. 

Havina deduced the ordinary point aro..,. a COIIIPle-te enumeration 

of the colT8spondlna grey and black-whi te point &rOUP. is feasible. The 

IIOSt COlIIPrehensive procedure for the detera1nation of the new aroupa ia 

1 
t:he one proposed by BoYle (1969) for the construction of non-cryatal-

loaNPhic antis..,...tr,y groups. 

The basic principle of' Boyle's procedure is the classification 

. o,.1:be 32 ordinary point aroupa into .. 1'UI11iea of 'hal vina aubaroupa' 2 . " 

_4 thus 1'Ol'IIIina the hal viDa subaroup diaarama. The conatructiOD 01' 



TABLE A9.l 

The ordinary classes of 8- and 12-fold rotation or 

rotoinvers1on axes 

Group Order Halving subgroups 

8 8 4 

8 8 4 

81m 16 4/m, -8, 8 

8nun 16 4mm, 8 

8m2 -16 422, 4mm, 8 

822 16 422, 8 

8/mmm 24 4/rnmm, 81m, 8mm, 8m2, 822 

1l 12 6 - 12 6 12 

6/m, -g/m 24 1&,~ 

gmm 24 6mm, n 
12m2 24 622, -6111D, n 
1222 24 622, 1& 

g/mmm 48 6/mmm. 121m, 12mm, -12m2. g22 

Notes: (1) The elements of each of the above groups are a1ven 

in tables A9.1a and A9.1b. 

(2) The new symbolism is bull t up on the followina 

principles: each symbol aives from one to three 

symbols for the elements which lie along special 

directions. The latter are: the principal axis 

(along which the non-crystalloaraPhic axis 11es). 

the secondary axis perpendicular to it and an axis 

which is also perpendicular to the principal axis 

and cuts the secondary axis at 22. SO (for 8-fo1d 

groups) or 150 (for 12-fold aroups). 



TABLE Ai'a 

Symmetry operatbns of the '·fold pOint groups 

;> ;> "-~~"l~~ ,~ 
• .- , .'r' .... 

1 Z 3 4 5 6 7 1 2 3 4 5 6' " 
1 X X X X X X X l X X 

8' z X X X X X I' z X X X X 

83 X, X X X X 13 X X .X X ·z , - '--!. ~ ~ '-' z 

85 X X X X X -5 )( )( )( )( z 8z 
87 )( )( X X X ~7 X )( )( )( z 8z 
,1 )( )( X )( X )( X -1 )( X z 4 z .. -.. ; . ,3 X ')( X X )( }( X -3 )( )( 4z 

. 
~~ 

21 )( X X X X )( X Sz )( )( z 
21 
x 

)( )( s. )( )( )( 

21 )( X Sv X )( )( ;y . . . - . 

21 'a. X X So. X X )( 

2~ X )( sa X X X 
21 
v 

)( )( )( Sv X X 
• 11' .:1' ... 2l - X oK )( 5f X )( , 

2b )( X X sp X )( 

21 
t 

)( )( X 5 t X )( 



• I. ; 

, 
1Z~ 

• .. t !II ']25 z 

1Z~ 
1Z~ 
6

' ,Z 

65 
Z 

" z 
43 
z 

• :a. I I'J,. •• 3' z 
32 

Z 

2' z 

L . . 

1Z~ 
IZ~ 
-7 
12z 

.. 12~ 
-1 6z 
-5 6z 
~1 4z 
-r3 
'z 
~ 
'iZ 3z 
5 z 

TABLE Ail/) 

Symmetry operations d the 12-foId point groups 

~ 
~ ~~ ({'\, ~'\,'\, ~~ 

v~~'Y ~ L ((rLL_ 
1 2 3 4 ! 5 6 7 , 2 3 

X X X X X X X 2' x 

X X X X X 2' y 

X X X' .. , 'X' K i 
X X X X X ~ 
X X X X X 2' 'r 
X X X X X X X 2' 'A 
X X X X X X X ~ 
X X X X X 2' ~8 
X X X X X 2k 

4 

X X X )( -X .)( )( 2H . ., 

X X X X X X X 2~ 
X X X X X X X 2A 

X X s. X 
" 

X X X X 5 y X 
X X X X SA X 

X X X X 58 X 
X X ,X X 5r X 

X X 5
b X 

X X &e X 
X X X X s" X 

X X X X sE. X 
X X 5

H X 
X . X Sa X 

X X 51J X 

5 6 7 

X X 

X X 

X X 

X X 
X X 

X X 

X X X 

X X X 

X X X 

·X X )(. 

X X X 

X X X 

X X . , 
X X 
X X 

X X 

X X 

X X 

X 

X 

X 
. X 

X 

X 



Figure A9.l 

stereograms o:f the 8- 'and l2-:fold point symmetry classe. 
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non-cry.ta1lographic anti.ymme'try &roups require. the exten.ion of th ••• 

• twly trees' downward. or the e.tablishiDg of DeW ordinary group. without 

halvina subgroups. 

In the particular case. the 8- and 12-fold cl..... belona to the 

C
1 

and C3 families respectively and therefore, the families are extended 

doWnwarc.ts. This i. shown -!n- f1.auz'e ·A9.2. Thi. f'1aure i. reproduced ~. 

the corresponding diagrams given by Boyle (1969) but the Hennann .... uauiD 

8,)'IDbol. are given instead of the Schoonie'. notation and the 8- and 

12-fold ordinary groups are included. The horizontal rows contain group. 

of the same order and adjacent rows differ 'in order by a f&c1DDr of 2. 

Th. tie-lines relate a group G to its halving subaroups H abov. and tbe 

group. of which it is halvina subgroup below. 

As it has b.en mentioned in section 2.2 for any ordinary point 

aro1JP G th.re .xists a greyaroup given by LG+CG (where C is the colour-• • 
-1dentlt,y op.ration) and a number of b1ack-white point group.. The latter 

are defin.d by JIaH+C(G-H) wh.re H i. a halving subgroup of G, and G-H -
_ana the set of el .. nts of G that do not belong to H. It 1. immediate17 

clear ftooII the last relation tbat the black-white point group. corre.pond1ng 

to aD ordinary point group are .qual in number to the halving subgroups 

of the ordinary group. 

Therefore, each tie-line in figure A9.2 define. a black-white group. 

'!'he lin.s conn.cting crystallographic point groups correspond to the 68 

. black-white groups found by Tavger It Zaitsev (1956). The rest of the 

tie-lines correspond to DOn-crystallographic black-whi te point aroups 

of the S- and 12-1'old classes. 

ApplYing this proc.dure the grey and black-whi te cl..... of the 

e- end 12-fo14 axes are deriv.d and the complete lists are given in 



Figure A9.2 

The 'family trees' of (one-coloured) point groups used for the 

construction of two-coloured point groups: 

(a) the C1 family 

(b) the C3 family 

(c) the T (or cubic) familY 



(a) 



(b) 



(c) 
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tables A9.2 and A9.3 respectivelY. 

Footnotes 1: See also Tavger " Zaitsev (1956), Bertaut (1968), 

Krishnamurti " Gopalakrishnamurti (1969) and Schelkena 

(1970) • 

2: Halving subgroup is a subgroup of index 2, or alter­

natively stated, a subgroup which haa half u many 

elements as the point group in question. 



TABLE A9.2 

AntisymmetrY point groups containing an 

(ordinary or colour-reversing) 8-fold 

rotation axis 

Ordinary Grey Black-white 
groups groups aroups 

8 Sl' 8' 

S 81' -S' 

81m 8/m1' S'/m, S/m', S'/m' 

Smm 8mm1' a'mm', 8m'm' 

- 8m21' 8'm'2, 8'm2' , 8m'2' 8m2 

822 8221' S'22' , S2'2' 

8/mmm 8/rnmm1' a/m'm'm', S'/mmm', 

S/mm'm' • S/m'mm, 

aYm'm'm 

Altogether 31 two-co1oured groups including the 7 ordinary 

and 7 grey groups. 



TABLE A9.3 

Antisymmetry point groups containing an 

(ordinary or colour-reversing) 12-fold 

rotation axis 

Ordinary Grey Black-white 
groups groups groups 

g gl' g' 

12 121' 12' 

121m g/m1' g/m', 12'/m 12'/m' - '--
,lgmm L2mm1' 12m'm' - , .!£'mm' 

12m2 12m21 , i2m'2' - , 12'm2' - , g'm'2 

1222 12221' 122'2' - , 12'22' 

g/mmm 12/mmml' 12'/mmm' 12'/m'mm' - . - , 
12/m'm'm' - , 12/m'mm, 

g/mm'm' 

Altogether 31 two-coloured groups including the 7 ordinary 

and 7 grey groups 
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ROD GROUPS CONTAINING 8- AND 12-FOLD ROTATION 

(OR ROTOINVERSION) AXES 
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A 1'1&ure without singular points and planes but vi til a sinaular 

axi8 i8 called a rod and the singular axis in it i. called the axis of 

the rod. In addition to the translation axis, simple rotation, mirror­

-rotation and screw axes of' anN order may coincide vi th the axis of the 

rod. 

The principles 1'or the deviation of' the (one-co10ured) symmetry 

classes 01' rods is based on the f'act that rods can not have inclined axes 

or symmetry planes, since these would give rise to 8everal rod axes, 

whereas by hypothesis a rod can have only one sinaular or special axis. 

Hence, in order to derive all classes of' rod symmetry, only the types 

of Symmetry applicable to f'igures vith a singular POint can be used. 

Therefore, translation axiS, screw axis, glide-renection plane are 

located along the axis of the rod. additional derivative 8)'1111etry 

ele_nta (centres 01' symmetry, planes and 'tWo-fold axea perpendicular 

to the rod axis, and llirror-rotation axes coinciding vi th the axis 01' 

the rod) can be arise. The Bravais lattice for a rod is the one-dimen­

aional net, i.e. the primitive one-di .. ensional lattice (p). 

In this appendix the deviation of': rod groups containiq an 8-

or 12-fo1d axis is given. It ls evident from the consideration. above 

that the 8- or 12-1'01d axis IIWIt coincide with the rod axis. It 18, 

thus, necessary to add the 8- or 12-1'01d point ~try e1e.nta to the 

t:I'aDII1ation to obtain the possible rod groups. Hence, it ia required 

1» consider the combination of the translation and the new rotation 

axe., lD other words, the screw axes co~spcmdiDi to 8- or 12-fo1d 

rotatiODll must initially be deter.t.ned. 
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These screw axes are characterized by the elementary anale q>a3600 Is.. 

-4So or 360
0

/1'0=30
0 respectively, and also by the screw translation ~.J.t. 

n 

In the latter relation t is the elementary translation dona the axi8 

ot the rod, n is equal to 8 or 12 and j is the pitch colllPODen~·of the 

acrew axis. 

Consequently, the screw axes isoaonal with the a- and 12-fold rota­

tion axes have translation components of 'Caltha and T'.hthS of the trans­

lation t. or: 

Ot, 1 
at, 

2 
at, 

3 
et, 

4 
et, 

5 
at, 

6 
at, 

7 
at, 

8 9 
at, -t, ••• 8 

••• 

and 

1 2 3 4 5 6 
Ot, i2t, i2t, i2t , i2t, nt, nt, 

7 
nt, 

8 
nt, 

9 
i2t, 

10 
nt, 

11 
nt, 

12 13 
nt, nt, ••• 

••• 

But note that only the first row of these sequences is really 

distinct. The second row, for eXBJllPle, can be taken from the firat row 

by an elementary translation. 

The results of this consideration for the a- and 12-fold rotation 

axes are listed in table Al0.l. The Pairs of enantiomorphic axe. are 

as tollows: (81 , 87 ), (82 , 86 ), (83 , 8S)' (~1' ~11)' (~2' li10), 

(~, !2g)' (1&4' 128 ), (1&5' 1&7)· 

Tak1n& into account the operations of the a- and 12-fold point 

.)'I8Ittr7 (aPpendix 9) and translation (includina screw axes and alide 

pl.e.) the one-coloured rod P"01lPs are now derived (table Al0.2). In 

table Al0.2 the symbol p of the translation group is aiven firat; the 



TABLE A10.l 

8- and 12-:fold screw axes 

n permissible screws 

4> fl/4 "/4 "/4 "/4 "/4 "/4 "/4 0/4 

8 T 0 h ~ ~ ~ ~ ~ ~ 8 8 8 8 8 8 8 

designation 8 8
1 

8
2 

8
3 

84 85 
8

6 
8

7 

C\' "/6 "/6 r'l/6 "/6 "/6 "/6 "/6 ",6 ",6 n/6 rt/6 "/6 

12 "t" 
1 2 3 4 5 6 7 8 9 10 ll:t 

o 'i2t 12t 12t 12t 1'2t 1'2t 12t 12t 12t "i2t 12 

designati~n 12 ,121 122 123 124 125 126 127 128 '129 1210 1211 



TABLE AI0.2 

Rod groups containing an 8- or 12-fold rotation axis 

8-fold 

pS, pSl' p82' f>B3 , t>84' 

pSs. pS6' 1'S7 

p8 

pS/m, 1'84 /m 

pSmm, p8cc, p8 4mm 

fS22, pS122, p8222, p8322. 

p8
4

22, p8S22, p8S22. 

r8722 

p82m, p82c 

pS/mmm, 1'84 /mmm, 

r8 / mcc 

12-fold 

p,!g, P,!g1' {'122' P,!g3' Pl,g4' 

p,!gs' p,126' p1l7' p.!,5s' 

p1&g. Pl,g10' Pl,g11 

p12 

p,12/m, p,126/m 

p,!gmm. p,!gcc. p.12smm 

p,l222. r12122. p12222. p12322, 

p.124 22 , p12S22. pl2s22, 

p.12722 , p 12S22, p12922, 

Pl&1022, Pl,g1122 

p.l22m. p.122C 

rl,g/mmm. p.126/mmm, 

p.l2/mcc 
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letter or number in the second, third and 1'ourth positions of' the symbol 

indicate that a particular symmetry element coincide. with the coordinate 

axes a, b and the bisector of' the angle between the axes b and c (if' no 

.a-etry axes or noraal to symmetry planes coincide with the coordinate 

axis the number 1 is placed in the correspondina position of' the .)'rIbol, 

or the position is lef't vacant). The coordinate axis a is directed &lona 

the rod axis, and the &xes b and c are orthogonal to the axis a and been 

topologically different make a right or oblique angle with each other, 

dependin& -On the class of rod symmetry (8- or 12-fold). 

The two-eoloured rod groups containina 8- or 12-f'old axes can be 

derived by considering the one-eoloured rod aroups (table Al0. 2) as 

the • generating' groups and at the same tillle the possibility 01' coloured 

translation is taken into account, i.e. of' a (second) black-white lattice 

(Belov, 1956). Then, according to Belov " Tarkhova (1956) startina from 

the lIODochromatic groups the grey groups are written down. Next come 

the two-eoloured groups with \U'lcoloured translation (p). These are obtained 

by replacing in the monochromatic group symbol one (or more) aymmetry 

elements by coloured ones. Finally the dichromatic groups with coloured 

translation (pt) are considered. The complete list of the two-eoloured 

rod groups containing the non-erysta1lographic 8- and 12-fold axes is 

given in table AlO.S. 



TABLE A10.3a 

Antisymmetry rod groups containing a 8-~old symmetry axis 

Rod group symbol 

Number One-coloured Neutral Two-coloured 
groups (grey) groups groups 

1 p8 pal' p'8,pS' 

2 pS1 pS1l ' p'Sl,pSi 

3 pS2 pS21' P'S2,p82 

4 p83 
pS31 , p'83 'p83 

5 pS4 p841' P'S4,p84 

S pBs pSst' p'8S,p8S 

7 p8S p8S1' p'Ss,pBs 

8 pS7 pS71' P'S7,p8, 

9 r8 pSl' p'S,pS' 

10 p8/m pS/ml' p'S/m,pS'/m,p8/m',~8'/m' 

11 p84/m p84/ml ' p'84/m.p84/m,pB4/m',p84/m' 

12 rSmm pSmml' p'8mm,pS'mm',p8m'm' 

13 r8cc p8cc1 1 pIScc,re'cc',pSclc' 

14 p84mm pB4mm1 ' p'84mm.p84mm'.~84m'm' 

15 p822 p8221' p'S22.pS'22'.p82'2 1 

lS p8122 p81221 ' p'8122.p8i22'·r812'2' 

17 p8222 p8
2
221, r'8222.p8222',pB22 '2' 



TABLE A10.3a-continued 

Rod group symbol 

Number One-coloured Neutral Two-coloured 
groups (grey) groups groups 

lS pS322 p83221 , flS322,p8322 ' ,pS32t2t 

19 p8422 p84221, P'S422,pS422',pS42'2' 

20 p8522 p B5221 , p'B522,pSS22'.pBS2'2' 

. 
21 p8622 p86221' P'S622·pB622',p862'2' 

22 p8722 pB7221' p'S 22 pSt22' pB 2'2' 
7 ' 7 • 7 

- pS2ml' p'S2m,p8'2m'.p8'2'm,pS2 I m' 23 pS2m 

24 p82c pS2cl t p'82c.pS'2c'.pS'2 tc.p82'c' 

25 pB/mmm ~8/mmml' p'S/mmm.pS/m'm'm'.pS'/mmm t • 

pB/mm'm',pB/m'mm.pB/mtm'm 

26 pB4/mmm p84/mmml t p's4/mmm·pB4/mtm'mt,p84/mmmt 

pB4/mm'm',pB4/mlmm·p84/mtm'm 

27 pB/mcc pS/mccl' p·a/mcc.pS/m'c 'c'. p8' /mcc t, 

pS/mctc'.pB/mtcc.pS/mtctc 



TABLE AIO.3b 

Aptisymmetry rod groups containing a 12-fold symmetry axis 

Rod group symbol 

Number One-coloured Neutral Two-coloured 
groups (grey) groups groups 

1 p12 p121' p'll,p12' 

2 p.!21 p1211 ' P'lll,pJgi 

3 p,122 p12
2

1 , P'1l2,pU2 

4 p'123 p1231 ' P'll3,pg 3 

5 p124 p1241 , p'124,pg 4 

6 p 12S p.12s1' p' 12S' p,12S 

7 p.126 p1261 ' p126·p12S 

8 pll7 p 1271 , p'127·pll7 

9 p12a p128 1 , P~,pll8 

10 pllg p~1' p'llg,pgg 

11 p1210 p12101' P'll10,pllio 

12 p1211 P.!£111 ' p!£11,pJgi1 

13 p12 p121' p'i2,pg' 

14 p12/m . pl2/ml' p'!£/m,pll' /m,~/m' ,rg' /m' 

15 ~126/m p.126/m1 ' p'126/m,p.12S/m,p.126/m',p1lS/m' 

16 p12mm p..L2mm1 ' P 12mm,pl,g'mm' ,p,12m'm' 

17 p.12cc p12cc1' p'l,gcc,p.12'cc' ,p12c'c' 



TABLE A10.3b-continued 

Rod group symbol 

Number One-co1oured Neutral Two-coloured 
groups (grey) groups groups 

18 p120mrn p'120mrn1' p'1?6mm• p,12Smm ' • p126m 'm ' 

19 p1222 p12221, p'1222. ~12' 2' .~122' 2' 

20 p,12122 pg 1221' p'12 22 f.12' 22 ' p,12 2' 2 ' -1 • -1 '-1 

21 p12222 p122221' P'g222.p.12222'.p1222'2' 

22 p 12322 p123221' p'12322.~12322'.p,1232'2' 

23 ?-12422 'p124221 ' p'12422,p~422'.r.1242'2' 

24 p12S22 pllS221, p'12S22.p,12S22'·r12S2'2' 

2S p 12022 p126221 ' p' 12622.~12S22' .p!%2'2' 

26 p,12722 p127221, p'12722,p~722"P.1272'2' 

27 r12822 ~8221' p'~22.r~822' .p12S2'2' 

28 plgg22 p~221' pt~22.p~22'.p~2'2' 

29 r121022 p1210221 , ptl£1022·pl£io22'·~l&102t2' 

30 rg 1122 p1211221t p' 121122. ?,12i122 ' • f,12112' 2' 

- p122m1' p'122m·ri2'2'm.pi2'2m"r.i22tm' 31 pg2m 
'. 

32 p122c f,122c1' r'i22c. rg' 2'c.pg'2c' .pjg2'c' 

33 f.12/mmm r12/mmm1t f'12/mmm.p~/m' m' m' • pll '/mmm , • 

f~/mm'm'.p~/m'mm.pg/m'm'm 

34 p.126/mmrn f 126/mmm1 ' p'126/mmm.p.12S/m'm'm' 'r.12S/mmm '. 

p'!26/mm'm t .p12S/m'mm'p126/m'm'm 

35 fll/mcc rll/mcclt pll/mcc.pll/m•c •c • ·rll'/mcc·. 

f~/mc·c'.~/mtcc·r~/mtc'c 
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Appendix 11 

SUBGROUPS OF SPATIAL SYMMETRY GROUPS 

A subgroup of a given spatial group is a group of lower symmetry 

obtained by the removal of certain operations from the given spatial &roup. 

The subgroup is composed of some, but not all, the symmetry operations 

of the basic group; the missing operations are suppressed. This defini-

tion is subject to possible misinterpretation. It does not follow from 

what has been said that the subgroups necessarily have the same cell 

dimensions as the cell of the basic group. The cell of the subgroup is 

bound to be different :from that of the basic group if any operation of 

the lattice translation is among the suppressed set of operations. 

A systematic method of deriving these subgroups was outlined by 

Hermann (1929b)1; later Buerger (1947) derived independently a method 

that is similar in IDOst but not all respects. According to Hermann's 

approach the spatial subgroups are distinauished into: 

2 
(a) zellengleiebe subgroups • in which the descent in symmetry 

has only affected the rotations and reflections but not 

the accompanying translation in the unit cell. Theae 

subgroups can be subdivided as follows: 

(a1) subgroups belonging to the same point group 

as the given group. and, 

(82) subgroups belonging to a different point 

group from that of the aiven aroup. 

(b) klasseng1eicbe aubaroups2, in which onlY the tranelatlons 

and not the types of symmetry elements of the crystal clus 

are affected. The crystal aystem of these subgroups i. 

the a ... as that of the alven group. 
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Hermann (1929b) has shown, however, that U· a subgroup is neither 

zellengleich nor klassengleich then it is a klassenaleich subgroup of 

a zel1engleiche subgroup of the given group. 

A11.1 SubgrouPs of one-coloured spatial sroups 

A list of the zellengleichen subgroups of the 230 (classical) space 

groups derived by Hermann has been published in the Internationale Tabellen 

zur Bestimmung von Kristallstrukturen (1935) and corrections to this table 

were given by Ascher, Gramlich" Wondratschek (1969). The notation in 

this first list follows, however, the lines laid down by the International 

Union of CrystallographY in the 1935 edition and care must be aiven when 

these tables are used. More recently lists of zellenaleichen and/or 

klassengleichen subgroups of the space groups were published by Ascher 

(1967, 1968), NeUbuser " Wondratschek (1969, 1970) and Boyle Ie Lawrenson 

( 1972&, b). 

The zellengleichen and klassengleichen subgroups of the two-sided, 

one-coloured layer groups, on the other hand, have been listed by Holser 

(1958b) • 

A11.2 Subsroups of two-coloured spatial groups 

No tables of the zellengleichen and klassenglelchen subgroups of 

the two-coloured spatial groups are, in the best of the author'. knowledae, 

3 available. An enumeration of these subgroups is a very larae task; 

al ternati velY, the method for the determination is outlined here. HOWever, 

onlY the case of zellengleichen subgroups is treated here. The procedure 

for the deteradnation of the klassengleichen subaroups is fairly com-

plicated and the only available lists are those published by Boyle " 

Lawrenson (1972b) (for the classical space groups) and by Holser (1958b) 

(klassengleichen subgroups of the twO-Sided, one-coloured layer aroupa). 
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These tables as well as the li .. t of sub- (and super-) operations of sym­

metry4 are then used for determining the klaasengleichen subaroups of 

the two-coloured spatial groups. 

A11.2.1 Determination of the zellengleichen subsroUfs of two-eoloured 

spatial groups 

The deviation of the zellengleichen subgroups is baaed on the 

following theorem (Hermann, 1929b): 'there 1s o~ly one zellengleiche sub-

group for each subgroup of the point group which is isomorphic to the 

given spatial grouP'. Consequently, if the subgroups of the particular 

(two-coloured) point group are known then for each of them there will 

be one and only one isomorphous (spatial) zellengleiehe subgroup. In 

the most of the cases the answer can be written immediately by inspecting 

either the symbol of the given spatial group or the disarams of the two-

coloured groups given by Koptsik (1966). 

When the zellengleichen subgroups are determined regard must be 

given to the various possible orientations of the symmetry elementa. 

If a point subgroup adopts more than one crysta110graphicalIy non-equivalent 

orientation in the given point group then different zellengleiche subgroups 

might arise. Thus, it is advisable to use the point subgroup tables 

published by Ascher &: Janner (1965) where all the subgroups of the two­

coloured point groups are listed. 

A11.2.2 The determination of the ze1lengleichen subgroups of the space 

grOUP 14/mm'm' 

As an example the two-coloured space group 14/mm' m' is now considered 

and its zellengleichen subgroups are determined. 

The isomorphic point group is 4/mm'm' and the list of its sub-

groups is given in table 6.2.1. As it can be seen in this table the 
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point group 4/mm'm' contains a number o~ subgroups adopting di~~erent 

orientations. The two subgroups m'm'2a{l. 2:. s~. a~} and m'm'2a{ 1. 2~. 

s'. s'}. ~or example. adopt two positions in 4/mm'm' differ1a1a by a rota-
0( z 

o tion by an angle o~ 45 about the 4-~old axis. 

The question arising in sueb cases is: what could be the zellen-

sleichen subgroups associated with each o~ these point groups? This 

can be ~ound by inspecting the diagramatic representation o~ the space 

grouP 14/mm'm'; n.gure Al1.1 shows the (001) projection o~ this space 

"group-. It is seen .:Crom this fiaure that i~ only the symmetry operations 

{l, 21 t s', s'1 5 
are retained the resulting apace aroup y z x 

the other hand, if only the symmetry operations {1. 2~. 

is Im'IIl'2. On 

s' s'}are Oi' z 

considered the zellengleiche subgrouP is Fm'm'2. By similar considera-

tions all the zellengleichen subgroups o~ the space group I4/mm'm' are 

uniquely determined in table A11.1. 

Footnotes 1: A very short analysiS can be ~ound in the International 

Tables for X-ray Crystallography (1969): see also 

Senechal (1980) • 

. ·2I'·Although the English terlllS cell-equivalent (-zellen­

aleiebe) and class-equivalent (-klassenaleiche) express 

exactly the meaning of the German words they are 

rarely used in the literature. 

3: With the exception o~ the list of hal vina klassen­

gleiebe and zellengleiebe subgroups (of all indices) 

aiven by Koptsik (1966). This list contains, however, 

many errors and omissions. 

4: See International Tables for X-ray Crystalloaraphy 

(1969) • 

5: The axes x.y.z of the coordinate system are considered 

along the directions [100], [010J. [001] respectively. 



Fi~e A11.1 

(001) projection of the two-coloured space group 14/mm'm' 

(origin at centre 4/mm'm') 
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TABLE Al1.l 

Ze11eng1eichen subgroups of the two-coloured space 

group 14/mm' m ' 

Number 
Zellengleiche Number Zellengleiche 

subgroup subgroup 

1 14/mm'm' 18 C2'/m' 

2 142'm' 19 C2/m 

3 142'm' 20 1m'm'2 

4 14m'm' 21 Fm'm'2 

5 142'2' 22 12'2'2 

6 14/m 23 F2'2'2 

7 14 24 pi 

8 14 25 Cm' 

9 Im'm'm 26 Cm' 

10 Fm:'m'm 27 Cm' 

11 1m'm2' 28 Cm' 

12 Im'm2' 29 C2' 

13 Fm'm2' 30 C2' 

14 Fm'm2' 31 C2' 

15 C2'/m' 32 C2' 

16 C2'/m' 33 em 

17 C2'/m' 34 C2 

35 PI 

Note: The serial numbers in the above table correspond to the 

ones in table 6.2.1. 
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APpendix 12 

ACCURATE DETERMINATION OF THE BEAM DIRECTION 

IN ELECTRON DIFFRACTION PATTERNS 

A method f'or the determination of' the exact direction of' the electron 

beam in the crystal is described in this appendix. '!'he principle of' the 

method is based on the main f'eatures of' the a80metry of' Kikuchi patterns; 

these characteristics can be unterstood by lIIald.na use of' the simplified 

treatment f'irst proposed by Kikuchi (1928a,b). 

Kikuchi lines are the best means f'or an exact determination of' the 

crystal orientation and several methods estimatina the direction of' the 

electron beam in a crystal have been proposed (Otte, Duh " Schaake, 1964; 

Heimendah1 von, Bell" Thomas. 1964; Sheinin " Cenn, 1965; Ryder" Pitsch, 

1968; Pumphrey" Bowkett, 1970a,b; Heimendah1, 1971). The methods of' 

Ryder " Pitsch and of' Pumphrey " Bowkett, considered to be the most 

accurate, are based on the measurment of the relative position ,of Kikuchi 

lines and dif'fraction.spots. In practice, however, it is often difficult 

to achieve the maximum accuracy of' the above mentioned procedures, 

speciallY in thick foils where the refiections are dif'f'uaed, and briaht 

Kikuchi lines are broad when situated close to reflections. Moreover, 

in both methods the exact position of the centre of the diffraction 

pattern is required. 

In table A12.1 the factors Which infiuence the accuracy of the 

beam direction determination are summarized. It can be seen that no 

method is available for eliminating the errors due to the uncertainty 

in the position of' the central spot. On the other hand, in the cu. of' 

KikUchi lines being intersected out of the plate the errors may be 

eliminated by employing the approach propoaed by Kozumbowaki (1977). 



TABLE A12.1 

Factors influencing the accuracy with which the beam direction 

of a Kikuchi-line pattern can be obtained 

Error 
introduced- by 

Broad Kikuchi 
lines 

Kikuchi lines 
being inter­
sected out of 
the plate 

Diffuse centraJ 
spot 

Use of " the '. 
microscope 
itself (**) 

Error 
causes 

Uncertainty in 
the determina­
tion of their 
position 

Error is eliminated by 

i) SADP taken from an area 
reasonably thick ( 1/2 
max usable penetration 
thickness) 

ii) using Kikuchi lines not 
situated close to 
reflection (*) 

Uncertainty in ~sing the. method proposed by 
the measurement Kozumbowski (1977), i.e. by 
of distances usini the intersection of the 
between Kikuchi dark Kikuchi lines surrounding 
poles and the central spot 
central spot 

Uncertainty in 
the measurement 
of distances 
between Kikuchi 
poles and 
central spot 

The total inac- (negliaib1e errors) 
curacy by such 
effects ,is 
extremely small 
(Pumphrey & 
Bowkett, 1970b) 

(*) lfthe dark Kikuchi line is closer than ~g/4 to the central 

spot measurements maY be safely made (Pumphrey, 1970) 

(**) Errors arise from lens aberrations, high-tension supply 

instabilities and the positioning of the plate in'the 

microscope 
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However, it requires the use of reasonably large triangles of Kikuchi 

lines. This decreases the inherent accuracy of the method primarily 

because of ill-defined intersections of Kikuchi lines
1

• 

Such errors are, however, eliminated by employing the method pree-

ented here. The procedure is based on the observation that the centre 

of the electron diffraction pattern as well as the intersections of the 

Kikuchi lines can be determined by means of analytical geometry. 

A12.1 Description of the method 

Suppose a selection is made of three Kikuchi lines which form a 

2 triangle enclosing the trace of the primary beam (figure Al2.1). If the 

analytical equations of the three lines and the coordinates of the dif-

:fraction spots relative to an (arbitrary) coordinate system are known 

then straightforward calculations yield the lengths and angles required 

for the indexing o:f the pattern and the determination of the beam direction 

(see e.g. Andrews et ale 1971). 

Let that the equation of the line corresponding to the trace of 

the i-th reflecting planes is found to be y-~x+Pi and that the coordinate. 

of the j-th spot are (Xj,Yj ). Then. the coordinates of the Kikuchi pole. 

P are determined by the intersection of the k-th and l-th line.. Sub-kl . 

sequentlY. the distances AS, BC, CA and the angles oc, p.. " (figure A12.1) 

are easily calculated from the usual formula of the distance between two 

points and the cosine law for the triangle ABC. 

In order to determine the distances AO, BO, CO the coordinate. of 

the central spot are required. This point lies in the intersection of 

the lines drawn perpendicular to the corresponding Kikuchi line and 

passing thrOugh the appropriate diffraction apot3• This ia carried out 

as indicated in figure A12.2. 



Figure A12.1 

Sketch to illustrate indexing of any Kikuchi-line Pattern 



-,-g..~ ---
-------- "\ 



Figure A12.2 

Sketch indicating the basic analytical calculations necessary for 

indexing a Kikuchi-line pattern and determining the beam direction. 

The pole P ij lies in the intersection of the lines y= CC'i x+ ~i and 

y= ~X+~j. The central spot lies in the intersection of the lines 

drawn perpendicular to the corresponding Kikuchi lines and passing 

through the appropriate diffraction spot; thus, for example, 

y=oc3x+P3 with ()(.3=-1/OC1 and ~3=Yl-~Xl. 
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During the course of this thesis the determination of the coordi-

nates of points lYing on Kikuchi lines or diffraction spots were made 

byustng a digitizer (see appendix 14 ~or details). This instrument 

provides the means of measuring coordinates directlY from the plate 

(which is fixed firmly on the working table): the coordinates are expressed 

relative to an arbitrary origin. 

'!'he analytical equation of each of the Kikuchi lines is determined 

4 
by measuring the coordinates of 20 points lying on it. '!'hen, the linear 

least-squares method is utilized for determining the 'best fittina' line. 

The inherent error in the determination of each line is estimated by 

calculating the correlation coefficient (see e.g. Chatfield, 1978). 

SimilarlY, the coordinates of the diffraction spots are determined as 

the averaged estimates (ii'Yi ) of the measured coordinates (Xij'Yij) 

of the i-th spot. 

A12.2 Application of the method 

'!'he application of the above method is illustrated by means of' 

figure AI2.3. In order to establish the inherent accuracy of' the dig i-

tizer measurments as well as of the analytical geometry calculations 

the beam direction was determined by obtainina 10 estimates by using the 

triangle ABC of Kikuchi lines. 

Measurments of the coordinates were made on the negative plate 

instead- on a print in order to eliminate systematic errors Which may be 

introduced by the printing process. The correlation coefficients ~or 

the lines A. B, C and the standard deviation of the coordinate. of the 

diffraction spots SI' S2' S3 are given in table A12.2. '!'hese reault. 

indicate that the inherent accuracy of the digitizer 1s better than 0.015 

cm (values of Sx and Sy remain within the ranae of 0.007 to 0.015 cm). 





Figure A12.3 

A Kikuchi-line Pattern from silicon 



TABLE A12.2a 

Statistics indicating the inherent accuracy of the 

determination of the analytical equation of Kikuchi 

lines 

Kikuchi-line 
C'S* 1-cr- Standard deviation 

pair of a mean + 

0.9~970 
-3 ,to.OOO19 A 0.30x10 

B - 0.99850 -3 1.50x10 ±O.OOO24 

C 0.99976 0.24X10-3 
±0.OOOl5 

(*) Correlation coefficient of the least-squares method (mean 

value of 10 observations) 

(+) Calculated from 10 estimates 



TABLE A12.2b 

Statistics indicating the inherent accuracy of the 

determination of the coordinates of diffraction 

spots 

Standard deviation 
Diffraction of a mean * 

spot s s x y 

1 ,±O.015 ±0.014 

2 .to•OOg .to•ooe 

3 .to•OOg ±O.OO7 

(*) Calculated from 10 estimates 
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When relatively strong di~rraction spots are used the areater relative 

errors o~ determining the spot position reduce the ~inal accuracy (spot 

no. 1). However, the use o~ excessively weak spots also incre .. e. the 

error, owing to a considerable reduce in contrast. 

Relatively small di~ferences between the correlation coefficients 

.~ .. ,.. .. :for tile least-squares lines were obtained. In all cues the diNerences 

remain within the range 0.15x10-3 'to 0.24x10-3 : these results indicate 

-3 a deviation from the ideal value (6=1) in the ranae of 0.3OxlO to 

"1~5OX10-3., -nie' rel#ltigely· high deviation (1.5x10-3 ) of (J'1"oI' the line 

B probably originates from errors of measurements due to the relativelY 

low contrast of the Kikuchi line B. On the other hand, the small deviation 

-(0.3OX10-3) of tS for lines A and C Beems at least partlY· to be due to 

the longest Kikuchi lines. 

The inherent accuracy of the calculations can be :round by an error 

propagation investigation. A means to establish this is by conaiderina: 

(1) the stardand deviation of the calculated estimates of the 

central point; the errors in the calculated x- and Y-co-

oi-dinates o~ the central spot were found to be .:to.030 and 

5 
±0.026 em respectivelY, and, 

(2) the errors in the calculated distances P l' P 2' P 3 and analea 

01, P. ~ (~igure A12.1); these are summarized in table 

A12.3. The unexpectedly low error in the estimation o~ 

angle ~ seems at least to be accidental. 

These considerations lead to the conclusion that the distance 

between the Kikuchi poles P 12' P 23' P 31 and between these poles and the 

centre of the pattern can be determined with an accuracy ,:to.30 Mm. . A 

a 
Bragg angle ~or the 111 type re~ection is typically 0.5. If distances 



TABLE A12.3 

Comparison between measured and calculated values 

or the ratios Pi/Pj and angles ~t't~ 

Ratios Measured Calculated Error 
or angles valuetM valuetC IM-Cl 

P2/P1 
1.130 1.141 0.011 

P1/P3 1.055 1.037 0.018 

P2/P3 1.192 1.183 0.009 

-40.000 0 0.480 
-C( -40.48 

~ 78.690 78.880 0.190 

If -61.030 -60.720 0.310 
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on a plate are measured to ~.30 mm then deviation in the beam direction 
o 

due to inaccuracy in length measurements is .18.0.5ibo.30 ~ 54" of arc. 

Therefore, the overall error in the determination in the beam direction 

must be of the order of l' of arc. 

Footnotes 1: This is primarily due to the splitting of the linea 

caused by Qyn8Dical interactions between Kikuchi 

lines (Pfister, 1953; Gj~nnes & Watanabe, 1966; 

Gj~nnes & H~ier. 1969). 

2: This requirement is nQt necessary since the centre 

of the diffraction pattern can equally well be outside 

the chosen triangle of Kikuchi lines. 

3: It is, therefore. obvious that the minimum information 

required is the presence of three Kikuchi lines and 

of the diffraction spots associated to two of these 

lines. 

4: It was found that the difference in the calculated 

analytical equations obtained by having 20 and 50 

points was less than 1". whereas the computer time 

required is directly proportional to the number of 

points. 

5: Standard deviation of a mean value (10 observational. 
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APpendix 13 

THE ACCURATE DETERMINATION OF THE MISORIENTATION MATRIX 

It was .entioned in section 9.1 that the misorientation relationship 

of' a bicrystal is expressed by a rotation e about a direction tbkl], or, 

in matrix notation, by the rotation matrix !- rrij] (Lange, 1967). Thi. 

I118.trix expresses a r1gid-bod,y rotation and consequently it is a 3X3 

-1 T -1 '1' 
orthogonal matrix (i.e. RR aRR -!, where! ,! ~ the inveNe and 

transport matrices of'R and I is the 3X3 unit matrix). 
- I: 

ExperimentallY R is determined by establ~ab1n&the indice. of' two -
pairs of' parallel directions, with one of' each pair in each crystal "(a 

third pair of such directions follows autollUltically from, the vector 

cross-product of the first two). It $hould be noticed, however, that 

this is the minimum information required to define an orientation rela-

tionship R and that additional pairs of' directions will overdetermine -
the relationship and allow an estimate of' the error in the procedure 

to be obtained. 

The experimental error introduced in the determination of R arises • 
£.rom experimental errors in the determination of' the beam directions 

(see appendix 12). The propagation of these errors tbroueh the calcu­

lations of' R causes to a systematic error amona the components of R. - . 
'l'heref'ore, it is 1mportant to prevent the propesation of .yste_tic 

errors in R and, at the same time. to find the best fittina R to the = • 

available data. 

The problem can be stated as f'ollows. Oi ven two sets (A and B) 

of N vectors !!a' ~ ( .. 1,2 ••••• N) find an orthoaonal rotation matrix 

R with determinant +l.which converts the coordinates b (1=1,2.3) to _ i& 



b! _ ~Rijbj and minimizes the residual S-L w (ai -bi' ) 2 • 
- .... j_ a ia a a a 
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Here w is. a 

weight assigned to each of the vectors a ,b and in the present treatment -a -a 

it is assumed that wa=l. 

Mackenzie (1957) considered the simpler case of the above mentioned 

problem where the best unconstrained transformation between the two seta 

of directions is to be determined. In other 1IfOrds. the transformation 

matrix R calculated by the Mackenzie's method will not necessarily cor-
= 

respond to a rigid-body rotation (Diamond, 1976; see also below). The 

method presented here is in fact an extension of Mackenzie's method Where 

the orthogonality constraints are also taken into account. 

A similar problem occurs in various other crystallographic situations 

Where the best rotation to fit a given atomic arrangment to approximately 

measured coordinates is to be found. Such situations are particularly 

common among biological macromolecules (Freer et ale 1970; Huber et ale 

1971; Hendrickson, 1979); other crystallographic examples include related 

molecular structures from different crystals. multiple copies of the 

same molecule on a single asymmetric un! t, and similar substructures 

wi thin a single molecule. Several procedures have been described for 

finding the linear orthogonal transformation to superpose two structures 

(see e.g. Cox, 1967; Maclahlan, 1972; Rao & Rossmann, 1973; Nyburg, 1974; 

Diamond, 1976; Kabsch, 1976, Ferro & Hermans, 1977). In all these 

procedures, however, the only transformations considered are linear ones 

and in the first instance, although a non-orthogonal transformation is 

discovered, the information expressed by the non-orthogonality is suppreased. 

Moreover, the just mentioned methods conveqe showly unless the 

number of atomic positions to be superposed is h1&h. Thus, these procedure. 

are not appropriate for the determination of the misorientation matrix R • 
• 
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This matrix is usually deduced from five pairs of parallel directions 

plus their cross-products (see e.a. Clark, 1916). The method aiven 

here indicates, however, that a solution is also possible for a amall 

number of' data (only: two experimentally determined pairs of' parallel 

directions are required) despite the non-linear character of the problem. 

The solution is, in f'act, an iterative proces8 but sufficient converaence 

in tile least-squares minimization is rapid and the proces8 is quite :free 

:from f'alse miniJDa. But, the greatest advantqe of' the method is that 

the obtained matrix R expresse8 in a very aood approxi_tion a linear ,. 

orthogonal transformation. 

A13.1 The least-sguares method for the calculation of the misorientation 

matrix 

Suppose that the vectors a and b have already been referred to -a -a . 

rectangular cartesian ref'erence f'rames of uniform phy8ical scale (e.a. 

ingstram units). Then the k-tb vector ~ in grain B can be related to 

the vector, of the 'parallel' (ignoring experimental errors) direction 

in grain A by the linear transformation: 

(A13.1) 

The optimal parameters for this aeneral linear transfor.tion will 

be these that minimize the weighted sum of' squares of' discrepancie8 

between 'parallel' directions in the two crystals: 

(A13.2) 

where the weiahting factor wk-1 (k.1,2, ••• ,N) i8 oll1tted and a ik, bilt 

are the i-th components of the vectors, and ~k respectivelY. This 

impose8 a linear leaat-square8 problem that can be solved directly and 
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and uniqueLY from the set of nine normal equations aenerated by minimi-

zation condi tiona that a S/dr'iJaO f'or all i and j. 

'!'he transformation matrixR f'ound 1n the minimization of (A13.2) -
will not necessarily correspond to a riaid-body rotation. Indeed, Diamond 

(1976) has shown how such a matrix can be factored into the product R-AS --
The transformationS is a BY-" -

_tric matriX representing the strain, and the matrix A expresses the -
rotation that brings into coincidence the principal axes of strain. 

Clearly, if the reference BYst6ifis are to be 'moved as riaid bodies' R -
itself must be an orthogonal transformation matrix (i.e. S.I and, hence, --
R-A; see below). '!'he elements of such a matrix are the direction cosines . -
of the rectangular cartesian "reference frame with respect to another. 

Consequently, the necessary and sufficient conditions that R should -
represent an orthoaonal transformation are: 

222 
11 • r1l+r12+r13-1 - 0 

222 
12 - r21+r22+r23-1 • 0 

222 
'3 • rS1+rS2+r33-1 - 0 

(A1S.S) 

'!'he problem is then to find an orth0ional matrix R which minimizes -
the :f\mction (A13.2) subject to the constraints (A1S.3) (which can be 

written as Lrk1rkj-~1j-o where the ~1j are the elements of the unit 
k 

matriX). '!'he desired linear transformation can be constrained to Met 
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the orthogonality conditions through the introduction o~ the Lagrange 

.w.tip1iers ).ij (Wilson, 1952). Introducina a S7J1UDetrical matrix ~ 

with elements ).ij an 'auxUiary fUnction F-i L ).ij(Irkirkj-~) is 
1,j k 

constructed and added to S to f'orm the Laaranaian fUnction G.S+F. Since 

f'or each dif'~erent condition (A13.3) an independent number ~ij is avail­

able, the constrained minimum o~ S is now included amona the free minima 

of' G. A free minimum o~ G can onlY occur where: 

and 

are the elements of' a positive de~inite matrix, ~n and bkn are the 

components o~ the vector a and b respectively. -n -n 

Insomuch as the constraining conditions are quadratic, this 

minimization is not a straight~orward linear least-squares problem. 

Kabsch (1976) has given an elegant eiaenvalue solution of the above 

1 
problem. AlternativelY, solution can be achieved if equations (A13.3) 

are linearized by a Taylor series expansion about approximate values 

for the matrix elements r ij' and equation (A13. 2) is also expressed as 

a first-order Taylor expansion. The initial parameters for these expan-

sions derive from the unconstrained minimization of S. Parameters shitts 

tending to minimize S, and thereby, to impose the constraints are then 

found by solving the resultanting set of fifteen normals equat~ons 

dF/dorij=O and ~F/aAl.o f'or all allowed i,j,l. Note that the Laaranaian 
6 

1\mction F is now written in the form F-S+.L Al &1 in order to reduce the 
1-1 

normal equations. The prac8tii ls' then iterated until sutticient conver-

gence is reached. 
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.. , ...... ' 

A13.2 The solution o~ the constrained least-sguares minimization eguations 

In order that the TaYlor expansions be carried out the f'ollowing 

deviations are introduced: 

(A13.4) 

o 
where Pij and tij ere the elements of the _trices ~ and ~ respectively. 

:- c,- "Matrix !o contains the approxill8te values o~ the parameters r ij ob~ed 

by some preliminary procedure (for example. by the unconstrained least-

-square method), and the elements of ~ are the corrections f'or tij' that 

"---- {"so; tni"'corre'ctfollS -obtained from the least-squares calculation. 

',~ . 

NOW, i~ S is at its mini1llUlll value, and if any or all of the residuals 

then undergo small variations (expressed by ~Pij) the variation in S 

will be zerO to 'Wftliiri rb!ifi~"l'Owera of' the variations 1ft the residuals; 

in other terms: 

(AI3.5) 

Let, now, hi be the small nabers by which the conditions 'i f'ail 

o 
to be satisfied by the elements of the matrix R , i.e.1 

222 
hI • tll+t12+t13-1 

h2 = t~l+t~2+t~-1 
222 

h3 • t31+t32+t33-1 

• 

(A13.6) 

Then, the constraints 'i cau be expanded in a power serie. i~ the 

small quanti tie. P ij and only linear terms be1n& retained: 
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(A13.7) 

The deviations in the above relations should be evaluated at the 

adjusted values of r ij but they will actually be computed at tij Wh1ch 

are ~sumed to be near enough. By dif'f'erentiatina the above re1at10ne: 
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(A1S.8) 

Now, by multiplying equations (A1S.8) by -\. 6 equations are 

obtained which are introduced in equation (A13.S). The nine equationa 

are thus obtained which together with equations (A1S.7) consiat a 



system of' 15 equations wi til 15 unknown variables (the 8ix Ai' 8 and 

nine p ij ) • The solution of this system yields the value_ of p 1.1. 
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A13.3 Error propagation in the calculation of' the lI1aorientation _trix 

The systematic errors in the co~nt. of R introduced by the' -
experimental errors in the determination of the beam directions can be 

expressed as f'ollows. 

Let R be the misorientation matrix calculated by the unconstraint 
=a 

least-Squares method (' first approximation' matrix). Diamond (1978) hall 

shown that if' R is Dot an orthogonal matrix then it can be factorized 
=a 

according to 

R • RS - - (AIS.9) 

The matrix R is an orthogonal matrix expre8a1n& a pure rotation -
having three independent elements, and S is symmetric haviDa.ix -
independent elements, thus providin,g f'or nine independent ele_nta in 

R. Equation (A13.9) states, therefore, that the transformation R 1_ 
-a -a 
to be considered as a pure strain followed by the application of a Pure 

rotation 2• It is evident that if there are no experimental errors in 

the determination of the beam directions then 8-1; Where I ia the 3x3 . - . 
unit matrix. Thus, the deviation of S from the 'ideal value' I provide. 

II: • 

a means f'or the expression of the systematic errora introduced in the 

calculation of' the misorientation matrix. 

From (A13.9): 

RTR • STRTRS • STS 
-&Da III = __ •• 

(using the superscript to denote a transpose matrix), but aince ST.S 
• • 

by definition: 
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and the :factorization is cOlJI)lete by wri ttina: 

R _ R (RTR )" 
-= -a_a 

The matrix (R'l'lt )" Jos real symmetric positive definite, and it haa 
=a=a 

the same 

o':f those 

T eigenvalues as R R and eigenvectors equal to the square roots 
-~a . 

o:f RTR (Bellman, 1960). Only the positive square roots need 
=~a 

to be considered; negative square roots correspond to an end-to-end 

reversal. 

Footnotes 1: This sol1J't1on i8 an application of' threep8PeN by 

Deming (1931, 1934, 1935). 

2: It would, of' course, be possible to write the factors 

in (Ala.9) as SR and to develop the subsequent formu--lation on that alternative baais. 
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Appendix 14 

A PACKAGE OF COMPUTER PROGRAMS FOR THE FAST SOLUTION OF ELECTRON 

DIFFRACTION SPOT/KIKUCHI LINE PATTERNS 
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The determination o~ the misorientation aeross a &rain boundary 

can be time consuming, particularly when larae numbers o~ similar readinas 

1 . ~ -required or repeti ti"e '"calculations per~ormed. This is especially 

true o~ the measurements required to deternaine the beam direction by 

using the method outlined in appendix 12. The employment o~ hlah speed 

digital electron:i.es~and~'~ast' computer pro&rams reduces the required 

time as well as increases the accuracy of the determination. 

A14.1 Description of the procedure 

During the course o~ this project the determination of the coor­

dinates of points lyina on Kikuchi lines or di~fraction spote were 

made using the Ferranti diaitizer insulated in the Liverpool University 

Computer Laboratory. This system has a point-to-point reaolution of 

0.025 DID over a wide range o~ temperature and humidity condition. 

(see 'ADE Modular D1&itiserB, User Handbook' published by Ferranti). 

This instrument provided the MaDS o~ measurina coordinate. d1rec~ 

from the plate (which is ~ixed on the workina table); the coordinate. 

ere expressed relative to an arbitrary oriain. The output, conai.tina 

o~ a list o~ point coordinates, is punched onto paper tape in ASCII 

code to allow the in~ormation to be ~ed directly in the Georae 3/4 

filestore of the ICL 1900 series computer. 

The use o~ the diai tizer (toaether with the analytical IIItIthod ~ 
\ 

presented in appendix 12) provides a means ~or more accurate .uure .. nt. 

o~ distances and anales. This immediately yields a hiaher accuracy in 

the determination o~ the beam direction. Alao, it permits cOJlG)uter 
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assisted techniques to be successfully employed 1'or the solution of the 

diffraction spot/Kikuchi line patterns. For this a packqe of computer 

programs has been written.' Fiture A14.1 shows the now diaaram summarizina 

the sequential operation of the package routines 1'or a typical Kikuchi 

line pattern. 

A14.2 Program INDEX 1'or the indeXing 01' electron diffraction spot/Kikuchi 

line patterns 

PrograJD INDEX, and its associated subroutines, calculates and prints 

out the indices of' a dif'fraction spot or Kikuchi line pattern as seen 

in the electron microscope. The crystal aivina rise to the pattern is 

of' cubic symmetry and provision has been aiven to the f'o~lowina structures: 

simple cubic, face centred cubic, body centred cubic and diamond-type­

-structure. The indexing procedure is based on the approach of' Thomas 

(1970). 

The data specifYing the pattern are on n-1 data cards (where n is 

the number of' sPOt/lines to be indexed). The proaram start. (f'1aure A14.2) 

by reading the data of' three spots/lines. It then generates the reciprocal 

lattice points allowed, as a consequence of' space aroup restrictions, 

calculates the interplanar distances '\ml (subroutine RECIPL) and sort. 

them in increasing order (subroutine SORTIN and NAG library subroutine 

)f~lAAF) • This list is then searched (subroutine SOL VI) 1'or determ1nina 

the ~l which give values f'or the ratios P i/P j consistent (within a 

given error limit) to those .asured. Thus, each sPOt/line is "_laned 

a set of' possible (hkl). 

'the algorith employed in subroutine SOLVE ~lies a significant 

reduction in the execution time (compared to ottler available proar_). 

The computing tt. was 1\Jrtber reduced by usina oPt1miz1ng techniques 

such as the binary technique 1'or reaching an arl'a)' (subroutine BINARY). 



Figure A14.1 

Flow diagram summarizing the sequential operation of the 

package routines for indexing a typical Kikuchi-line pattern 

and determination of the beam direction. 
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Figure A14.2 

Structure of' the computer program INDEX 
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The program then chooses a pair of three 'indexed' diffraction 

spots/Kikuchi lines and determines all possible 1nter,planar anales 

between them as dictated by the cubic lattice geometry. These calculated 

interplanar angles are then compared with the experimentally observed 

ones. Once a match is obtained, within the given anale error. another 

pair of diffraction spots/Kikuchi lines is chosen and the procedure is 

repeated for their possible (hkl) indices. 

When consistences are obtained between calculated and observed 

interplanar angles for the three spots/line. the control puse. to the 

subroutine SAVE. This subprogram assians (hkl) indices to the rest of 

the spots/lines present in the particular pattern: this is achieved by 

using the already de~ined indices. 

FinallY, the proar_ issues the print statement • INDEXING OKEY' 

and prints out the indices of the di::Nraction spots/Kikuchi lines. It 

no fit can be obtained between the calculated reciprocal lattice points 

and observed spots/lines within the aiven,linear and angular error 

lindts. the proaram issues the print statement 'INDEXING FAILS'. The 

control returns then to the start to read in the next set of data . 

sp~cifYin& either another pattern or wider error limits. 
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Appendix 15 

PREPARATION METHODS OF SILICON SAMPLES FOR 

TRANSMISSION ELECTRON MICROSCOPY 

The material used throughout the course of the experimental work 

has been silicon. As it mentioned in section 1.3 this material has been 

primarilY chosen for its areat ~rtance in technololical applications. 

In this appendix the specimen preparation methods employed durina 

the course of this work are liven. However, before carrina on to a 

detailed description of these methods it would be of interest to notice 

that there are two main dU"f1cul ties associated with the preparation 

of semiconductor specimens: 

(1) a strictly non-preferential thinnina process is requ1red, and, 

(2) owing to the ex1:E'eme brittlness of semiconductina materials 

the thinned specimens frequently break durina handina before 

they can be examined in the electron microscope. 

A15.1 Samples from bulk materiel 

Generally the preparation of a TEM specimen involves two -teae.: 

(a) cutting of suitablY shaped slides from the bulk and mecha­

nical polishina up to 0.7-0.4 nun thickness (which is well 

above the lim! t, 0.1 nun, that the mechanical means .. rely 

permit; Irvina, 1961), and. 

(b) thinning of the samples by non-mechanical means \Ultil an 

electron-transparent area is obtained. 

Silicon discs 3 mm in diameter and 2 nun in thickness were cut out 

from the rod-shaped bulk1 where profuse twinning occured durina crystal 

growth. . '!'hese slides _rethen hand-thinned to 0.7 IIUD on wet arindina 

paper. For this a special designed Jla (Irvina, 1961) was used ill order 
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to control the sample thickness as well as ensure that the two sides of 

the slide were parallel at the time durina the polishina process. 

In order to reduce further the thickness of the BaIIIple befON the 

final thinning process as well as to remove any surface damaae introduced 

by the grinding a fast chemical polishing technique was employed; the 

etchant used was a ·miXture of 100 cc MH03 (69%). 60 cc HI" (481) and 

60 cc CH
3

COOH (100%). After the chemical polish the sample was about 

200 ,..m thick with a polished surface where a number of linear features 

were visible-with naked eye~ This enabled areas of particular interest 

to be selected and cut from the slide (see below). 

Discs 3 mm in diameter were then cut off by a quick and simple 

technique described by Goodhew (1972). This involves the maskina of 

3 mm diameter areas of the sample with adhesive tape discs (3.05 mm in 

diameter) punched out from an acid-resistant tape supplied by Struers 

Chemiske Laboratorium
2

• The Whole side of the slide sample was masked 

while several tape discs were sticked on the other side. The exposed 

areas were then dissolved by using the fast chemical solution mentioned 

"above. The total time required for the unmasked areas to dissolve was 

about 5 mins (initial sample thickness approximately 200 ~m) short enouah 

to prevent chemical polishing of the edges of the maske.d discs. 

By this method a total of 30 discs were cut off' from a slide 

aPproximately 4 mrn diameter. The main other advantage of the method is 

that it allows areas of particular interest to be selected and discs 

containing these areas to be cut. The discs so obtained were then used 

for preparing the TEN samples. 

A15.2 Transmission electron microscopy sample preparation 

It is well-known that in the transmission electron microscopy the 

transmitted intensity depends very strongly on the electron scatterina 
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factor of the aaaterial, which increases with the atomic number. Thus, 

for silicon (atomic number 14) Bamples less than approximately 10,000 X 

thick are required. 

It is of interest to notice that both visible and 100 kV electrons 

are transmitted throuah silicon only in section 5,000 i thick or less. 

Thus appearence of visible tranami tted light throuah the sample during 

the preparation process can be used as index of area sui tabili ty for 

electron microscoPY and for halttna the thinn1n& process. 

A15.2.1 Chemical technigueB 

Two techniques can be used for the preparation of TEM silicon samples, 

mainly, the ion-beam thinning method and the chemical techniques. A 

number of chemical methods are available for the preparation of 8ingle-

3 
-crystal silicon specimens. The method by Booker & Sticker (1962) is 

simple and rapid, and allows the particular area of the specimen which 

iB thinned to be previouslY .elected. Moreover, the technique provide. 

a rapid polishina rate and high quality non-preferential polish haa been 

reported for the case of sinale Bilicon 8&111Ples. 

Kolbesen et ale (1975) described a method for prepar1n& larae 

(sever81 millimeters in diameter) electron-transparent areas of single-

-crystal silicon. -The method is based on employing rotation of both 

the etchant and Bample, and produces TEM BpecimenB with uniform thickne.s 

(the diameter of the' tranBparent area is limited by the diameter of TEM 

sample holder). 

On the erounde that no chemical method is available for TEM .uapl. 

preparation of polycrYBtalline Silicon, both the above techniques have 

been used during the course of this work. The method by Booker " Sticker _ 

(1962) was found by the author to be reasonably quick (as 11 ttle as 
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10 mins per speciaten of thickness 200 fLm) and reproducible. Specimens 

prepared by this tecbn1que had, however, areas with rouah surface. 

- -------: 6Furthermore, it was· round Very- dif'ficult to obtain a thin area containina 

a grain boundary, since a step aeross the boundary was al-.,.s f'Ol"IHtd. 

This was explained by the fact that the thinning rate depen4s very sen­

sitivelY on th';'surfaCe orientation. Th., same effect was observed in 

specimens prepared by the technique of Kolbesen et ale (1975). Thia 

technique was developed for thinning silicon wafers and the authors 

- had no expirience in' employing' the-.thod for polycrystalU,ne silicon. 

4 
A15.2.2 Ion-beam thinning technigue 

As an alternative the ion-beam thinning technique was used. Gener­

ally speaking, in semiconducting materials ion-beam thinnina aives a 

smaller differential rate between differently orientated surfaces than 

does chemical attack (Booker, 1970). Conditions for ion-beam thinnina 

of silicon filM have been reported by Linington (1970) and Booker (1970) 

and the aeneral condi tiona which BlUst occur for all materials have been 

outlined by Abrahams et ale (1968) and Molcik (1970). It was fO\D'ld that 

the following conditions: 

ion energy 6 kV 

beam current 100 flA/gun 

angle 

were the best compromise between thinning time and differential thinnina 

rates between the two surfaces. In the later staae of thinnina it is 

not thinning rate but depth of damaae or differential thinn1D& rates 

between two orientations which are important and hence the samples were 

finished at a glancing anale (5-10o ). 
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The above operation conditions were ~ound to aive a sample with 

smooth, clear sur~ace and DO thiDning-rate-dependence on the sur~ace 

orientation was observed.- Sometimes al thouah larae electron-transparent 

areas of the specimen were covered by various surface artefacts with the 

appearence of hills and valley or ripples; the scale of these artefacts 

is sub-micron. Such artefacts have already been reported by several 

workers (see e.g. Trillat, 1964) but no explanation has been proposed. 

It has been found during the course of this work that chanaes in the· 

rotational speed of the specimen does not affect the size or the extent 

of such artefacts. 

The overall time required for the ion-beam thinnina process was 

appreciably long (typical times 24-36 hours). Moreover. it was found 

necessary to examine several specimens in order to find a boundary suit-

able for investigation. The reasons for this were that either the whole 

transparent area was covered by the above mentioned artefacts or the 

boundaries did Dot satisf,y the requirements ~or the application of the 

method to determine the rigid-body displacements (see section 9.2). 

Footnotes 1: The bulk was kindly supplied by Dr. A.G. Cullis of 

the Royal Signal and Radar Establishment. 

2: H. Struers Chemiske Laboratorium. 38 Skinderaade. 

DK-1159 Copenhagen K, Denmark. 

3: See Irving (1961), Riesz & Bjorling (1961). Aerta 

et al. (1962), Booker & Sticker (1962). Sticker & 
Booker (1963'), Finch et ale ( 1963), Frankl (1964). 

Bickell (1973), Kolbesen et ale (1975). 

4: The author wishes to express his thanks to Mr. R. 

Devenish for his willing help with the ion-beam 

thinnina technique. 
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AppendiX 16 

COVALENT BONDING IN DIAMOND-STRUCTURE-TYPE MATERIALS 

-
The group IV elements, carbon, silicon, and aerman1um1 crystallize 

wi th the diamond structure. This structure is the result of covalent 

bonding as is discussed immediately below. 

The covalent bond is an electron pair (or homopolar) bond and is 

usually :formed :from two electrons, one from each atom participatina in 

the bond. Thus, in the ideal model o:f the covalent bond these electrons 

(often called valency electrons) form a molecular orbital 80 .. to be 

e:flective!)' localized between atoms. The strenath of' the resultant 

covalent bond will depend on the extent o:f overlap o:f the two atomic 

orbitals. 

The number of' covalent bonds that an atom'form depends on its 

electronic conf'iguration and the direction o:f the bonds is determined 

by which atomic orbitals are combined to form molecular orbitals. The 

covalent bonds that an atom f'orm are thus lim! ted in number and restricted 

in direction. In the case of' silicon
2 

maximum overlap of atomic orbitals 

S 
is achieved when the four valencY electrons are in sp hYbrid orbitals, 

which have their directions of maximum electron density disposed towards 

the corners of a regular tetrahedrom centred on the silicon nucleus. 

When molecular orbitals are formed frOm those spS atomic orbitals the 

silicon atom will be tetrahedrally coordinated; this leads to the well-

-known diamond-type crystal structure. 

A crystal of silicon is effectively a macromolecule; all the bonds 

in the crystal are purely covalent bonds which are very .trona. The 

requirement that the bonds :from each silicon atom should be tetrahedrally 

disposed is imposed by the molecular orbital formation which otherwise 
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would not be energetically e~~ective. Consequently, the conditions ~or 

minimum enerD confiauration in silicon can be expressed as tollows: 

(1) all the sp 3 atomic ·orbi tals are combined to ~onn molecular 

orbi tals, or in other words, no danalina bonds exist, and, 

(2) the molecular orbitals give rise to tetrahedral coordination; 

-- ---tHe -anglis"be'tween any two intersecting bonds is equal to 

-109
0
28'. 

However, the postulate of the tetrahedral atom requires that the 

atoms have a configuration that is tetrahedral but is not necessarily 

that o~ a regular tetrahedrom. So lona as the ~our bonds have a general 

tetrahedral orientation an increase in the bond eneraY is accounted ~or. 

since change from the tetrahedral anale is associated with loss in atomic 

orbital overlapping. 

Footnotes 1: Also (arey) tin below 130 C. 

2: The conSiderations, herein, apply to carbon, germanium 

and &raY tin as well. 
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Appendix 17 

ADDITIONAL ELECTRON DIFFRACTION INFORMATION FOR SILICON 

As may be seen :from the Howie-Whelan (1960, 1961) equations there 

are a number of parameters required before these equations may be eval-

uated for the calculation of the intensi t.Y profiles. These parameters 

must be determined with the highest possible accuracy so an accurate 

determination of the rigid-body displacement is nesible (section 9.2). 

This brief appendix presents values for the most important ot theae pa-

rameters. 

A17.1 Silicon structure data 

Silicon is in the fburth column of the periodic table, possesaina 

the diamond structure with symmetry type Fd3m of atomic number 14. The 

space lattice of s1licon 1s face centred cubic. A primitive basis ot 

two identical atoms at (0,0,0) and (~,".~) 1s associated with each lattice 

point1 • There are eight atoms 1n a un! t cube; each atom has :four neareat 

neighbors and twelve next-nearest neighbors. The tetrahedral bondlna 

of-thesilicODStruCture is. the result of covalent bondlna (appendix 16). 

The lattice parameter of pure silicon (corrected for refraction) at 2SoC 

is &=5.5301 i (Pearson 1956, 1961)2. 

A17.2 Extinction distances of silicon 

Values of the extinction distances, ~ , may be calculated from the g 

atomic scattering amplitudes for electrons given by Ibers (1957), Smith 

" Burge (1962) and Doyle " Turner (1968) or from the crystal potential 

calculations of Radi (1970). Table A17.1 gives the values of' l! :for 
a 

silicon calculated from the results of Doyle " Turner (1968) as well as 

the values obtained from Hirsch et ale (1965). It may be aeen that the 

calculated values are from 5% to 15% larger than thoae of Hirsch et ale 



TABLE A17.1 

Relativistically corrected extinction distances ~ and~' (i) for 8ilicon 
a i 

(100kV electrons) and anomalous absorption coefficient (~/E:.') 
. i i 

h2+k2+12 Reflection 1: (i) 
~ (i) 

l::/e' a & a 
hkl calculated Jiirsch et ale HUJnl)hreya & . Radi 

(1965) Hirsch (1988) (1970) 

• • 
0 000 283 5821 0.0481 0.061 

3 111 634 602 145286 0.014 0.019 

8 220 768 757 ~6571 0.021 0.025 

11 311 1323 1349 49000 0.027 0.028 

16 400 1236 1268 35314 0.035 0.033 

19 331 1971 2046 49275 0.040 0.035 

24 422 1672 37155 0.045 0.039 

27 511/333 2578 2645 54851 0.047 0.045 

32 440 2091 2093 41000 0.051 0.048 

35 531 3093 57278 0.054 

40 620 2410 41552 0.058 0.049 

43 533 3590 60647 0.059 0.052 

51 711/551 4103 63123 0.065 

56 642 3025 45833 0.066 

59 731/553 4468 65706 0.068 

64 800 3306 42935 0.077 

{*> value quoted by Sutton (1977) 

Note: No correction has been made to the atomic scattering amplitude 

to allow for thermal vibrations. 
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200 

The values of eg in table A17.1 are deduced far crystalline silicon 

o· at 0 K. In order to correct these values for the effect of temperature 

the values of E should be multiplied by the Debye-Walter factor. This a 
e 2-2 

factor maY be written exp(-Ma) where M,-B(Sin B) ~ • The thermal Debye 

'parameter B for silicon'is O.24'j2··(InternatiOnal Tables for X-ray Cry-

stallographY, 1969). 

A17.3 Anomalous absorption coefficients for silicon 

The anomalous absorption coefficient is defined as the ratio of 

the two-beam extinction distance ! g to the two-beam anomalous extinction 

distance E'. An equivalent definition obtained from the wave-mechanical a . 
formulation may be given using the notion of a complex crystal potential. 

If the g-th order Fourier coefficient of the complex crystal potential 

is written as V +iV' where Va is the Fourier ooefficient of the real g g 

crystal potential, then the anomalous absorption coefficient may be 

wri tten as V' IV (Humphreys &I Hirsch, 1968). 
g g 

Estimates of the anomalous absorption coefficient for silioon and 

various diN'ract1ng vectors can. be made from the theoretical values of 
, 

Humphreys &I Hirsch (1968) or, alternatively, from the values of V and 
\ , 

V' given by Radi (1970). It should, however. be noticed that the values 
g 

shown in Humphreys & Hirsch's plots and those obtained from Radi's results 

are for the theoretical case of 'zero aperture' and in practice, when 

objective apertures with angular diameters of the order of the order 

of the Bragg anale are used, these values generally need to be increased 

(Metherell & Whelan, 1967; Titchmarch, 1971). 

The values of the anomalous absorption coefficient obtained by the 

two methods mentioned above are shown in table A17.1. The values taken 
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&om Humphreys It H1rach (1968) were subsequently used f'or calculatina 

the (two-beam) anomalous extinction distances aiven also in table A17.1. 

A17.4 Determination of' the crystal deviation from the Brasa reflectina 

position 

The deviation from the Braag condition, represented by w..se • where a 
s is the distance in reciProcal space from the reciprocal lattice point 

corresponding to the operating dif'f'raction vector to the Ewald sphere, 

is required not only for the integration of the Howie-Whelan equations, 

but also for the determination of' the effective extinction distance 

when w/:O. 

Following Head et ale (1973) the value of w is exp:ressed as a 

linear :f\mction of I:..x2/x. where />x2 is the distance between the second 

order diffraction spot and its associated excess Kikuchi line, and x is 

the measured distance between neighbouring spots in the systematic row 

on the di1'fraction pattern. The:f'ul.l expression f'or w is: 

w - Egi !IBB(1-2Ax2/x) 

For raPid determination of w is usefUl. to plot w as a fUnction 

of Ax/X. The plot f'or sUicon is shown in f'ieure A17.1; the dashed 

lines are the values of w plotted using the c of Hirsch et ale (1965). 
& 

Note that the error introduced is relatively small (1ess than 10%) and 

decreases with increasing I g I. -
Footnotes 1: There is no way of choosing a primitive cell such 

that the basis contains only one atom. 

2: See also Jette" Foote (1935), Lipson It Roaers (1944), 

Straumanis It Aka (1952), Stramanis et ale (1981), 

Beu et ale (1962). 



Figure A17.l 

Plot of W VSr,6X2/X for silicon and 150 keV energy electrons. 

Solid lines are from values of Eg calculated in this thesis, 

dashed lines use E values of Hirsch et a1. (1965). 
g 
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