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Abstract

ABSTRACT

The majority of software development projects normally connected with the application of new or

advanced technologies. The use of advanced and, in most cases, unproven technology on software

development projects could leads to a large number of risks. Every aspect of a software

development project could be influenced by risks that could cause project failure. Generally, the

success of a software development project is directly connected with the involved risk, i.e. project

risks should be successfully mitigated in order to finish a software development project within the

budget allocated.

One of the early researches on risk of software projects was conducted by Boehm (1991)

where the research identified top 10 risk factors for software project. Boehm research had been the

starting point of research in risk of software projects. For the past 10-15 years, many researches had

been conducted with the introduction of frameworks and guidelines. However, still software

development project failures had been reported in the academic literatures. Researchers and

practitioners in this area have long been concerned with the difficulties of managing the risks

relating to the development and implementation of IT software projects.

This research is concerned specifically with the risk of failure of IT software projects, and

how related risk constructs are framed. Extant research highlights the need for further research into

how a theoretically coherent risk construct can be combined with an empirical validation of the

links between risk likelihood, risk impact on cost overrun, and evidence of strategic responses in

terms of risk mitigation

The proposal within this research is to address this aspect of the debate by seeking to

clarify the role of a project life cycle as a frame of reference that contracting parties might agree

upon and which should act as the basis for the project risk construct. The focus on the project life

cycle as a risk frame of reference potentially leads to a common, practical view of the (multi)

dimensionality setting of risk within which risk factors may be identified and which believe to be

grounded across a wide range of projects and, specifically in this research, for IT software projects.

The research surveyed and examine the opinions of professionals in IT and software

companies. We assess which risk factors are most likely to occur in IT software projects; evaluate

risk impact by assessing which risk factors IT professionals specifically think are likely to give rise

to the possibility of cost overruns; and we empirically link which risk mitigation strategies are most

likely to be employed in practice as a response to the risks and impacts identified.
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Abstract

The data obtained were processed, analysed and ranked. By using the EXCEL and SPSS

for factor analysis, all the risk factors were reduced and groups into clusters and components for

further correlation analysis. The analysis was able to evidence opinion on risk likelihood, the

impact of the risk of cost overrun, and the strategic responses that are likely to be effective in

mitigating the risks that emerge in IT software projects.

The analysis indicates that it is possible to identify a grouping of risk that is reflective of

the different stages of the project life cycle which suggest three identifiable groups when viewing

risk from the likelihood of occurrence and three identifiable groups from a cost overrun

perspective. The evidence relating to the cost overrun view of risk provided a stronger view of

which components of risk were important compared with risk likelihood. The research account for

this difference by suggesting that a more coherent framework, or risk construct, offered by viewing

risk within the context of a project life cycle allows those involved in IT software projects to have a

clearer view of the relationships between risk factors. It also allows the various risk components

and the associated emergent clusters to be more readily identifiable.

The research on strategic response indicated different strategies as being effective between

risk likelihood versus cost overrun. The study was able to verify the effective mitigation strategies

that are correlated to the risk components. In this way, the actions or consequences conditioned can

be observed on identification of risk likelihood and risk impact on cost overrun. However, the

focus of attention on technical issues and the degree to which they attract strategic response is a

new finding in addition to the usual reports concerning the importance of non-technical aspects of

IT software projects.

The research also developed a fuzzy theory based model to assist software practitioners in

the software development life cycle. This model could help the practitioners in the decision making

of dealing with risks in the software project.

The contribution of the research relates to the assessment of risk within a construct that is

defined in the context of a fairly broadly accepted view of the life cycle of projects. The software

risk construct based on the project management framework proposed in this research could

facilitates a focus on roles and responsibilities, and allows for the coordination and integration of

activities for regular monitoring and aligning with the project goals. This contribution would better

enable management to identify and manage risk as they emerge with project stages and more

closely reflect project activity and processes and facilitate the risk management strategies exercise.

Keywords: risk management, project planning, IT implementation, project life cycle
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Chapter I : Introduction

CHAPTER! INTRODUCTION

t.1. Introduction

The management of IT projects has raised some important challenges for both the theory

and practice of public and private sector management. Many high profile examples exist of cost

overruns and service delivery failures around 'new' projects where outcomes are not 'as planned'.

Examples of the huge scale and wide scope of such failures are not hard to find (see the Table 1.1

in Appendixes, of examples in Charette (2005) which provides some startling reading). The ways

in which managers deal with both the inherent uncertainty and the complexity of such projects

and the manner in which error cost is embedded within decision making remain major challenges

for organisations and ones that have been seen to embed the potential for 'crisis' within the

organisation's strategy (Smith, 1995).

Project management serves as a useful context to illustrate the ways in which

organisations 'fail' to achieve the objectives that they set for themselves. An important issue

within projects concerns the manner in which the unique and emergent characteristics of the

project generate risks and the implications that this has for managerial decision-making. A key

element of this process has related to the manner in which managers within organisations perceive

the nature of the risks they face (Coles & Hodgkinson, 2008) and how these perceptions shape

their 'knowledge' and understanding (Seidl, 2007). As these perceptions of risk will shape the

manner in which organisational defences are configured then they form an important part of the

process by which controls are put in place.

The manner in which such uncertainty has been incorporated into decision making has

attracted a considerable amount of attention within the literature (Collingridge, 1984, 1992;

Handy, 1994, 1995; Reason, 1997) and has resulted in some observers comparing the associated

failures of managerial processes as akin to 'sloppy management' (Turner, 1994). The complexity

that is inherent within projects exposes the weaknesses that exist in management processes and

functions and results in an inability of managers to deal with the emergent properties that are

inherent in all major projects. In this regard, managerial perceptions and'understanding' will

shape their interpretations of emergent properties and may result in processes of cognitive

blindness (Coles & Hodgkinson, 2008).

Projects are also 'multi-level issues' (Dansereau and Yammarino. 2002) and are resistant

to simple solutions, and attempts to impose forms of 'template management' that have proved

successful elsewhere (Smith, 2005). As such, they require organisations to consider the base

principles on which both the decisions and the manner in which the task demands generate

challenges around the cohesion and control of organisational activities. Projects also require

F.A.Mohd Rahim 2011



Chapter I : Introduction

organisations to reflect on the ways in which they frame, manage and disseminate the knowledge

that is required to make sense of the complex nature of the project to those who will manage it.

This is a particularly important issue when dealing with external sources of risk (Palomo, Insua &

Ruggeri, 2007) and the manner in which such risks can impact on the performance of the project.

The management of a project should not be seen as an additional part of the usual day to

day process of running a business, but a more serious, thorough, dynamic and practical approach

should be taken strategically in dealing with the management of project; for example; a separate

project management unit or appointment of project management expert. In particular, it could be

argued that effective project management challenges the ways in which the organisation works

and functions. Instead of simply conceptualising the task demands generated by the project as

issues that can be dealt with by a normal (Perrow, 1984) ways of working, organisations need to

ensure that they identify and develop the dynamic capabilities (Ambrosini, Bowman, & Collier,

2009; Easterby-Smith, Lyles, & Peteraf, 2009; Macher & Mowery, 2009) that are needed to cope

with the task demands of the project.

1.2. Focus of the research

The focus of the research concerns the development and implementation of IT software

project which involved many risks that could contribute the failures of the software project. With

the complexity of the software project and the risk factors involved, further research in this area

deemed necessary as explained further in later paragraphs.

First, research on IT software implementation projects indicates that most projects fail to

deliver business value in the way anticipated or they do not function at all (Kumar, 2002;

Procaccino et al. 2005; Rubinstein 2007; Sauer et al. 2007). These failures represent significant

service delivery problems that, in modem 'tightly coupled' and 'interactively complex'

organisations (Perrow, 1984) can generate quite fundamental problems around organisational

strategy and performance. For example, Ewusi-Mensah & Przasnyski (1991) report that 35% of

failing or troubled software projects were abandoned after the implementation stage; the Keil &

Mann (1997) study of IS auditors found that about 30-40% of software projects showed some

degree of project escalation; and industry surveys suggest that only about 25% of software

projects succeed outright (that is, completed as scheduled, budgeted and specified (Bannermann,

2008». The cost of this level of failure is significant (Charette, 2005), global (KPMG, 2005), and

is widespread across the economy (Sauer & Cuthbertson, 2003).

Second, there are issues relating to the 'boundaries of consideration' (Jackson, 2002) that

managers impose on projects and the implications that these may have in terms of constraining the

processes around decision making and planning. These issues are at the core of management

functions and processes and generate challenges in terms of the predictive validity associated with

decision making and the evidence-base on which those decisions are made. Seyedhoseini, et al
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Chapter 1 : Introduction

(2009) argue that time quality and cost are often seen as the central elements of a successful

project. A selective focus on a narrow set of issues without giving due consideration to the wider

factors that can influence the success of a project is inherently problematic.

Third, projects provide important insights into the ways that emergent properties impact

upon the control and cohesion of strategy. Of particular importance here is the manner in which

failures around cohesion and control can generate emergent risks for the organisation. The

problematic nature of the risks associated with IT software projects is not a new area of research

(Block 1983), nor is the fact that proper management of such risks affects the success or failure of

a project (Han & Huang, 2007; Jiang & Klein, 2000), but the perception of project risk and

creation of an appropriate risk construct remains an area of significant contention. It is this, the

aim is to address and explore, and to assess the implications it has for the generation and

management of risk as it relates to management of IT software projects.

1.3. Risk construct of IT software project

An important element of the debate relates to a set of unresolved issues surrounding the

failure to understand, identify and manage these risks, and which are often cited as contributing

factors in software project failures (Keil et al. 2000). Specifically, the research focus, concerns the

absence of an agreed risk construct for IT software projects over which there has been academic

disagreement for some years (Wallace & Keil, 2004; Barki et aI, 1993). The key issue appears to

be the lack of a systematic method by which the risk construct is developed that enabled initial

problem boundaries to be identified. This has led to a variety in the number and descriptions used

for candidate risk factors. The consequence is that, there has been:

"little attempt to move beyond checklists to establish the underlying dimensions

of the software project risk construct or to develop good instruments for

assessing software project risk." (Wallace & Keil, 2004, pg 291)."

Additionally, as reported in Keil et al (2008), there is somewhat mixed evidence of the

use of risk checklists: the study finds more risks being identified but that this had no impact on

decision-making and also, importantly for this research, that the checklists help shape risk

perception. This has its own risks, as the authors point out

"To the extent that the risk checklist is not comprehensive or is biased toward

certain risks and away from others, this can impact risk perception, as the

checklist serves as an attention-shaping mechanism. " (Keil et al2008, Page 915)
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The proposal within this research is to address this aspect of the debate by seeking to

clarify the role of a project life cycle as a frame of reference that contracting parties might agree

upon and which should act as the basis for the project risk construct. The focus on the project life

cycle as a risk frame of reference potentially leads to a common, practical view of the (multi)

dimensionality setting of risk within which risk factors may be identified and which believe to be

grounded across a wide range of projects and, specifically in this research, for IT software

projects. A key dynamic here is the manner in which organisations embrace the project as a key

component of normal management approaches to risk - thereby increasing the sense of cohesion

and control around the process - rather than seeing it as an external issue to be managed by

'experts'. The incorporation of the project allows for a challenge to be mounted to the core

assumptions and beliefs of both the organisation's core management as well as its project teams.

1.4. Aims & Objectives

The purpose and contribution of this research is underpinned by an exploration of the

nature of a risk construct as it relates to IT software project failure within the project life cycle

and to propose a viable method at addressing this, as yet, unresolved issue. This will be able to

coherently address the key aims of the research, which are :-

• Ascertaining what risk factors are most likely to emerge (the 'risk likelihood' question);

• To identify the impact of the emerging risk factors in relation to cost overrun (the 'risk

impact' question);

• To reveal which risk mitigation strategies are likely to be used in practice (the 'risk

resolution' question).

• The mitigation strategies will be empirically correlated to both the most likely risks and

those most important to cost overrun so as to link, in a manner not before reported, how

risk is addressed in IT software projects.

• Through the rating, ranking, and common groupings or clustering of the risk factors,

fuzzy models will also be developed in assisting the practitioners assessing the risk

factors within the life cycle stages.

The research seeks to address directly how organisations can ensure that they identify and

develop the dynamic managerial capabilities that are needed to cope with the task demands of the

risks inherent in the implementation of IT software projects. The research believe that this

approach is theoretically coherent and represents a consistent explanation of risk management

used broadly in practice.
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1.5. Problem Statement

The manner in which risk is identified, quantified and decisions taken about its

consequences forms part of an important element in the development of an organisation's

strategic management process and has a particular salience within project management. The

method by which 'risk' is organisationally 'constructed' implies a pre-conception of the

boundaries of consideration that serves to shape the organisation's portfolio of risks and from

which the methods of managing those risks is derived.

The fact that there is a degree of 'agreement' about a risk and its expression does not, of

course, mean that a risk construct has predictive validity. An agreed risk 'construct' is a starting

point for dealing with risk within project management and it is a dynamic expression that is

subject to change. The problem is essentially one of construct validity in which risk factors are

understood, identified and communicated effectively. Wallace et al. (2004) argue that the linkages

between IT software project risk and performance are often missing and that risk checklists and

existing risk frameworks do not connect to project performance. The inevitable consequence will

be the failure to create relevant risk mitigation strategies as the assumptions and core beliefs of

decision makers will shape the 'lens' through which the problem is viewed.

Risk within organisations is invariably grounded within an analytical framework and a

data set that can have varying degrees of robustness. It is not, and perhaps never can be, a precise

calculus given the inherent ambiguities that surround major projects. The demarcation of IT

projects into project life cycle stages responds directly to this complexity and to calls for research

in the area (Ewusi-Mensah & Przasnyski, 1994). Work by Ewusi-Mensah & Przasnyski (1994),

for example, looked at project abandonment and called for further work in relation to project

stages. As a consequence, the complex cause-effect-response relationships in risk management of

IT projects remains an inadequately addressed problem. Moreover, a key dynamic of this process

relates to the ways in which project teams are constructed, resourced and, in some cases,

outsourced.

The use of outside consultants in software projects is extensive (Sumner, 2000) and, with

projects that engage outside professionals to assist, it would seem essential that agreement

between user and outside service provider (the 'IT professional') on all aspects of the project is in

place before work begins and resources are committed. The agreement between the contracting

parties then becomes the frame (or reference point) for project process, delivery and cost. It is

within this context that risk factors could be specifically identified, understood, addressed and risk

consequences managed. The frame of reference that the contract represents then emerges as an

agreed risk construct based on both the organisational context of the client and on the project

experience of the IT professional. What the research seek to illustrate is that agreement

concerning risk constructs between contracting parties (in this case the IT user and IT
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professional) are freely entered into and reflect a common understanding of IT software project

risk exposure.

The research priori view is that the perspective of IT professionals is an important one to

obtain (Keil et a12008) but is not one which, in this study, would necessarily produce a bias in the

results arising from lack of scope of perspective. However, it need to point-out that the risk

construct is not exclusively drawn-up with IT professionals in mind and which would therefore

limit the generality of the results. The construct is general, the responses, of course, might vary

dependent on which stakeholder is asked. The conclusions drawn therefore relate to the opinions

of IT professionals and hence the scope of the study in terms of stakeholders is limited but which

the research argue has resonance to the views of other stakeholders if the risk construct is

accepted and evidenced as a valid construct. The methodology is premised on an agreed risk

construct and, it is within that agreed context, that different views are sought. It would seem both

inappropriate and potentially damaging to offer a different risk construct when a framework that

is likely to represent the foundation of a risk construct already exists.

Such an approach leads to an immediate and obvious interpretability of risk factors which

has been a problem previously encountered (McFarlan, 1981; Barki et al. 1993; and Jiang &

Klein, 2001). Moreover, it is distinguish in this survey and analysis between the identification and

impact of risk factors as related to IT software project failure. That is, the research provides

evidence on IT software project risk from both identification and consequentiality perspectives.

The research impact measure is referenced to project cost overruns. This is not a comprehensive

measure but does provide at least one metric which is firmly placed into a wider risk construct,

which go on to elaborate, and which directly addresses the reports of inadequately few attempts to

measure IT software project risk (Wallace et al. 2004; Barki, et al. 1993; Ewusi-Mensah (1997):

and Yetton, et al. 2000).

Whilst there are many different, broad and overlapping definitions of project success and

failure (Baccarini, 2004; Linberg, 1999; Proccacino et al. 2005; Ropponen & Lyytinen, 2000;),

completing the project within the estimated budget remains the project characterisation that is

most frequently mentioned with respect to the reporting of project failure (see Atkinson, 1999).

Whichever way 'project failure' is characterised, it is hard to escape the idea of there being either

a direct or indirect project cost implication (Mata et al.,1995, Reel, 1999, and Melville, et al.,

2004;).

Lopes & Flavell, (1998) explore in a survey study a broad number of dimensions of

project failure and argue that concentrating on cost and technical failure is too narrow a definition

of 'failure'. They do not dismiss the importance of costs and emphasise that cost/profit

considerations cannot be 'subjugated' since the financial viability of the private firm supports its

principal objective: as they put it, 'survival'. Notwithstanding the importance of financial factors,

the authors go on to provide examples of non-financial factors that should be considered (such as
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broader political, environmental, social, and wider organisational aspects). These are wide ranging

and both detailed and contextual in that many of the factors refer to the environment within which

projects are developed and thus reflect the importance of layers of complexity in projects. This is

reinforced by this research earlier comment that projects are 'multi-level issues' (Dansereau &

Yammarino. 2002) and, as such, may well be immune to quantitative analysis that accounts for all

influences. However, this research focus is for empirical validation of risk likelihood and risk

impact as measured by cost overrun within a fairly tightly defined risk construct. This study is

consequently limited compared to the factors listed in Lopes and Flavell (1998). The requirement

for empirical validation will necessarily precludes considerations of social impact, for example,

since they present difficulties for empirical validation.

Lopes & Flavell's conclusion that cost cannot be subjugated is supported in Sumner

(2000), for example, who reports that, out of 7 case studies researching risk relating to enterprise-

wide system development, 6 of these had cost reduction as a project goal. Furthermore, a cost

consequence approach as this research would argue is most readily interpretable by survey

participants and is one which naturally accords with a major characterisation of project failure in

popular perception. More specifically, the research contention is that a cost focus leads to survey

responses that are directly relatable to the experience of the survey participant base (as one party

to a cost/fee-based contract), is more likely to be relevant to IT software project risk goals in a

commonly understood manner and which, consequently, is likely to enhance the psychometric

properties of the research survey results.

1.6. Significanceof the study
It is fairly widely reported that the management of risk reduces project failure and

improves software project outcomes (for example, Boehm, 1991; Ropponen and Lyytinnen, 2000;

and Keil et ai, 2008). This is underlined by a set of principles and practices aimed at identifying,

analysing and handling risk factors to improve the chances of achieving a successful project

outcome or avoid project failure (Boehm 1989, 1991; Charette 1989; Kerzner 2003; Huang and

Han, 2008). However, the linkage between identification, quantification and risk mitigation

remains largely unexplored in the literature from an empirical perspective. Researchers are mostly

unaware of what happens in practice concerning the linkages of different risk stages over a range

of IT projects although there have been repeated calls for and references to the need for this

evidence (Fairley, 1994; Heemstra and Kusters, 1996; Conrow and Shishido, 1997; Brandon,

2005; and Bannerman, 2008).

Of the work that is available, Tesch et al (2007) identifies avoidance and mitigation

strategies that include: a consistent commitment from top management (also identified in Cule at

ai, 2000), planning and scheduling of project into phases, adequate user involvement, the

establishment of good communication lines, and adequate resource requirement planning. The
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study also suggested that the project team have a written project charter which contains

information such as a clear goals and requirements, clearly outlined deliverables and success

criteria, contingency or back up plans, and a roles and responsibilities matrix. Mahaney & Lederer

(2009) focus on the impact of monitoring and regular updating of the project as important

strategies. Their study revealed that thorough monitoring and regular updating could provide

information that the project is progressing within budget, on schedule and achieving quality

expectations. Shih-Chieh Su et al (2008) highlighted the users' perspective to control progress and

act as product quality gate-keepers in the software development process.

What seems apparent from the extant research relates to the twin deficiencies of a lack of

agreed risk construct combined with an empirical validation of the links between risk likelihood,

risk impact, and evidence of strategic response in terms of risk mitigation. The risk construct the

research propose and the evidence it seek to accumulate is designed to address these deficiencies.

The problem boundary is set by the proposed risk construct within the context of the project life

cycle. The survey evidence then directly reports to key areas of risk identification, quantification

and mitigation. The mitigation strategies reported are empirically those most likely to be observed

as addressing the most likely risks and those most closely associated with cost overrun.

1.7. Methodology outline

The research methodology is generally outlined in this paragraph. However, the

subsequently detail of the research methodology approach with further argument and empirical

support, is elaborated in the later methodology chapter.

The research reports an analysis of a survey of IT professionals with the objective of

ascertaining their views concerning the identification, impact evaluation, and possible mitigation

of the risks involved in supporting the development of IT software projects. The research method

comprises a number of tasks and phases. The early phase involves the literature reviews on the

subject area to gain more insight into the risk factors that may affect a software project. This

approach is consistent with how other researchers conducted their research in this area. Eun Hee

Kim et al (2006) and Perera et al (2006) also used extensive literature reviews of IT project risk

factors, and produce a risk list for their study. Even Wat & Ngai (2005), Wallace et al (2004),

Ropponen & Lyytinen (2000) used the same method. This resulted in a list of overlapping risk

factors, as other researchers also tends to use previous researchers list for their own research, with

the additional of some new risk factors. Apart from the literature reviews, other risk factors were

also. identified through the researcher's knowledge, understanding, informal discussion and

brainstorming sessions with others.

8 F.A.Mohd Rahim 2011



Chapter I : Introduction

The next step involves identifying an appropriate risk construct based on the project

management perspectives of project life cycle and then to produce a list of candidate risk factors

to be included in the survey. The list of risk candidates were categorised and interpreted in terms

of the risk construct. The major empirical analysis is undertaken in which determining how survey

participants ranked IT software project risk likelihood of emergence and impact of the emerging

risks on cost overruns. The survey respondents were also asked to rank the effectiveness of risk

mitigation strategies from a comprehensive list drawn from the literature. The ranked risk

mitigation strategies were then correlated to the extracted risk likelihood and to cost overrun

components.

The questionnaire survey was circulated electronically to software development

companies, IT consultancy and management companies and web development companies in the

UK, USA, Europe, India, China, Japan, Canada, Australia and some other Asian countries. Their

contact and email addresses were obtained from the internet. Respondents were approached across

a variety of IT job functions, management hierarchy and with varying amount of experience. A

total of 1000 IT/IS related companies with an email address for correspondence was selected as

respondents, with 324 returned completed questionnaires.

The completed questionnaire were transferred into a proper tabling and formatting using

Microsoft Excel and Statistical Package for Social Science (SPSS) in order to extract relevant

statistical data for the research. The statistical findings of the survey, the overall conclusions and

implications of the research were presented in the later chapters.

1.S. Outline chapten

Chapter 1 Provides an introduction, purposes and objectives of the research. A theoretical

literature review and justification of the significance and importance of the research were

outlined. The focus of the research, the research background and the problem statement were

elaborated in this chapter.

Chapter 2 The research methodology for the research was highlighted. The approach for the

development of the questionnaire design for the survey was elaborated. The research framework

and the risk construct proposed for this research were explained. The data collection processed

and the analytical methods used for this research were highlighted.
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Chapter3 This chapter highlighted a few of the most common and generic software

development life cycles that being used in the software industries. The risks associated with the

existing software development life cycle were highlighted. The relevancy of the life cycle from

the perspectives of project management was also identified.

Chapter 4 In this chapter, the focus is on extracting the generic risk factors from the

literature reviews of software project risk which are common to most projects. The risk factors

extracted were organized into the relevant stages of the project management perspective to make

them more useful and meaningful for the managers and practitioners. A new framework within

the perspectives of the project management life cycle was proposed for the research.

Chapter 5 Data collection was conducted and the descriptive analysis of the responses was

performed using the Microsoft Excel and SPSS. The data obtained were grouped and organised in

order to be analysed and discussed further in later chapters. The general and overall findings of

the survey were presented in this chapter, but the detail discussions of the findings were presented

in later chapters. The statistical techniques includes ranking, weighted mean, standard deviation,

coefficient of variation and severity index.

Chapter 6 The results of the descriptive analysis from the previous chapter were elaborated

and the perceptions of the software practitioners were discussed in details. The main areas of

agreements and disagreements of the perceptions among the practitioners were discussed.

ANOVA analysis and Post Hoc test also conducted in supporting the arguments.

Chapter 7 Factor analysis processes of the responses was conducted. Using the principal

component analysis (PCA) techniques with the SPSS, components of the risk factors were

identified based on the factor loading scores. Clustering of the components were established in

finding common themes based on the proposed risk construct of project management life cycle.

Chapter 8 The result of the responses regarding the risk management strategies was

discussed. The differences in the strategies chosen for different risk components for the risk

occurrence and its impact on cost overrun were highlighted among the different practitioners.

Chapter 9 Results from the factor analysis process were used for the modelling using the

fuzzy analysis theory. The existing software project risk model was explained and the use of

fuzzy modelling techniques was also detailed. The methods and computation of the fuzzy

membership function were explained. Risk profiles based on the fuzzy was developed and a

hypothetical example of the fuzzy model application was highlighted.
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Chapter 10 Discussion of the results of the whole analysis and research conclusion. This

chapter discusses the significance and the relevancy of the research within the overall perspective

of the software development project. Relationship and correlations of the risk occurrence, its

impact on the cost overrun and risk mitigation strategies were identified and explained.

Chapter 11 Summary, Research contribution and recommendations for further research. The

whole perspective of the research and the research contribution towards the practical and

application perspectives were highlighted. The limitations of the research and the

recommendations for further research were also explained.
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CHAPTER2 RESEARCH METHODOLOGY

2.1. Introduction
The purpose of this chapter is to present the methodologies and processes employed to

develop and design the questionnaire for the research. Even though there were some advantages

and disadvantages of a survey method (Bloom & Fisher, 1982; Raj, 1972; Burns, 2000, Newell,

1993), but most researchers agreed that a survey method is the effective and preferred methods for

statistical data and opinion collection. Also, through the literature reviews, most of the researchers

in this area were conducted through a survey, rather than other methods such as interviews or case

study (Keil et al, 2008; Costa et al, 2007; Wallace at al, 2004, Schmidt, 2001; Ropponen, 2000;

Jiang et al 1999,2000).

A questionnaire survey was conducted for this research in order to identify the likelihood

of risk factors and its impact on cost overrun of a software project. The data obtained through the

questionnaire was analysed using the Microsoft Excel and SPSS to assess the perceptions of the

practitioners/respondents. These data were also used to develop a fuzzy modeling of the

likelihood of risk factors and its impact on cost overrun.

The methodology is outlined in Figure 2.1 and the approach is subsequently detailed with

further argument and empirical support.

2.2. Research method
The research method comprises a number of tasks as shown in Figure 2.2. Task 1 involves

identifying an appropriate risk construct and then to produce a list of candidate risk factors to be

included in the survey. The list of risk factors extracted from the literature reviews was

incorporated in the risk construct in terms of project management life cycle stages. The

questionnaire design was developed to be used in the data collection phase. The data collection is

undertaken as Task 2 and the statistically validity of the sample also detailed. The analytical

choice is explained in Task 3 which is designed to discover, from the survey evidence, how

important risks may be categorised and then interpreted in terms of our risk construct. The

descriptive statistics of the survey were analysed within this task.
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Figure 2.2 : The process used in the development, validation and interpretation of the instrument
Source: adapted from Smith et at. (1996), and Wallace, et at. (2004)

Taskl Identify the dimensionality of risks construct

Generate sample of risk groups

Sorting risks into PM life cycle development
stages

Assess construct's content validity

Questionnaire design and development

Administer instrument to practising IT
professionals

Select method of analysis and refine construct
measures

Literature review

Literature review

Perceptions analysis and factor analysis

Assess construct mitigating strategies

Assess impact of strategies on construct

Assess results generalizability

Fuzzy modelling

PM body of knowledge

Review by academics experts

Respondent of324 mainly
from the UK and USA

Descriptive statistics

Quantitative analysis;
qualitative analysis; ANOVA;
Factor analysis

Descriptive analysis; ANOV A

Correlation analysis

Fuzzy theory
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The major empirical analysis is undertaken in Task 4 in which determine how survey

participants ranked IT software project risk likelihood and cost overruns. The perceptions of the

software practitioners were differentiated for the risk likelihood and its impact on cost overruns.

The research hypothesis used for this task (based on 5% significance level) were :-

Ho (p > 0.05) - There is no significant different among the respondents rating for the
likelihood occurrence of risk factors

HI (p < 0.05) - At least one of the groups ratingfor the riskfactors likelihood occurrence
significantly different from at least one other groups

The 5% significance level was also used for the research hypothesis of the risk factors impact on

cost overrun :-

Ho (p > 0.05) - There is no significant different among the respondents ratingfor the risk
factors impact on the cost overrun of software project.

HI (p < 0.05) - At least one of the groups rating for the risk factors impact on the cost
overrun significantly different from at least one other groups

The survey respondents were also asked to rank risk mitigation strategies from a

comprehensive list drawn from the literature. Thus, Task 5 then determines which risk mitigation

strategies were most important according to the survey. This was undertaken both for risk

likelihood and the risk impact on cost overruns. The effectiveness of the risk mitigation strategies

were looked upon in relation to the reduction of IT software development risks, without

specifying their relationship to risk likelihood or the risk impact on cost overrun. The research

hypothesis used for this task was :-

Ho (p > 0.05): There is no significant difference among the respondents rating for the
effectiveness of the risk mitigation strategies.

HI (p < 0.05) : At least one of the groups ratingfor the effectiveness of the risk mitigation
strategies significantly different from at least one other groups.

Thus, Task 6 correlates mitigation strategies to risk components, for both likelihood and

cost overrun models that are extracted from factor analysis to determine which risk mitigation

strategies are effective in practice. Overall conclusions and implications of the research are drawn

in Task 7. Finally, in Task 8, a model of fuzzy risk analysis was proposed to assist software IT

practitioners and decision makers in formalising subjective thinking that are required in assessing

the current risk environment oftheir software development in a more systematic manner.
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2.3. Risk construct of the research

The survey directly asks participants their view about the core research questions

concerning risk identification, quantification or impact, and mitigation: that is, detailed questions

that elicit opinion on:

i. the most likely risks to emerge (the 'risk likelihood' question);

ii. the impact of the most likely risks to emerge in terms cost overrun (the risk

impact question); and

iii. the most effective mitigation strategies that reduce the risks (the 'risk resolution'

question).

The questions frame in detail from the research candidate risk factors and candidate mitigation

strategies that the research survey opinion on. Data was drawn from respondents who were asked

to rate risk factors in terms of its likelihood occurrence using a 5 point Likert scale (none;

unlikely; likely; highly likely; very highly likely).

Respondents were also asked to rate each risk factor impact on the cost overrun of a

software project using a 5 point Likert scale (Very low(I-10% overrun); Low (11-20% overrun);

Moderate (21-30% overrun); High (31-40% overrun); Very High (more than 40% overrun). For

risk mitigation strategies, a 7 point Likert scale is employed (don't know; not effective; very

slightly effective; generally effective; highly effective; very highly effective; exceptionally

effective). The method of framing the survey questions is determined by the risk construct

employed for the research.

Thus, in Task 1, the research starting point is to derive the proposed risk construct from

the project management models available for software development project. The available models

are themselves descriptions, in one form or another, of stereotypical whole project life cycles. In

that sense, represent putative risk constructs, since they articulate project activities that require

active management, including risk management from which were developed for the research.

There are a range of project management models used in practice for software development

project (for example the Waterfall Model (Alter, 1992), the Evolutionary and Incremental

Development model (Larman & Basili, 2003), Object Oriented models (Henderson-Sellers &

Edwards, 1990), Agile programming, Prototyping and CASE tools. Inevitably, there is a lack of

consensus on how to view or model the software development life cycle (Alter, 2001) which has

resulted in non-similarities of stage descriptions in survey responses in previous work (Davis et

al. 1998). This, of itself, poses a problem for risk construct development and the manner in which

risk is conceptualised which the research addressing.
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The available literature has produced a number of conceptual frameworks to explain

different types of software development risk, risk management strategies, and measures of

software project performance (Wallace & Keil, 2004; Na et al, 2007). In an investigation-based

literature review, Susan and Alter (2004a & 2004b) address the limitations and shortcomings of

the IT risk classification models. Their work used the risk lists produced by previous researchers

(Boehm 1991, Barki et al 1993, Keil et al 1998, Jiang & Klien 1999, 2000; Ropponen and

Lyytinen 2000; Schmidt et al 2000, Keil et al 2002, Addison 2003, Wallace et al 2004, and

Wallace & Keil 2004). The study concluded that existing IT risk classification models have

limited applicability and lack ability to easily communicate an organising framework for IT risk

factors: that is, a risk construct. In reinforcing this, the investigation also highlighted that IT risk

classification models should be based on clearly defined concepts that are understandable,

adaptable to a variety of contexts, and of practical use.

The basis in developing this line of enquiry is that categories, groupings and dimensions of

risk factors based on project management perspectives could potentially provide a broader

framing - and hence be more widely applicable - for thinking about what risks might be targeted

for risk mitigation. Such categorisations could be empirically derived from existing project

management practices and would therefore arguably be closer to management practice. Wallace et

al (2004) and Ropponen and Lyytinen (1996) stress the importance of empirically deriving the

sources and types of risks associated with software development projects. A further motivation for

employing a project management perspective is that resulting risk categorisations will be placed

in context of the stages, processes and activities within the software development project. As

such, risk management becomes engaged with project management in a clearer manner.

Kuruppuarachchi et al (2002) stress that, although many factors are involved to achieve IT

project success, having a detailed action with identifiable stages in a project lifecycle context

could increase the chances of success. Meredith & Mantel (2007) also highlighted that organising

risk factors in a project management framework facilitates a focus on roles and responsibilities

and allows for the coordination and integration of activities for regular monitoring and aligning

with the project goals. Such a taxonomy would then, arguably, better enable management to

identify and manage risk as they emerge with project stages and more closely reflect project

activity, allow more accurate assessment of the level of impact, and facilitate the identification of

the most appropriate risk mitigation strategies.

2.4. Risk construct framework

The research advancements in this area are to seek to harmonise the classification of risk

factors according to the life cycle stages by making reference, initially. to the Project

Management Body of Knowledge. (PMI,2004).
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This encompasses definitions of "project", "project management", "project life cycle" and

the process of project management. From this, the research produce a specification of the

software development life cycle into six broad stages which forms the structure of the

questionnaire. The stages are Feasibility study (FS), Project planning (PP), Requirements (R),

Development (D), Implementation (1M), and Operation and maintenance (OP). The candidate risk

factors are extracted from a review of the literature of the risks involved during the software

development life cycle and these amounted to 104 individually identified risk factors. The risk

factors then mapped into one of the 6 stages of the software development life cycle which allows

the research to categorise the questionnaire in terms of the risk construct/project life cycle

adopted. This approach adopts most of the instrument validation phases employed in Wallace et

al (2004) which describe in some detail. Their first phase of identifying an initial risk construct

was sourced ('culled', in their language, pg 296) from a review of the literature. The research

approach has the same phase but differs in that this research employed project management stages

using PMI which is itself a synthesis of project management approaches. In so doing the research

seeks to employ an initial risk construct which, from the outset, accords with existing project

management practice.

In their second phase, Wallace et al (2004) then go onto generate candidate risk factors

and, because they were initially generated by the researchers, they then subject the candidate risk

factors to a variety of sorting of pre-testing procedures to validate the words used to describe the

candidate risk factors and their interpretability as attributes of the risk construct they attempt to

investigate. This is unnecessary for this research candidate risk factors since they are sourced

from the literature, hence do not face the problem of validating self-generated candidate risk

factors. This does not imply a flaw in Wallace and her co-author's approach since they are

rigorous in testing what they have self-generated.

In phase 3, Wallace et al (2004) pre-test their survey instrument with software project

managers attending a conference. This research pre-tests the questionnaire by asking experienced

academics and researchers as an initial pre-survey screen. These experienced academics consist of

those who had already published their researches in this area, and their research outputs were also

used as part of the literature reviews. Responses were received from Verner (2002, 2005, 2007),

Klein, (2000,2001,2002), Kwan (2004, 2007) and Barros (2004, 2007). Their comments and

suggestions were considered and amendments were made to the questionnaire.

The risk factors were also subjected to post-survey validation by testing if it is possible to

categorise them into broader risk themes (that is, the risk construct). This is undertaken using

Bartlett's Test of Sphericity and the results reported below in Table 2.1.

Bartlett's test only examines if the correlation matrix between the risk factors is an

identity matrix (the null hypothesis_ and hence that is possible if the null is rejected to assert - to

a probability - that the candidate risk factors may be categorised. The fourth phase of the Wallace
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et al (2004) research is to conduct the survey leading to a sample of 507 (response rate of 13.3%)

at which point this research approaches coincide.

Stages Sartlett's T... of Sphericity
(Significance value)

Ukelihood occurrence Impact on cost overrun

Feasibility study 0.000 0.000

Proiect Dlamina 0.000 0.000

ReQuirement 0.000 0.000

Development 0.000 0.000

Implementation 0.000 0.000

Ooeration maintenance 0.000 0.000

Table 2.1 : Bartlett Test of Sphericity shows the significant value of p < 0.05, which means the
correlation is not identity matrix; i.e, it is possible to categorise them into broader risk themes
(that is, the risk construct)

Bartlett's measure test the null hypothesis (Ho> 0.05) that the original correlation matrix

is an identity matrix. For the possibilities of groupings or categorizing of the risk factors to work,

it needs some relationships between variables that measure similar things or have common trend

and themes. Using a significance level of 0.05, the Bartlett's test shows the values of p for both

likelihood occurrence and impact on cost overrun are highly significant. This test tells us that the

correlation matrix is not an identity matrix; therefore, there are some relationships between the

variables. The results of the Bartlett test proved that categorizing these variables into broader risk

themes are possible.

2.S. Questionnaire design

Many researchers believed that a questionnaire is the fastest and the most effective technique for

statistical data and opinion collection (Parasumraman, 1991; Bums, 2000; Bloom & FRisher,

1982), compared to the other methods. Questionnaires methods provides enough time for

respondents to consider their responses carefully without interference from an interviewer or

caller for instance. Questionnaires are less intrusive than other approaches, are familiar techniques

of obtaining information and data to most people and hence do not make them apprehensive.

Questionnaires can address many issues and questions of concern and can be employed for studies

involved in a high number of sample size or vast geographical region. As this study involved high

number of risk factors and required a large sample size, questionnaires deemed to be the

appropriate option. The list of risk factors were collected and sourced from the relevant literatures
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in this area, with the addition of risk factors identified based on researchers knowledge,

understanding and discussions with supervisors and fellow researchers.

The draft questionnaire produced was shown to supervisors, colleagues, fellow

researchers and requesting comments or suggestions in terms of wordings, sequence of questions,

layout of the questionnaire and its contents. The suggestions include rewording the questions;

review the sequences of the risk factors and also questionnaire design layout. The review of the

draft questionnaire was done a few times to establish clearer questions, wordings, layout in the

design of the questionnaire. Wallace et al (2004), pre-test their survey instrument with software

project managers attending conference. This research pre-tests the questionnaire through a pilot

study by sending the questionnaires to experience academics and researchers in this area. These

experience researchers includes those who had already published their researches in this area for

the past years. Their research outputs were mainly used for references by other researchers and

this research. Their comments and suggestions were considered and amendments were made to

the questionnaire. This can ensure that the questions were comprehensible and most likely to

produce useful data.

Questionnaire design requires many modifications, editions and corrections before a final

draft creation ready for data collection. The main objective was to produce a final questionnaire

which makes the process of responding easier, more fluent and clearer for participants. In

addition, this may resulted in a good response rate. For this research, respondents are requested to

rate each risk factor using the 'Tick boxes' or rating approach, on the basis of their experience and

opinions to a certain statement, by asking them to rate its significance on a rating scale or Likert

scale. For this research, the scale range is from 0-5.

The design of the questionnaire was consistent with some other research conducted in this

area of study. (Jiang & Klien ,1999; Ropponen & Lyytinen,2000; Cule et al,2000; Schmidt et al,

2001; Wat & Ngai, 2005; Procaccino et al, 2005; Perera et al,2006; and Eun Hee Kim,2006).

However, they were differences among the previous rating method, in terms of the range of scales

being used.

The diagrammatic representation of the process flow of the questionnaire design was

illustrated in Figure 2.3.

2.6. Questionnaire structure
The main questionnaire survey consists of three parts; Part 1, addresses the general

information about the respondents background and experience; Part 2, lists the selected risk

factors and the respondents need to assess and rate the degree of significance of each risk factor

using the S-point scale. Part 3 is about asking the opinions of respondents in relation to the

effective risk mitigation strategies.
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In Part 1 of the questionnaire, general information about the respondents were asked, like

their background, nature of businesses, experience in years and number of projects involved. For

this research, three main category of businesses related to IT/IS were chosen; Software

development companies; IT consultancy & management companies and Web development

companies. Although, software project is more related to software development companies, but

due to the diversity of services that other IT/IS related companies might offer to their client than

their name suggest, the research need to include a more general IT/IS related companies as well.

This three main category of businesses should cover the majority of the population, if not all.

Additional information was also requested from the respondents, regarding their risk management

criteria, such as their risk management expertise and their risk management practice with their

organization.

from "prev\ous research, most of the studies were conducted by interviewing, role playing.

case studies or doing a survey on the software projects within the perceptions of the Project

managers or Users. In fact, the previous research samples were predominantly Project managers.

(Costa et al, 2007; Tesch et al, 2007; Wallace & Keil, 2004; Wallace et al, 2004; Schmidt et al,

2001; Ropponen & Lyytinnen, 2000; Jiang & Klien, 1999,2000; Keil et al, 1998; Barki et al,

1993; Boehm, 1991).

For this research, the focus of the respondents will be within the development team itself,

which include Project managers, Software Developers/programmers, IT technical support staff,

and also the Managing DirectorsIBoard of Directors. The Managing Directors! Board of Directors

perceptions was perceived to be relevant as the risk factors within the project could have very

significant effect on the running of the business as a whole. Whereas the IT technical support

perceptions also deemed to be very important as they are probably going to have a direct

involvement with the users during implementation and providing technical support when the

software is up and running. Users perspectives was not put through, as it is being done before by

Keil et al (2002) where his research found differences between project managers and users in the

risk factors they identified and their relative importance in software projects. Addison (2003) also

studied the differences of opinions of the most important risks factors in the development of E-

commerce project between project managers and users, using the Delphi technique.

Research also shows that project managers groups and users tend to identify and rank

highly risks that are perceived to be outside their own control (Bannerman, 2008). That is, they

tend to identify risks in the responsibility domains of others, rather than point to factors as risks

within their own areas of responsibility (March and Shapira, 1987; Schmidt et al., 2001). It is

crucial that the views of all key software practitioners groups are taken into account in the risk

identification and management process.
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Translate data requirements into draft questionnaire

Check Question .I I Yes
~ Form L

Are any changes needed?
I

I No

Check question
J I Yes

f---+ relevance and Are any changes needed?
wording I I

I No

Check question .I Are any changes needed I Yes

1--+ sequencing "I I
I

No l'
Check layout and Revise the~ ·l I Yes

Are any changes needed? rough draftappearance I

No

Mark the necessary Are there any
--+ check other checks to I--

be made

Yes

Make changes Mark the
Is another pre-test suggested by the pre- necessary check +-

needed? test

YesNo

J Prepare the final draft of the questionnaire I"I

No

Figure 2.3 : Components of questionnaire design process
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In Part II, respondents were provided with a list of risk factors related to software project,

divided into 6 stages of development lifecycle based on project management perspective. The

respondents need to assess the likelihood occurrence of each risk factors on a scale of I to 5,
where ;-

l-denote; None occurrence;

2-Unlikely;

3-Likely;

4-Highly likely;

5-Very highly likely.

The respondents were also asked to rate the impact of risk factors on cost overrun of the software

project as a percentage of the original estimate, also on a scale of 1-5, where :-

I-Very low (1-10% overrun);

2-Low (11-20% overrun);

3-Moderate (21-30% overrun);

4-High (31-40% overrun);

5-Very high (>40% overrun).

In Part III, respondents were asked to rate the effectiveness of the risk strategies in

response to the risk factors using the scale of 0-6 as below:-

0- don't know

I - not effective strategy

2 - very slightly effective strategy

3 - generally effective strategy

4 - highly effective strategy

5 - very highly effective strategy

6 - exceptionally effective strategy

For this Part III, the research look for perceptions of practitioners on the effectiveness of risk

mitigation strategies in reducing the risk generally, without specifying their relationship to the risk

likelihood or impact on cost overrun. The relationship exercise is undertaken later as part of the

correlation analysis of factors scores in extracted components from risk likelihood and impact on

cost overrun to these mitigating strategies.

The 5-point and 7-point scale are commonly used in a questionnaire survey. Limiting the

scales would simplify the data coding or transfer of responses for further analysis. The 5-point

and 7-point had a mid-value, whereby the respondents can express their views and perceptions in

both direction equally. The respondents can also give a neutral value if they don't have very
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definite choices. The 5-point scale is used for the risk occurrence and impact on cost overrun, as it

involve 5 scales for 104 risk factors, which is already produced a high number of matrix. A more

detail scale of 7-point scale is used for the effectiveness of risk strategies, as it only involve 30

mitigation strategies.

2.7. Data collection and survey validity

The questionnaire survey was circulated electronically in Task 2 in Figure 2.2 to software

development companies, IT consultancy and management companies and web development

companies in the UK, USA, Europe, India, China, Japan, Canada, Australia and some other Asian

countries during the early and mid 2008. Their contact and email addresses were obtained from

the internet. Respondents were approached across a variety of IT job functions, management

hierarchy and with varying amount of experience. A total of 324 valid questionnaires were

returned which constitutes a response rate of 32.4%. The research sample size is at a level that is

likely to ensure component estimate stability (see Guadagnoli & Velicer, 1988). A summarised

profile of respondents is shown in Table 2.2.

Over half of the respondents (61%) had more than 10 years of experience in software

project development with an average of 11.8 years (standard deviation of 5.29). Also, more than

half of the respondents had been involved with in excess of 6 projects with an average of 9

(standard deviation of 5.31). The research sample base compares favourably with other studies in

this area. Chang (2006), for example, uses a sample base of 219 for a quantitative survey in a

study of enterprise information system importance, implementation and benefits. Keil et al.

(2002), using a Delphi approach, based their findings on 15 managers with an average of9.5 years

of experience and a minimum involvement of 12 projects. Liu et al. (2009) employ 34 project

managers and 30 senior executives in looking at different perspectives on project risk (in another

Delphi study. Finally, Wallace at al (2004) report the responses obtained from 507 software

project managers concerning their risk constructs. The response rate reported in this study is close

to that in the work by Ropponen & Lytinen (2000) who reported 83 responses representing 33.5%

of the requests for information circulated.

The geographical spread of respondents, whilst from a wider base than nearly every other

study is, nonetheless dominated by the USA and UK which accords with previous research

samples. Thus, the survey respondents reflect geographical sources of other studies but are

extended geographically. No other country contains more than 10% of the survey sample and

hence do not expect any geographical skewness in the results that is different from studies

focussing on the USA and the UK. Of the studies reported previously that were used to compare

samples, the following sample survey geographical characteristics were reported; Chang 2006, not

specified, but likely to be USA given the reporting of the results; Keil et al 2002, USA only; Liu
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et al 2009, China only; and Wallace et al 2004, unspecified. As a consequence, it is felt that the

respondent sample reported here is broadly comparable with other research in this area.

Given the dominance of the US and UK in the research sample, it do not seem that the

research sample composition has significant different from other researchers in the field and the

limited disparity in views not a fundamental undermining of the research study as a basis of

comparison with earlier works.

Table 2.2: Background data of respondents experience In software projects

Partldpant characteristic: Responses Percental! (%)

Company type
Software development company 122 37.7
IT consultancy &management 104 32.1

Web development 98 30.2

Years of experience In software proJects
Less than 3 23 7.1

3-6 47 14.5
7-10 SS 17.0
11-14 81 25.0
15-18 86 26.5

More than 18 32 9.9

Number of software proJects
Less than 3 27 8.3

3-6 103 31.8
7 -10 83 25.6
11-14 48 14.8
15-18 40 12.4

More than 18 23 7.1

Geocrapblc: distribution
USA 131 40.4
UK 81 25.0
India 28 8.6
Canada 18 5.6
Others 174 20.4

The table reports survey respondent background and experiential details. Participation rate was 32.4% from 1000 requests. Table
reports details of participant company background, individual length of experience in software projects, the number of software
projects involved with and geographic distribution of survey participants. Individual countries reported for geographic distribution
where respondent numbers exceeded 10.

1.8. Analytical methods

The objective in the research analytical choice, in Task 3, Task 4 and Task 5, is to employ a

method that enables discovery, from the survey evidence, of how important risks may be

categorised and then interpreted in terms of the risk construct. Using a Likert scale, participants

were asked to rank, for IT projects, from a pre-defined list:

i. the most likely risks to emerge;

ii. the impact (in terms of percentage cost loss) of emerging ; and

iii. the most effective mitigation strategies that reduce risk.
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For questions in (i) and (ii) above, the survey responses were analysed using principal

components analysis (PCA) to determine which of the risk factors cluster into statistically

meaningful groupings. PCA has previously been used in grouping risk factors by Conger, Loch

and Helft 1995, Wallace, Keil and Rai 2004; and Jiang, and Klein, 1999, 2000. This initial part

of the analysis reduces the candidate risk factor list to those most influential using the Kaiser

(1960) criterion (explained in more detail in the next factor analysis chapter). The output of this

process is to produce extracted risk factors. Once the candidate risk factors are extracted they

were term simply 'risk factors' to distinguish them as confirmed from the risk factor candidate list

used in the survey questions. The risk factors were then grouped as explanatory factor loadings

into risk components. The aggregation of the remaining risk factors into risk components is a

clustering process that is a PCA-determined method that forms cluster based on the degree of

co linearity between risk factors.

The empirically derived risk components relating to questions (i) and (ii) are then

interpreted in terms which are meaningful in relation to the life-cycle of the project. This

reversion to the research risk construct is an important element of the research contribution, on the

basis of theory and further empirical work, why the risk components observed in practice are

likely to be important generally. Thus, the research seek to interpret the risk components observed

in relation to project life cycle which typically involves reconfiguring the observed components to

those that meaningfully relate to the risk construct, using methods that involve both appeal to

theory and further statistical investigation. This method follows that of Wallace & Keil (2004)

who use a socio-technical approach to help establish the (reconfigured) dimensionality of risks

they observe in their own survey. Using structural equation modelling they derive a 'first order

model' consisting of six dimensions to IT risks - equivalent to the research risk components -

which are determined empirically. They then create a 'second order model' comprised of three

risks. The relationship between first order and second order models is succinctly described in

Wallace & Keil (2004) as the relationship between a measurement model and a theoretical model.

Their appeal to theory therefore establishes content validity of the risks they derive.

Additionally, they conduct further statistical tests to establish criterion validity of their second

order model. This research approach is identical, only this research use the term components and

clusters. This research content validity is to appeal to our life-cycle risk construct to determine if a

more theoretically appealing and parsimonious grouping of the empirically derived risk

components can be established. This research criterion validity is to appeal to statistical

correlations with mitigation strategies that will be explain next in terms of question (iii).

In question (iii), the survey participants were also asked to independently rank mitigation

strategies in terms of their effectiveness as responses to IT software risk generally. The survey

responses on a predetermined list of 30 strategies, chosen from the available literature that will be

explain further in Chapter 8 (Risk management strategies). In linking mitigation strategies to
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extracted components, the statistical approach is to estimate factor scores using Bartlett's method

(DiStefano et al 2009), and which are available as an option in standard SPSS packages. From

this, will enable to correlate the mitigation rankings to both extracted components for risk

likelihood and the impact of cost overruns to assess which risk mitigation strategies are likely to

be used in practice (Rietveld & Van Hout 1993). Comments were made on the most important

issues as determined by the statistical significance of the correlation coefficients we calculate. In

using this approach enable to establish criterion validity for our risk construct which underpins the

generality of the findings.

From the analysis of the principal component analysis and clustering of the risk factors,

fuzzy modelling technique is employed to represent the risk factors. The purpose of this is to

reduce the influence of subjectivity during the evaluation and assessment exercise. A model of

fuzzy risk analysis is proposed to assist software practitioners and decision makers in formalising

subjective thinking that are required in assessing the current risk environment of their software

development in a more systematic manner.

2.9. Summary

In the end, the study are able to 'close the loop' from risk identification to risk impact to

risk mitigation. This study will be able to verify if effective mitigation strategies (as determined

by the survey) are correlated to groups of the risk components and, in turn, substantiate the risk

construct. In this way, if the study proceed as might be expected according to the research theory

and discover significant correlations that accord with the understanding of IT software risk as a

project life cycle risk construct, then actions (consequences) conditioned can be observed on

identification of risk likelihood and risk impact as conceptualised in terms of a project life cycle.
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CHAPTER3 PROJECT MANAGEMENT OF

SOFTWARE DEVELOPMENT LIFE

CYCLE

3.1. Introduction

Software development life cycle represents a set of general categories that show the major

steps, over time, of a software development project. Within these general categories are individual

tasks. Some of these tasks are present in most projects, while others would apply only to certain

types of projects. For example, smaller projects may not require as many tasks as larger ones.

There were numerous generic software development life cycle being established in the

software industries. There is no universal, standardized version of the software development life

cycle. Consultant firms, as well as IS groups within organizations, develop individualised versions

appropriate to their own operations and needs. They may give their versions unique names.

This chapter highlighted a few of the most common and generic software development life

cycles and discussed the relevancy of the life cycle from the perspectives of project management.

3.2. Software DevelopmentLife Cycle

3.2.1. Waterfall Model

The most common and established methodology used has been called the waterfall model.

The steps in this classical methodology are (Alter, 1992; 2002):-

• Definition
• Specification (requirements)
• Design
• Construction (programming and unit testing)
• Testing (system and integration)
• Installation
• Operation and maintenance

The specific steps can vary across organizations. A key characteristic of the Waterfall approach is

extensive formal reviews by project team members and business management at the end of each

major step. Without formal approvals, project team cannot begin on the next step of the

methodology. The completion of each phase therefore represents a major milestone in the

development of the system. Most Waterfall methodologies result in a lot of documentation.
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Definition

Figure 3.1 : Waterfall model approach

Although the Waterfall approach is a highly structured approach, but the highly technical

terms of the stages would be only be understood by competent IS specialists and knowledgeable

business managers. For the less knowledgeable business managers might have difficulty

understanding the whole process of the software development. This may lead to higher risk of

misunderstanding the requirements and processes, cost overrun and time overrun. Furthermore, as

this traditional waterfall approach is quite lengthy and costly, so, the strong support and

commitment from the management is needed. And, it is probably ideal for the business managers

or management to follow the software development process in less technical terms especially the

management is less knowledgeable, in order to gain the strong support.

3.2.2. Evolutionary development

The development methodology begins with only the user requirements that are very well

understood and builds a first version. Often that first version is just a prototype. (Edwads et al,

1995; Capron, 1993; Alter, 2002). Analysis, design, implementation and testing are done in a free

flow overlapping manner without any formal review of documents. The first version is then taken

back to the customer for review and definition of further requirements. The second version is then

built, and then taken back to the customer. This process continues until the customer is satisfied

with a version and no further extensions are required. The risk of using this methodology is

however, the visibility of the management may be limited because little intermediate

documentation is produced. Lesser or little documentation could increase the failure of managing

the software development project, as problems or risk associated with the project becomes

difficult to trace. As a result, the application of an appropriate risk management strategy may

become more complex and lengthy processes. Also, internal design is often poor for evolutionary

development because the entire scope is not visible from the beginning, and continually changing
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a system leads to a design that is less adaptable and harder to maintain. Although, the whole idea

of the review of the versions by the users, is for the benefit of the users, but, there is a risk of

developing unnecessary requirements than initially anticipated within the project goals and

objectives. Furthermore, as the versions go back and forth to the users until the users are satisfied,

in gaining the full user satisfaction would bring the project beyond the actual deadline and budget

stipulated.

Version 1

Version 2

Version N

Figure 3.2 : Evolutionary development

3.2.3. Incremental development

The methodology begins with a determination of all the requirements, but only in a rough

outline form. Next, those requirements are prioritised normally based upon those features that are

most important from a business perspective. Because time is spent up front looking at all

requirements a more appropriate overall platform, architecture and design can be selected.

(Edwards et al 1995; Hussein, 1995)

After the initial requirements phase, development proceeds as in the evolutionary method.

Incremental development is not as quick as evolutionary development, but attempts to avoid the

design problems caused by not knowing all the major requirements initially. The risks are that the

increments are based on the priorities of the requirements, and sometimes priorities may

significantly change during the time of developing the increments. Also, changing of
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requirements or any additional requirement could mean the emergent of new risks factors. As this

methodology involves the overlapping manner and iterations of the versions, and with less formal

review of documentations, there is always a possibility of the same risk factors emerge a few

times.

Requirements &
Overall design

~ VArl'linn 1

Requirements
subset

VArl'Iinn'Design code

Requirements
subset

Design code-----,,,,,.... VArl'Iinn N

Requirements
subset

Design code

Figure 3.3: Incremental development

3.2.4. Prototyping

It involves creating a scaled-down model of the product to be built. Instead of spending a

lot of time producing very detailed specifications, the developers find out only generally what the

users want.

The developers do not develop the complete system all at once. Instead they quickly create

a prototype, which either contains portions of the system of most interest to the users, or is a small

scale working model of the entire system. After reviewing the prototype with the users, the

developers refine and extend it. This process continues through several iterations until either the

users approve the design or it becomes apparent that the proposed system cannot meet their needs.

If the system is viable, the developers create a full scale version that includes additional features.

In this approach, the emphasis is on producing something quickly for the users to review.

After the users approve the prototype, the programmers can finish development making whatever

changes are necessary for acceptable performance and for meeting organizational standards. The

major risk in this method is the problem encountered developing the smaller scale model

compared to the full scale version may not be the same, and risk management strategies adopted
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may only suitable with the lower scale version. The magnitude of the risk factors could increase

significantly or not proportionate with the increase of the full scale version. Another risk is that,

while most people find it very difficult to specify in great detail exactly what they need for a new

software, it is quite easy for them to point out what they do not like that they can try out and use.

This may lead to the prolonged of completion time for the software project and the cost originally

estimated.

3.2.5. CASE (Computer-aided software engineering)

It refers to a collection of software tools used to automate some or all phases of an SOLC

process. Refers to computer software systems that generally support several steps in the

development process, usually including requirements, analysis, design and possibly other steps

such as coding, testing, documentation and version control. (Hussein, 1995; Martin et al, 1992)

There are different types of CASE products. Some products support one particular

methodology and others can support several methodologies; some support one particular

computer language and some may support several languages. This CASE environment also

supports a number of different types of users; project managers, designers, programmers, database

administrators, testers, technical writers and so forth.

Although this product provided significant development acceleration, there is a risk that

one must be careful not to let CASE replace a sound methodology, or all what will be accomplish

is to build the wrong system even faster. Another significant risk is the high technical complexity

of the CASE tools, as only experienced and knowledgeable project managers, developers and

business managers would be able the follow and understand the development process.

The initial introduction of CASE tools into an organization also required a major

commitment by management to a disciplined development methodology that is embedded within

the CASE tool. If an organization changes its methodology as it introduces a CASE tool, the risk

of cultural changes for an IS professional can be significant.

3.2.6. Joint Application Desiln (JAO)

It is a technique in which a team of users and IS specialists engage in an intense and

structured processes to develop systems requirements or review a major system design

deliverables. JAO session could last several hours or could be held over several consecutive days.

It is often held at a location removed from the participants' usual workplace so they can

concentrate on this task without interruption. (Martin et al, 1992; Martin et al, 2002)

Primary objective of JAD technique is to minimize the total time required for infonnation

gathering from multiple participants. It provides a forum for user representatives to work through

areas of disagreement; this is especially important when cross-functional systems are developed.

JAO session is led by a facilitator who is not only skilled in systems analysis and design

techniques, but also skilled in managing group interactions. An additional benefit associated with
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the use of this technique, then, is the achievement of the shared understanding among business

managers and IS specialists. The main risk with this methodology is the time frame taken for the

process might take longer than expected. The agreements among the users, developers or IT

specialist and the business managers in developing the requirements might be difficult to be

agreed upon. This may also increase the chances of conflicts among the team members.

3.2.7. Rapid application development (RAD)
It is a generic term for software development methods and tools that speed up the

development process. It was commonly applied to products that automatically generated code to

create user interface screens both of the character type and graphical type. (Hussein, 1995; Martin

et al, 1992). Products such as Clarion, Foxpro, Visual Basic and PowerBuilder are examples.

Many RAD products were combined with databases such as Microsoft Access and other RAD

products could interface to stand-alone database products.

Eventhough, RAD products did speed up considerably the implementation step for

smaller applications, but the risk is, it did not accelerate other development steps; requirements,

analysis, design and testing. For larger or more complex systems, automatic code generation is not

powerful or flexible enough to meet application needs and programmers usually have to resort to

traditional hand coding. The other risk is the technicality complex of the method as it is usually

combined with other interfaces, which may create the emergent of new risk factors.

RAD is a methodology that works well in a business environment characterized by rapid

change. The smaller design teams and shorter development times associated with RAD also can

lead to lower development costs. The other risk with this methodology is that, RAD methodology

is highly dependent on key users. So, if the users on the project team are not freed up to work on

the project, the custom application may be produced on time, but it may not be an optimal

software solution for the business.

3.2.S. Agile programming (AP)
It is a name given to a growing number of lightweight methodologies with names like

Crystal (Cockburn, 2001), Serum (Schwaber, 2001), Feature-Driven Development (Palmer,

2002). Lightweight methodologies do away with much of the SDLC process overhead that slow

down developers, such as detailed formal requirements definitions and extensive documentation.

The main principle for this methodology is using simple design, take small incremental steps and

design as you go.

The main risk is that these development approach are based on the premise that if you

hire competent programmers who always know what they are doing, then any problems they

encounter are organizational and communications ones; and those are what the agile approach

focuses on. Another main risk in this method is that its common feature of contact time with users

where this method's key focus is on people or users, but not on processes.
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3.2.9. Extreme programming (XP)

It is a software development approach initially created for small teams on risk-prone

projects with unstable requirements (Beck. 1999). XP is a form of a AP based on a lightweight

methodology. XP differs from most other agile approaches by being much more prescriptive. The

methodology creating user scenarios and performing upfront feature testing, allows them to

develop and deliver code more quickly with fewer bugs. XP is built around rapid iterations, an

emphasis on code writing, and working closely with end users.

Basic practices of XP are (Hussein, 1995; Martin et ai, 1992). :-

• Customers define requirements via use case scenarios.
• Simple object-oriented coding is used.
• Teams use standard names and descriptions.
• Designers write automated unit test scripts before coding.

But XP does not address downstream SOLC issues such as training and user

documentation. XP requires the benefiting organization to take a very active role in the

development process. Because XP requires constant communication between the benefiting and

performing organization (as well as among the developers), and because communication time and

traffic increases in proportion to the square of the number of communicating parties, XP is not

suited to large teams (Beck. 1999).

3.2.10. Object-oriented software

An 00 system begins not with the task to be performed, but with the aspects of the real

world that must be modelled to perform that task. Therefore, if a firm has a good model of its

customers and its interactions with them, this model can be used equally well not just the original

task. but may also suited for handling other tasks. (Hussein, 1995; Martin et al, 1992). 00

programming is a key part of many of the methodologies previously mentioned, such as AP and

XP. 00 software systems are inherently more adaptable and maintainable than traditional

procedural software, and 00 systems foster software reuse. Object technology promise a way to

deliver cost effective, high quality and flexible systems on time to the customer. In fact, out of all

the aforementioned methodology variations and development acceleration techniques, 00 is the

only technique proven to be almost always effective in reducing long term software development

costs.
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3.3. The risk of existing software development life cycle

As pointed out by Avison & Fitzgerald (1998, 2003), software development life cycle

provide a systematic method of development so that progress can be effectively monitored. The

provisions of checkpoints and well-defined stages in a methodology should ensure that project

planning techniques could be applied effectively.

The division into phases enables managers to control and direct the activities in a

disciplined, orderly and methodical way that is responsive to changes, adaptations and

complications (Benediktsson et al, 2006). Phases group together directly related sequences and

types of activities to facilitate visibility and control thus enabling the completion of the software

project. The project life cycle thus acts as a framework focusing on the allocation of resources, the

integration of activities, the support of timely decision making, the reduction of risk and the

provision of control mechanisms.

However, the variation and different approaches of software development life cycle could

lead to a dilemma when it comes to selecting the most suitable one for a project. At the beginning

of a project the project manager is expected to commit to a development approach. This is often

driven by past experience or other projects that are, or have been, undertaken by the organisation

(Benediktsson et al, 2006; Davis et al, 1988; Boehm et al, 1984; Mathiassen et al, 1995). Project

managers are expected to select the most suitable approach that will maximise the chances of

successfully delivering a product that will address the client's needs and prove to be both useful

and usable.

Often times, however, multiple methods are adopted and used together for the same

project, but at different phases of the development life cycle (Khalifa & Verner, 2000; Iivari,

1996). Furthermore, there are no dominating factors have been identified as the main motivators

for using any particular software development methodology, but researchers have identified

number of such factors, like, the perceived effect of the development method on the quality and

maintainability of the software, and a high level of control of the development process. (Khalifa &

Verner, 2000; Boehm, 1988; Cerpa & Verner, 1996; Martin & Odell, 1992; Schach, 1996).

Boehm & Turner (2004) define a general framework for selecting a development approach, which

consist of attributes such as personnel, capabilities, requirements volatility, group culture, group

size, and application criticality. Some research indicates that the use of methodology could

facilitate project management, control the development process, increased productivity and

quality as well as reductions in time and effort «Riemenschneider et al 2002; Harter et al, 2000;

Herbsleb et al, 1994).

However, many software development organizations do not use formal software

development methodology in practice. (Vavpotic & Bajec, 2009; Avison & Fitzgerald, 2003;

Fitzgerald, 1998; Riemenschneider et ai, 2002). Moreover, even those that use formal software

development methodology rarely follow them rigorously (Aaen, 2003; Huisman & Iivari, 2006;

Fitzgerald, 1996).
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The most common reasons behind the lack of usage of a formal software development life

cycle is the high risk of major emphasis on technical rationality at the expense of social aspects

(Fitzgerald, 1998; Wastell & Newman, 1993) and the risk of not tailoring it to the specific

organization and project needs due to its rigidity and complexity. (Vavpotic & Bajec, 2009)

(Avison & Fitzgerald, 2003).

The complexity on the method may lead to the risk of developing requirements to the

ultimate degree, often over and above what is legitimately required. Sometimes encouraging users

to create unrealistic wish lists which resulted in relatively unimportant aspects being developed to

the same degree as those that are essential. Furthermore, it may fail to address the critically

important social, political and organizational dimensions of the software development project and

deviate from the main goals and objectives of the software project (Avison & Fitzgerald, 2003).

The methodologies also require highly technical skills that can be difficult and expensive for

developers and end users to learn or acquire. Moreover, the tools advocated by methodology

proponents can be costly, difficult to use, yet still not deliver enough benefit. This may increase

the risk of overrunning the cost and timeframe.

Other criticism of the methodologies include failing to deliver the productivity benefit as

suggested by some researchers. It is said the methodology do not reduce the time taken to develop

a project, rather their uses increases systems development lead times when compared with not

using a methodology. This is usually because the methodology specifies many more activities and

tasks that have to be taken, with the use of more diagrams or models, which could make the

software project more complex. This at the same increase the risk of project overrun in relation to

cost and time, which may effect the performance of the software development project.

As well as being slow, they are resource intensive, in terms of number of people required

from both the development and user side; and from the point of view of the costs of adopting the

methodology; the purchase costs, training, tools, organizational costs. Avison and Fitzgerald

(2003) state that the main objectives of the methodology should be a systematic method can be

effectively monitored, within the time frame and cost, and also well documented and easy to

maintain. However, the literature suggests that the methodology is not doing what it should be, so

an easily understood framework of methodology of software development project could assist the

development team in the successful completion of the software development project without

jeopardising the time frame and the budget stipulated. The project management framework was

proposed for the software development methodology as it is the most common and widely used by

managers in many projects.
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3.4. ProjKt Management of DevelopmentLifecycle

Previous research and study revealed that existing IT risk classification models have limited

applicability and lacking the ability to easily communicate an organizing framework for IT risk

factors. Previous study also highlighted that risk classification models should be based on clearly

defined stages and concepts that are understandable, adaptable to a variety of contexts and of

practical use.

PMBoK project management and project life cycles are not new concepts. Even though

numerous terms and nomenclature had been used and established in' relation to project

management and project life cycle, there are by no means universal. Project management is

essentially about managing a project from its conception to its completion through various phases

and project life cycle. Life cycle terminologies like initiation phase, feasibility study, planning.

development, implementation, operation and maintenance, monitoring and control, are commonly

used within the project life cycle. However, there is no standard nomenclature for naming phases

or life cycle, but different types of projects can and often do have more or fewer phases.

Project Management is a unique set of coordinated activities, with definite starting and

finishing points, undertaken by an individual or organisations to meet specific performance

objectives within defined schedule, cost and performance parameters. It is a work effort made

over a period with a start and a finish to create a unique product, services and results within

clearly specified time, cost and quality constraints. The project is completed when the goals and

objectives of the project are accomplished. Sometimes projects can be ended when it is

determined that the goals and objectives cannot be accomplished and the project is cancelled or

terminated. The projects usually define as a steady progression of a project from its beginning to

its completion. The pattern of the life cycle from slow-rapid-slow progress towards the

completion of a project is quite common in project management. For most part, it is a result of the

changing levels of resources and time spend during the successive stages of the project life cycle.

This changing pattern requires a steady and coordinated progression of stages throughout the

project life cycle, which is a key concept of project management life cycle.

The basis of using the PMBoK project life cycle is that categories, groupings and

dimensions of risk factors based on project management perspectives could potentially provide a

broader framing - and hence be more widely applicable - for thinking about what risks might be

targeted for risk mitigation. A further motivation for employing a project management perspective

is that resulting risk categorisations will be placed in context of the stages, processes and activities

within the software development project. As such, risk management becomes engaged with

project management in a clearer manner.

Kuruppuarachchi et al (2002) stress that, although many factors are involved to achieve IT

project success, having a detailed action with identifiable stages in a project Iifecycle context

could increase the chances of success. Meredith & Mantel (2007) also highlighted that organising

risk factors in a project management framework facilitates a focus on roles and responsibilities
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and allows for the coordination and integration of activities for regular monitoring and aligning

with the project goals. Such taxonomy would then, arguably, better enable management to

identify and manage risk as they emerge with project stages and more closely reflect project

activity, allow more accurate assessment of the level of impact, and facilitate the identification of

the most appropriate risk mitigation strategies.

Table 3.1 and Table 3.2 gave some summary of what is involved in the project management life

cycle, the stages, the activities and processes associated with it and the expected end product.

Table 3.1: 4 phases of Project Management
(ProjectManagement (3rd edition)- HarveyMaylor - 2003; Pearson Education Limited.}

PHASE KEY ISSUE FUNDAMENT ALQUESTIONS

Define the project Project and organization strategy. What is to be done?
Goal definition Whv is it to be done?

Design the project process Modelling and planning How will it be done?
Estimates and resource analysis Who will be involved in each plan?
Contlict resolution andlustification When can it start and finish?

Deliver the project Organisation and control How should the project be managed on a
Leadership and decision making day to day basis?
Problem solvil!&

Develop the process Assessment of process and outcomes of the How can the process be continually
project improved?
Evaluation
Changes for the future

Table 3.1 and Table 3.2 shows the general phases and stages of project life cycle. It also shows

the relevant goals and issues, or input and the output expected for any particular cycles or stages.

The issues of what the project is all about, how it should be done, who should do it or what is the

expected outcome from it are crucial issues.

Table 3.2 : Stages of project life
E-books : PMP in depth :
Project Management Professional study guide for PMP and CAPM exams.
Boston, USA: Course Technology Incorporated2006.

STAGE MAIN GOAL MAIN OUTPUT

Initiating Authorize the project Project charter and preliminary project
SCOllC statement

Planning Plan and schedule the work to perform the Project management plan that contains
project subsidiary plans, such as scope

management plan and scheduled
entplan

Executing Perform the project work Project dcliverables; product; service;
results.

Monitoring and controlling Monitor the progress of the project to identitY the Change requests and recommendations
variance &om the plan and to correct it for preventive and corrective actions

Closina Close the project formally Product and closure
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The definitions stress the achievements of predetermined project objectives, which

normally refer to scope, quality, time, cost and participant satisfaction, and directly links them to

the project life cycle. The PM! (PM! 2000) defines the project life cycle as the steady progression

of a project from its beginning to its completion. The life cycle of a project is divided into phases

and stages. However, some phases of most projects involve iterations to a greater or lesser degree

depending on the type of project. The cycles within cycles are common to many other project

processes. Indeed for large projects, the project life cycle can be replicated within each phase, as

each of them becomes a mini project in its own right.

3.S. Relationship of different development models and overallUfe cycle.

Chapter 3 highlighted some of common and generic software development life cycle used

in the software industries. The variation and the different life cycle approach could make the

selection of the most suitable lifecycle for a software project very difficult. There are no

dominating factors that contribute to the selection of any particular method. Sometimes, multiple

methods had been used together for the same project, driven by past experience or previous

projects. However, literature suggests that many organizations did not use the formal software

development methodology rigorously in practice. This lack of usage usually due to the risk of

emphasizing on the technical design requirements and not focusing to the specific project

objectives. These methodologies also require highly technical skills that are difficult, expensive

and time consuming for developers to learn and acquire.

Most of the software development life cycle mentioned did not really specify or stressed

the importance of defining the project scope or objectives, project planning or project control

during its life cycle. The existing software development lifecycle tends to focus mainly on the

technical and design requirements of the software project, and involve iterations of processes

based on working model or prototype versions. However, project management concept usually

follows a life cycle thorough a coordinated activities from the beginning to the end. This includes

determining the project objectives from the beginning, the feasibility study, the project planning,

the monitoring and operation. The project scheduling, the project cost and performance

parameters were also identified from the early stage and closely monitored throughout the project.

As the existing software development life cycle focused mainly on the technicality of the

requirements, the development may overlooked other important part of a project life cycle like the

early phase before the design requirements or the later stages like the implementation phase. Any

failures, setbacks in the software may only be traced back only to the design phases, whereas, the

real problems might be in the earlier stages like the project planning. As the existing software

development did not also stressed the important of the later stages like operation or maintenance,

the system may be difficult for the team to maintain or operate. Furthermore, the iteration

processes on most of the software development makes it more difficult and complex to control.
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Ideally, the development life cycle should be a systematic method of development that

can be effectively monitored within the time frame and cost, well documented and easy to

maintain. The software development life cycle should provide as a framework focusing on the

provisions of checkpoints and well-defined stages in ensuring that project planning techniques

could be applied effectively. The division into stages or phases directs the activities and processes

in a disciplined and orderly manner which could act as a control mechanisms for the managers in

making timely and effective decision making.

3.6. Summary

From authorization to completion, a project goes through a whole lifecycle that includes

defining the project objectives, planning the work to achieve those objectives, performing the

work, monitoring the progress, and closing the project after receiving the product acceptance. In

most of software development Iifecycle mentioned, most of development life cycle did not have a

very specific start and end date, but have a few iteration processes and very brief requirements.

Based on the definition of project, project management, processes and project lifecycle, it is clear

that most of the generic software development life cycles mentioned do not really consistent

within the perspectives of project management definitions. Hence, the research produces a new

framework of the software development life cycle. This new framework based on project

management perspectives is explained further in the next chapter.
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CHAPTER4 RISK FACTORS LITERATURES &

FRAMEWORK

4.1. Introduction
Literatures of risk factors of software project shows that a number of risks list had been

generated by many researchers in this area. Most of the risks lists being conceptualized into

groupings and dimensions on the basis of the risk factors characteristics and common themes.

This research proposed to categorize the risk factors into a new framework based on the project

management life cycle.

In this chapter, the focus is on extracting the generic risk factors from the literature

reviews of software project risk which are common to most projects. The risk factors extracted

were organized into the relevant stages of the project management perspective to make them more

useful and meaningful for the managers and practitioners.

4.2. Riskdefinition

One way of defining risk is that the risk is a problem or threat that has not happened yet.

While this may be a bit simplistic, it does get to the core of the issue a company of a project

manager faces is that, what are the problems might be encountered while performing this project

and how do to manage them. Chapman and Cooper (1983), defines risk as exposure to the

possibility of economic or financial loss or gains, physical damage or injury or delay as a

consequence of the uncertainty associated with pursuing a course of action. In general,

unexpected events occur in projects and may result in either positive or negative outcome that

deviates from the project plan (Ahmed et al; 2007).

A more technical interpretation of risks in projects can be defined as the chance of an event

occurring that is likely to have an impact on project objectives and is measured in terms of

likelihood and consequence (Carter et al 1993; Chapman 1998; Baccarini et aI2oo4). Risk factors

can also be interpretated as a condition that can form a serious threat to the successful completion

of an IT project (Schmidt et aI,2001; Conrow & Shishido, 1997; Huang & Han, 2008; WaIlace et

al, 2004). Whereas software risk management can be defined as an attempt to formalise risk

oriented correlates of success into a readily applicable set of principles and practices (Ropponen

and Lyytinen, 2000). Dey et at (2007) refers risks as future conditions or circumstances that exist

outside of the control of the project team that will have an adverse impact on the project if they

occur.
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Even though there are several definitions of risk available in literatures and previous

research study, most definition usually referred risks as an exposure to losses in a project and as a

probability of losses in a project.

As most literatures referred risk as an exposure to losses in a project and as a probability of

losses in a project, this research used the definition of risk, as events that occur in a software

project and resulted in a negative impact on the project.

4.3. Risk Management Process

Project risk management has been seen as a process to manage events which have an effect

on project's objectives, such as cost, time, scope or quality objectives. (Cooper et ai, 2005; Olson,

2007; Penninova et al, 2008). The management of risks must take into consideration the evolving

and dynamic nature of the projects and, the different degrees of uncertainty through time

(Chapman & Ward, 2003). Jaafari (2001) and Ward and Chapman (2003) expressed the

importance of considering risks and opportunities during the risk analysis proses. Ward and

Chapman proposed an approach called uncertainty management which considers the positive and

negative consequences of uncertainty (Chapman & Ward, 2003; Chapman, 2003). They argue that

the word 'risk' already has a negative meaning, and may complicates the exploration of

opportunity during the risk identification and analysis process. However, project risk management

has a strong orientation towards the negative effects. (Hillson, 2002; Jaafari, 2001; Pellgrinelli et

ai, 2007; Ward & Chapman, 2003; Zhang, 2007). Kristensen et al (2006) propose that risk control

strategies be grouped into three categories:-

a Risk based approach, which focuses directly on risks found and developed from the

analysis of these risks and their possible solutions. The strategies include avoidance,

reduction, transfer and retention.

b. Precautionary approach, is based on continuous project monitoring, continuous search

of risk and the development of substitutes. It is not based on formal risk assessment.

c. Discursive approach, is oriented towards people with the intention of building

confidence through reduction of uncertainties, involvement of affected people and

accountability .

This classification takes into account treatments looking to control the negative consequences.

Chapman and Ward consider this kind of plans to be a reactive response to the uncertainty. It is

also necessary to establish plans with proactive responses in order to treat opportunities.

(Chapman & Ward, 2003).

Jaafari (2001) highlighted that conventional project risk management approaches did not

explicitly consider strategic and holistic risks. The approaches were orientated towards the

identification and analysis of risks such as technical, operational, cost and schedule. But, the

PRAM Guide (APM, 2004) and Managing successful Project with PRINCE2, consider strategic
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issues and the wider perspective of the organization (OGe, 2002). However, the project risk

management limitation is its low implementation in the industry (Kwale& Stoddard, 2004; Uher

& Toakley, 1999). Kwak and Ibbs (2004) also showed that risk management is the least practiced

discipline among the knowledge areas in project management. In addition, Hobbs and Aubry's

(2006) results show that only 29% of the project offices studied consider managing a risk database

to be an important function. Elkington & Smallman (2004) found that there is a strong link

between the amount of risk management undertaken and the level of project success; more

successful projects use more risk management. However, the finding can also be accredited to

more thorough project management done due to the risk management process.

Number of risk management tools, techniques and management approach have been

introduced and established, though these tools and techniques have benefits and limitations. There

is no actual dominating risk management strategy. Applications guides have also been produced

by the professional institutions and the standards bodies to devise a general process for managing

risks in projects. This is shown in Table 4.1 below:-

Project Risk PMBoKpide Management or Risk The Oranle book;
Analysis '" GuideUne: Guidance manalement or risk-
Management for prac:titionen principles and concepts

(PRAM Guide) (OGC,2007) (HM Treasury, 2004)
(APM,2004)

1 Iniatiate Risk management Identify Establishing context
planning

2 Identify Risk identification Assess Identifying risks

3 Assess Qualitative risk Plan Accessing risks
analysis

4 Plan responses Quantitative risk Implement Addressing risks
analysis

5 Implement Risk response Communicate Reviewing and reporting
re5PQn$Cs planning risks

6 Manage process Risk monitoring and Communication and
control learning

Table 4.1. Comparison of project risk management processes.

The risk management processes shown can provide a generic structure which can be tailored

considering the needs of each organization and the characteristics of projects. But, there may still

be deviations in the practice which must be solved without following the standard risk

management procedures (Hallgren, 2007. Payne & Turner. 1999).

The PRAM guide is specifically developed to be used in the project management domain

(APM. 2004). It is oriented to avoid or decrease threats and to exploit or make the most of
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opportunities (Chapman and Ward, 2003). It focuses on the project-specific issues and also

considers how the risk management process at project level connects to strategic and corporate

goals. The PMBoK guide is written specifically to be applied in the project risk management field

and has a linear framework composed of inputs, processes and outputs (PMI, Cooper et al, 2005).

The PRAM and PMBOK Guide introduce the steps to following a risk management process from

the context definition step to the risk control and monitoring step. They provide a list with

descriptions of tools and techniques that focus directly on project issues.

The Management of risk guideline by DGC is develop for public and private sector

organizations and deals with risks affecting the organization's success in a positive and negative

manner (DGC, 2007; Cooper et al, 2005). It highlights the importance of identifying the

interdependencies linking the project to its context and the organization maturity model

depending on the level of risk management implementation. The Orange book - management of

risk, by the HM Treasury consider risks in a corporate context for managing strategic and

organizational risks. In spite of not being developed for a project management context, the

guideline implement risk management processes at all levels of the organization. The structures

highlight the role of different organizational actors during the management of risks.

Although the process models of each guidelines may differ in detail and terminologies, they

all tend to show a series of discrete activities, and tend to agree on the key activities. The

similarity and consistency across the processes would indicate the consensus regarding the way

risk management ought to be conducted. This include:-

• Identification of the risk issues

• Analysis and assessment of the risks for their potential impact on the project.

• Deciding whether anything can or should be done about the identified risks.

• Developing responses, where required, to the risk issues; some may be proactive while

others may be in the form ofa contingency.

• Monitoring the situation

• Reassessing the situation in the light of actions taken or risks materializing.

It is generally accepted that there are a few course of action that can be adopted in response to

perceived risks as shown by the risk management processes or guidelines. Once the principal

sources of the risks being identified, they need to be analysed and assessed for their effect on the

project. This may involve both analytical thinking and making subjective judgements about the

future. Having assessed the perceived risks and decide on how to handle them, it is necessary to

continuously monitor all changes in circumstances that could affect the risk either by making it

more or less likely to materialize or altering its effect.
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4.4. Extraction of IT risk factors

Many studies have proven that a proper management of software risks affects the success

or failure of a project. (Wen & Sun,2007; Jiang & Klein,2000; Wallace & Keil, 2004). Identifying

the software risks that negatively affect the project performance, should be well controlled in

order to improve the project performance. Failure to understand, identify and manage these risks

is often cited as a contributing factor in IT project failures.

The extent of IT literature has produced a number of conceptual frameworks to explain

different types of software development risk, risk management strategies and measures of

software project performance (Kwan et a1,2007; Nidumolu,1996; Wallace & Keil,2004). Many

studies suggest that failure to manage risks causes common problems such as cost overruns,

unsuitability for intended task, unmet user requirements and schedule overruns ( Keil et al,2002).

Clearly, systems development projects can present serious risks to the well being of an

organisation.

The presence of various risks factors in software projects and the need to manage these

risks is well documented in the IT literatures. Through the literature reviews of previous research

of software project risk, extraction of software risk influencing factors was done. Since there is a

significant number of overlapping of risk factors within the other researchers; the most commonly

cited risk factors were extracted. The whole purpose of this extraction is to list out the risk factors

for the questionnaire design and developing a classification framework. Apart from the literature

reviews, the list resulted from the extraction was also supplemented with other risk factors which

the author believed was significant based on the author's knowledge and informal discussions

with colleagues. The list of risk factors and their related literatures was shown in Table 4.2 :-

Table 4.2. : Research undertaken in IT risk management

YEAR RESEARCHER RESEARCH AREA Rlskll.t Polator
view

200S Mark Kcit et at The influence of risk Lack of users involvement Project
checklists on software Inadequate validation ofn:quirement Manager and
practitioner risk Inadequate resource estimate outside
perception and dccision- Users resistant to change consultants
making, and, the Conflict between users
influence of role (inside Lack of top management support for the project
project manager vs. Undefined project success criteria
outside consultant) on Conflicting system requirements
software practitioner Unclear project scopeIobjcctives
risk perception and System n:quirements not adequately identified
decision-making. Unclear system requirements

Incorrect system requirements
Their research use risk Gold platting or unnecessary requirement
checldists define into ·13 llI-defincd project goals
categories of risk Users lack understanding of system capabilities and
factors; limitations

Difficulty in defining the inputs and outputs of the system
Corpor&tc environment Inadequately trained development tCIm members
Ownership Lack of commitment to the project among development team
Relationship members
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management Inexperienced team members
Requirements Frequent conflicts among development team members
Funding Frequent turnover within the project team
Scheduling Development team unfamiliar with selected development
Development process tools
Personnel Team members not familiar with the task(s) being automated
Staffmg Team members lack specialized skills required by the project
Technologies Project involves the use of new technology
External dependencies High level of technical complexity
Planning Highly complex task being automated
Project management Project affects a large number of user departments or units

One of the largest projects attempted by the organization
Large number of links to other systems required
Immature technology
Project involves use of technology that has no been used in
prior projects
Lack of an effective project management methodology
Inadequate estimation of project schedule
Lack of people skills in project leadership
Project progress not monitored closely enough
Poor project planning
Project milestones not clearly defined
Inadequate estimation of project budget
Ineffective project manager
Inexperienced project manager
Ineffective communication
Resources shifted from the project due to changes in
organizational priorities
Change in organizational management during the project
Corporate politics with negative effect on project
Unstable organizational environment
Organization undergoing restructuring during the project
Dependency on outside suppliers
Many external suppliers involved in the development project

2007 Weng Ming Han The MANDY A analysis User resistance to change Analysis of
etal of probability of Conflicts between users dataset from

occurrence and impact Lack of cooperation from users software
of software risks on Systems requirements not properly identified projects
project performance Unclear system requirements
within six dimension; Incorrect system requirements

Project involved used of new technology
User High level of technical complexity
Requirement Immature technology
Project Complexity Lack of effective project management methodology
Planning and control Project progress not monitored
Team Inadequate estimate of resources
Organization Poor project planning
environment Project milestones not clearly defined

Inexperienced project manager
Ineffective communication
Inexperienced team members
Inadequately trained team members
Team members lack skills required for project
Changes in organizational mgt during project
Unstable organizational environment
Organization restructuring during project

2007 Helio Costa et aI Technique for Unclear requirements Project
evaluating risk levels in Inadequate validation of requirements managers
software projects Misunderstanding of requirements
through analogies with Incorrect requirements
economic concepts. High complexity
which allows a manager Large project size
to estimate the Performance failure
probability distribution Large number of interfaces
of earnings and losses Programming language not suitable
incurred by an Testing plan
organization in relation Time for testing
to its software project Insufficient unit testing
portfolio. Integration into existing system

Detail work breakdown structure
The research categorize Project milestones not established
the risk factors into two Project management tools
categories' Contingency plan
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Inexperienced project managers
Systemic risk Mechanism for quality procedure
Specific risks Configuration manager and system configuration

Inappropriate development methodology
Systemic risks look into Inadequate documentation
how external issues may Tracking of progress
affect an organization. Team trained skills

Ineffective communication
Specific risks for
internal factors that can
affect its performance.

2007 Tesch et al IT project risk Lack of top management commitment Views of
perspective of project Failure to gain user commitment project
management Misunderstanding of requirements managers
professionals (PMP) Lack of adequate user involvement

Lack of required knowledge/skills required for project
The ~tudy did not Unclear scope and objectives
categorize the rislc New technology
factors into any Failure to manage end user expectation
grouping. Insufficient/inappropriate staffing

Contlict between user departments
Poor communications
Lack of leadership
Poor project management
Excessive schedule pressure
High complexity project
Inadequate documentation
Gold platting and unnecessary requirements

2006 Eun HeeKim Explores relationship Requirement definitions are not clear.
et al among mllior system Unnecessary requirements are present.

development risks, and Project uses immature or state-of·the-art techniques for
the stages in which hardware, middleware, languages, methods, etc.
individual risks have Complexity of function model is very high
critical impact on Complexity of data model is very high.
development project, Project develops wrong function.
using association rule Defaults in system performance
mining. Large number of interface.

System failure and breakdown
The ~tudy did not Defaults in interface with external systems are present
categorize 1M rislc Unanticipated difficulties in user interface development
factors into any appear.
grouping. Capability of staff cannot meet required level

Training for staff is inadequate to meet required level
Communication channels among staff do not operate
properly.
Frequent changes in project staffing
Inexperienced project manager
Development productivity is poor owing to low commitment
ofstatT.
Commitment of customer is insufficient.
Conflicts on customer side over project issues are present.
Disagreement within development team.
Project size/complexity is underestimated.
Project budget and lCheduie are unrealistic.
WBS/worlc plan is inadequate.
Project does not progress as planned.
Selection of development method or tool is inappropriate.
Major processes for system development project (e.g.,
qualitylquality assunnce management, configuntionlcbangc
management, requirement management, risk management,
etc.) are not defined.
Inadequate documentation

2006 Perersetal Prompt lists tool for risk Misiutetpnation ofsystem requirements Software
management in Sri Unclear requirement companies in
Lankan software Unclear scope objectives Sri Lanks
industry User resistance to change

Project complexity
The research categorize Project size
the risk factors into 14 Internal interfaces
cateaorics' Timefor~
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200S

2004

2004

Wat&Ngai

Susan Sherer &
Steven Alter

Kwok Tai Hui &
Biau Liu

Requirement analysis
Designing
Coding and unit testing
Integration and testing
Maintenance
Work environment
Development process
Development system
Resources
Legal risk
Program interfaces
Management
Financial
Political

Risks analysis to e-
commerce development.

The research categorize
the risk factors into 10
categories;

Resource risk
Requirement risk
Vendor quality risk
Client server security
risk
Legal risk
Managerial risk
Outsourcing risk
Physical security risk
Cultural risk
Reengineering risk

Reviews of previous
research models of IT
project risks
And proposed a work
system framework to
organized the risk
factors, but without any
empirical research data
The framework was
organized into 9 work
system elements :-

Work practices
Participants
Information
Technologies
Products & services
Customers
Environment
Infrastructure
Strategies.

Bayesian belief network
model to evaluate risk
and impact in software
development projects.

Unsuitable language
Inadequate intergration and configuration
Insufficient monitoring mechanism
Regular update against goals
Inadequate documentation
Security
Programme language obsolete
Hardware software resources
Lack of experience
Training
Inexperienced project managers
Lack of contingency plan
Lack of quality procedure
Ineffective communication
Inadequate estimate
Stafftumover

Hackers
Unauthorised acces
Threat to sabotage
Inadequate back up systems
Project complexity
Technology newness
Natural disasters caused equipment failiure
Wrong function
Wrong user interface
Unrealistic schedule
Unrealistic estimate
Personnel shortfalls
Lack of experience expertise
Lack of top management support
Poor project planning
Unclear project objectives
Lack of contingency plan
Organizational restructuring
Loss of data control

The study uses the collection and risk lists of previous
researchers in the likes of Boehm (1991), Barki et aI (1993),
Keil et aI (1998), Jiang & Klien (1999; 2000); Ropponen &
Lyytinen (2000); Schmidt et aI (2000), Keil et aI (2002),
Addison (2003), Wallace et al (2004) and Wallace & Keil
(2004)

-

Survey of
project
managers

The study did not
categorize ~ risk
factors into any
grouping.

Staff experience shortage
Schedule pressure
Lack of staff commitment
Low productivity
Inaccurate cost estimate
Large and complex interface
Incapable project management
Lack of senior management support
Immature technology
Inadequate configuration control
Lack of experience of project manager
Lack of experience of project environment
Excessive schedule pressure
Large and complex project

-
Survey of'
EC
practitioners
in Hons
Kong
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2004 Wallace & Keil Identification of risks Lack of user participation Project
that posed threat to Users resistant to change managers
successful project Conflict between users
outcomes. Users not committed to the project

Lack of cooperation from users
Lack of top management support for the project

The research categorize Lack or loss of organizational commitment to the project
the risk factors into 4 Undefined project success criteria
categories; Conflicting system requirements

Unclear project scopdobjectives
Customer mandate System requirements not adequately identified
Scope and requirement Unclear system requirements
Environment Incorrect system requirements
Execution D1-defincd project goals

Users lack understanding of system capabilities and
limitations
Difficulty in defining the inputs and outputs of the system
Inadequately trained development team members
Lack of commitment to the project among development team
members
Inexperienced team members
Frequent conflicts among development team members
Frequent turnover within the project team
Development team unfamiliar with selected development
tools
Team members not familiar with the task(s) being automated
Negative attitudes by development team
Team members lack specialized skills required by the project
Project involves the use ofnew technology
High level of technical complexity
Highly complex task being automated
Project affects a large number of user departments or units
One of the largest projects attempted by the organization
Large number of links to other systems required
Immature technology
Project involves use of technology that has no been used in
prior projects
Lack of an effective project management methodology
Inadequate estimation of project scheclule
Lack of people skills in project leadership
Project progress not monitored closely enough
Inadequate estimation of required resources
Poor project planning
Project milestones not clearly defined
Inadequate estimation of project budget
Ineffective project manager
Inexperienced project manager
Ineffective communication
Resoun:cs shifted from the project due to changes in
organizational priorities
Change in organizational management during the project
Organization undergoing restructuring during the project
Dependency on outside suppliers
Many external suppliers involved in the development project

2004 Wallace et aI Investigation of Change in organizational management Project
dimensions of risk and Organization undergoing restructuring during project managers
an exploratory model, User resistant to change
on the software project Contlict between users
performance. User not committed

Lack of cooperation from users
The research categorize Continually changing system requirements
the risk factors into 6 System requirement not adequately identified
categories; Unclear system requirements

Incorrect system requirements
Project involved use of new technology

Organization High level of technical complexity
environment risk Immature technology

Lack of etTective project management methodology
User risks Project progress not monitoml closely
Requirement risks Inadequate estimate of resources
Project complexity risks Poor project planning
Planning and contro1 Project milestones not clearly defined
risk Inexperienced project l11811118er
Team risk Ineffective communications
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Project
managers
and users

Inadequately trained development team members
Inexperienced team members
Team members lack specialized skills required for project

2003 T.Addison A study to determine the
opinion of expert
practitioners of the most
important risks in the
development of E-
commerce projects,
where the respondents
were mainly project
managers from South
African software
houses. Various
academics and users of
e-commerce systems
also contributed to the
survey. The Delphi
technique was used to
gather the data and to
rank the risks.

Misunderstanding system requirements
Absence of declared business benefit
Too narrow focus on IT project issues
Inadequate security features
Lack of top management commitment
Failure to manage end user expectation
Insufficient procedures to ensure security, integrity
Lack of user commitment and involvement
Inadequate testing
Complexity of interfaces
Absence of regular reviews against goals
High and unplanned support and maintenance costs
Dependence on multiple products and suppliers
Applying incorrect technology
Inadequate methodologies
Loss of data during conversion

The study did not
calegorize the risk
factors into any
grouping.

2003 Keil et al Logistic regression to
model relationship
between various project
management constructs,
project escalation and
risks.

Project milestone not identified
Project activities not planned
Project size
Project time and scheduling
Project complexity
Unclear scope
Project progress not monitored
No regular updating against goals
No project control mechanism
Senior management did not monitor project

Survey of IS
audits and
control
professional

The research categorize
the risk factors into 4
categories;

Project planning
Project specification
Project estimation
Project monitoring

2002 Keil et aI Reconciling user and
project manager
perception of IT project
risk using Delphi study

The study did not
calegorize the risk
Jactors into any
grouping.

Lack of top management commitment
Misunderstanding of requirements
Not managing change properly
Failure to gain user commitment
Lack of effective project management skills
Lack of adequate user involvement
Failure to manage end user expectations
Lack of effective project management methodology
Unclear scope
Lack of knowledge skills in project personnel
Introduction of new technology
Inappropriate staffmg turnover
Conflicts between users
Number of organizational units involved
Lack of effective development methodology
Inproper definition of roles and responsibilities
Lack of available team personnel
Poor team relationships
Inadequate planning

Users and
project
managers

List of common risk
factors in software
project using ranking
type Delphi Survey

Change in organizational and management structure
Lack of top management commitment
Conflicts between users
Failure to manage user expectations
Not managing change properly
Lack of effective project management skills
Lack of project management methodology
Inproper definition of role and resoonsibilities

Project
managers

2001 Schmidt et aI

Their research use risk
checkl ists define into 13
categories of risk
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factors; Wrong development menthodology
Unclear scope objectives

Corporate environment Number of units involved
Ownership Misunderstanding of requirements
Relationship New technology
management Bad estimation
Requirements Ineffective communication
Funding Dependence on outside consultant
Scheduling Lack of user involvement
Development process Unclear system requirement
Personnel Inadequate requirement validation
Staffing Inadequate resource estimate
Technologies Inadequate skills in development
External dependencies Changes ofpersoMel or stafftumover
Planning Inadequate understanding of technology
Project management Inadequate skills of project planning

2001 Jiang&: K1ien Explore the types of Technological newness Survey of
risks factors in IT Large project size project
project encountered, Lack of team general expertise managers
impact on different Lack of team expertise with task
success categories, and Lack of team development expertise
types of strategies Lack of user commitment
deployed to mitigate Insufficient resources
knolMl risks. Unrea1istic budget
Identified 6 project risk Unrea1istic scheduling
categories: - Lack of clarity of role definitions

Ineffective communications between project stakeholders
Technological Large number of link to existing systems
acquisition Overall knowledge of organization operations
Application size Expertise in specialised skills for the project
Teams' application Users negative attitude and opinions
expertise Users not ready to accept the new system
Users' support Users' not familiar with development tasks
Role definition
Users experience

2000 Cule et aI Strategies for heading Not managing change properly IS project
off IS project failures Lack of effective project management skills managers

Lack of effective project management methodology
Categorise the risk Inproper definition of roles and responsibilities
factors into 2 main Misunderstanding the requirements
categories of Inside risk Poor control
and Outside risk. Poor risk management

Wrong development methodology
For the Inside risk, Bad estimation
there are 2 subgroup of New technology
Task risk and Self risk. Lack of skills required
For the Outside risk Poor team relationships
there are 2 subgroup of Insufficient staft"mg
Client risk and Dependent on outside consultants
Environment risk Lack of management commitment

Failure to gain user commitment
Conflicts between user department
Failure to manage end user expectation
Lack of cooperation from users
Unclear scope objectives
Number of units involved
Unrea1istic schedule
Changes in orpnization management
Lack of control and coordination
Unstable corporate environment
Changes of organization priorities

2000 Ropponen &: Addressing the Personnel shortfa11s Project
Lyytinen components of software Unrea1istics schecIules managers

development risks using Unrea1istic budpts
principal component Developina WIOIl8 software function
analysis and ~Wly Developing WIOIl8 user interface
ANOVA. Requirement changes
Their research use risk Poor system performance
checklists define into 6 Project comDtexitv

SI F.A.Mohd Rlhim 2011



Chapter 4 : Risk factors literatures & framewolt

Keil et aI

Requirement
CUSIOIIIermandate
Environment
Execution

New technology
Unsuitable development methodology
Lackofskills
Inexperience project manager

Survey on
software
projects

1999 James Jiang &:
Gary Klien

categories of risk
factors;
Scheduling and timing
risks
Functionality risks
Subcontracting risks
Requirements
management
Resource usage
Performance risks

Exploring the
relationship between
risk and different aspect
of project success,
where four IS success
measures were found to
relate to different risk
factors;

Technological newness
Large project size
Lack of team general expertise
Lack of team expertise with task
Lack of team development expertise
Lack of user commitment
Insufficient resources
Unrealistic budget
Unrealistic schedul ing
Lack of clarity of role definitions
Ineffective communications between project stakeholders
Large number of link to existing systems

Survey of IS
project
mlll'lllgers

Project
mlll'lllgers of
Finland,
Hong Kana.
US.

1998

1994 Leslie Willcocks
&:Catherine
Griffiths

Development process
System use satisfaction
System quality
Organizational impact.

Framework for
identifying software
project risk with
different ranking results
among project
mlll1llgerS.

Lack of top management commitment
Failure to gain user commitment
Misunderstanding of system requirements
Lack of adequate user involvement
Failure to manage end user expectations
Lack of required knowledge/skills
Introduction of new technology
Inappropriate staffing
Conflict between users

Review of
previous
research

1993 Barki etal

Their research use risk
checkl ists define into 4
categories of risk
factors;

Review of existing
research and framework
and put forward
complementary risk
profile in large scale IT
projects

The SIIIdy did not
categorize the rWc
factors into any
grouping.

Large number of divisions
Unrealistic project scheduling
Large project size
Too focus on IT
Overlooked management issues
Insufficient IT expertise
Competitors actions
High complexity
Newness and changing technologies
Unclear objectives
Market demand
Management support
User commitment
Number of units involved
Project team experience
Staff turnover/stabil ity
Technical performance
User/market acceptance

Assessment of software
risks resulted in five
category of risks.

New technology
Dependence on external vendors
Number of users
Number of people on the team
Project size
Team's lack development expertise
Team's lack expertise with task and application
Number of links to existing systems
Technical complexity
Organisational changes
Conflicts
Lack of clarity of role definitions

Their research use risk
checklists define into 5
categories of risk
factors;

Technological newness
Application size
Expertise
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Application complexity Insufficient resources
Organizational Task complexity
environment

1991 Boehm Surveyed experienced Personnel shortfalls Project
project managers and Unrealistics budgets managers
produced risks lists Unrealisitic schedules

Developing wrong functions
The study did not Developing wrong user interface
categorize the risle Gold platting
factors into any Unclear requirement
grouping. System performance shortfalls

Shortfalls in externally performed task
Straining computer science capabilities

4.5. Classification of risk factors

Many of the studies and research to date examine the risks from a broad aspect of

software and IT development project. Previous researches discuss the issues of risks in more

common and generic rankings or groupings of risks. Most studies explore the studies of risks

using particular modelling techniques, and discuss the relationship of the software risks with the

overall project performance and project success.

In a literature study by Susan and Alter (2004a & 2004b), as elaborated previously in the

methodology chapter, her study highlighted the lack of easily communicate organizing framework

for IT risk factors. Her reviews were based on previous researchers work without any empirical

study, surveys, interviews or research data analysis to support and validate her arguments. But,

her reviews suggested that organizing risk factors into a general but adaptable model could make

the IT risk factors more accessible and usable by managers. Her reviews suggested that, better

ways of describing risk and relating it to everyday business projects and operations may enable

business and IT professionals enhancing communication and better collaboration in attempting to

reduce IT related risk factors.

Other researchers have also organised and categorised, the risk according to dimensions,

task, structure, element and attribute. As shown in Table 4.1, Weng Ming Han et al (2007) had

organised the risk factors into six dimension of user, requirement, project complexity, planning

and control, team, and, organization environment, They used this six dimension for MANOV A

analysis of probability of occurrence and impact of software risks on project performance. Mark

Keil et al (2008) had also categorises risk factors in software project for their research, which they

categorised them into 14 categories of risk factors. Helia Costa et al (2007) in their study of the

techniques of evaluation of risk level of software project through analogies of economic concepts

had also categorised their risk factors into two categories of specific risks and systemic risks.

Other researches that have categorised their risk factors can be referred from Table 4.1, which

include Perera et al (2006) with 14 categories, Wat and Ngai (2005) with 10 categories, Wallace

et al (2004) with 6 categories, Keil et al (2003) with 4 categories, Schmidt et al (2001) with 13

categories and Ropponen and Lyytinen (2000) with 6 categories. There are some common
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categories among the researchers but none of the risk factors was categorised based on project

management perspectives.

4.6. The framework of software project risk

The dimensions and categories of risk factors in software project previously studied did

not really focus on the cycles, processes and activities within the software development project,

but more on the characteristics and common groupings of the risk factors. The lack of focus on

the cycles, processes and activities of the software project could make the management of the

software project, the risk factors involved and the related risk management strategies difficult and

complex. It is going to be a rather difficult task for the managers to pin-point risk factors to its

most relevant stages, assessing the level of impact, or even identifying the most appropriate risk

management strategies. Using the dimensions or categories identified from previous researches

could make the risk management process time consuming and complex as the process could go

back and forth because of the connection of the risk factors with more than one stage.

Functionality
risk

Figure 4.1 : Overlapping of risk components (adapted from; Sherer & Alter, 2004)

Based on Figure 4.1 above and the literature survey showed in Table 4.2, it can be argued

that the majority of the groupings, components, ranking of risk lists produced a rather overlapping

risk factors and components. The overlapping of risk factors, with the lacking of organized

framework would limit the usefulness of the risk components or risk models (Alter and Sherer,

2004). Without a more robust and structured framework, it is difficult to identify the source or

,

:~
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origin of the risk factors and tracking the risk. The lack of organized framework could make it

more difficult for managers and practitioners to identify, analyse the risk or even to suggest

possible risk management strategies. The overlapping of many risk factors could make the risk

management processes difficult and time consuming, especially as the risk management process

also involved tracking and monitoring of the risk response strategies implemented. In addition, as

most of the software development lifecycle process involved a lot of iterative process within the

cycle, the risk management process can be a daunting task and complex.

In order to organize the risk factors in a structured framework, the research structured the

risk factors based on the Project Management principle of managing a project. This is based on

the fact that Project Management perspectives and principles are generally acceptable concept and

widely used by most businesses and project managers for their projects. Furthermore, risk

management is one of the knowledge areas in Project Management Body of Knowledge

(PMBOK).

The steady progression framework within the project management principle could be an

appropriate framework in dealing with the risk factors in software projects, as the more relevant

risk factors can be identified specifically for any particular cycles, phases, activities or processes,

whether it is in the early phase or the later phase. As one risk may still occur in more than one

phase, one might argue that, there probably still going to be an overlapping of risk factors. But,

this new framework could still allow the .practitioners to be able to focus on the risk in that

particular stage, as the main focus is to handle and monitor the risks factors through the life cycle

stages in a more systematic and structured manner. By using this proposed framework, the

practitioners or business managers may also be able to justify the necessary and the relevancy of

the most appropriate risk management strategies. In addition, by way of understanding through

the project management lifecycle stages and its related processes and activities, additional new

risk factors can still be added to the relevant stages of the Iifecycle.

The literature reviews also highlighted the importance and relevancy of project

management construct and issues in the risk categories, dimensions, or even the risk management

strategies; within the discussion of software project failures and success (Keil et al, 2004;

Baccarini et al, 2004; Cannon, 1994; Kwak & Stoddard, 2004). Since project management issues

were commonly cited in the literatures, on the basis of this, the project management perspective

was chosen for the research as the new framework for organising the risk factors in software

project. The project management principles and perspectives were also quite easily understood

and communicated by most practitioners, business managers or even other non-IT related staff

within the organization. This could assist the team members to have a working understanding of

risk factors within the context of their scope of work, and being more responsible and accountable

for the consequences of their actions.

Furthermore, as most research suggested that risk identification and risk management

process is also the responsibilities of other team members (and not just the project managers), this
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new framework could be a medium of enhancing communications between the team members in

dealing with risk factors in software project. As pointed out by Kuruppuarachchi et al (2002);

Pinto (1998); Tan (1996); and Jiang (1996), Verner et al (1999), good communications could

provide the software project with a greater chance of success.

The risk factors identified from the literature survey shown in Table 4.2 were incorporated

in this new framework of software development life cycle. Risk factors identified and gathered

based on the researchers knowledge, understanding and informal discussions with others, were

also included in the framework. The list of risk factors in Table 4.3 - Table 4.8 is not necessary an

exhaustive or a complete list of risk factors, but it is a complete list of risk factors at the time of

conducting the literature survey. Within this new framework, any additional or new occurrence of

risk factors can still be added into the relevant stages. The new framework of software

development lifecycle used to classify risk factors is shown below :-

The framework of software development lifecycle used to classify the risk factors is shown below

4.6.1. Feasibility study

Most projects begin with a feasibility study to determine whether the proposed new

system can be implemented to generate desired output given organisational constraints.

(Martin, 1992; Hussain, 1995; Clifton, 1990; Senn, 1995; Taylor, 2003). The main focus is

to estimate the principal costs and whether the cost of the system compares favourably

with the expected benefits. The cost benefit analysis is not necessarily on financial terms

only but also must be viewed from the economical, technical, organisational perspectives

in order to reach into a prudent and justifiable decision making whether an IT project is

feasible or not. Through the feasibility study, not only it helps to determine whethq the

company has the technical and resources capabilities to do the project, but perhaps more

important, it gives some ideas of whether the project would contribute to the company's

growth plan. The feasibility study is also important to ensure that the system fits in with

the organization's current or future ways of working.

4.6.2. Project planning

The primary purpose of planning is to establish a set of directions in sufficient detail to

tell the project team exactly what must be done, when it must be done, and what resources

to use in order to produce the deliverables of the project successfully. (Meredith &

Mantel, 2003; Martin, 1992; Alter,2002). Almost all projects, because of their relative

duration and often prioritized control of resources, require formal and detailed planning.

The plan must be design in a way that the project outcome also meets the objectives of the

organization, as reflected by the project portfolio or other strategic selection process used

to approve the project during the feasibility study stage. (Kerzner, 2006).
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4.6.3. Requirement

Although requirement is not part of a generic project management life cycle, but most

research in this area highlighted the important of requirements for a successful software

development project. Detail requirement analysis contains a comprehensive system

requirements that include detail descriptions of the system inputs and outputs, and the

processes used to convert the input data into the outputs (Alter,2002). Although IS

analysts are typically responsible for drafting and revising the requirements

specifications, organization are also responsible for making sure that the written

requirements are correct and complete. It clarifies the scope and purposed of the proposed

project by describing the work processes that will be affected and how they will be

performed using the system. If the requirement of the project is too narrow, the tendency

is that the project may not meet its functional needs. On the other hand, if the requirement

is too broad, the project may not be finished. The balanced of this is necessary to stay

within the functional requirements of the system, the resources, budget and schedule

stipulated. The requirements were documented accurately and in detail in order to provide

a sound basis for successful systems design and development stage.

4.6.4. Development stage

The 'development stage' is being used as the terminology for this stage is to reflect this

stage as where the team develops the software after the previous stages of planning and

requirement stage. During the development stage, the technicality and complexity of the

proposed system becoming clearer focused, as the description of what the system will do,

the configuration of the system and computer environment, the compatibility with

existing system and the prototype or working model being detailed together. Based on the

detailed requirement analysis, the IT specialists and the design team will design the

physical system. In system design, the team decides what hardware and systems software

to use to operate the system, design the structure and contents of the system (Martin,

2002). This detailed design document will then be given to programmers to produce the

computer programs and coding. The programmers also developed the databases and files

to be used by the system. The main involvement of the users would be in assisting to

interpret the requirements and design documents. The design stage creates the bridge

between the user's need and the hardware and software capability. It is concerned with

mapping the business need into a technical solutions and design details, which ensure that

the system is reliable, secure and adequate capacity.

4.6.5. Implementatloa stage
After the development stage, the IT software is implemented within the organizations. IT

projects frequently involve changes to the jobs of the people who will use the system, and
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these changes must be anticipated and well planned. Bailey (1998) studied in depth the

type of change characteristics; tangible, conceptual and personal; that could be expected

once a project has been implemented. There is a need for careful evaluation of planning

strategies and methodologies that would facilitate these changes. The major problems in

system installation usually lie in adapting the organisation to the new system that is

changing how people do their work (Mobey, 2002). The conversion process may require

attitudinal changes. It is probably a mistake to assume that people will change their

behaviour in the desired or expected way. Installing the hardware and software can be a

challenge when the new system involves technology that is new to the organisation.

4.6.6. Opention &: maintenance

Successful operation of an application system requires that people and computers work

together (Martin,2002). If hardware or software fails or people falter, system operation

may be unsatisfactory. In any IT project, there are thousands of things that can go wrong.

and most organizations operate many systems simultaneously. It takes excellent

management of computer operations to make sure that everything works well

consistently, and to contain and repair the damage when things do go wrong. Regardless

of computer size, periodic evaluation of operations should take place ,evaluation being the

comparison of actual performance with the objectives. (Hussain,1995). If performance is

unsatisfactorily. either systems maintenance, minor modification, redevelopment or major

change is triggered. The efficiency and effectiveness of the system once changes are made

will subsequently be reviewed at scheduled evaluation sessions.

4.7. The stages IT risk

4.7.1. Feasibility study stage IT risk
The purpose of the feasibility study is to ascertain whether the desired objectives of the system

can be achieved within the existing economical. financial. organizational and technological

constraints (Hussain, 1995; Alter, 2002; Martin, 1992). The focused will be around the general

ideas of helping management in the decision making processes to determine whether the project

should be pursued. Various solutions and alternatives to the IT issues or problems are examined

during the study. The focus of the feasibility study for the software project should not be too

narrow focus on the IT technical issues or resources, but the management and business impact

issues must not be overlooked (Willcocks & Griffiths, 1994; Addison, 2003). This also raised the

question of whether the worthiness of committing organisational resources to the software project,

or whether the resources might be more useful elsewhere, or even investing in the right software

project and technology (Addison, 2003). On the contrary, the management also need to consider

the cost of not pursuing the software project and perhaps losing ground on the competitors in the
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market (Taylor, 2003; Kingston, 2004). The organisations need to consider as to whether the firm

can afford to build the system and justify their investments (Burch et ai, 1983; Clifton, 1990;

Laudon, 1995; Senn, 1995). As feasibility study is the early part of the stages and not much is

known about the software project, it is crucial the risk factors in this stage being considered

thoroughly. The risk factors in this stage can have very significant impact on the progress of the

software project. The cost benefit analysis of the software project could shows relevant and

feasible alternatives in terms of major costs that will be incurred during the development and

running of the system, together with the major benefits that are expected to accrue (Kingston,

2004). Generally, the overall benefit must outweigh the overall cost, but not necessary in financial

terms only. Failure in the identification and assessment of risk factors at the project feasibility

stage of the software project might manifest as project problems later-on, and have an impact on

project success. After the feasibility study stage, recommendations are normally made whether to

proceed with the project and the next stage. Risk factors incorporated in this stage is shown in

Table 4.3 below:-

Table 4.3 : Risk factors for the feasibility study stage

Stages Riskeadon Research
codiu

Feasibility study Inproper justification of cost benefit analysis and evaluation criteria
FIfrom feasibility study

Too narrow focus on the technical IT issues F2
Overlooked the m8Jl8ltement and business impact issues F3
WrolUl:iustification of investment alternatives and ODDOrtuniiV cost F4
Inappropriate technology chosen fiom the feasibilitY study FS

4.7.2. Project planning stage IT risk
Successful software project completion requires detailed and meticulous planning, careful

monitoring, reviews and updating of the state of the software project against the scope and

objectives (Keil et al, 2008; Tesch et ai, 2007; Perera et al, 2006; Wat & Ngai, 2005; Wallace &

Keil, 2004). The management need to consider the difficulties of estimating the resource

required, planning the system conversion and coordinating the work of staff, and ensuring that the

overall software project is completed within the project schedule (Keil et al, 2008; Ming Han et

ai, 2007; Eun Hee Kim et al, 2006; Wat & Ngai, 2005; Wallace & Keil, 2004). A slippage at any

particular phase, cannot always be corrected by simply putting more staff or allocate money at the

problem, but a contingency plan and a plan for change management process for the software

project could help (Helio Costa et al, 2007; Perera et al, 2006; Wat & Ngai, 2005). For a

successful software project, normally a lot of time is spent on the planning phase and sometimes

longer than it takes to complete the rest of the project itself. It is important to remember that the
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success of a software project starts with the project plan. The initial project plan needs to be as

thorough and detailed as possible including the critical and non-critical activities, the project

milestones and the work breakdown structure (Mark Keil et al, 2008; Ming Han et ai, 2007; Helio

Costa et al, 2007; Eun Hee Kim et al, 2006; Wallace & Keil, 2004) . The project management and

development team also need to be established. Other risk factor that was also included in this stage

is lack of quality control procedure, unclear line of decision making authority throughout the

project and the success criteria for the project (Helio Costa et ai, 2007; Perera et al, 2006;

Wallace & Keil, 2004). Poor project planning in the software project makes problems or setbacks

more likely to occur and less likely to be noticed and properly dealt with when they do occur.

Without an effective project plan, it is going to be hard to know whether the software project is

performing well and justify it with the project goals and deliverable output. Lack of attention to

project planning stage may also escalate the software project and lead to project failure.

Table 4.4 : Risk factors for the project planning stage

Stages RiskCadon Research
codiD2

Project planning Unclear project scope + objectives PI
Undefmed proiect success criteria P2
Lack of auality control procedure and mechanism P3
Project milestones for stages not well establish P4
Improper change management planning P5
Inaccurate estimate of resources P6
Unrealistic project schedule P7
lnadeauate detail breakdown structure P8
Critical and non-critical activities of proiect not identified P9
Project management and development team not properly set UP PlO
Unclear line of decision makinl! authority throughout the proiect Pll
Lack of contingency planlback UP PI2
System conversion method not well planned PI3
Improper planning of time frame for project reviews and UPdatin2 PI4

4.7.3. Requirement stage IT risk

Although requirements are not very well mentioned in the literature as part of project

management life cycle, but requirements were highlighted by most researches in IT risk as one of

the main categories or dimensions. This can also be seen in the list of risk factors in Table 1.

Even, a number of researchers had also classified requirements as one of the main category or

dimensions. The essence of the stage is to achieve a thorough and insightful understanding of the

requirements of the system (Hussain, 1995; Senn, 1995; Clifton, 1990). As a result of this, a

detailed systems requirements and specifications is materialized that will be use as a basis for

development stage. Poor requirements or failure to define accurate requirements can lead constant

changes of requirements and the creation of a system that does not fit the users' needs, thus
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resulting in project failure. The important risk factors in this stage include the clarity of the

requirements (Boehm, 1991; Schmidt et al, 200 1; Perera et ai, 2006; Eun Hee Kim et ai, 2006),

adequacy of the requirements, any unnecessary requirements (Eun Hee Kim et al, 2006; Tesch et

ai, 2007), validations of the requirements (Schmidt et al, 2001; Helio Costa et al, 2007) and also

users involvement in the requirements stage (Wallace et al, 2004; Ropponen & Lyytinen, 2000;

Perera et al, 2006). Table 4.5 show the risk factors for the requirement stage included for this

study.

Table 4.5 : risk factors for the requirement stage.

Stages Riskfacton Research
codiu

Requirement Unclear and inadequate identification of systems requirements RI
Incorrect systems requirements R2
Misinterpretations of the systems recuirements R3
Conflicting system requirements R4
Gold platting or unnecessary functions and requirements RS
Inadequate validation of the requirements R6
Lack of users involvement in requirement stuc R7

4.7.4. Development stage IT risk

Development stage is the transformation of a general system requirement into hardware and

software that accomplish the required functions (Hussain, 1995; Alter, 2002). This is the stage

where all the necessary groundwork and investigations did during the feasibility stage, project

planning stage and requirement stage deemed very crucial and important. Based on the

requirements and project plan from the earlier stages, the development stage is about specifying

how the new system is to achieve the functions, outputs and also operational performance (Taylor,

2003; Alter, 2002). In this stage the risk factors of the software project included were

predominantly technological related factors such as the development methodology used, the

technical complexities of the technology and the testing of the unit or modules (Barki et al, 1993;

Keil et al, 1998; Jiang & Klien, 1999; Ropponen & Lyytinen, 2000; Cule et al, 2000; Wallace et

ai, 2004; Wat & Ngai, 2005; Tesch et al, 2007). Human related risk factors such as the

experienced and skllls of the project manager and development team, staff resources issues,

communication factors and also users involvement (Willcocks cl Griffith, 1994; Jiang cl Klein,

1999; Schmidt et al, 2001; Wallace & Keil, 2004;Helio Costa et ai, 2007; Ming Han et al, 2007) ,

were also included in the development stage. Table 4.6 shows the risk factors for the development

stage in this research.
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Table 4.6 : Risk factors for the development stage.

Stages Riskf.don Research
codinl

Development Inproner handover from the requirement team DI
Inappropriate development methodology used D2
Unsuitable working model and prototype D3
Programming language and CASE tool selected not adequate D4
High level of technical complexities OS
Project involves the use of new technology D6
Difficulty in defining the input and output of system D7
Immature technology D8
Technological advancements and changes D9
Failures and inconsistencies ofunitlmodules test results DIO
Failure of user acce_j)tancetest D11
Time consuming; for testin& D12
Resources shifted from proiect due to organisational priorities D13
Changes in management of organisation during development DI4
Lack of users involvement and commitment DI5
Team members lack specialized skills required for the project D16
Ineffective communication within development team members Dl7
Ineffective communication between users and development team Dl8
members
Inadequately trained development team members Dl9
Team members not familiar with the tasks/processes being developed D20
Inexperienced team members D2l
Lack of commitment to project among development team members D22
Ineffective and inexperienced project manager D23
Frequent statTtumover within project team D24
Conflicts between users and development team members D2!!
Conflict among; users D26
Conflicts within development team members D27
Excessive schedule _pressure and overworked D28
Lack of control and coordination within the project D29
Overreliance on subcontractor or vendors/suppliers D30
Redundancies and overlapping of activities/processes D3]
Lack of regular reviews against goals D32
Large project size D33
Tracking; of problems within the processes/activities D34
Improper sequential of processes/activities D3!!

4.7.5. Implementation stage risk

It is a process of putting the system into operation in an organization after the

development stage (Alter, 2002; Palisha, 2002; Martin, 2002). The process may involve

substantial changes to the people, system, organisation and also working processes. These

changes may be minimal or even drastic and can cause intra-organisational issues and tensions.

The main issue here is whether the IT system can be converted as effectively and systematically

from the old system to the new system (Mobey, 2002). It is difficult to visualise from project

specification or design, how the IT system will work or have impact on the organisation. Whilst

good design of system is important, successful change requires implementation planning,

execution and improvisation to deal with resistance and unforeseen events (Lynne & Benjamin,
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1997). The implementation stage may also dependable on how good is the development process

previously. The risk factors of the software project in this stage need to be considered carefully as

any difficulties and changes arising from the risk factors may incur considerable losses in terms of

times, financial and other resources spent. Risks factors related to conversions of the system,
disruption to existing processes, users expectation and adaptability to new system were very

important (Willcocks & Griffiths, 1994; Jiang & Klien, 1999; Cule et al, 2000; Wallace & Keil,

2004; Perera et al, 2006). Other not directly technical related factors such as communications,

training, documentation and number of units involved during implementation must not be

overlooked (Mark Keil et al, 2008; Tesch et al, 2007; Ming Han et al, 2007; Wallace & Keil,

2004). Users' involvement is also crucial as, they are the main user or recipient of the new system

or software (Willcocks & Griffith, 1994; Jiang & Klien, 2001; Schmidt et al, 2001; Addison,

2003; Ming Han et al, 2007). Table 4.7 shows the risk factors included in the implementation

stage for the study.

Table 4.7 : Risk factors for the implementation stage

Stages Riskf.don Research
eodin_l_

Implementation Unsuitable conversion/installation method IMI
Loss of data during conversion/installation 1M2
System failure during conversion/installation 1M3
Loss of performance during installation IM4
Improper implementation sequence modules/activities IM5
Disruption to existina oDCratiOn/~rocesses IM6
Difficulty in configuration of system and computer IM7
environment/platfonn
Time constraints in implementation 1MB
Large number of interfaces to other system required IM9
Users adaptability to new system IMIO
Users lack understand ina of system CllJ)_abiIitiesand limitations IMIl
Failure to manage end-user exoectations IMI2
User resistance to change IMI3
Feedback from users not p~anal~d IMI4
Time constraints of training IMIS
Outlinina training schedule IMI6
Lack of knowledge and experience of system IMI7
administrator/configuration
Lack ofknowledltC and experience of implementation team IMlB
Ineffective communication between users and implementation team IM19
members
Ineffective communication within implementation team members IM20
ChanltCs in IIUUUlIlCmentof 0 'on during ilQlementation IM21
Resources shifted from project due to 0 .onal priorities IM22
Proiects affects largo number of user tslunits IM23
InadeQuate documentation for implementation IM24
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4.7.6. OperatioD maiDteD.Dee stale IT risk

The way in which hardware, software, the database and computer personnel are deployed

will determine whether operations are optimised (Hussain, 1995; Martin, 2002). Successful

operation of an application system requires that people and computers work together. If hardware

or software fails or people falter, system operation may be unsatisfactory. As users and managers

gain experience with IT systems, they may become more aware of the potentialities of computer

processing and place increased demands on systems in existence. Organisations that want to stay

at the forefront of technology will find that their IT systems need frequent modifications and

improvements, or even stay ahead their competitors. It is very important to have the support of the

management throughout the life of the software, to stay competitive (Addison, 2003; Wallace &

Keil, 2004; Tai Hui & Biau Liu, 2004; Wat & Ngai, 200S). Maintenance of the software normally

refers to the process of making changes to a system after it has been put into production mode or

operation up and running. The most obvious reason for maintenance is to correct errors in the

software and hardware that were not discovered and corrected prior to its initial implementation.

Usually a number of bugs or viruses in a system do elude the testing process and for a large or

complex IT system, it may take several months or even years to discover (Wat & Ngai, 2005;

Perera et al, 2006); . Maintenance of the software may aIso be required to adapt the system to

changes in the environment, the organization, other systems, new hardware and systems software,

and government regulations (Barki et al, 1993; Willcocks & Griffith, 1994; Cule et ai, 2000;

Schmidt et aI, 2001; Addison, 2003;Wat & Ngai, 2005). Table 4.8 show the risk factors included

in the operation maintenance stage for the study.

Table 4.8 : Risk factors for the operation maintenance stage

Stales Riakfaeton Relearcb
codinl

Lack of organisation's commitment throughout project life
Operation" OPt
maintenance Systems not perfonWnll accurately and effectively OP2

System failure and breakdown OP3
Inconsistencies of output produced OP4
Inadequate user documentation OPS
Poor maintenance schedule OP6
Poor maintenanc:e procedure OP7
Lack of technical support OPS
Threat ofbacken OP9
Viruseslbugs OPIO
Unauthorised user/sabotaj/abuse OPll
Inadequate safety/security features OPI2
Changes in JJUU'ket condition and oraanisation priorities OPI3
Systems and ; lanauaaes become obsolete OPt4
Actions taIcen l?l'_ competiton OPIS
Software not flexible in supporting new requirements and changing OPt6
user needs
Cost oftrainin_A OPt7
Lack of continuous IT investment to sustain competitiveness OPts
Price fluctuations of hardware and software OPt9
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4.8. Summary

The chapter explain the previous research perspectives and the reasons in the proposition

of a new framework for the software development life cycle. The chapter shows how the project

management framework of life cycle can be used to organize the risk factors of software project

from the literatures. The extraction of the risk factors form the literature was explained and risk

factors were extracted for the proposed new framework. The risk factors were incorporated into

the relevant stages of the life cycle. This new framework of risk in software project will be used in

the questionnaire design for the data collection process. The framework will be used to survey and

analyse the opinions and perceptions of the software practitioners in relation to the likelihood

occurrence of risk factors and their impact on the cost overrun of a software project.
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CHAPTERS DESCRIPTIVE STATISTICS & DATA

RANKING

5.1. Introduction

In this survey, a questionnaire was developed and distributed among practitioners in

different level of information systems professions, involved in software development projects.

The data obtained were grouped, organised in order to be analysed and discussed in the next

section. Overall findings of the questionnaires are presented in this chapter. This chapter only

explain the descriptive statistics of the findings. Further analysis and discussions of the results and

the perceptions of the practitioners will be explained in detail during the later chapters.

The first section of the questionnaire (Section A) includes 4 questions relevant to the

respondents' general information. Section A asked the respondents the nature of their companies,

respondent's designation in that company and their experiences in software development project

in terms of number of projects undertaken and years of involvement.

/"

IT support starts I~

• Sonware development
company

.. NO of respondents

• Percentage of
respondents

SoHware developer / :-;::ii:ii~ ..................~,--...J'
programmer -

Project Manager
"IT consultancy &
management

Managing
Directors/Board

Directors

32%
Web development

o 20 40 60 80 100 120 140

Figure 5.1 : Companies profile Graph 5.1 : Respondentsjob description

The findings showed 46 respondents (14%) were Managing Directors/Board of Directors of

companies, 135 respondents (42%) were Project Managers, 118 respondents (36%) were Software

developers/programmers, and 25 respondents (8%) were IT support staffs of their respective

companies. The companies consist of 122 (38%) Software development companies, 104 (32%) IT

Consultancy and management companies and 98 (30%) Web development companies.

66 F.A.Mohd-Rahim 2011



Chapter 5 : Descriptive Statistics & Data Ranking

5.2. Data ranking
Ranking is based on list of risk factors being ranked on their importance as a result of the

rating by the respondents. The need for ranking normally applies when there were huge of set of

data and the need to find and select similar indicators or common themes and trends for the

research.

This chapter examines the statistical techniques used to rank the data obtained from the

questionnaire survey, which consists of 104 risk factors within 6 stages. In this study, the SPSS

and Microsoft Excel were used for the ranking analysis. The method of evaluation and ranking is

based on statistical analysis such as (Field, 2005; Morgan et ai, 2004; Punch, 2006) :-

• The average weighted mean

• Standard deviation

• Coefficient of variation

• The ratio of standard deviation as a percentage (%) of the mean.

• For comparing the relative variability of various responses.

• The lower variation coefficient, the better is the variability.

• Severity index

• Ranking of the indicators according to their significance.

• The higher percentage (%), more significance is the factor.

The ranking is based on a questionnaire survey which was commissioned among software

practitioners. The questionnaire was designed as a result of literature reviews, previous research

works in this area and also pilot study. The questionnaire consists of 104 risk factors with 6 stages

of development life cycle. Each stage has a number of risk factors attributed to it. This is shown in

Figure 5.2.

Software development lifecycle risk factors
104 factors

Implementation stage

Feasibility study stage 5 rlak factors

Project planning stage 14 risk factors

Requirement stage 7 risk factors

Development stage 35 risk factors

Operation & Maintenance stage 19 risk factors

Figure 5.2. Risk factors questionnaire structure
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5.3. Analysis and ranking

A mean weighted rating for each risk factor is computed to indicate the importance of each

indicator, using the equation 4.1 below.

Mean weighted rating = [r (R*F) ] In

Where;

equation (5.1)

R = rating of each risk factor (1,2,3,4,5)

F = frequency of responses

n = total number of responses ( n = 324)

Severity index (S.n measure is to rank the indicators according to their significance. Equation 5.2

presents how S.I is calculated :-

S.I. = ([ r(W*F)] In} * 100 % equation (5.2)

Where;

W = weight of each rating (lIS, 215, 3/5, 4/5, SIS )
F = frequency of responses

n = total number of responses ( n = 324 )

The ratio of standard deviation (SO) as a percentage of the mean, is called Coefficient of variation

(COY) and is for comparing relative variability of responses.

COV=(S/M) * 100 % equation (5.3)

Where;

S = standard deviation

M = weighted mean sample
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List of risks, derived from the literatures was provided to the respondents who were asked to rate

each risk in terms of the likelihood occurrence of the risks using the Likert scale of 1-5 (1- none; 2

unlikely; 3-likely; 4-highly likely; S-very highly likely). The respondents were also asked to rate

each risk factor impact on the cost overrun of a software project using the scale below :-

a. Very low (1-10% overrun)

b. Low (11-20% overrun)

c. Moderate (21-30% overrun)

d. High (31-40% overrun)

e. Very High (> 40% overrun)

5.4. Rating and ranking of Likelibood oeeurreaee of risk faetors

For the purpose of this chapter, the full Table 5.1 illustrating the statistical ranking results

for all 104 indicators is shown in the Appendixes. In the Table 5.1, the overall ranking, the

Kendall ranks and the ranking by each practitioner for every risk factor are presented.

From the Table 5.1, the average weighted mean for the risk factors varies from 1.45 to 4.44,

with the overall mean of 2.86. The severity indices range within 29 % to 88 %. As it can also be

seen from Table 5.1, the top 30 ranked risk factors were dominated by the indicators from the

Project Planning stage and Development stage, where the highest ranked factor was (P6-

inaccurate estimate of resources) with a mean of 4.44 and severity indices of 88.7 %. An overall

examination of the first 30 ranked risk factors in Table 5.1 indicates that all first 30 ranked factors

have a minimum mean value of 3.37 (which is higher than the overall mean of 2.86) and severity

indices of 67.35 %. This means that the first 30 ranked risk factors seem to be important as

viewed by the respondents.

The overall ranking for risk factors (P6-inaccurate estimate of resources) is 1st out of 104,

the Managing DirectorsIBoard of Directors and the DeveloperlProgrammer also rated P6 as the

highest ranked. The Project Manager ranked it 3rd out of 104, and the IT support staffs ranked it

2nd out 104. This factor carries a severity index of 88.7%, a coefficient of variation of 19.23%,

standard deviation of 0.854 and average weighted mean of 4.44.

5.4.1. Feasibility study stage risk factors

Feasibility study stage consists of 5 risk factors. Ranking results in Table 5.2 shows that

there are 2 factors (Fl, F3) with ranking among the first 30 ranked indicators. In Table 5.3, factor
Fl is considered as the highest ranked indicators for the Feasibility stage, with the mean of 3.6

and severity index of 72.04%. It has an overall ranking of 21st out of 104; Managing

DirectorslBoard of Directors ranked 5th out of 104; Project Managers ranked 23rd out of 104;

Developer ranked 29th out of 104 and IT support staffs ranked 33rd out of 104.
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Table 5.2: Ranking of likelihood occurrence for Feasibility stage

Ranlana

Rtf lINn ....... .......... Project .,_.., IT CoeIIIcIent IevwIty ~ 0-.11
cI4nUtIon DInctora ....... ..." ofvMatlon Ind ... lINn RMIdng

rllnIdng

F1 3.80 0.94 5 23 29 33 :ze.11 72.04 71.87 21

F2 3.304 0.871 12 043 :ze 81 :ze.07 88.85 87.22 32

F3 3.47 1.08 31 15 35 45 30.54 88.44 87.54 24

F4 2.28 0.835 88 88 88 114 38.8 45.82 45.03 a7

F5 2.44 0.882 eo eo 82 58 35.32 411.83 50.38 a1

For factor F3, it has an overall ranking of 24th out of 104; Managing DirectorslBoard of

Directors ranked 31st out of 104; Project Managers ranked 15th out of 104; Developers ranked

35th out of 104 and IT support staffs ranked 45th out of 104. Factor F3 has a mean of 3.47 and

severity indices of 69.44%.

5.4.2. Project Planning stage risk facton

Table 5.3 : Ranking of likelihood occurrence for Project Planning stage

~III

Rtf lINn ......,. ........... Project .,_.., IT CoeIIIcIent IevwIty KInd8II 0wwII1
cI4nUtIon DInctora ....... ..." ofvwt.llon Index ,: RriIng

P1 4.17 1.07 8 8 5 4 25.85 83.4 84.20 4

P2 3.88 0.829 20 18 18 17 22.48 73.7 n.24 111

P3 2.72 0.11&4 45 50 53 40 35.44 54.32 54.30 51

Pol 2.41 O.a:ze 57 83 a1 48 304.27 411.27 44.111 82

P5 3.58 0.878 24 22 25 :ze 27.41 71.17 70.48 22

Pe 4.44 0.1154 1 3 1 2 ".23 111.7 ".114 1

P7 4.41 0.784 2 2 2 3 17.n 118.21 12.11 2

PS 2.58 0.l1li8 51 58 58 44 38.51 51.11 48.115 55

Pt 3.73 1.018 11 12 22 55 27.31 74.• 75.48 18

P10 1.81 1.107 • • • 85 81.18 38.17 28.• •
P11 3.l1li 0.1117 21 1 23 22 22.411 711.88 82.15 II

P12 3.88 0.815 13 21 21 21 18.80 73.27 73.711 20

P13 3.30 0.l1li5 25 211 M 72 30.15 •. 05 83.87 M

P14 3.11 0.1130 38 33 40 47 28.01 83.l1li 114•• 41

In the Project Planning stage, 8 risk factors from the 14 factors in this stage were ranked

in the first 30 highest indicators namely; PI, n, PS, P6, P7, P9, PII, P12. This means that more

than 50% of the indicators in the Project Planning stage were ranked in the first 30 highest

indicators These factors' means range from 3.S6 to 4.44. Also their severity indices vary from

71.17% to 88.7%. The score of average weighted mean and the severity indices for all of these

indicators are very high in comparison with other stages. Factor P6 with a mean of 4.44 and
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severity indices of 88.7 %, is considered is the highest ranked indicator for this stage. Apart from

factor P6, two more factors, P7 and PI, have an overall ranking of 2nd and 4th (out of 104)

respectively. Factor P7 has a mean of 4.41 and severity indices of 88.21%, whereas, factor PI has

a mean of 4.17 and severity indices of 83.4%. Both of these 2 factors were ranked in the top 6 (out

of 104) by Managing DirectorsIBoard of Directors, Project Managers, Developers and IT support

staffs, with a low coefficient of variation of 17.7% (P7) and 25.6% (PI).

5.4.3. Requirement stage risk facton

Table 5.4 : Ranking of likelihood occurrence for Requirement stage

.. "lIha

Rtf ...... ........ IIIIMgIng ProjecI o-Ioper rr CoeI'IIcIent hvwtIy KIIIde. Ownll
devIIIIIon DIrwc:tOrS ........ lid vMdon Inde. ...... RMIdng

"nIdna

R1 4.08 0.787 10 9 8 7 18.711 81.8 84.02 7

R2 2.15 1.32 73 71 74 70 81.311 42.118 37.53 73

R3 3.32 0.852 23 28 38 88 25.88 88.38 88.85 33

R4 2.44 0._ 54 57 84 511 40.41 48.811 411.112 80

R5 1.110 1.040 87 80 88 113 54.73 37.118 34.05 85

R8 3.82 0.1174 42 11 11 10 25.49 78.38 77.80 12

R7 3.41 1.858 50 24 24 37 48.8 88.21 84.75 28

For the Requirement stage, 3 factors from the 7 factors in this stage were ranked in the 30

highest ranked indicators. They were RI, R6 and R7. The factor RI has an overall rank of 7th out

of 104, and has a mean on 4.08 and severity indices of 81.6%. In fact, with a low coefficient of

variation of 18.7%, factor RI was ranked in the topl0 (of 104) by all4 categories of respondents.

The indicator R6 has an overall rank of 12th out of 104; Managing DirectorslBoard of Directors

ranked 42nd of 104; Project Managers ranked 11th; Developers ranked 11th and IT support staffs

ranked 10th out of 104. It has an overall mean of 3.82 and severity indices of 76.36%. The risk

factor R7 being ranked 50th of 104 by Managing DirectorslBoard of Directors; 24th out of 104 by

Project Managers; 24th of 104 by Developers and 37th out of 104 by IT support staffs. It has an

overall ranking of 26th, with the weighted mean of 3.41 and severity indices of 68.21 %.

5.4.4. Development stage risk facton

In the Development stage, 11th of the 35 factors in that stage being ranked in the first 30

highest ranked risk factors. These factors have an overall mean in the range of 3.37 to 4.3. The

severity indices are in the range of 67.35% - 85.93%. Factor 017 seemed to be the most important

risk factor for this stage and has an overall rank of 3rd out of 104 indicators, and the severity

indices of 85.93%. The 4 group of practitioners also ranked factor 017 as their top 5 highest

ranked risk factor, with a low coefficient of variation of20.93%.
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Table 5.5 : Ranking of likelihood occurrence for Development stage

"-*na
IW lIMn ....... .......... ProJect DewIopIr IT CotftIcIent Ievwtty Ktnd8II o-.u

deviation DINctIon ........ ltd' of vaIIIIIIon Index ...... RnIng
rMIdna

01 3.14 1.058 30 44 47 27 33.e 82.72 153.72 43

02 4.18 0.854 18 4 3 II 20.62 153.21 88.57 15

03 2.53 0.830 62 5& 57 48 32.8 50.112 47.62 5&

D4 2.51 1.1311 53 511 5& 51 45.37 50.25 48.711 57

D5 3.711 0.1144 48 13 II 13 24.11 75.8 78.311 13

De 2.34 1.0311 118 82 118 71 44.27 48.711 43.81 85

07 3.011 1.175 28 41 45 75 38.02 e1.73 et.54 45

De 2.22 0.887 70 87 411 73 311.• 4U4 4O.e1 70

011 2.08 0.8111 78 rt 78 78 38.75 41.23 35.25 78

010 2.25 0.e75 87 72 88 112 43.33 45.08 38.• 88

011 3.21 0.837 38 311 38 36 211.11 84.2 112.27 40

012 3.• 0.841 15 20 20 18 23.01 73.l1li n.11 18

013 3.35 1.047 4 38 43 211 31.25 87.04 84.45 31

014 1.117 1.007 n 87 78 87 51.11 311.38 31.04 711

015 3.112 1.1311 II 14 14 8 2II.OS 7ue n.78 11

01e 2.48 1.178 5& 54 eo 88 47.41 4II.a 48.57 511

017 4.3 0.11 3 II 4 1 20.83 111.83 88.01 3

018 3.37 0.1182 211 211 32 30 211.13 e7.38 85.24 30

018 1.118 1.052 78 83 711 711 53.87 311.14 30.118 81

D20 1.112 0.725 83 84 84 83 37.78 38.4 211.11 84

021 2.15 1.1711 74 88 72 eo 54.a 42.. 40.38 72

D22 2.10 1.0311 311 48 50 34 35.72 57.8 811.112 411

D23 4.02 0.721 14 • 10 12 17.83 eo.37 112.511 8

D24 3.38 0.873 34 48 13 18 21.78 87.53 87.40 28

D25 2.13 0.828 72 78 711 57 43.42 42.58 35.88 74

D28 1.75 1.048 81 85 83 ... 58.88 38 28.eo 111

D27 1.80 0.873 88 88 100 102 80.81 31.81 23.18 100

D28 U8 0.824 40 7 8 8 23.21 7II.a eo.1I2 10

D28 3.711 0.1188 17 18 17 111 211.27 75.74 75.03 14

D30 1.81 0.871 100 87 88 88 80.31 32.28 211.40 118

031 2.05 0.825 711 76 n 74 45.12 41.OS 311.• n

D32 4.011 0._ 8 10 7 II 18.70 81.73 83.43 e

D33 2.26 0.1184 • 70 70 62 42.84 44.114 31.33 88

D34 1.52 0.500 101 101 101 100 32.88 30.43 22.15 101

D35 1.• 0.882 eo 711 82 rt 43.53 3II.a 34.30 78
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5.4.5. Implementation stage risk fadon

As for the implementation stage, only 6 of the 24 factors in this stage were in the first 30

highest ranked indicators namely; IM9, IM15, IM19, IM22, IM23, IM24. The overall mean for

these factors were in the range of3.37 to 3.79. The range for the severity indices was 67.41% to

75.74%. All these 6 factors have an overall weighted mean of rank 15th to rank 29th. The factor

IMI5 was the most important risk factor in this stage with the overall rank 15th out of 104.

Table 5.6: Ranking of likelihood occurrence for Implementation stage

Rnna

RAIl ...... IItIIndMI ......... Project o.wIDper IT eo.IIIcIInt SeverIty It....... Overall...... Dhctofs ........ .... of V8ftIIIIon Index
~~ RMIdng

I'IIn

1I0Il1 1.94 0.744 81 81 eo 81 38.38 38.6 31.81 B2

1M2 2.30 0.940 85 88 87 63 40.88 46.83 41.80 88

1M3 1.78 0.818 88 82 80 88 48.01 38.88 28.42 80

1I0Il4 2.10 0.841 75 74 73 78 40.04 42.1 37.27 75

1I0Il5 1.87 0.851 82 100 87 94 eo.85 33.33 24.13 88

IMe 1.88 0.858 83 118 118 88 38.83 33.7 24.28 118

1I0Il7 1.94 0.744 B2 82 81 82 38.38 38.6 31.81 83

1MB 3.00 0.848 58 42 44 41 31.63 80.08 57.43 47

1I0Il8 3.37 1.018 38 47 12 14 30.14 87.41 87.58 28

1I0Il10 1.88 1.015 84 88 85 80 63.88 37.63 27.88 88

1I0Il11 2.37 0.888 81 85 85 80 42.10 47.41 42.03 84

1I0Il12 3.18 1.563 54 32 31 83 48.88 83.n 57.18 42

1I0Il13 2.70 1.038 43 52 52 42 38.48 63.85 48.88 52

1I0Il14 3.22 0.1M2 33 34 37 38 28.25 84.32 81.20 37

1I0Il15 3.79 0.841 111 17 15 18 22.18 75.74 78.28 15

1I0Il18 3.13 1.312 83 38 41 23 41.81 82.63 57.72 44

1I0Il17 2.38 0.823 82 M 113 54 34.43 47.78 42.111 113

1I0Il18 2.51 0.982 155 111 88 411 38.32 50.12 45.38 158

1I0Il18 3.48 0._ 211 27 28 28 27.88 88.211 87.87 25

1I0Il20 3.07 0.818 44 40 42 eo 28.80 81.48 117.411 411

1M21 2.81 l.201l 41 51 51 31 43.02 56.17 51.44 eo

1I0Il22 3.411 0.871 27 25 27 24 25.02 88.83 88.113 23

1I0Il23 3.71 1.015 18 18 18 20 27.38 74.2 11.04 17

1M24 3.25 1.044 48 48 18 11 32.12 114.94 85.155 35

5.4.6. Operation & Maintenance risk fadors
For the Operation and Maintenance stage, only t factor (OPt3) was ranked in the highest

30 ranked risk factor. It has an overall rank of 27th, with the mean on 3.39 and severity indices of

67.72%. Only Managing DirectorsIBoard of Directors ranked this factor in the top to out of the

l 04 risk factors. Other practitioners ranked this factor lower in the rank; Project Manager ranked

31st out of 104; Developer 33rd out of 104; and IT support staffs ranked the factor 43rd out of
104.
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Table 5.7 : Ranking of likelihood occurrence for Operation Maintenance stage .

........
Rif lINn ItMdInl .......... PnIject .,_.., IT CoefIIcIent IewrIty KIIICIaII 0-11

dftI8IIon IIhcIion .... .... til Y8IIatIon Index lINn ranldng
~

OPI 3.21 1.102 22 35 38 68 34.33 114.25 eo.81 38

0P2 2.20 0.818 71 73 71 85 28.08 43.115 311.72 71

0P3 1.75 0.715 114 111 112 111 «1.85 34.114 28.75 113

OP4 1.73 0.685 115 113 114 88 «1.17 34.57 28.78 114

CPS 2.82 0.1145 411 55 55 38 38.08 52.35 47.711 54

OPe 3.22 1.4211 511 30 30 58 44.37 114.38 511.211 38

0P7 2.88 0.681 47 53 54 38 33.411 53.21 51.00 53

0P8 1.73 0.685 88 114 115 117 «1.17 34.57 28.78 115

0P1I 1.45 0.730 102 103 103 103 50.34 211.01 20.118 104

OP10 1.45 0.730 103 104 104 104 50.34 211.01 20.118 103

OPII 1.47 0.500 104 102 102 101 34.01 211.38 21.11 102

OP12 1.88 0.710 117 88 88 88 42.25 33.52 24.83 117

OP13 3.38 1.038 7 31 33 43 30.58 87.72 114.85 27

OP14 1.85 0.807 68 88 18 115 43.82 38.111 32.10 18

OP15 1.88 0.822 110 85 87 .7 44.111 37.28 32.08 .7

OP18 2.1111 1.02IS 37 45 411 32 34.31 2.823 58.58 48

OP17 1.88 1.013 85 78 83 112 51.88 38.25 38.30 eo

OPI. 3.22 0.827 32 37 48 25 111.47 84.32 84.85 38

OPII1 1.75 0.11112 88 110 111 18 50.117 38 31.41 112
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S.S. Rating and ranking or Impad offadon on eost overrun

The full Table 5.8 illustrating the statistical ranking results for all 104 indicators are shown

in the Appendixes. In the Table 5.8, the overall ranking, the Kendall ranks and the ranking by

each practitioner for every risk factor are presented.

S.S.I. Feasibility study stage risk racton

Table 5.9 : Ranking of impact of cost overrun for Feasibility study stage .

.....
IW ..... ........... ......... .:::, .,_..,., rr CoeIIIcIent .._., ~=::::.dewIIIIIOII IIIreCtIn .... ofvwMllon Indel

F1 3.24 1.208 17 31 41 21 37.21 114.81 86.47 33

F2 2.58 0.887 411 48 48 38 33.80 51.87 51.58 48

F3 3.44 0.8115 27 22 20 25 21.82 88.7 811.117 20

F4 2.28 0.177 58 58 115 58 42.115 45.74 48.15 82

F5 2.02 0.710 71 78 114 71 31.14 40.31 38.86 n

For impact of risk factor on cost overrun, ranking results in Table 5.9 shows that only F3

was ranked among the rust 30 ranked indicators by all categories of respondents. In Table 5.9,

factor F3 is considered as the highest ranked indicators for the Feasibility stage, with the mean of

3.44 and severity index of 68.7%. It has an overall ranking of 20th out of 104; Managing

Directors/Board of Directors ranked 27th out of 104; Project Managers ranked 22nd out of l 04;

Developer ranked 20th out of 104 and IT support staffs ranked 25th out of 104. For factor Fl , it

has an overall ranking of 33rd out of t04 and has a mean of3.24 and severity indices of64.81%.

Both Managing DirectorsIBoard of Directors and IT support staffs ranked F 1, 17th and 21'1 out of

104, respectively. But, Project Manager and Developer only ranked factor FI at 38th and 41" out

oflO4.

S.S.2. Project planning stage risk fadon

For the impact of risk factors on cost overrun, in the Project Planning stage, 8 risk factors

from the 14 factors in this stage were ranked in the first 30 highest indicators namely; PI, P2, PS,

P6, P7, P9, PI2, P14. This means that more than 5()oA,of the indicators in the Project Planning

stage were ranked in the first 30 highest indicators These factors' means range from 3.27 to 4.33.

Also their severity indices vary from 65.490A,to 86.6%. The score of average weighted mean and

the severity indices for all of these indicators are very high in comparison with other stages.

Factor PI with a mean of 4.33 and severity indices of 86.6%, is considered is the highest ranked

indicator for this stage. Apart from factor PI, two more factors, P6 and P7, have an overall

ranking of 3rd and 2nd (out of 104) respectively. Factor P6 has a mean of 4.24 and severity
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indices of 84.88%, whereas, factor P7 has a mean of 4.32 and severity indices of 86.42%. Both of

these 2 factors were ranked in the top 6 (out of 104) by Managing DirectorslBoard of Directors,

Project Managers, Developers and IT support staffs, with a low coefficient of variation of 20.89%

(P6) and 17.96% (P7).

Table 5.10 : Ranking of impact of cost overrun for Project Planning stage.

Rnna

Rtf .... n ItendMI IIMagIng .:::! DewIoper IT CoeIIIcIent s-tty =: =cIftIatIon DINctors ..." 01vutdon Indu

P1 4.33 0.572 3 2 2 2 13.21 86.8 91.72 1

P2 3.117 0.8011 12 111 13 15 22.04 73.0411 78.71 13

P3 2.511 0.854 44 49 51 41 33.36 51.3 51.50 49

P4 3.18 1.036 18 45 111 20 32.54 83.114 l1li.38 38

PS 3.82 0.818 4 4 24 28 2Ul 711.311 81.75 12

pe 4.24 0.8l1li 5 8 1 1 20.88 114.l1li 88.:ze 3

P7 4.32 0.7711 1 1 4 5 17.118 l1li.42 111.18 2

PS 2.211 0.978 81 5& 5& 54 42.70 45.8 42.85 5&

PSI 3.53 0.8114 18 18 17 18 25.04 70.88 75.24 19

PlO 1.117 1.055 711 82 l1li 80 53.511 39.38 33.l1li 81

Pl1 3.04 1.131 47 41 39 53 37.20 eo.1III 83.14 43

P12 4.21 1.019 2 3 3 4 24.20 114.14 l1li.57 4

P13 2.10 0.783 89 72 74 87 37.28 41.111 38.25 71

P14 3.27 1.518 33 30 37 24 0411.38 85.411 85.711 211

5.5.3. Requirement stage risk racton

Table 5.11 : Ranking of impact of cost overrun for Requirement stage.

"-l1lIl1li

IW lIMn ........ ......... .::.. DewIoper IT CoeIIIcIent -..ety = =devIMIon DINc:eIn ..., oIWItIIIon Indo

RI 3.119 0.887 8 7 8 8 21.72 7Ul 83.38 8

R2 2.38 0.980 112 65 58 eo 41.17 47.58 50 .• 58

R3 3.88 0.827 9 II II 11 21.25 77.72 81.88 II

R4 1.1111 0.8114 85 711 81 78 34.114 3Ue 38.85 80

RS 1.111 D.• l1li 87 110 77 47.08 38.15 37.23 ea
Ra 3.114 1.4511 II 12 11 7 37.111 71.l1li 78.05 11

R7 3.22 0._ 30 31 32 84 30.111 8U8 85.M 34

For the Requirement stage, 3 factors from the 7 factors in this stage were ranked in the 30

highest ranked indicators. They were RI, R3 and R6. The factor RI has an overall rank of 6th out

of 104, and has a mean on 3.99 and severity indices of 79.81%. In fact, with a low coefficient of

variation of 21.72%, factor RI was ranked in the topl0 (of 104) by all 4 categories of

respondents. The indicator R3 has an overall rank of 9th out of 104; Managing DirectorslBoard of

Directors ranked 9th of 104; Project Managers ranked 9th; Developers ranked 9th and IT support
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staffs ranked 11th out of 104. It has an overall mean of3.89 and severity indices of 77.72%. The

risk factor R6 being ranked 6th of 104 by Managing DirectorsIBoard of Directors; 12th out of 104

by Project Managers; 11th of 104 by Developers and 7th out of 104 by IT support staffs. It has an

overall ranking of 11th, with the weighted mean of 3.84 and severity indices of 76.85%.

5.5.4. Development stage risk faeton

Table 5.12 : Ranking of impact of cost overrun for Development stage.

~
IW ...... ItMdInI ........... .::: DewIDper II' eo.IncIent a-tIy Kend •• 0vwIi11

cIeWIIIon ~ .... of 'IWIIIIIotI Index rMkIna _RriIna

01 3.26 1.387 24 28 34 M 42.54 156.12 156.21 31

D2 3.82 1.102 14 14 18 13 30.44 72.47 74045 14

03 2.29 0.883 58 54 81 52 42.112 45.74 43.21 81

D4 2.54 1.133 45 51 50 44 44.80 50.88 4e.1M 51

D5 3.28 1.113 1e 20 43 1e 33.e3 156.88 70.83 28

oe 2.87 o.e73 50 411 45 42 38.44 53.4 54.34 48

07 2.31 0.1188 54 eo 82 4e 41.eo 48.11 45.40 57

ca 2.08 0.825 72 74 n 81 40.04 41.3 38.21 73

011 2.10 1.211 78 71 88 83 57.88 42.04 37.5e 72

010 2.29 0.883 57 83 eo 51 42.112 45.74 43.21 80

011 4.00 1.452 21 5 5 3 38.3 7e.1M n.e1 ..
012 2.43 0.854 53 53 54 411 35.14 41.58 48 .• 53

013 3.20 1.081 41 21 27 55 33.15 83.er. 156.52 38

014 2.14 1.073 70 158 88 88 50.14 42.n 38.50 lie

015 3.90 1.182 10 11 7 10 30.30 n.ee eo.78 8

018 2.05 O.eM 82 73 70 85 411.41 4O.ea 37.1e 75

017 3.12 1.458 40 37 33 41 48.73 82.47 81.78 41

018 3.24 1.210 35 32 29 37 37.34 54.75 156.1e 32

01e 1.er. 0.751 re 83 83 82 38.51 38.er. 33.158 82

D20 1.81 0.817 se 111 91 eo 45.13 38.23 29.50 90

021 1.88 0.920 91 se 87 e3 411.48 37.18 34.18 8e

D22 2.55 1.118 51 50 4e 34 43.78 5O.ea 50.08 50

D23 3.1M 0.788 7 • 8 8 111.44 78.7 81.88 7

024 2.75 1.210 38 44 411 29 44.00 54.1M 53.47 45

D25 2.88 0.ee7 41 47 47 31 38.35 53.27 57.44 47

D28 2.52 1.114 4e 52 52 38 44.20 50.4e 52.88 52

027 1.41 0.708 100 100 100 100 47.70 2e.811 24.38 100

D28 3.17 1._ 22 42 21 58 41.29 83.4 82.81 :se
D29 3.82 1.M 13 15 18 18 35.80 72.35 71.35 15

D30 2.02 1.054 83 75 75 n 53.88 40.4e 40.82 79

031 1.M 0.882 112 er. ee 88 40.12 33.02 28.156 er.

D32 1.54 0.827 e7 • er. e1 50.42 32.72 28.1IIl ee

D33 2.03 1.DIIIl eo 7e 7e 73 Q.4e 40.158 40.73 78

D34 1.23 0.418 103 103 103 103 33 .• 24.51 18.33 103

D35 1.71 0.812 er. e3 e3 87 47.41 34.2 30.03 e3
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In the Development stage, 6 of the 35 factors in that stage being ranked in the first 30

highest ranked risk factors. These factors have an overall mean in the range of 3.28 to 4.0. The

severity indices are in the range of 65.68% - 79.94%. Factor 011 seemed to be the most important

risk factor for this stage and has an overall rank of 4th out of 104 indicators, and the severity

indices of 79.940/0.The 3 group of practitioners (Project Managers, Developers, IT support staffs)

also ranked factor 011 as their top 5 highest ranked risk factor, with a low coefficient of variation

of 36.3%. Only Managing DirectorsIBoard of Directors ranked this factor as 211tout of 104.

5.5.5. Implementation stage risk facton

Table 5.13 : Ranking of impact of cost overrun for Implementation stage.

R-*na
IW ..... ItIncIenI ......... .:.::. a-Ioper IT COIIIIcIent s-.tty = =....... onc:tor. ltd of VIIIaIIon IncIu

IMl 2.02 1.024 tt 80 N 70 5O.ea 40.31 34.83 78

1M2 2.31 0.1188 66 82 64 50 41.110 441.11 45.40 58

1M3 1.94 1.053 75 85 115 64 64.27 38.13 32.85 84

IM4 1.83 0.1104 84 118 82 88 48.83 38.52 33.115 118

IM5 1.113 0.737 87 84 80 811 38.18 38.58 33.ea 85

IMe 2.43 0.864 lie 64 55 47 35.14 48.58 441.• 64

IM7 1.53 0.I11III • III III W 45.• 30.88 21.21 III

IMS 3.Da 1.221 42 38 38 45 38.51 81.115 83.15 42

IMO 3.15 1.201 32 «I 42 27 38.12 82.0 88.30 40

IM10 2.38 1.115 80 57 53 57 48.85 47.84 •. 05 55

1M11 2.15 0.944 64 70 71 81 43.110 43.02 38.70 88

IM12 3.58 1.580 43 13 12 12 43.82 71.8 88.22 17

.. 13 3.85 1.084 11 10 10 • 27.83 78 .• N.33 10

1M14 3.80 1.371 15 17 15 14 38.08 72.1 72.04 18

IM15 3.28 1._ 28 34 38 28 38.81 115.10 85.66 30

IM18 2.17 0.864 73 87 83 78 43•• 43.4 38.111 87

IM17 2.27 o.m ea 81 17 118 43.03 45.• 43.05 83

IM18 2.10 1.007 74 115 68 N 45 .• 43.n «1.02 118

IM10 3.33 1.053 31 27 25 30 31.82 88.87 87.84 22

IM20 3.31 1.114 28 28 28 32 33.85 88.17 88.17 24

IM21 3.30 0._ 52 23 28 22 27.15 115.11S 70.15 25

IM22 3.43 0.100 25 24 22 23 28.23 88.58 73.37 21

IM23 3.64 1.2515 20 10 14 17 35.45 70.• 75.28 18

1M24 2.110 0.014 38 43 44 33 31.51 118.011 118.78 44

As for the implementation stage, only 9 of the 24 factors in this stage were in the first 30 highest

eanked indicators namely; IM12, IM13, IM14. IMIs, IM19, IM20, IM2I, IM22 and IM23. The

overall-mean for these factors were in the range of3.26 to 3.85. The range for the severity indices

was 65.19010to 76.98%. All these 9 factors have an overall weighted mean of rank 10th to rank

30th. The factor 1M13 was the most important risk factor in this stage with the overall rank 10th

out of 104.
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5.5.6. Operation maintenance stage risk facton

Table 5.t4 : Ranking of impact of cost overrun for Operation & maintenance stage .

......
IW linn ......... ........... ": .,_..,., rr CoeIIIcIenI .._., KencI •• 0veN1I

dftIIdIon onao.. ...., ornMllon Index ranllJna ft8nldna

OP1 3.20 1.118 37 38 35 35 34.13 04.01 04.11 35

0P2 2.14 0.778 88 89 73 eel 38.211 42.78 43.03 70

0P3 U5 1.022 • 81 78 112 52.41 38.01 38.20 83

OP4 3.28 1.2411 23 33 40 40 38.07 86 .• •. 86 27

OP5 1.112 0.880 81 • 811 74 34.37 38.33 34.08 87

0P6 2.111 0.835 83 88 88 82 28.l1li 43.83 43.13 86

OP7 2.111 0.838 87 eel 87 83 211.04 43.811 42.34 84

0P8 1.71 0.8112 110 114 114 115 40.411 34.32 30.84 114

OPII 1.31 0.485 102 102 102 102 35.411 211.3 111.40 102

OP10 1.44 0.4117 101 101 101 101 34.51 28.7 21.77 101

OP11 2.08 1.0811 eel 77 77 78 52.88 41.11 38.811 74

OP12 1.57 0.720 118 118 118 118 45.85 31.42 211.211 118

OP13 3.18 0.l1li4 311 35 30 43 31.25 83.52 88.27 37

OP14 1.78 1.122 114 112 112 114 83.75 35.35 31.10 112

OP15 1.58 0.723 l1li 117 117 l1li 45.75 31.14 25.l1li 117

OP18 3.32 1.083 34 25 23 38 32.82 •. 41 88.87 23

OP17 1.81 0.1138 113 110 88 116 51.71 38.3 33.l1li 111

OP18 3.27 1.085 2tI 2tI 31 88 33.18 85.49 88.81 28

OP111 1.23 0.418 104 104 104 104 33.116 24.51 18.33 104

For the Operation and Maintenance stage, only 3 factor (OP4, OPt6, OPt8) were ranked in

the highest 30 ranked risk factor. It has an overall rank of 27th, 23rd and 28th, respectively. The

mean range is from 3.27 to 3.32. The severity indices is from 65.49% to 66.48%. The risk factor,

OPt6 seemed to be the most important factor for this stage. Other risk factors were consistently

rated low in the rank by all practitioners.

5.6. Kendal's Concordance analysis

In this research, Kendall's coefficients indicate the level of agreement among the

practitioners to the questionnaire on the ranking of risk factors in software development project. If

the computed value of significance level is less than 0.05, it indicates that the null hypothesis

(there is no agreement between respondents) has to be rejected.

The alternative hypothesis that, there is a significant agreement among the practitioners is

acceptable with confidence of (p > 95%). The statistical results of calculated coefficient of

variation indicate that there is a variation in practitioner's responses. According to the results

shown in Kendal concordance analysis, the data are reliable because the significance value is less

than 0.05. Therefore there is a strong agreement between the surveyed practitioners.
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Table S.15 :Kendall's concordance analysis for likelihood occurrence of risks

Stages o.g.... of Chl4quare Kendal'. Significance
freedom coefficient (W)

Feasibility studY 4 347.780 0.265 0.000

Project plaming 13 2066.780 0.491 0.000

Requirement 6 756.379 0.389 0.000

Development 35 5335.278 0.484 0.000

Implementation 23 3011.626 0.404 0.000

Operation & Maintenance 18 2130.661 0.365 0.000

Overa" 103 15638.174 0.469 0.000

Table S.16 :Kendall's concordance analysis for impact of risks on cost overrun

Stages o.g.... of Chl4quare Kendal'. Significance
freedom coetrIcIent (VII)

Feasibility study 4 371.010 0.286 0.000

ProJect EIIaMina 13 2298.283 0.546 0.000

R~ulrement 6 1004.629 0.517 0.000

35 4032.560 0.366 0.000

Implementation 23 3123.342 0.419 0.000

Ooeration & Maintenance 18 24&4.576 0.423 0.000

Overa" 103 14660.586 0.439 0.000

5.7. Summary

Ranking helps researchers to indicate which risk factors are more important. In this

chapter, ranking based on severity index, average weighted mean and standard deviation of each

risk factor were used in order to determine the degree of significance on risk factors in the context

of software development project. As can be seen from the tables, there were some agreements and

disagreements in the rating and ranking of the risk factors among the practitioners. This will be
discusses in greater details in the next few chapters.
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CHAPTER6 Software practitioners' perceptions on the

likelihood occurrence of risks and their

impact on cost overrun of software

development project.

6.1. Introduction

While organizations invest substantial time, resources and effort on software development

projects, managing and controlling the risks associated with software projects is crucial and

critical area of concern (Wen & Sun, 2007; Kumar, 2002; Wallace et ai, 2004). Most of the

previous studies undertaken explore the relationship of risks factors with the overall project

performance and correlate these issues within the perspectives of the project managers, users and

organization as a whole. Little has been done, however, to explain the perceptions among

different professionals within the software development project team of the likelihood occurrence

of these risks and their impact on the cost overrun of the software project in each stages of the

lifecycle.

Software projects can often spiral out of control that exceed their original budget, overrun

their scheduled due date and not performing in the way expected. The majority of these projects

are eventually abandoned or significantly redirected without delivering intended business value.

Because of the strategic importance of software projects and the large amount of money and

resources involved, it is very crucial to be able to manage the risks of failures or abandonment.

This chapter examines the mindset of professionals in a software development project

team as to how they value and perceived each risk factors and its likelihood of occurrence in each

stages of the development lifecycle. Due to the large amount of capital and resources involved in

a software project, comparisons were also made of the impact of these risks on the cost overrun of

a software project. The results of this analysis should be valuable for members of the software

development team in understanding the importance of risk occurrence in each stages of the

development Iifecycle, and crucially, be able to identifY and manage the risks that have significant

impact on the cost overruns of a software project.
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6.2. Findings

6.2.1. Experiences

Table 6.1 and 6.2 below shows the background experience of the respondents :-

Table 6.1 : Experiences of respondents in software development project (Years)

Respondents v... of. In aottw. .. develo.,., ent~ect

<3 3-8 7-10 11-14 15-18 >18 Number of re~ndents

Managing Directors / 1 4 9 7 21 4 46
Board of Directors

Project Manager 10 26 24 32 31 12 135

Developer/Programmer 12 15 18 33 27 13 118

IT suDOOrtstaff 0 2 4 9 7 3 25

Total 23 47 55 81 86 32 324

% 7.1 14.5 17.0 25 26.5 9.9

Table 6.2 : Numbers of software development project undertaken by respondents

Respondents Numbers of 1Oftwa.. develo~!C»Ject Involved/undertaken

<3 3-8 7-10 11-14 15-18 >18 %

Managing Directors / 1 22 11 3 8 1 14.2
Board of Directors

Proiect Manaaer 16 43 28 23 16 9 41.7

Develocer/Proarammer 10 31 31 20 16 10 36.4

IT suPPOrt staff 0 7 13 2 0 3 7.7

Total 27 103 83 48 40 23

% 8.3 31.8 25.6 14.8 12.3 7.1

It can be seen that more than half of the respondents had more than 10 years of experience

in software development practice with the overall average of 11.8 years and the standard deviation

of 5.29. Furthermore the overall average numbers of software projects that these respondents

involved or undertake were 9.2 projects and standard deviation of 5.31. From Table 6.1 and Table

6.2, it can be said that the respondents have good working knowledge and insights of software

development projects and processes, in terms of years of experiences and number of projects

involved. The wealth of experiences among the respondents was very relevance and significance

in justifying the responses that were given in the questionnaires. This may give reasonable support

for the arguments in this study.
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6.2.2. Overall observation

The overall perspectives of the average rating for the stages are shown in Graph 6.1, and

Graph 6.2. For the likelihood of occurrence in Graph 6.1, all respondents rated the risks factors in

the early part of the development life cycle, higher than the factors towards the end of the

development life cycle. That is, to say that they rated the risks factors in the feasibility study,

project planning and requirement stages, higher than they rated the risks factors in the

development stage, implementation stage and maintenance stage. In general, the ranking for

stages was; l-Project planning (mean average: 3.403); 2-Feasibility study (3.028); 3-Requirement

(3.017); 4-Development (2.784); 5-Implementation (2.698); 6-Operation & Maintenance (2.219);

respectively.

As for the impact of these risks on the cost overrun of a software project, the average

rating is shown in Graph 6.2. The overall rating showed that Project Planning stage (mean average:

3.325) was ranked top, followed by the Requirement stage (3.03) and Implementation stage

(2.733). The Feasibility stage (2.712) and the Development stage (2.545) were moderately rated.

Where as, the Operation and maintenance stage was rated very low average of 2.164. Based on

these results, all 4 groups of respondents agreed that Project Planning stage and the Requirement

stage were the two most important stages that have a higher impact on the cost overrun of a

software project.

4 --+- fe .. bIIIty

I3.6 ,. ,. ,.
-pIIInnlng; ,.

3 ;;: :=:-"
I2.5 <4 requlrern.nt

'8 2 - developnwnt

I1.5 _ In'plernMItIItion

1

0.5
-operation

nwlntenance
0

Board Project Developer rr .teff
nwnager

.... pond.nt group.

Graph 6.1 : The average rating for Likelihoodof occurrence of risk factors

83 F.AMohd-bhim 2011



Chapter 6 : Software Practitioner's perceptiCIIII

4
II:

I3.5 • • • • -+- ,... lbility

3 ..
J 2.5 1=. .! - - 1_ n .. -plennlng-s 2 requlr_nt

I 1.5 dev.lopment
'& 1

10.5 - irnpIemetation

.Ii 0 -oper.tlon
Boerd Project Developer rr.w, melnten.nc.

meneger

r•• pondent groupe

6.2.3. Higbest20 ranking
For the purpose of this chapter and more manageable discussions, the risk factors rated by

the respondents were ranked and the top 20 ranked risks by each category of practitioners were

shown in Table 6.3 and Table 6.4. The full ranked of the risk factors were already highlighted in

previous Chapter 5 (Descriptive statistics and ranking).

For the likelihood of occurrence, the risks factors in the project planning and development

stages dominate the top end of the ranking. It can be said that these 20 rated risks factors,

predominantly were non-technical risks, or some literatures might categorized as organizational

issues or project management issues. There were some contrasting trends in the way these

practitioners rated these factors, especially on the opinions of the Managing DirectorsIBoard of

Directors, the DevelopersIProgrammers and the IT support staff. Although the results from the

perspectives of Project Managers tends to agree with the results of some of the previous research

and literatures reported, but still there are a few different views.

As for the impact of these risks factors on the cost overrun of a software project, the risk

factors such as unclear project scope, unrealistic project schedule, inaccurate estimate of resources

dominates the top 3 rated risks with an average rating of 4.24 to 4.33. This showed the important

of these risks and the criticality of the Planning stage. The systems requirements factors were also

rated high in the rank. The risks factors such as unclear systems requirements, misinterpretations

of the requirements and inadequate validation of the requirements, have an average rating of a

maximum of3.99 and a minimum of3.84. Even though, not as high as the factors in the Planning

stage, but to be rated close to 4 is very crucial indeed. Although, the development stage was not

rated very high in general, but factors such as inappropriate development methodology used, the

inexperienced of the project managers and the lack of control and coordination within the project,
still considered as important and contributing factors to the cost overrun of a project.

Graph 6.2 : The average rating of risk for Impact of risk factors on cost overrun
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Table 6.3: The mean average rating and standard deviation (SD) for Likelihood occurrence of
risk factors

Stages Risk factors Ref Managing Project Manager Developer IT ,utT Overall
Direetcrs

Mean SO Mean SO Mean SD Mean SD Mean SO

Feasibility study Inproper justification of cost benefit F1 4.196 0.98 3.578 0.95 3.517 0.834 3.04 0.79 3.60 0.94
analysis and evaluation criteria from
feasibility study

Too narrow focus on technical IT issues F2 3.804 0.687 3.096 0.809 3.644 0.822 2.4 0.5 3.34 0.871

Overlooked the management and business F3 3.152 0.868 3.844 1.165 3.356 0.911 2.6 0.5 3.47 1.06
impact issues

Project planning Unclear project scope + objectives PI 4.087 1.071 4.126 1.102 4.19S 1.072 4.44 0.87 4.17 1.07

Undefined project success criteria P2 3.413 0.748 3.681 0.895 3.771 0.778 3.8 0.764 3.69 0.829

Inaccurate estimate of resources P6 4.5 0.658 4.25 1.056 4.602 0.615 4.52 0.77 4.44 0.854

Unrealistic pro "eel schedule P7 4.37 0.928 4.393 0.774 4.432 0.745 4.48 0.77 4.41 0.784

Critical and non-critical activities of project P9 3.848 0.816 3.963 0.98 3.695 1.009 2.48 0.653 3.73 [.0[9
not identified

Unclear line of decision making authority P[ I 3.391 0.774 4.585 0.628 3.669 0.878 344 0.507 3.99 0.897
thrall zhour the pro iect

Lack of contineencv olan/back up PI2 3.783 0.6[9 3.622 0.487 3.695 0.745 3.48 0.5[ 3.66 0.6[ 5

Requirement Unclear and inadequate identification of RI 3.891 0.849 4.052 0.766 4.144 0.719 4.28 0.792 4.08 0.767
systems requirements

Inadequate validation of the reauirements R6 2.76[ 0.736 3.978 1.003 3.983 0.773 4.12 0.833 3.82 0.974

Development inappropriate development methodology 02 3.609 0.977 4.23 0.810 4.297 0.788 4.16 0.8 4.16 0.854

High level of technical comnlexities 05 2.652 0.706 3.919 0.906 4.042 0.778 4.00 0.764 3.79 0.944

Time consummg for testing 0[2 3.717 0.807 3.6H 0.957 3.729 0.747 3.12 0.792 3.69 0849

Resources shifted from project during 013 4.217 0.814 3.178 0.953 3.237 I. [07 3.24 0.879 3.35 [ 047
development

Lack of users involvement and commitment 015 3.957 1.154 3.881 1.146 3.89 1.175 4.24 0.879 3.92 1.139

Ineffective communication within 017 4.326 0.871 4.215 0.925 4.28 0.923 4.76 0.523 4.3 0.9
development team members

Ineffective and inexperienced project 023 3.761 0.794 4.096 0.69 4.025 0.698 4.04 0.79 4.02 0.721
manager

Frequent statTturnover within eroiect team 024 3.022 1.0 2.985 0.992 3.907 0.654 3.64 0.86 3.38 0.973

Excessive schedule pressure and 028 2.89[ 0.849 4.111 0.852 4.178 0.758 4.36 0.757 3.98 0.924
overworked

Lack of control and coordination within 029 3.63 1.062 3.8IS 1052 3.797 0.843 3.88 1.236 3.79 0.996
project

Lack of reeular reviews a rainst goals DJ2 4.00 0.789 3.993 0.902 4.161 0.704 4.4 0.645 4.09 0.806

Implementation Large number of interfaces to other system !M9 3.022 1064 2.904 0.969 3.924 0.730 3.92 0.812 3.37 1.016
required

Time constraints cf trainina IM[5 3.674 0.802 3.763 0.975 3.847 0.980 3.84 0.645 3.79 0.841

Projects affects large number of user IM23 3.522 107 3.7S6 1.168 3.763 0.834 3.S6 0.768 3.71 1.015
departments

Inadequate documentation for IM24 2.674 1.034 2.785 0.949 3.822 0.823 4.08 0.400 3.25 1.044

implementation

Operation Changes in market condition and OP13 4.065 1063 3.31 [ 1.068 3.364 0.921 2.64 0.569 3.39 1.036

Maintenance organisation priorities

* Note: The shaded risk factors denotes the 20 highest ranked by each category of practitioner.
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Table 6.4 : The mean average rating and standard deviation (SO) for Impact of risk factors on
Cost Overrun

Stag.s Risk factors Ref Managing Project Developer IT stl" Ove,.U
Directors Manager

Mean SO Mean SO Mean SO Mean SO Mean SO

Feasibility study Inproper justification of cost benefit Fl 3.5 1.130 3.1B5 1.235 3.153 1.167 3.48 1.358 3.24 1.208
analysis and evaluation criteria from
feasibility study

Overtooked the management and F3 3.304 0.741 3.407 t.128 3.4112 0.959 3.44 0.B21 3.44 0.995
business irrpact issues

Project planning Unclear project scope + objectives PI 4.17 0.643 4.35 0.480 4.34 0.643 4.44 0.507 4.33 0.572

Undefined project success criteria P2 3.78 0.673 3.55 0.798 3.75 0.886 3.8 0.645 3.67 0.B09

Project mlestones for stages not well P4 3.48 0.752 2.726 0.981 3.5 1.076 3.8 0.577 3.18 1.035
establish

Improper change management PS 4.15 0.666 4.18 0.704 3.39 0.774 3.38 0.700 3.62 0.818
planning

Inaccurate estimate Of resources P6 4.13 0.749 4.03 0.992 4.47 0.770 4.56 0.712 4.24 O.B86

Unrealistic project schedule P7 4.37 0.771 4.48 0.721 4.13 0.B12 4.28 0.737 4.32 0.776

Cntical and non-eritical activities of P9 3.59 0.717 3.49 1.028 3.53 0.792 3.88 0.748 3.53 0.884
project not identified

Lack of contingency ~an/back up P12 4.2 1.10B 4.18 0.976 4.22 1.047 4.32 0.9BB 4.21 1.019

Requirement Unclear and inadequate identification of RI 3.98 0.577 3.93 0.979 4.01 0.B52 4.24 0.723 3.99 0.867
systems requirements

Misinterpretations of systems R3 3.89 0.640 3.88 O.B90 3.86 0.826 4.00 0.B16 3.89 0.827
requirements

Inadequate validation of the R6 4.02 0774 srr 1.593 3.78 1.5Bl 4.2 0.913 3.84 1.456
requirements

Development Inappropriate development 02 3.67 1.097 3.64 1.231 3.52 0.922 3.92 1.152 3.62 1.102
methodoloav

High leval of technical complexities 05 3.44 0.860 3.44 1.097 2.975 1.216 3.64 0.757 3.28 1.113

Failure of user acceptance test 011 3.391 1.066 4.08 1.511 4.05 1.529 4.38 1.114 400 1.452

Lack of users involvement and 015 ~.85 O.B94 3.8 1.292 4.0 1.177 4.04 1.060 3.90 1.182
commitment

Ineffective and inexperienced project 023 4.00 0.471 3.9 0.800 3.9 0.799 4.16 0.850 3.94 0.766
manager

Lack of control and coordination within 029 3.72 1.167 3.57 1.558 3.8 0.98B 3.76 1.300 3.62 1.296
project

Implementation Failure to manage end-user expectation IM12 2.587 1.199 3.67 1.647 3.78 1.534 3.96 1.306 3.58 ' 1.689,
3,84User resistance to change IM13 '3.8 0.806 3.82 1.145 1.101 4.12 0.B33 3.85 1.064

Feedback from users not property IM14 3.63 1.466 3,52 1.371 3.64 1.387 3.84 1.143 3.60 1.371
analvsed

Projects affects large number of user IM23 3.41 1.257 3.48 1.392 3.85 1.135 3.72 0.980 3.64 1.255
departments

'"Note: The shaded risk factors denotes the 20 highest ranked by each category of practitioner.
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6.3. Anova analysis.

Based on the calculation of the means, standard deviations and variations, the values of

these measurements were quite close together for all 4 groups (Managing OirectorslBoard of

Directors, Project manager, Developers/Programmers, IT staff) of respondents. Since the

respondents were asked to give a rating of between the values of l to 5, there seems to be not very

much significant differences between the groups' responses. An ANOVA analysis was conducted

in order to justify the groups' responses statistical differences. Using the SPSS software and with

a significance level of 0.05, the hypothesis test was :-

Ho (p > 0.05) : There is no significant differences among the respondents rating for the likelihood

of risk factors occurrence.

HI (p < 0.05) : At least one of the groups rating for the risk factors occurrence significantly

different from at least one other groups.

By using the risk factors for likelihood of occurrence in Table 6.3 as an example, the output of the

ANOVA analysis of each risk factors is shown in Table 6.5.

The ANOV A in Table 6.5 above shows whether the overall Fs values for these risk

factors were significant. A statistically significant difference was found among some of the risks

factors for the respondents. The 4 group of respondents' responses differ significantly on some of

the risk factors such as Ft, F2, F3, P6, P9, Ptt, R6, 02, OS, 013, Ot7, 024, 028, IM9, IM24 and

OPt3.

By using the critical values of the F- distribution table, the F-values for risk factors that

differ significantly was higher than the critical F-values (Fc:ritical = 2.63 - using the F-Critical value

table). In this case, null hypothesis is rejected. This means that at least one of the groups rating for

the risk factors occurrence significantly different from at least one other groups.

However, ANOV A analysis only tells whether there is sufficient evidence to state that the

rating for risk factors by one group differ significantly from other. It will not tell which specific

means are different from which other ones. In order to know this, a follow up test called Post Hoc

Multiple Comparison Test. As there were a few post hoc tests that are built into the SPSS, the

Tukey test was used for this as the sample size is uneven. For this Tukey test, the risk factors that
have the overall F-values are significant are used. But, as a matter of space and content of this

chapter, only those factors that show significant difference were shown in Table 6.6.
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Table 6.5 : ANDV A analysis for the rating of the likelihood of occurrence risk factors

Sum of Squares df Mean Square F Sla.

F1 Between Groups 25.040 3 8.347 10.249 *0.000
Within Groups 260.599 320 0.814

Total 285.639 323

F2 Between Groups 50.934 3 16.978 27.999 *0.000
Within Groups 194.038 320 0.606

Total 244.972 323

F3 Between Groups 44.031 3 14.877 14.738 *0.000
Within Groups 318.719 320 0.996

Total 382.750 323

P1 Between Groups 2.475 3 0.825 0.719 0.541

WithIn Groups 387.188 320 1.147

Total 389.664 323

P2 Between Groups 4.811 3 1.537 2.264 0.081

WithIn Groups 217.278 320 0.879

Total 221.889 323

Pe Between Groups 8.182 3 2.727 3.837 *0.010

Within Groups 227.457 320 0.711

Total 235.639 323

P7 Between Groups .297 3 0.099 0.160 0.923

WIthin Groups 198.108 320 0.819

Total 198.404 323

P9 Between Groups 47.166 3 15.722 17.489 *0.000

Within Groups 288.007 320 0.900

Total 335.173 323

P11 Between Groupa 63.991 3 27.997 50.904 *0.000
Within Groups 175.997 320 0.550

Total 259.988 323

P12 Between Groups 2.101 3 0.700 1.864 0.138

Within Groups 120.229 320 0.376

Total 122.330 323

R1 Between Groups 3.229 3 1.078 1.845 0.139

WithIn Groups 188.684 320 0.583

Total 189.914 323

R8 Between Groups 60.347 3 20.118 28.178 *0.000
Within Groups 245.909 320 0.768

Total 306.256 323

02 Between Groups 18.838 3 5.813 8.208 *0.000
WIthin Groups 218.817 320 0.884

Total 235.654 323

D5 Between Groups 70.402 3 23.467 34.554 *0.000
WIthin Groups 217.327 320 0.879

Total 287.728 323

012 Between Groups .425 3 0.142 0.195 *0.900
Within Groups 232.325 320 0.726

Total 232.750 323

013 Between Groups 40.414 3 13.471 13.752 *0.000
Within Groups 313.475 320 0.980

Total 353.889 323
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015 Between Groups 2.926 3 0.975 0.750 0.523

Within Groups 416.145 320 1.300

Total 419.071 323

017 Between Groups 6.345 3 2.115 2.652 ·0.049
WIthinGroups 255.210 320 0.798

Total 261.556 323

023 Between Groups 3.887 3 1.296 2.528 0.057

Within Groups 164.001 320 0.513

Total 167.889 323

024 Between Groups 61.379 3 20.460 26.757 ·0.000
Within Groups 2<W.683 320 0.765

Total 306.062 323

028 Between Groups 65.076 3 21.692 32.927 ·0.000
WIthinGroups 210.813 320 0.659

Total 275.889 323

029 Between Groups 1.459 3 0.486 0.488 0.691

WIthinGroups 318.846 320 0.998

Total 320.306 323

032 Between Groups 4.647 3 1.549 2.419 0.066

Within Groups 204.933 320 0.640

Total 209.580 323

IM9 Between Groups 78.676 3 26.225 32.926 ·0.000
Within Groups 254.880 320 0.796

Total 333.556 323

IM15 Between Groups 1.168 3 0.389 0.548 0.850

Within Groups 227.138 320 0.710

Total 228.306 323

IM23 Between Groups 2.801 3 0.934 0.906 0.439

WIthIn Groups 329.928 320 1.031

Total 332.728 323

IM24 Between Groups 100.265 3 33.422 42.443 ·0.000
Within Groups 251.982 320 0.787

Total 352.247 323

OP13 Between Groups 35.947 3 11.982 12.336 ·0.000
WIthin Groups 310.828 320 0.971

Total 346.ns 323
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Table ,6.6 : Post Hoc test for the rating of the likelihood of occurrence risk factors

• Groups listed in the same subset are not significantly different.
• But groups in different subset are significantly different
• For example, the ratings for Fl are not significantly different between developer and project manager,

but significantly different between IT staffand developer, or significantly different between IT staff
and Board of directors.

F1

SubMI for", • 0.05
Roles N 1 2 3

IT IIIIIIJ 25 3.04~- 118 3,52

project II18IIIIgII' 135 3.58
jboenI or dIrec:tIn 48 4.2t:

F3

SubMI for.... 0.05
Rol. N 1 2 3

IT..., 25 2.110
jboenI or dIrec:tIn 48 3.15
dewloper 118 3.38

project IMfIIIII8I' 135 3,&4

P11

SubMI for ... • 0,05
Rolel N 1 2

board or dinIdora 48 3.38

IT IIIIIIJ 25 3,44

dewloper 118 3.87

project IMfIIIII8I' 135 4,58

Ri

SubMt for ... • 0.05
Rolel N 1 2

board or clreclln 48 3,88

project lil8ii8ii« 135 4,05 4.05

dewIop« 118 4.14 4.14

IT...., 25 4,28

D2

Sub... for .... 0.05
Rolel N 1 2

boWl! or cIIreCIOrS 48 3,81
IT • ..., 25 4,18

project m8llllll« 135 4,23

dewlope!' 118 4,30

• The mean difference is significant at the O.OS level.

f2

SubM! for IIph•• 0,05
~ N 1 2 3

~IIIIIIJ 25 2,40

~ IMfIIIII8I' 135 3,10- 118 3.14
~ or dinIdora 48 3.se

"
SubMt for IIph•• 0.05

~ N 1 2
ITIIIIIIJ 25 2,48

1'-- 118 3.88
Ib-t or dIrec:tcn 48 3.85

IProieet IMfIIIII8I' 135 3.88

P12

Sub... for IIpha • 0,05
Rolel N 1 2
IT...., 25 3,48
IPro;.ct III8NIgeI' 135 3,82 3.82

r--- 118 3.89 3,88
!bon or dIrec:tcn 48 3,110

RI

Sub... for IIpha • 0,05
RoIeI N 1 2
it-nI or cIIredora 48 2.78
~ III8NIgeI' 135 3.98'- 118 3,98
IT..., 25 4,12

De

~
Sub ... for "pha • 0.05

N 1 2
~ or dIr8c:tors 48 2.85
jProIac:t IMfIIIII8I' 135 3.92
IT..., 215 4.00

.--- 118 4,04
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Table 6.6: Post Hoc test for the rating of the likelihood of occurrence risk factors (continued)

• Groups listed in the same subset are not significantly different
• But groups in different subset are significantly different
• For example, the ratings for D24 are not significantly different bctw=n board of dirc<:tors and project

manager, but significantly different between IT staff and project manager.

DU
Sublet far 8IphII • 0.05

Rolea N 1 2

project meneger 135 3.18
devIIIoper 118 3.24

IT ItaIf 25 3.24

board at dlrecton 46 4.22

DU
Sublet far IIIpha • 0.05

Rolea N 1 2

project manager 135 2.99

~ at cIIrectcn 48 3.02
IT .WI 25 3.84

developer 118 3.91

DU
Sublet for IIpha • 0.05

RoIeI N 1 2

project manager 135 3.99

board at dlrectorl 46 4.00
developer 118 4.16 4.16

IT ItaIf 25 4.40

IMU
SubaeI for IIIpha • 0.05

RoIeI N 1 2

board at dlrecton 48 2.67
project manager 135 2.79
developer 118 3.12

IT ItaIf 25 4.08

D17

Sublet far _ph •• 0.05
RoIeI N 1 2

project manager 135 4.21
developer 118 4.28
board at dIrectarI 46 4.33
IT ItaIf 25 4.76

D2I

Sublet far IIIpha • 0.05
RoIeI N 1 2

board rIdlrectorl 46 2.89
~ectmanager 135 4.11
developer 118 4.18

IT IIIIJ 25 4.36

1M.
SubaeI for aIph •• 0.05

RoIeI N 1 2

project manager 135 2.90
board at dInIc:Icn 46 3.02
IT IIIIJ 25 3.92

developer 118 3.92

OPU

SubaeI for ..... 0.05
RoIeI N 1 2 3

IT ,lair 25 2.84
prqect manager 135 3.31-- 118 3.36

board rIdIrecIarI 46 4.07

• The mean diffcrcnc:c is significant at the 0.05 level.

From Table 6.6, with the significant values of less than 0.05 (p < 0.05), shows that there is

significant difference between the respondents' responses. For example, the ratings for Ft are not

significantly different between developer and project manager, but significantly different between

IT staff and developer, or significantly different between IT staff and Board of directors. The

ratings for 024 are not significantly different between board of directors and project manager, but

significantly different between IT staff and project manager.
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Using the same concept and application as for the likelihood occurrence in previous

section, SPSS software and ANOVA analysis will also be conducted on the risk factors impact on

the cost overrun. With the significance level ofO.OS, the hypothesis test was:-

Ho (p > 0.05) : There is no significant differences among the respondents rating for the impact of

risk factors on the cost overrun.

HI (p < 0.05) : At least one of the groups rating for the impact of the risk factors on the cost

overrun significantly different from at least one other groups.

Using the risk factors for the impact on the cost overrun in Table 6.4, the output of the ANOV A

analysis of each risk factors is shown in Table 6.7.

Table 6.7 : ANOV A analysis for the risk factors impact on the cost overrun

Sum of..,.. df ............. F IIg.

~Groupe 5.858 3 U53 1.343 0.280

F1 WIIhin Groupe 485.385 320 1.454

Total 471.222 323

Between Groupe 1.318 3 0.440 0.583 0.827

F2 WIIhin Groupe 241.431 320 0.754

Total 242.750 323

Between Groupe sn 3 0.228 0.227 0.878

F3 WIIhin Groups 318.1182 320 0.887

Total 318.838 323

Between Groupe 1.521 3 0.507 1.558 0.200

Pi WIIhin Groups 104.143 320 0.325

TCUI 105.884 323

~Groupe 3.842 3 1.214 1.870 0.134

P2 WIIhin Grou.,. 207.178 320 0.848

TOCI! 211.321 323

a-nGroulM 41.418 3 18.140 17.341 ·0.000

P4 WIIhIn GroupI 287.838 320 0.831

TCUI 348.258 323

BetwMn Groupe .... 078 3 18.028 30.484 • 0.000

PS VllllhinGrou.,. 188.1n 320 0.528

TOCI! 218.258 323

B*MnGroupi 15.114 3 5.038 8.758 ·0.000

PI WllhinGroupe 238.823 320 0.748

TCUI 253.738 323

B*Mn GIou.,. 8.083 3 2.888 4.810 ·O.eHN

P7 WIIhIn Groll.,. 188.554 320 0.583

TOCI! 184.817 323

BetwMnGrou.,. .837 3 0.312 0.387 0.755

pe WIthin Groll.,. 251.880 320 0.787

TOCI! 252.827 323
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BetwMn Groups .461 3 0.154 0.147 0.932
P12 I/IIIIhinGroups 334.11804 320 1.046

TotIII 335.145 323

BetwMn Groups 2.042 3 0.681 0.904 0.439
Ri Vllilhin Groups 240.930 320 0.753

TotIII 242.972 323

BetwMn Groups .3M 3 0.128 0.186 0.906
R3 Vllilhin Groll". 220.391 320 0.689

Teal 220.775 323

BetwMn Groups 5.8041 3 1.947 0.917 0.433
Re Vllilhln Group. 679.131 320 2.122

TotIII 684.872 323

~Groups 3.714 3 1.238 1.020 0.3804
02 I/IIIIhinGroupa 386.348 320 1.214

TotIII 392.062 323

~GIoups 18.874 3 80225 5.225 *0.002
05 Within Groups 381.203 320 1.191

TotIII 399.877 323

a.-Groups 20.286 3 6.782 3.275 *0.021
011 I/IIIIhinGroups 860.711 320 2.065

Teal 880.997 323

~Groupt 3.1.... 3 1.046 0.746 0.524
015 Within Groups 446.495 320 1.402

Teal 451.839 323

~Groupa 1.751 3 0.584 0.1194 0.396
023 I/IIIIhinGroups 187.868 320 0.587

TotIII 189.8311 323

~Groupt 1.2. 3 0.432 0.255 0.857
029 WIhIn Groups 541.247 320 1.891

Teal 542.543 323

~Groupt 50.221 3 18.740 7.193 *0.000
IM12 I/IIIIhin Groups 7.....893 320 2.327

Toll! 1M.1I14 323

&--.Groupa 2.038 3 0.8711 0.597 0.817
IM13 WiIhIn GroupI 383.563 320 1.138

TotIII ..- 323

8eMMGroupe 2.800 3 0.887 0.459 0.711

IM14 IlllllhinGroupi 1104.832 320 1.810

TotIII 807.432 323

8eMMGroupe 3.'23 3 1.308 0.829 0.478

1M23 I/IIIIhin Groups 504.472 320 1.578

Teal 508.3M 323

The ANOVA in Table 6.7 above shows the overall Fs values for these risk factors were

significant. A statistically significant difference was found among some of the risks factors for the
respondents. The 4 group of respondents' responses differ significantly on some of the risk factors

such as P4, PS, P6, P7, OS, 011 and IM12. In this case, null hypothesis should be rejected. This

means that at least one of the groups rating for the impact of the risk factors on the cost overrun
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significantly different from at least one other groups. A follow up Post Hoc Multiple Comparison

Test was performed to see the significance difference among the groups of practitioners. The

Tukey test was used for this as the sample size is uneven. For this Tukey test, the risk factors that

have the overall F-values are significant are used. As shown in Table 6.8, the ratings for P4 are

not significantly different between board of directors, developers and IT staff, but significantly

different between project manager and other practitioners. The rating for P6 is significantly

different between project manager and developer, but not significantly different between

developer and IT staff.

Table 6.8 : Post Hoc test for the risk factors impact on cost overrun

• Groups listed in the same subset are not significantly different.
• But groups in different subset are significantly different.
• For example, the ratings for P4 are not significantly different between board of directors, developers and

IT stan: but significantly different between project manager and other practitioners.
• The mean difference is significant at the 0.05 level.

P4

SubMI for "pM • 0.05
Rolel N 1 2

Project~ 135 2.73

Bo.-d d DlrectorI 48 3.48

OeVllloper 118 3.SI

IT IbIft 25 3.80

,.
SubHI for "pM • 0.05

Rolel N 1 2 3

Project m8llllg8l' 135 4.03

eo.rd d DlrectorI 48 4.13 4.13

OeVllloper 118 4.47 4.47

IT IIaIJ 25 4.58

011
SubMI for ...,.,. • 0.05

Rolel N 1 2

Bo.-d d DlrectorI 48 3.41

Oelotlloper 118 4.05 4.05

Project m8llllg8l' 135 4.08 4.08
IT • ..., 25 4.38

,.
Sub... for alphil • 0.05

Rolel N 1 2

IT .taIY 25 3.38
Oewloper 118 3.39
eo.rd d DlrKtcn 48 4.15
Project m8IIIIg8I' 135 4.18

De

Sublet for alpha· 0.05
Rolel N 1 2

De¥llloper 118 2.87
eo.rd d DlrectorI 48 3.43 3.43
Project m8llllg8l' 135 3.44 3.44
IT • ..., 25 3.84

IM12

Sublet for "phil • 0.05
Rolel N 1 2

Bo.-d d DlrectorI 48 2.83
Project~ 135 3.67
Oewloper 118 3.78
IT.WII 25 3.98

Considering the ANOY A analysis and Post Hoc comparison test for both the likelihood of

occurrence of risk, and the impact of risk on the cost overrun, it can be said that the difference

among the means are significant. As the F-values were higher than the Fcrilica" and level of

significance 0.05 (p<0.05), means that there is less than 5 in 100 chance that the difference

between the practitioners came about by chance. It can be accepted that there is a genuinely

significant overall difference among the practitioners in their rating of the risk factors, in terms of

likelihood of occurrence and impact on cost overrun.
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6.4. Discussion

6.4.1. Common agreements

From Table 6.3 and Table 6.4, there were common agreements among the practitioners

with factors such as unclear project scope (Pt), inaccurate estimate of resources (P6), unrealistic

project schedule (P7) and unclear identification of systems requirements (Rl). These 4 factors

interchange the top 10 ranking among the practitioners. For the likelihood of occurrence, these 4

factors were rated with a minimum average rating of 4.05 and a maximum average rating of 4,62,

which is highly likely to occur. Whereas for the rating of the impact of these risk factors on cost

overrun, the minimum average rating was 4.01 and a maximum average rating of 4.56, which

shows a high impact on cost overrun.

Although, the definition of resources are quite broad and subjectives, but resources such

as financial resources or human resources can have ripple effect on the completion of the project,

its scheduling, the quality and the workmanship of the output produced. The inaccurate estimates

of resources and unrealistic scheduling might also resulted from the decision made by the top

management as to how much they willing to spend on the project and when do they want it to be

up and running.
Research studies done by Verner et al (2007) explore the direct effects of the cost and

schedule estimation on the success or failure of a software development project. Verner et al

(2007) also stressed that not only need to use good estimation methods but also require good

requirements, coupled with knowledge of the organization's performance, working practices and

software experiences. This suggests that cost estimation in isolation, is not enough. Charette

(2005) also asserted that cost and schedule estimation are poorly developed and reflect an unstated

assumption that all will go well, suggesting a lack of risk assessment.

A study did by Schmidt et al (200t), highlighted the top management involvement and

commitment being the important risks factors rated by the experience project managers from

HongKong, USA and Finland. By getting involved and committed to the project from the

beginning right to the end, would probably resulted in better estimates of the resources and

time frame of the project. Ropponen (2000) and Ming Han (2007) also stressed the important

elements of resources, cost and scheduling, have a significant impact on the performance of a

software development project. The study did by Ropponen (2000) discussed the fact that

scheduling is a very important risk components that have significant impact on the performance of

the software development project. The components highlighted were also includes changes in the

schedule, unrealistic schedule and problems in the schedule. The study shows that by applying

risk management method, the scheduling risk can be managed significantly better. It also shows

the performance of the risk management method seems to improve with general project

experience.
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Given the pressure under which many project managers must function, better knowledge

of the impact of both direct and indirect estimation factors will help them focus effort on project

areas that are likely to cause software project failures. Moreover, political agenda in many

organizations may also be stacked against the project managers, making it difficult to convince

the senior management to accept realistic estimates.

In practical, it is probably almost impossible to pin down the exact scope and

requirements at the outset of a project. The final or absolute version of the systems requirements

would probably become clearer as the project progresses. It might make sense, that projects

involving unstable scope or uncertain systems requirements, generally did not perform well and

exceeds budgets. As pointed out by Wallace & Keil (2004), if scope and requirements were

identified, execution problems are less important, though they still affect the process and the

likelihood of project being completed within budget. Proccacino et al (200S) stated that the

project managers should consider ensuring that project requirements are accepted by the team as

being realistic and achievable, given the available time, resources and technology. Project

managers must be willing to draw a line between desirable and absolute necessary functionality. It

might be helpful in establishing scopes and requirements that were not included for the project.

6.4.2. Project Manager'. penpeetives
As for Project Managers, most of them agreed that, unclear line of decision making

authority throughout the project (factor PI I) is very highly likely to occur during the software

development project. The Project Managers rated this factor with a high average of 4.S9. This risk

factor may resulted from the lack of management support and commitment. As better

management support and commitment could mean better hierarchy of decision making process.

The fact that PM is normally the first person in line with the management, probably shows that,

the main issues of risks were actually from the top management rather the development team or

the development process itself, at least from the perspectives of the PM.

In any project, decision making or changes coming from the top management do tends to

be inconsistent as from who it came from, the timing of the decisions, the dateline for the project

to be implemented and who has the absolute right to influence any decision in any particular

project. This might become worse when there are changes in the management hierarchy, internal

politics and even changes in the organization priorities. This result does agree with some of the

previous research which concludes that top management involvement and commitment are very

important factors in successful completion of a software development project (Jiang & Klein,

2000; Na et al, 2007; Keil et ai, 2002; Wen & Sun Jen Huang, 2007).

Wallace & Keil (2004) also argued that top management involvement and commitment

was a very important risk factor, but it's beyond the control of the project management

development team. This makes it rather more significant for the development team to be clear of

who is the absolute authorization hierarchy for decision makes during the project. However, this
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risk factor was not ranked as high when it comes to its impact on the cost overrun of the software

project. Project Managers rated this factor an average of 3.13, which put the risk factor ranked 41 at

of all 104 risks factors. Speculatively, this can also relate with the response by the Managing

Directors/Board of Directors, where they rated the risk of the resources being shifted due to

organizational priorities (013) and changing market conditions (OPt3) were highly likely to

occur. The risk of the resources being shifted due to organizational priorities (average 4.22) and

market conditions (average 4.07), were ranked 4th and 7th respectively in the likelihood of

occurrence rating. This shows that the top management themselves do realize the potential of the

decision made by the top management being change during the project.

Although Proccacino et al (2002) concluded that it is not necessary for a project success

for the Project Manager to be given full authority to manage the project, but the decision making

authority must be clearly determined in order to avoid overlapping, mismanagement and

conflicting outcomes. Project Managers probably concentrating on the factors that affect their

function as project managers, and he/she certainly viewed the decision making authority is crucial
for successful project.

6.4.3. Areas of disagreement

As can be seen in Table 6.3, there are a few factors that stand out in a way the Managing

DirectorslBoard of Directors perceived the likelihood occurrence of risks, compared to other

practitioners. There were 4 factors that the Managing Directors rated quite high, which none of the

other practitioners consider rating them in the top 20, and these 4 risks factors did not even ranked

in the top 20 of the overall rating for the likelihood of occurrence :-

i. Resources shifted from project due to organizational priorities. (013)

ii. Inproper justification of cost benefits analysis. (FI)

iii. Changes in market condition and organizational priorities. (OP13)

iv. Too narrow focus on the technical IT issues. (F2)

This shows that the top management views factors that have a direct bearing on the way the

business going to move forward as very important issues. The business responses to the way the

market changes to the economics of the demand and supply, the manner in which resources being

allocated and utilized, and their competitors' strategies, were very crucial in maintaining the

competitive businesses survival. Bear in mind that, at the end of the day, businesses were still

about profit making and having the competitive advantage over rivals in the long run.

As for PM, Developers and even IT support staff, the focus of the rankings were more on

the processes and product related issues of the development processes. Issues such as experiences

of the project managers (023), the development methodology (02) used for the project and

excessive schedule pressure and overworking (028) were deemed very important to these

practitioners. Keil (2002) viewed the development methodology used as very important as this
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risk leads to an end-product that may not met the users' requirements. It can also lead to a finished

product that is inadequate or lack of quality.

These 3 practitioners were more focus on the main task in hand and not worry too much

on the business related issues. Another issue that probably worth mentioning is the factor that was

being rated quite high by the Developer and IT support staff, that is, the risk of frequent staff

turnover within the project team (024). This factor was not ranked in the top 20 by the Board and

PM in the likelihood of occurrence. As can be expected from any business, staff turnover or staff

changes can happen anytime during the course of the project. But from the perspectives of the

developers and IT staff, it is not an ideal situation for the development of the project. Of course,

there were a lot of reasons as to why the staff left. But when new staff came in the middle of the

project, it is rather difficult for the new staff to get the momentum going for the project, as he/she

needs the familiarization process and probably some training involved. This might delay the

project and put unnecessary pressure or overworked on the staff in meeting the dateline for the

project.

As for impact of the risks factors on the cost overrun of a software project in Table 6.4,

there were also a few factors that the Managing DirectorslBoard of Directors perceived differently

compared to the other practitioners. The Managing Directors still rated the risk factor, improper

justification of the cost benefit analysis (F 1), quite high as it did for the likelihood of occurrence.

Another factor that was rated very high by the Managing Directors was the factor, improper

change management planning (PS). In fact, only the Managing Directors and Project Managers

rated this factor very high, but not the Developer and the IT staff. This might be because change

management is part of the management and project manager's responsibilities and not the

responsibilities of the developers and IT staffs.

Another significant different for risk factors impact on cost overrun in Table 6.4, is that,

apart from the Board of DirectorsIManaging Directors, the other 3 practitioners (Project Managers,

Developers, IT staffs) rated two user related issues very high in the rank. The two user related

risks factors, failure of user acceptance test (011) and failure to manage end-user expectation

(IM12), were rated a minimum of 3.67 and a maximum rating of 4.36, by the 3 practitioners

(Project Managers, Developers, IT staffs). The Managing Directors probably did not see this as

very important factors, as they did not involve directly with the users. In comparisons with the

other 3 practitioners (Project Managers, Developers, IT staffs), dealings with users and managing

their expectations of the end product were very crucial indeed.

6.4.4. Non-technical factors.

From the likelihood occurrence of Table 6.3, it can be seen that the risks factors were

predominantly non-technical related issues. Issues of success criteria, users involvement,

communications and project management issues dominates the list as being discussed by most of

the literatures (Wen & Sun,2007; Jiang & Klein,2000; Wallace & Keil, 2004; Proccaccino et al,

91 F.A.Mohd-Rahim 2011



Chapter 6: Software Practitioner's perceptions

200S).Only 3 risks factors, considered as technical related risks, commonly agreed by all

practitioners to be rank in the top 20 of the likelihood of occurrence:

• Unclear and inadequate identification of systems requirements (RI).

• Time consuming for testing. (012)

• Inappropriate development methodology used. (02)

In fact, if the list goes beyond this top 20 and considering the highest SO risks factors,

only 24% of the top SO factors was technical related factors, while others were non-technical

issues. Furthermore, 31% of the non-technical factors in the top SO factors has an average rating

of 4 and above (4-highly likely to occur; S-very highly likely to occur). In contrast, only 16% of

the technical related factors in the top 50 have that kind of average rating. In addition, out of the

whole 104 factors, 68% of the technical related factors have an average rating of3 and below, and

47% of the non-technical factors has an average rating as low as that. This shows that these

practitioners viewed that risk factors that are not directly related to technical issues should be paid
more attention.

As for the impact of these risks factors on the cost overrun of a software project, as shown

in Table 6.4, the highest 20 ranked factors, was still dominated by the non-technical related

factors. Only S technical related risks factors were ranked in the top 20 :-

• Unclear and inadequate identification of systems requirements. (RI)

• Misinterpretations of systems requirements. (R3)

• Inadequate validation of systems requirements. (R6)

• Inappropriate development methodology used. (02)

• High level of technical complexities. (05)

From the highest SO ranked factors on the impact of the factors on cost overrun, 78% of

the factors were non-technical issues and 22% was technical related factors. In fact, 18% of the

non-technical factors in the highest SO ranked risks factors was rated 4 and above, and only 1()OIO

on the technical factors in the highest SO ranked risks factors was rated 4 and above. Consequently,

for the whole 104 factors, 3S% was technical related factors, and 6S% was non-technical related

factors. In addition, 7S% of the technical issues for all 104 factors, have an average rating 3 and

below, whereas, only 48% of the non-technical factors have that kind of low average rating.

Although, there is not much empirical evidence to support any definitive and widely

accepted definition of non-technical issues, some researchers may have classified as human

issues, organizational issues, managerial issues, behavioural issues, business issues or even people

issues. Historically, software projects have been preoccupied with technical issues at the expense

of the organizational issues. However, there is evidence suggesting that the treatment of

organisational issues is perceived as more important than technical issues in determining the
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successful outcome of software development projects (Ewusi-Mensah et al,1994; Hornby et

al,1992).

Typically, organisational issues have been defined by providing examples of the 'non-

technical' aspects of system development, which might have an impact on the ultimate success or

failure ofa project (Clegg et al,1989). In the context of IT development, Doherty and King (1998)

suggested a more generic definition of organizational issue, as an interface between the technical

system and the characteristics, requirements of organization or its individual employees, which

can lead to operational problems within the organization.

While there might be variations in the ways, organization, management or IT people

perceived or translate non-technical issues, but perhaps the most important findings would be that

the implications of the non-technical issues and the ways the issues were treated need to be

carefully considered.

6.4.5. The contrasting ranking

Despite the commonly agreed and disagreement of risks factors mentioned earlier, the

survey also resulted in a few risks factors consistently being ranked in a high ranked order such as

ineffective communication within development team (DI7), inappropriate development

methodology used (D2), inexperienced project manager (D23), lack of control (D29) and high

level of technical complexities (DS). However, there were a few factors that had rather different

ranking for likelihood of occurrence and a very much contrasting rating for the impact of the risks

factors on the cost overrun of a software project. Figure 6.1 below shows the overall ranking of

risk factors in terms of likelihood of occurrence and impact on the cost overrun.

As shown in Figure 6.1, there were a few risks factors which being rated high in

likelihood occurrence but low in impact on cost overrun, and vice versa. Factors such as

ineffective communications, inappropriate development methodology used, inexperienced project

managers, high level of technical complexities, time consuming for testing, lack of regular

reviews against goals, and a few user related risks factors.

Ineffective communications within development team members (DI7) was rated an

overall average in the top 3 for likelihood of occurrence but was ranked 41" for the impact on cost

overrun of software project. It could be said that, ineffective communications was rather common

issues that was bound to happen. It is a certainly being accepted as a common risk as

communication issues among human being was quite complex and unpredictable. Jiang & Klein

(2000) stated that poor communications among development team members does not allow for the

coordination necessary to conduct the individual tasks required to complete the project in an

orderly fashion. Much of the time might be spent on duplication of efforts and progress will be

towards individual's goal rather than the project goal.

The research carried out by Proccaccino et al (2005) also highlighted the importance of

actively nurturing effective communication that improves interpersonal relationships of their team
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members. As pointed out by Linberg (1999) and Glass (1999), particular attention should also be

given to internal intrinsic items, as they relate to motivation and productivity. As well as project

management expertise, project leaders should also have communication and people skills in

managing the software development project.

As for the other factors such as inappropriate development methodology used (02),

inexperienced project managers (023), high level of technical complexities (DS), time consuming

for testing (012) and lack of regular reviews (032), these factors were rated quite high when it

comes to the likelihood of occurrence, but were rated rather low in terms of their impact on the

cost overrun of a project. This could indicate that the project managers or the development team

expected these risks factors going to occur. Eventhough, these risks have a greater chance of

occurrence, but the Project managers and development team would probably felt that they can

control and understand these issues, and as a result, they thought that these risks factors only have

minimal impact on the cost overrun of the project. They might already have something in the

project plan to counteract these issues in the first place.

Significant contrasting views were the user related risks factors. Factors such as failure of

user acceptance test (Dl l), users resistance to change (IM13) and failure to manage the users

expectations (IMI2). These factors were rated quite low in the likelihood of occurrence, but were

rated rather high in the impact of these risks on the cost overrun of a software project. Although

the practitioners thought these factors were very rare to happen, but they could have a drastic

impact on the cost overrun, once they occur.

Jiang et al (2002) and Barki et al (1993), suggested user related risks as the extent to

which prospective software users participate in software project development, their readiness to

accept the proposed software system, their attitude toward the software and their experience in

software project development. These issues make it difficult to understand and to predict the

users' expectations and requirements, and thus the completion of the final project within the

timeframe and the budget allocated. Project management literature also suggested the importance

of the communications between the development team and the users in defining the project scope

and controlling the project changes. Lapses in these tasks could lead to increased uncertainty

throughout the development cycle and could contribute to project overruns. The project managers

and the development team need to build, create and maintain good relationship and trust with the

users, to avoid being caught in a situation where supports and commitments for the project

suddenly evaporates.
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Figure 6.1 : The overall rank of risk factors

Note : Figure above only shows the combination of the top 20 ranked risk factor for the likelihood
occurrence and the top 20 of the risk impact on cost overrun.
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6.S. Summary

From the study, it is clear that practitioners viewed the risks factors in the project

planning phases, requirement phases and development phases are very important stages in the

software development project as most risks factors in these 3 stages were ranked high in ranking.

The factors such as unclear project scope, estimate of resources, project scheduling and systems

requirements were deemed very important issues in dealing with risks in a software development

project. This is consistent with the perspectives of success criteria of a project as meeting the

budget or resources and timely completion.

Despite a few contrasting views of the ranking of the risks factors for likelihood

occurrence and their impact on the cost overrun of a software project, particular attention should

also be given to the non-technical related risks factors and the user related factors. These factors

should be taken lightly as even they are very unlikely to happen, but when it does happen, they

can have a very significant ripple effect on other tasks and processes.

Eventhough, there are a range of issues interact together to have an impact on the success

or failures of software project, it is also fair to say, the importance and significance of each risk

factors may also be different and dependable on the type of software project. However, the

software development project should not be seen as only technology driven, but also as a process

driven, and process driven involved a lot of factors from the feasibility study phase of the

Iifecycle right to the end of the Iifecycle of software development.

The differences of risks perceptions based on the role taken within the development team

were very important for the coordination among the various groups. This may indicate the need

for improved communications in order to develop a shared understanding of project risk. Without

a shared understanding of risk, it is unlikely that the Project Manager and their development team

will be able to work together effectively, and there may be an increased potential for conflicts to

arise.

103 F.A.Mohd-Rahim 2011



Chapter 7 : Factor Analysis

CHAPTER 7 FACTOR ANALYSIS OF

RISK FACTORS IN SOFTWARE

DEVELOPMENT PROJECT

7.1. Introduction

Failures of software projects are widely documented in academic research literatures. A

lot of the problems relate essentially to complexity, size, requirements, resources and also project

management issues. Software development projects are often difficult to estimate and manage and

some troubled projects are cancelled or reduced in scope because of overruns in cost and time,

loss of motivation and burnout, unpaid overtime or even failure to produce anticipated benefits.

(Kumar,2002; Procaccino et al,2002).

Many studies have proven that a proper management of software risks affects the success

or failure of a project. (Wen & Sun,2007; Jiang & Klein,2000; Wallace & Keil, 2004). Identifying

the software risks that negatively affect the project performance should be well controlled in order

to improve the project performance. Failure to understand, identify and manage these risks is

often cited as a contributing factor in software project failures.

The purpose of this chapter is to undertake factor analysis and data reduction process

from a result of a survey. Based on the factors relationship and correlations, the outcome of the

data reduction is presented in a few components that consist of the most important risk factors of

the original large group risk factors. At the end of the day, a more clearly and manageable

understanding of new cluster or most important list of risk factors, and their implications will be

instrumental in the influence of the risk factors on the software development project.

7.2. Faetor analysis

Factor analysis is often used in data reduction to identify a small number of factors that

explain most of the variance observed in a much larger number of variables (Morgan et al, 2004;

Punch, 2OOS). Having many variables often makes it difficult to understand the data. Factor

analysis technique can reduce the number of variables, but without losing too much of the

information the original variables provide (Field, 200S; Punch, 2OOS).

Multicollinearity can be a problem in multiple regressions with a lot of variables, and

factor analysis can be used to solve this problem by combining variables that are collinear (Field,

2005). This data reduction is achieved by looking for variables that correlate highly with a group

of other variables, but do not correlate with variables outside of that group. This technique is
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looking at which variables seem to cluster together in a meaningful way. When 2 or more

variables are correlated, an existence of a common factor can be proposed, which these variables

share to some extent, and which therefore explains the correlation between them.

Factor analysis can be used either in hypothesis testing or in searching for constructs

within a group of variables for more easily understood framework. The process begins by finding

a linear combination of variables that accounts for as much variation in the original variables. It

then finds another component that accounts for as much of the remaining variation as possible and

it is uncorrelated with the previous component. The process cycles and 'rotation' (as termed by

SPSS) continues in this way until there are as many components as original variables. Usually, a

few components will account for most of the variation, and these components can be used to

replace the original variables. (Punch, 2006; Morgan, et al 2004; Field, 2005). By reducing a data

set from a group of interrelated variables into a smaller set of factors, factor analysis achieves

parsimony by explaining the maximum amount of common variance in a correlation matrix using

the smallest number of explanatory concepts (Field, 2005).

The degree of significance of each risk factor in software development project varies

according to its influence, occurrence and impact on the software project. It can be said that some

risk factors can be influential in comparisons with others. A number of risk factors with the

highest degree of significance might be considered as representative of the whole set of data.
Consequently, the most important risk factors are extracted and are treated as representative of the

whole set of risk factors.

7.3. Faetor analysis process
For undertaking these analyses of the data, Statistical Package for the Social Science

(SPSS) and Microsoft Excel were used. In SPSS, the principal components method is used to

extract the latent components and variables (Morgan et al, 2004; Field, 2005). Components are a

set of matrixes that present the correlations between different variables.

The first stage of the factor analysis is to determine the strength of the relationship among

the variables. A matrix of correlation coefficients should be extracted, and then components,

carrying Eigen value of 1 and more should be extracted from matrix of correlation coefficient (the

most common extraction method is based on principal component analysis). In the next phase, a

rotated component matrix should be generated in order to determine which risk factors have more

effective influence in each component.

The existence of 104 risk factors in this survey makes it difficult to handle the analysis,

therefore factor analysis and data reduction are considered as an important process to decrease the

number of risk factors in order to handle the task more efficient. This aim was achieved through

the application of SPSS software and as a result the redundant data is removed from the list of

questions in order to obtain a manageable subset of the risk factors that represent the majority of

lOS F.A.Mohd-Rahim 2011



Chapter 7 : Factor Analysis

the risk factors. The process of the analysis is shown in Figure 7.1. The figure shows that through

the use of data reduction in SPSS, 104 risk factors in 6 stages of lifecycle are analysed to a few

components. The correlations and interactions of risk factors with each other are computed. The

SPSS software helps to analyse the factors, and categorises the factors according to their

relationship and correlations to each other. The process, findings and discussions of the data

analysis are presented in the following sections.

TheWhole Rllk Facto,.

(104 facto,.)

Feasibility study

Project planning I
I

Requirement I
Development

J

Implementation I
Operation & Maintenance I

Components

Component"

Clul.,.

Cluster"

Figure 7.1. The process of data reduction and factor analysis
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7.4. Analysis of the FiadiDP

7.4.1. KMO & Bartlett test

Before conducting factor analysis. statistical test using the SPSS was performed to check the
possible presence of multicollinearity or correlation among the risk variables; the Kaiser-Meyer-

Olkin (KMO) measure for measuring sampling adequacy and the Bartlett Test of Sphericity for

testing the presence of correlations (Field, 2005; Morgan et al, 2004). The results are shown ill

Table 7.1 below:-

Table 7.1 : KMO +Bartlett test

s..... KAIIMr....,.,.()IIdn (KIlO) .... ure Be~.T .. tofSphe~cHy
01 s.nplng Adeq'*Y (Significance value)

Ukelhood Impact on cost Uk•• hood Impact on coat
occurrence 0YerTU'I occurrence overrun

FeasibilitY study 0.598 0.605 0.000 0.000

project planning 0.704 0.750 0.000 0.000

Reqt.irement 0.607 0.584 0.000 0.000

Development 0.724 0.742 0.000 0.000

1m tIon 0.850 0.687 0.000 0.000

Operation maintenance 0.506 0.505 0.000 0.000

The KMO value varies between 0 and 1.A value of 0 indicates diffusion in the pattern of

correlations, which means factor analysis is likely to be inappropriate. Whereas a value of KMO

close to 1 indicates the patterns of correlations are relatively compact and factor analysis should

yield distinct and reliable factors (Hutcheson & Sofroniou, I999). Kaiser (1974) recommends

accepting values greater than 0.5 as acceptable. Furthermore, values between 0.5 and 0.7 are

good, values between 0.7 and 0.8 are great, and values above 0.8 are superb. Table 7.1 (KMO &

Bartlett test), shows that the sample is adequate to conduct factor analysis.

Bartlett's test examines whether the population correlation matrix resembles and identity

matrix. If the population correlation matrix resembles an identity matrix then it means that every

variable correlates very badly with all other variables (Le; all correlations coefficients are close to

zero) (Field, 2005; Morgan et al, 2004). If it were an identity matrix then it would mean that all

variables are independent from one another. Given that factor analysis is looking for clusters or

components of variables that measure similar things or have common trend and theme, this

scenario would not be an ideal situation, as no variables correlate then there are no clusters to

find.
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Bartlett's measure test the null hypothesis (Ho> 0.05) that the original correlation matrix

is an identity matrix. For factor analysis to work, it needs some relationships between variables

and the significance value to be (p< 0.05). Using a significance level of 0.05, the Bartlett's test

shows the values of p for both likelihood occurrence and impact on cost overrun are highly

significant. This test tells us that the correlation matrix is not an identity matrix; therefore, there

are some relationships between the variables. Both the results of KMO and Bartlett test proved

that factor analysis is appropriate for these variables.

The results indicate that there is a basis of interpretability that provides sufficient

distinctness between project stages within which risk components may be identified and analysed.

Moreover, the large sample size used in this study exceeds that normally considered to be

adequate for research of this nature (see, for example, Tabachnick and Fidell, 2007; Comrey and

Lee, 1992) and at a point at which test parameters become stable irrespective of the participant to

variable ratio (Kass & Tinsley, 1979). We have also check the reliability of the discovered risk

components using Cronbach's test. The Alpha values of our emerging risks and their impact on

cost overrun questions are 0.963 and 0.968 respectively as shown in Table 7.2. This suggests that

the discovered risk components have significantly high internal consistency.

Table 7.2. Cronbach alpha test of reliability

Cronbacb A)__It.bl

Likelihood occurrence of risk factors 0.963

Risk factors impact on cost overrun 0.968
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7.4.2. Overall Likelihood of eeeurrenee
In Table 7.3, each component is set according to a series of correlations between different

risk factors. Thus, it shows how correlated a risk factor could be to other factors. The first column

of three sections in Table 7.3, labelled as Initial Eigenvalues related to Eigen value of the

correlation matrix and indicates which components of the table remain in analysis. To carry out

the factor analysis, only components with Eigen values of more than 1 are selected and those

Eigen values of less than 1 are excluded (Punch, 2005; Field, 2005). In the current context, an

Eigen value is the amount of the total test variance that is accounted for by a particular factor

(Field, 2005; Morgan et ai, 2004).

Table 7.3 : Overall Likelihood occurrence

Extr1ICtion Sum. of
Initial EigenVilluea SqUllred LOIding. Rot8Iion Sum. of Squired Loldinga

Component "'of Cumulative %of Cumulative %of Cumulative
ToIIII Vlriance '" ToIIII Variance % ToIIII Variance '"

1 31.898 30.787 30.787 31.998 30.787 30.787 29.255 28.030 28.030

2 27.799 28.729 57.498 27.799 28.729 57.498 24.813 23.759 51.789

3 15.440 14.831 72.127 15.440 14.831 72.127 14.152 13.807 85.398

~ 12.249 11.951 84.078 12.249 11.951 84.078 11.n8 11.391 78.787

5 7.478 7.088 91.188 7.478 7.088 91.188 8.282 8.040 82.827

8 1.993 1.907 93.073 1.993 1.907 93.073 1.834 1.818 84.843

~ 1.817 1.M7 94.720 1.817 1.847 94.720 1.548 1.489 88.132

8 1.639 1.476 98.198 1.639 1.476 98.198 1.295 1.245 87.3n

9 1.428 1.271 97.487 1.428 1.271 97.487 1.114 1.071 88.448

10 0.805 0.374 97.841

11 0.672 0.248 98.087

102 -1.287E-14 -1.237E-14 100.000

103 -1.540E-14 -1.481E-14 100.000

104 -1.834E-14 -1.S71E-14 100.000

The initial and rotated Eigenvalues were used to confirm the variation explained by each

extracted risk component. Lower values indicate that the contribution to the explanation of the

variances in the set of our risk survey attributes is minimal.

For example, the initial Eigen value of the first factor in Table 7.3 is 31.998. Hence, the

proportion of the total test variance accounted for by the first factor is 28.03% (the figure given in

% of variance column). In this analysis for the Overall likelihood of occurrence, just 9

components carry Eigen values of 1 and more, and account for 88.45% of the variance as shown

in the cumulative % column. This means that the selected 9 components presents 88.45% of the

whole variance. Therefore the 9 components can be considered as the representative of 104 risk
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factors employed in this study. This means that less than 12% of the existing information is

compromised. Another way of presenting the most important factors of a study can be obtained
through presentation of a scree plot of data as shown in Figure 7.2.

Scree Plot

!

i

Component Number

Figure 7.2 : Scree plot of risk factors for Overall likelihood occurrence

The purpose of a scree plot is to provide a graphical picture of the Eigen value for each

component extracted in SPSS. As it is shown in the Figure 7.2, the slope of scree is reducing,

while moving towards components with Eigen value less than I. The point of interest is defined

between components 9 and 10, where the figure curve connects to the points, starting to flatten
out and horizontal. Therefore, in a scree plot, the place where a sharp change in angle occurs can

be considered as the exact point that Eigen values of less than 1 are placed (Morgan et al, 2004).

On the sharp slope of curve, the Eigen values bigger than one are located, while in the flatten part

of the curve, the Eigen values smaller than I are plotted.

From principal component analysis 9 components which have the Eigen value of more

than I are selected. The next phase is the extraction of rotated component matrix for finding out

which risk factors are contributing the highest level of influence on the software project. This

level of influence is shown in Table 7.4. The Matrix loading score presented in Table 7.4 shows

the degree of influence of each risk factor in the whole survey, and the risk factors with the
highest rate of influence can be distinguished.
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This factor loading tell us about the relative contribution that a variable makes to a factor.

Most variables have high loadings on the most important factors, and fewer loadings on other

factors. It is recommended to interpret factor loadings with an absolute value greater than 0.4

(ignoring the +ve or -ve sign), which explain around 16% of the variance in the variable.

(Stevens, 1995; Maccallum et al, 1999; Morgan et al, 2004; Field, 2005). In Table 7.4, only the

degree of influence 0.4 and above are shown. However, for the purpose of interpretation of how to

extract the risk factors based on the factor loading, the factor loading of the components for some

of risk factors were shown in Table 7.4. As for the Implementation stage (factor IMI-IM24) and

Operation and maintenance stage (factor OP1-0P19), the factor loading were not shown as the

loading score were all below 0.4, hence the risk factor from this two stages were not selected for

the components.

For example, from Table 7.4, the risk factor (Fl; 0.656) has got greater influence on

component 7 compared to other components. Whereas, the risk factor (PS; 0.509) has got more

influence on component 6 in relation to other components, and (R3; 0.526) has got more influence

on component 4 in relation to other components. As can be seen from the Table 7.4, for risk

factors 018-020 and 024-D35, the factor loading scores were below 0.4, so were not selected.

This same method is used for the rest of the risk factors and components to extract the most

effective risk factors for each component. The risk factors with the high scores and correlation

values are chosen for each component.

Table 7.4 : Matrix loading score for Overall Likelihood occurrence

~
1 2 3 4 5 6 7 a 9

F1 0.175 -0.156 0.17 0.656 -0.166

F2 0.576 -O.16S 0.145 0.237

F3 -0.274 0.208 0.117 0.637 -0.131

F4 -0.184 0.296 0.288 .(I.la2 0.495

FS 0.561 0.178 -0.238 0.257 0.185 0.126

P1 0.146 -0.141 0.178 -0.157 0.457 -0.211

P2 0.212 0.137 0.194 -0.221 0.5J2 0.234

P3 0.278 0.722 0.213

P4 -0.223 -0.269 0.12 0.78

PS 0.234 0.171 0.105 0.509 0.291 -0.165 0.245

Pe 0.197 0.181 -0.217 0.268 0.418 0.279 0.189 .(1.138

P7 -0.149 -0.265 0.lS2 0.181 0.209 0.443 0.248 0.154

P8 0.137 0.875 -0.137

pg 0.286 0.123 0.192 0.62 0.274 0.285 0.133 -0.241

P10 0.143 0.807 0.15 -0.145 -0.114 0.102

P11 0.123 -0.156 -0.144 0.848 0.276 0.102

P12 0.59 0.21 0.2

P13 -0.175 0.892 -O.2S9 US 0.142

P14 -0.258 0.121 0.676 -O.lS8

R1 0.803

R2 0.553

R3 0.526
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R4 0.456

R5 0••

R6 0.572

R7 0.551

01 0.127

02 0.493

03 0.701

D4 0.156

05 0.681

D6 0.561

07 0.691
06 0.474

D9 0.611
01C 0.135

011 O.SS

014 0.477

015 0.441

012

013

01E

017

018

01&

D2C

021

O~
023

024

02!

02t

021

021

02i

03e

031

032

033

034

035

0.097

0.414
0.358

-0.061

0.1111

-0.194

0.094

0.031

-0.058

0.351

-0.112

0.134

0.084

0.106

0.067

-0.137

0.045

0.427

-0.314

-0.059

0.385

-0.396

0.054

0.002

-0.132

0.019

0.045

0.176

0.306

-0.103

0.156

-0.058

0.072

-0.281

0.337

0.113

0.207

0.3

0.551
O.59Z

O.69Z

0.272

-0.242

0.225

0.207

0.084

0.092

-0.211

0.329

0.163

0.037

0.124

0.026

0.108

-0.305 0.002 0.027

0.328

-0.123

0.095

0.214

-0.05

0.164

0.09

0.336

0.227
--1-

-0.065

0.062

-0.16
1

0.109

0.203

0.119

0.204

-0.305

0.016

0.033

0.001

0.211

0.286

-0.112

0.171

0.151

0.12

0.103

-0.058

0.363

0.161

0.215

t

0.004

0.179

0.239

-0.343

-0.187

0.073

0.131

-0.05

0.202

0.068

-0.189

0.02

-0.174

0.022

0.117

-0.103

IM1

IM24

OP1

OP19 I I

0.073 0.043

0.295 0.082

-0.31 0.191
I

-0.264

0.163

0.104

-0.309

0.31

0.188
t .

0.347

-0.067

0.049

-0.246

0.012

0.199

0.037

0.071

-0.002

0.256

0.229

0.002

0.079

0.069

0.243

0.145

0.192

-0.294

1 J I 1

-0.224

0.2

-0.066

0.063

0.099

-0.139

0.008

0.161

-0.075

0.075

0.16

-0.161

0.094

-0.13

0.03!

0.034

.-

!The fador loading score for the implementation stage (risk factor IM1 - IM24). was no1
~. as they were II below 0.4. hence the risk factor In this stage ware not selected for
~ componenta.

.--- ._ _ _._ -_ _----_ ..• _._ _._ --. . .

!The factor loading score for the 0pIntI0n Ind InIIInteMnce stage (rlak factor OP1 -
iOP19). was not shown. as they were .. below 0.4. hence the risk factor In this stage ware
~ selected for the componenta.

1
112 F.A.Mobd-Rahim 2011



Chapter 7 : Factor Analysis

The most important and influential risk factors of each component are extracted to form a

reduced list of risk factors, which are highly manageable without losing a large amount of data.

By applying factor analysis and data reduction in this survey, the questionnaire 104 risk factors

are reduced to 9 components which are shown in Table 7.5 below. The percentages of variance of

each component in Table 7.5 are extracted from Table 7.3. Common themes of the components

were identified and each component was given new terms for reference.

Table 7.5 : Components for the Overall Likelihood of occurrence

Extrlrted Risk rldon larealted to romDOnent rollowiDI rotltion
Ium or Rotltion

Ri.k lumor
romponent Extr.rted squired squ.red Faetoreiaenv.lue lo.di .... : lo.diDIS: IOldiDIv.rianre v.rianre Kore% %

CompoDent 0.551 Lack of users involvement in requirement stage: R7
1 0.550 Failure of user acceptance test: 0 II

31.99 30.76 28.03 0.448 Lack of users involvement and commitment: 0 IS
Project user 0.414 Ineffective communication within development team members:
engagement 017

0.576 Too narrow focus on the technical IT issues: F2
0.561 Inappropriate technology chosen from the feasibility study: FS
0.827 Inproper handover from the requirement team: 01
0.493 Inappropriate development methodology used: 02

CompoDfnt 0.708 Unsuitable working model and prototype: 03
2 0.856 Programming language and CASE tool selected not adequate: D4

27.79 26.73 23.76 0.688 High level of technical complexities: OS
Technology 0.568 Project involves the use of new technology: D6

failure 0.691 Difficulty in defining the input and output of system: 07
0.474 Immature technology: 08
0.611 Technological advancements and changes: 09
0.835 Failures and inconsistencies of unit/modules test results: 0 I0
0.427 Time consuming for testing: 012

Component 0.807 Project management &. development team not properly set up: PlO
3 0.551 Inexperienced team members: 02 I

15.44 14.63 14.15 0.592 Lack of commitment to project among development team
Project members: 022

personnel 0.692 Ineffective and inexperienced project manager: 023

ComponeD' 0.803 Unclear and inadequate identification of systems requirements: RI
4 0.553 Incorrect systems requirements: R2

12.25 11.95 11.39 0.526 Misinterpretations of the systems requirements: R3
Technology 0.456 Conflicting system requirements: R4
and system 0.656 Gold plating or unnecessary functions and requirements: RS
requirements 0.572 Inadequate validation of the requirements: R6

The table identifies risk components INhIch are groupings of risk factors from the 104 Initially identified. Factor analysis Is
employed and risk components with eigenvalues In excess of 1 are extracted, leaving a total of 9. The table reports both
the variance explained by these retained factors from the total variance of all 104 factors 88 well as the factor loadings
(and their variances) following varlmax rotation (an orthogonal rotation method) in lNhich the variance of each of the factors
is maximised. This faciutates interpretability of the resulting factors. The retained risk factors (total, 45) and their groupings
into risk components are shown in the final column. The inHial1dentHlers (R, 0, F and P) in the final column - followed by a
number - refar to the project stages and their initial number within each stage. Thus, the stages are: F- Feasibility Study; 0
- Development; R -Requirement; P - Project Planning.
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Extracted Rotatioa Risk facton aarented to compODeDtfoUowI.. rotadoD
Risk la .. of la .. of

c_po.t.t Extracted Iqaared Iqaared Factor
tigeanlae Ioadi... : Ioadi... : Ioadi ..

variaDce nriaace ICon
% %

C• ..,..e.tS 0.620 Critical and non-critical activities of project not identified:
7.48 7.M 6.28 P9

Project 0.590 Lack ofcontingcncy planlback up: PI2
implementation 0.892 System conversion method not well planned: PI3

O.BOB Resources shifted ftom project during development: D 13

0.637 Overlooked the management and business impact issues: F3
0.457 Unclear project scope and objectives: PI

C• ...,..e •• 6 o.sos Improper change management planning: P5
0.41B Inaccurate estimate of resources: P6

Project 1.99 1.91 1.82 0.443 Unrealistic project schedule: P7
plaming 0.848 Unclear line of decision making authority throughout the

project: PI I
0.676 Improper planning of time frame for project reviews and

updating: PI4

C•• poat •• 7

1.82 1.65 1.49 0.656 Wrong justifications of cost benefit ana1ysis ftom fcuibility
Feasibility study:FI

study

0.532 Undefined project success criteria: P2
C• .,..t ••• 0.722 Lack of quality control procedure and mechanism: P3

1.64 1.48 1.24 0.780 Project milestones for stages not well established: P4
Project process 0.B75 lnedcquatc detail work brcaItdown structure: PS

0.4n Changes in management of organisation during
development: DI4

CoIllpo ••• 9 Wrongjustification of investment alternatives and0.495
Feasibility 1.43 1.27 1.07 opportunity cost: F4

study decision

The table kIenIIftes risk campollenls which are groupings d risk fIIclora from the 104 InItiaIy ldenlIIIed. FIdOr analyala Is
employed and risk components IMth eigenvaIueI in excess d 1 are extracled. leaving a total of 9. The table reports bolh
the variance explained by these retained fac:tora from the tolal variance of .. 104 ladora as well as the factor loadings
(and their variances) following _max rotalIcn (an or1hogonaI rotalIon melhod) In which the variance of each d the faClora
Is maximised. ThIs facilitates InterpretabIIIt of the resuIIIng fIIclora. The retained risk faClora (iotal. 45) and their groupings
Into risk campollenm are shown in the final column. The ~ ldeillll ... (R. D. F and P) In the final cck.mn - followed by a
IU'nber - refer to the profecl stages and their 1n1Ual runber ~n each stage. nu. the stages are: F- Feaalblllty Study; D
- DewIopment; R -Requlremert; P - Project PIam1ng.
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7.4.3. Impact of risk factors on cost overrun
As the interpretation of the Eigen values correlation matrix to the factor analysis already

being explained in the previous section (for Likelihood occurrence), these next few sections will

explained only the most relevant data for the impact of risk factors on cost overrun.

Table 7.6: Total Variance Explained - Impact of risk factors on Cost overrun

ExIrIIction Sum. of
Initial Eigenvaluu Squered Loedlng. RotMion Sum. of SqUired Loading.

Component 'IIIof Cumulative 'IIIof Cumulative 'IIIof Cumulltive
Total Vlriance 'III Total Variance % Total Vlrlance %

1 32.202 30.963 30.963 32.202 30.963 30.963 28.333 27.143 27.143

i2 21.481 20.578 51.541 21.481 20.578 51.541
19.625 18.809 49.952

~
18.762 16.079 67.620 16.762 16.079 67.620

15.727 15.022 60.974

4
14.385 13.694 81.314 14.385 13.694 81.314 12.662 12.175 73.149
12.290 11.602 92.916 12.290 11.602 92.916 10.7935 9.493 82.642

~
3.617 3.661 96.577 3.817 3.661 96.5n 3.6OQ 3.559 86.201

17
2.319 2.129 98.706 2.319 2.129 98.706

1.791 1.722 87.923
.217 .181 98.8878

~
.156 .131 99.018

102 -1.267E-14 -1.237E-14 100.000

103 -1.540E-14 -1.481E-14 100.000

104 -1.634E-14 -1.571E-14 100.000

For Impact of risk factors on cost overrun, the Eigen value of the first factor in Table 7.6,

is 32.202. Hence, the proportion of the total test variance accounted for by the first factor is

30.963% (the figure given in % of variance column). In this analysis for Impact of risk factors on

cost overrun, just 7 components carry Eigen values of 1 and more, and account for 87.92% of the

variance as shown in the cumulative % column. This means that the selected 7 components

presents 87.92% of the whole variance for the Impact of risk factors on cost overrun and less than

13% of original data is compromised.
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Seree Plot
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Figure 7.3 : Scree plot for Impact of risk factors on cost overrun

The point of interest in the scree plot in Figure 7.3 for Impact of risk factors on cost overrun is

defined between components 7 and 8, where the figure curve connects to the points, starting to

flatten out and horizontal.

Table 7.7 presented shows the degree of influence of each risk factor in the survey for

Impact of risk factors on cost overrun, and the risk factors with the highest rate of influence and

high loading matrix can be distinguished. The same method and concept of factor loading score

used previously with the likelihood occurrence, is also used for the risk factors impact on cost

overrun in extracting the most important risk factors.
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Table 7.7: Matrix loading score for Impact of risk factors on cost overrun

Companent

1 2 3 4 5 6 7

F1 0.19 0.113 0.189

F2 OM -0.121 0.178 0.298

F3 0.136 0.187 -0.109 0.154 0.174

F4 -0.257 0.81' -0.178 0.185

F5 -0.125 0.823 -0.24 -0.12

P1 0.117 0.127 -0.122

P2 0.298 0.149 0.143

P3 -0.19 -0.115 0.282 -0.191 0.'27

P4 0.178 0.1.... 0.'13

P5 -0.189 -0.112 0.407

P6 0.177 -0.156 0.102 0.3 0.118 -0.227

P7 0.191 0.243 0.837 -0.14

P8 0.111 0.103 -0.191 0.282 0.142

pg 0.125 -0.232 0.887

P10 -0.238 0.223 -0.214 0.182 0.'4

P11 0.254 -0.149 0.8" -0.103

P12 0.235 -0.278 -0.249 0...... 0.172

P13 0.713 0.159

P14 0.412 -0.151 0.222 0.289 -0.131

R1 0.121 0.178

R2 -0.258 0.297 0.113

R3 0... -0.28 -0.112 0.275

R4 0.138 0.7~ 0.189

R5 0.101 0.131 0.257 0.203 0.158 0.174

R6 OM 0.24 0.275

R7 0..... 0.712 -0.173 0.203 -0.123

01 0.102

02 0.417 -0.178 0.25

03 -0.235 0.721 0.178

D4 0.114 0.717 -0.283 -0.187

05 0.727 -0.171

D6 0.112 0.129 -0.122 0.209

07 -0.107 0.177 0.221

08 -0.173 0.747 0.254 -0.221 0.208 0.27

09 -0.134 0.12 0.149 -0.258 0.127

010 -0.235 0.721 -0.178

011 0.72 0.171 -0.187

012 -0.121 0.117 0.18

013 -0.245 -0.188 004" 0.198
014 0.285 0.28 -0.214 00471

015 0.111 0.25

016 0.047 0.339 -0.088 -0.043 0.05 0.017 0.155

017 0.24 0.157 0.259 0.284 0.... 0.149
018 -0.138 0.178 0.094 0.002 0.297 -0.335 0.131
019 0.182 -0.184 -0.18 0.147 0.774

020 -0.025 -0.354 0.183 0.355 0.15 -0.014 0.388

021 0.138 -0.303 0.373 0.188 -0.105 0.173 -0.035

022 0.431 0.14 -0.282 -0.29 -0.285
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023 o.m 0.24 -0.295 0.19 0.068 -O.on 0.244
02 .. 0.078 0.085 0.084 0.121 0.159 0.258 -0.131
025 -0.04 0.278 -0.271 -0.128 -0.298 0.131 0.202
026 0.079 -0.183 0.205 0.324 0.351 -0.088 0.318
027 0.052 0.12 -0.038 -0.022 -0.18 0.185 -0.242
028 -0.309 0.097 0.183 0.092 0.224 -0.113 0.303

029 0.029 -0.095 -0.111 -0.001 0.182 0.034 -0.023

030 -0.082 0.332 0.272 0.138 -0.117 -0.088 0.27

031 0.088 -0.254 -0.081 -0.21 0.089 0.078 -0.384

032 -0.379 -0.123 0.1M 0.128 0.201 0.124 0.041

033 0.081 0.333 0.1 -0.14 0.12 -0.289 -0.271

034 -0.3 0.183 -0.003 0.25 -0.001 0.084 0.089

035 0.31 -0.184 0.203 0.211 -0.049 -0.344 0.12

IM1

· The factor loading SCOfe for the ImpIementaIIon stage (risk factor IM1 - 1M2..). was not
sholNn. 8S they were aI below 0.... hence the risk factor In this stage were not selected
for the components.

·
1M2..

OP1

·
· The factor loading SCOfe for the 0pendI0n and melrltelwa stage (risk factor OP1 -

OP19). was not shown ... they were .. below 0.... hence the risk factor In this stage· were not aeIec:ted for the compollera.
· I I I I I IOP19

The result of this extraction is presented in Table 7.S. The most important and influential

risk factors of each component are extracted to form a reduced list of risk factors, which are

highly manageable without losing a large amount of data. By applying factor analysis and data

reduction in this survey, the questionnaire 104 risk factors are reduced to 7 components which are

shown in Table 7.8 below. The percentages of variance of each component in Table 7.S are

extracted from Table 7.6.
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Table 7.8 : Components for the Impact on risk factor on cost overrun

E~tnded Ro .. lioa Risk fadon a_reuted to comDODeDt foliowiDR ro .. tioD
.am of .a .. of

Risk
Extracted sq.ared sq.ared

compoDeat
eigeDVlI.e Ioadiap: Ioadiap: Loadi.variDace v.riDace factor

% ".
0.535 Overlooked the management and business impact issues: F3
0.557 Unclear project scope + objectives: PI
0.5TI Inaccurate estimate of resources: P6

Compoaeat I 0.482 Improper planning of time frame for project reviews and

32.202 30.963 27.143 updating: PI4
Project team 0.561 Lack of users involvement and commitment: DIS
planning 0.436 Lack of commitment among development team members:

022
0.TI6 Ineffective and inexperienced project manager: D23

0.650 Too narrow focus on the technical IT issues: F2
0.623 Inappropriate technology chosen from the feasibility study:

CompoDeDt2 FS
21.481 20.578 18.809 0.727 High level of technical complexities: D5

Technology 0.662 Project involves the use of new technology: D6
appropriateness 0.747 Immature technology: D8

0.820 Technological advancements and changes: D9

0.529 Unclear and inadequate identification of systems
requirements: RI

CompoaeDt3 0.593 Incorrect systems requirements: R2

16.079 15.022 0.539 Misinterpretations of the systems requirements: R3
Technology

16.762 0.757 Conflicting system requirements: R4
specification 0.836 Gold platting or unnecessary functions and requirements:

R5
0.560 Inadequate validation of the requirements: R6
0.782 Lack of users involvement in reauirement staRe: R7

0.TI3 System conversion method not well planned: PI3
0.467 Inappropriate development methodology used: D2

CompoDeDt" 0.729 Unsuitable working model and prototype: D3

13.694 12.175 0.717 Programming language and CASE tool selected not

Technology and
14.385 adequate: D4

implementation 0.5TI Difficulty in defining the input and output of system: D7
0.729 Failures and inconsistencies ofunitlmodules test results: 010
0.720 Failure of user acceptance test: DII
0.897 Time consuminR for testinR: D 12

CompoDeatS 0.553 Wrong justification of cost benefit analysis from feasibility

11.602 9.493 0.619 study:FI

Feasibility
12.290 Wrong justification of investment alternatives and

study opportunity cost: F4

0.407 Improper change management planning: PS
0.637 Unrea1istic project schedule: P7
0.654 Unclear line of decision making authority throughout the

CompoDeDt6 project: PI I
3.817 3.661 3.559 0.448 Lack of contingency planlback up: PI2

Project team 0.502 Inproper handover from the requirement team: DI
management 0.499 Resources shifted from project during development: D 13

0.475 Change in management during development: D 14
0.666 Ineffective communications within development team

members: DI7

0.843 Undefined project success criteria: P2

CompoDeDt7 0.827 Lack of quality control procedure and mechanism: P3
0.813 Project milestones for stages not well establish: P4

2.319 2.129 1.722 0.842 Inadequate detail breakdown structure: P8Project team
activities 0.587 Critica1 and non-critica1 activities of project not identified:

P9
0.TI4 lnadeauately trained develooment team members: D 19
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7.4.4. Geographical spread of respondents

The geographical spread of respondents, whilst from a wider base than nearly every other

study is, nonetheless dominated by the USA and UK which accords with previous research

samples. Thus, the survey respondents reflect geographical sources of other studies but is

extended geographically. No other country contains more than 10% of the survey sample and

hence do not expect any geographical skewness in the results that is different from studies

focussing on the USA and UK. Of the studies reported during the literature reviews that were use

to compare samples the following sample survey geographical characteristics were reported;

Chang 2006, not specified, but likely to be USA given the reporting of the results; Keil et al 2002,

USA only; Liu et al 2009, China only; Wallace et al 2004, unspecified.

Nonetheless, an ANOY A analysis was conducted to test the difference means

between geographical groups. The results from ANOY A analysis for the Likelihood

occurrence shows that at a significant level of (0.05), there is statistical significance of the

respondents by countries for Component 2, Component 3 and Component 8. In other words, at

5% confidence level for Component 2, Component 3 and Component 8, the significance value of

less than 0.05 for these 3 components implies that, less than 5% of this resulted by chance for the

whole population.

Whereas the ANOV A results for the impact on cost overrun indicate that at a significant

level of (0.05), there is statistical significance of the respondents by countries for Component 2

and Component 6. At 5% confidence level for Component 2 and Component 6, the significance

value of less than 0.05 for these two components implies that, less than 5% of this resulted by

chance for the whole population. These two ANOV A results demonstrate that our sample is

representative of the general population for the purpose of validating our instrument and assessing

generalizability of our model. As a consequence, it is felt that the respondent sample reported

here is broadly comparable with other research in this area.
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7.5. Discussion

7.5.1. Clustering of Likelihood occurrence of risk facton
This initial clustering into 9 components and the relationship to individual risk factors is

entirely empirically determined, in common with previous research adopting this approach (for

example, Ropponen and Lyytinen, 2006). The factor loadings following rotation indicate a shift in

importance of individual factors to the risk components and redistribution in the overall

explanation with the total variance accounted for is marginally reduced to 88.45%. The research

adopt a varimax rotation that maintains the orthogonality of the individual factors and potentially

enhances their interpretability. The major components (those with the largest variances and with

variances reported in parenthesis) are: 1 28.03%),2 (23.76%), 3 (14.15%) and 4 (11.39%). The

identification of risk factors in Table 7.4 provides a guide to the interpretation of the risk

components and articulating the findings and to present a view on clustering in the context of the

whole-life cycle project to determine risks in relation to meaningful project stages.

Thus, the 9 risk components being assessed and interpreted what clusters could be formed

that might be placed into a whole-life cycle context. This approach follows that of Wallace and

Keil (2004) who employ socio-technical systems theory to help establish the dimensionality of

risks they observe in their own survey (n=507). The approach is to allow factor analysis to

establish the initial dimensionality (the 9 risk components of Table 7.4) and then to interpret the

results in terms of the project whole-life cycle. This latter element is akin to that employed in

Barki et al (1993). In examining the make-up of the risk components (that is, from the risk factors

in the Table 7.4) a number of themes were observed to be consistent with categorisations from a

generalised project plan over the whole-life cycle. This is supported by an examination of the

factor loadings of the risk factors which are reported in the fifth column of Table 7.5 and which

reports the loading factors extracted from the rotated component matrix of the risk data sample.

This is the main basis for the component interpretation used.

From the analysis, only 45 risk factors out of the 104 initially surveyed was selected

which account for 88.45% of the variance that could be explained. The 45 risk factors were

selected based on the teigen-one " Kaiser (1960) criterion cut-off, which used only risk factors

that have factor loading of 0.400 and above. The 9 components extracted from factor analysis

were then clustered together to form a few clusters that have some common themes. Each.cluster

degree of effect in the likelihood occurrence of risk is calculated based on percentage of variance

of each component derived from Table 7.3.

The analysis shows 3 main clusters emerge that are consistent and which we label:-

• Cluster 1: Feasibility study.

• Cluster 2: Project and team management.

• Cluster 3: Technology requirement.
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The new clusters for the likelihood occurrence of risk factors are shown in Table 7.9 below :-

Table 7.9: New cluster for likelihood occurrence of risk

CIuatIr 1 Component % ...... rtak faction T_I%
vuIa_ vertanca

CI....,1 Component7 1.49 • F1: Wrong justification. et COlt benefit analysla from feuIbIlty
, ... 1bI1Ity atudv.
study 2.H%

Component9 1.07 • F4: Wrong juatiIIcation et Invutrnent aItemativeI Md opportunity
coat

CIIIItIr 2 Component1 28.03 • R7: LIICket ~ InvoMIment in requirement lltage

Project and
• 011: FaBure et u... acceptance teat

11.12%• 015: LIICket uaera Involvement and commitment
e.m • 017: IneII'edIve communication within development team membell
management

Component3 14.15 • P10: Project management & development team not propeIIy aet up
• 021: IneJCP8Iiet ICIIdteam members
• 022: LIICkof commitment IDproject among ~t tum

rnembera
• 023: IneII'ec:tNe and . I DrOIect manaa_

Component5 8.28 • PI: CritIcII and non<rIticaI activities of proJect not IcIen1IfIed
• P12: LIICket contingency pIanJbac:k up
• P13: Syatem conver.Ion meIhocI not well pllmed
• 013: Reaourcea IhII'led from DrOIect durlna develoament

ComponentS 1.82 • F3: Overlooked the management and bUlinelllmpad III.,..
• P1: Unclear project.cope and ~
• P5: Improper change manag«nent planning
• P8: InaccuratiI eatimatI et reaourcea
• P7: Unrealiltic project 1Ched.
• P11: Uncle_line t:I decllion making luItIorIty throughout the

praject
• P14: IInPf'OI* planning et ttrnerrame for project reviIIwIand

upd.ting

Component8 1.24 • P2: Undellned project IUCC8IICIiIrIa
• P3: LIICket quality control fIIVC8CIIn and rnechaniam
• P4: Project mleltonet for Itagea nat welllltllbillhed
• Pe: Inacleq .... ~ work Inakdown atructure
• 014: CIIa- in manaaement et oraanilatlon durIna

Cluatlr3 Component2 23.78 • F2: Too ~ focua on the tlChnlcallT ....

T_noIoIY
• F5: IIIIflPIOPrIate technology choMn from the feasibility atudy

31.11%• 01: InpnIper handovwrtnlm the ~ team
raqulrement • 02: Inappropriate development methodology UHd

• 03: Un8UitabIeworking modal and pIaeotype
• 04: PragrarnrnWIg languaga and CASE IDCIIMIecIed nat adequate
• 05: High level et technical compIIlCIIII.
• 08: Project Invdwa the UII et _ tICtInaIogiM
• 07: DIIIIc:Uty in defining the input and output et .yatem
• 08: ImmatunI tICt.1OIogy
• 09: TechnologlclladYIIIIClmantiand changaI
• 010: FIIIknI and inoonaiMInCIea et unitlmodUea tiltMulti
• 012: Tirna conlUllllna for-.tlna

Component4 11.31 • R1: Unc:Iaar and inadaquIdI idantIIIcatIon et .yatam. requlremantl
• R2: 1nccInKt .... ,....nmanta
• R3: Mill".. pretallo". et the .yatama raquiremantl
• R4: ConIIIctinQ.yatam ........
• RI: Gold plating or UftI ••• lary funelonl Md requlrernenta
• R8: inacIeq .... wIIcIatIon d the requlrernenta

122 F.A.Mohd Rlhim lOll



Chapter 7 : FlICtor ~

Cluster 1 comprises components 7 and 9 and represents 2.56% of the total variance

explained. Only 2 risk factors make-up this cluster and they relate to cost benefit analysis and an

analysis of opportunity costs in the initial evaluation. It is perhaps not surprising that these factors

could be related in this manner since a full perspective of the cost and benefits would seek to

avoid the risks associated with both incorrect conclusions from the analysis undertaken and a

subsequent failure to incorporate all relevant factors. From the perspective of IT professionals, it

could be argued that any failure in assessment at the project feasibility stage might manifest as

project problems later-on. This would, as a consequence, have an impact on project success. The

expectation is that IT professionals would prioritise this issue, if only to avoid dealing with the
consequences of a situation not of their making later in the project life cycle.

However, the issue could become problematic if they are not, as is possible, involved in

the project at this stage. Furthermore, the identification of opportunity costs requires a deep

knowledge of the organisational context in order to be able to allocate them successfully.

Invariably, this will need, and at an early stage, accurate projections of cash flows including the

opportunity costs of capital (Ballantine & Stray, 1998). The fact that IT professionals highlight

this as a significant weight in the survey response might be reflective of their lack of oversight

and detailed knowledge of organisational context which would provide an appropriate framework

to judge what mayor may not be appropriate feasibility risks to identify and evaluate.

What is clear from this cluster is the potential for organisations to embed problems in the

project due to poor interaction and communication between managers within the organisation and

those external consultants who will be charged with managing the project later in the timeline.

Ultimately, this is an issue of the assumptions held by the various parties involved in the decision

making and the relative boundaries of consideration they hold relative to the potential for

embedding risk in the project.

Cluster 2 comprises components 1, 3, 5, 6 and 8 and represents 51.52% of the total

variance explained. This has been labelled so as to include issues of Project and Team

Management. The basis of this, in looking at the associated risk factors in Table 7.3, is indicated

by a range of factors concerning the interaction of the project with non-technical software areas,

and particularly regarding interaction with staff and other firm resources. Again, the issues of

communication and information sharing could be seen to play an important role in shaping this

problem. Whilst there is one factor (Lack 0/ user involvement in the requirement stage) that may

overlap with the Feasibility study cluster, the remaining factors relate to the immediacy of project

implementation.

Components I and 3 relate to project interaction with resources available and

Components 5, 6 and 8 relate to the consequences of failure at the planning stage. Thus, on the

resource side the observe risk factors were ranging from lack of human input, to inexperience,

lack of commitment, mid-project resource-shifting, inadequate line management, along with
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overlooked business impact issues where the resources interaction with the wider organisational

context is evident. With respect to the consequences of planning failure, a full spectrum of risks

were observed that were inadequately anticipated but specifically contextualised in terms of

project performance. The risk factors are often placed in the past tense and responses are provided

with the benefit of hindsight and with the project running or even complete. It might be right to

question why these ex post factors do not appear as planning issues specifically. As such, they

could be regarded as risk factors that naturally pre-suppose a limit on the ability of actors to

forecast risk at the feasibility stage which arguably validates our division of risk components

along project cycle criteria.

It could be argued that Cluster 2 is really an updating and incorporates experiences of

risks relating to earlier stages and also of new risks uniquely related to project implementation.

On an aspect noted earlier, it was mentioned that no risk factors relating to Implementation and

Operation and Maintenance survived the cut-off of the extracted factors. This now seems not to

be an oversight on the part of IT professionals, but a perspective on risks that they could not agree

on since they did not emerge as factors exhibiting sufficient correlations to factorise. In

interpreting why this might be the case, it is possible that of those risk factors identified in Cluster

2, the risk factors observed were the consequences - broadly defined - of the risks relating to

Implementation and Operation and Maintenance as they begin to become evident during project

build and completion. In this respect, it seems that the wider context of risks relating to 'Project

and Team Management', as was labelled Cluster 2, more accurately reflect the risk perspective of

IT professionals of risk factors identified at some distance from the organisational detail and

context.

Cluster 3 is defined as 'Technology requirement' and this is comprised of components 2

and 4 and represents 35.15% of the total variance explained. The range of risks in this cluster

anticipate a wide range of problems but, as with Cluster 2, they appear to involve both the

crystallisation of risks not earlier anticipated in Cluster I and of new risks emerging that relate to

the inadequacies of various aspects of technology as they first become operational. With respect

to failure of planning it was noted that inappropriate choice of technology at the feasibility stage

as an identified factor in this cluster along with unclear and inadequate identification of systems

requirements and even incorrect systems requirements. Of the risks that are likely to appear only

once the project is partly implemented, at least, the underperformance of technology as a

dominant feature.

This manifests in terms of narrow focus; inadequacy of development methodologies,

programming languages, and working models, and programme or module failure; the use of new,

immature, highly complex or even outdated technology; misinterpretation of systems

requirements and conflicting systems requirements; and the risks relating to project testing,

specifically that of extended time periods and inadequate validation. As before, it was noted that
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there is a build-up of risks from failW'eSat earlier stages combined with risks that are unique to

Technology that could only become apparent at a point when some part of the project has been
implemented. This cluster also is seen as the technology context for Implementation and

Operation and Maintenance risk factors that did not earlier survive the cut-off. This would seem
natural, as mention earlier, given the perspective of IT professionals.

7.5.1. Clustering of Impaet of risk fadon on eOit overrun

Table 7.6 details the results relating to the factor analysis of risks relating to their impact

cost overrun. Again, only factors with eigenvalues of more than 1 are retained and, on this basis, 7

risk components are identified. Using the same concept of clustering of the Likelihood occurrence

of risk previously explained, only 45 risk factors of the impact on cost overrun out of the 104

initially surveyed was selected which account for 87.92% of the variance that could be explained.

The 45 risk factors were selected based on the 'eigen-one', Kaiser (1960) criterion cut-off, which

used only risk factors that have factor loading of 0.400 and above. The major components (those

with the largest variances and with variances reported in parenthesis) are: 1 (27.14%), 2 (18.81%),

3 (15.02%) and 4 (12.18%).
Given the research earlier discussion concerning the role of cost in project IT risk

analysis, it is no surprise that the interpretability and mapping of risk onto a cost view of the

project life cycle extracts similar risk factors, although their clustering is somewhat different. This

can be considered to be an early validation of the cost perspective as a relevant and distinct

partition of risk. In looking for themes with which to analyse the components and their factor

content in the context of the project life cycle, project clusters were formed from the identified

components and their rotated risk factors. Three clusters are identified and, as before, labelled

them Cluster I: Feasibility study; Cluster 2: Project Team Management; and Cluster 3:

Technology Requirement.
Cluster 1 comprises component 5 only and represents 9.49% of the explained variance.

The same risk factors are identified as before in the likelihood occurrence and with an improved

level of explanation (variance of 2.56% previously reported for the likelihood occurrence).

Component 5 loads positively on risk factors FI and F4. One view, which the research tentatively

offer, is that risk relating to an adequate feasibility study is likely to be interpretable fully in terms

of a cost outcome. Moreover, given the proportion of the variance explained (from the rotated

factors), it is clear that IT professionals judge this stage of the project life cycle as critical. This

suggests that it is possible to take a view of the success of a project, and its risk factors, from an

early stage in respect of both their likelihood of occurrence and of their impact on the potential for

cost overrun.
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Table 7.10 : New clusters for impact of risk factors on cost overrun

Cl..., 1 Component % IIIIn Nk r.ctDrs T_I%
nrtaM. varlanc.

CI"'" ComponentS 9.493 · F1: Wrong justiflcdon d coat IIeneIIb all8lyal. from ,...Iblity atudy. 9.493
• F4: WnIng juatIfIcMIon d inveatment lltemlltl_ and opportunity coat.

F... lbIIIty
8tudy

Cluatlr2 Component 1 27.143 • OveItookeclthe meneo-t end bualn_lmpect iuuea: F3 32.424

• Undur project acope + objectiYea: P1
PrajeGt ..... • IIIIICCUnItI eatIm8tII d nIIOUrces: Pe
INlnegement • Improper plenning d timefrIme for project reIIiewa and updIltIng: P14

• lIIck d ~ IIMIIvanent Md commiIment: 015
• lIIck d commitment emong dtMllopment tum mernal'l: 022
• IneII'ective endlnelqlellellcecl project meneger: 023

ComponentS 3.559 • Imp!Oper c:h8nge manegemem planning: PS
• UIllNlIatic: project achedule: P7
• Undur line d declalon INIkIng authority throughout the project: P11
• lIIck d contingency planlbllc:k up: P12
• Inp!Oper hIIndover from the requlnlrnent team: 01· Reaources .hlftecl from project during development 013
• Ch8nge In InIIIIIIgeIMrIt during development: 014
• IneIfecIMt communlcetlon. within development tHm mernbel'l: 017

Component7 1.722 • Undefined project aucceu criteIIa: P2
• lIIck d quality control procecIu .. end mechllnlam: P3
• Project mleatanea for _ .. not well eatabllah: P4
• IMCleque .... bIMkdown aIructIn: pe
• CritIcIII Md non-c:rttaI 8ctMtiea d praject not identified: P9
• III8deqU8tilly tnlinecl development team members: 019

CluRlr3 Component2 18.809 • Too nM'OW rocu. on the IiIctInic8IIT ...... : F2 48.006

• InepproprlMe technology c:hoHn from the feMlblllty atudy: F5
Technology • High ItMII d technIc8I compluitlH: 05
requ""'-t • Project inV'Olwa the u.. d ,_ tIIctii IOIogy. os

• Immature technology: 08
• Techt ICIIogtc.l edwIlCIIIMIItII end changea: D9

Component3 15.022 • Undur endln8dequ_IdeI,1IIIcatIon fA lyatema requirwnentl: R1
• Incorrect lyafi1m8 requlrementl: R2
• MiailitwpretMlonl d the Iyat8mI requirwnentl: R3
• ConIictIng lyatem requirwnentl: R4
• GelId pI8tIIng or u--.y function. and requirementl: R5
• inadequatI YIIIdIiIIon fA the requlrlmentl: Ra
• lIIck d UMrI ilMllvMlent In .equirement atIIge: R7

Component4 12.175 • SyaIam CCII-.Iori meItIocI not well plenned: P13
• InappI'CIpIIa dewlopment rneIhodoIogy UHd: 02
• ~ ~ mocIeIend Pft*IlYpe: D3
• PfogIMimIng language and CASE toaIlIIectecI not adequate: D4
• DiIIIc:uIly In cIefiI*'g the Input end ouIput fA .yatIm: 07
• F.... end IIiCClililtelicl .. fA unltlrnadula teat rauHI: 010

• F..... d ... ~telt011

• Tine cansumIng for tilting: 012
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A MANOVA analysis of risk components and project performance carried out by Han &

Huang (2007) revealed that the composite impact of the planning and systems requirements risk

dimensions showed a higher impact on the cost performance of the project. Na et al. (2001)

reported that functional systems requirements risks were positively correlated with the cost

overrun of software projects.

One potentially significant difference between the cost overrun analysis of this section

and of the risk occurrence analysis of the previous section is that risk factors comprising this

cluster are identified in a single component in the cost overrun analysis whereas they were

identified as two separate single risk factor components earlier on. This is to indicate some

evidence to suggest that the cost overrun view of risk provides arguable a stronger message in

terms of interpretability of risk as it relates to IT software projects than dealing with risk

occurrence more generally. This point is elaborated below following further evidence relating to

the remaining clusters.

Cluster 1 comprises components 1, 6, and 1 and accounts for over 30% of the variance.

This cluster is mainly composed of project development risks all of which have very high

loadings and which are positively correlated. In common with the earlier analysis of risk

occurrence, a partition of risk factors was observed between those that are unique to the stage in

the project cycle which the cluster is mostly closely associated - that is, post-feasibility study -

and of risk factors emerging as a consequence of risk crystallisation from inadequate planning and

foresight at the feasibility stage or in Cluster 1. Thus, it can be seen that the same risk factors

emerging but with some re-organisation into fewer components which taken to be indicative of a

stronger and clearer message concerning risk identification and impact. For example, there are

now fewer components to interpret as a single cluster compared with the components relating to

risk impact.
In Cluster 2, the reduction of components is from 5 to 3 as the research move from risk

occurrence to cost overrun. In relation to risk occurrence, components 1 and 3 were separately

identified components within Cluster 2. Both of them contain risk factors relating to user

involvement. InCluster 2 of the cost overrun analysis these two components largely merged into a

single component. As with the merging of components identified in relation to the feasibility

study in the risk occurrence results, there is a similar effect for cost overruns. Again, it appears

that taking a cost overrun view of risk perhaps clarifies the commonalities underlying risk that are

determined by cost impact The research argued previously that it was possible to justify the

separation of components observed in relation to risk occurrence on the grounds of updating of

risk and that, once a project team had become involved, it was possible to discern aspects of risk

that would emerge following implementation of some aspect of the project which was a view not

available for those involved in the feasibility study specifically. From a cost overrun basis, it does

not appear to matter that this division or sequencing of risk factors is relevant. This is observe
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happening with other components. Thus, component 6 of the cost overrun Cluster 2 has much in

common with components 5 and 6 of the risk occurrence analysis. Component 7, the final

component of Cluster 2 for cost overrun, appears to map fairly directly with its counterpart

component 8 of the risk analysis section.

Cluster 3 is comprised of components 2, 3 and 4 and accounts for 46.01% and in a fairly

equal manner. The fact that there were only 2 components identified for the risk occurrence

analysis but 3 for the cost overrun appears to contradict the research arguments concerning the

consolidating effects of a cost overrun view of risk. Whilst each component for both sections is

comprised of risk factors satisfying the extraction cut-offtests, it should be noted that the Cluster

3 of both risk occurrence and cost overrun indicates that risk factors relating to a too narrow focus

on technical issues, choice of inappropriate technology, high complexity, immature technology,

and out of date technology are key drivers of risk as they relate to technology requirements. Thus,

in terms of both risk occurrence and cost overrun there does not appear to be a divergence of

opinion in terms of the general thrust of which factors are loading on the respective components.

7.6. Summary

Based on the results from Table 7.3 and Table 7.6, both groups of clusters have total

percentage of variance of just under 90 % for the likelihood of occurrence and impact of risk

factors on cost overrun. In fact, through the factor analysis process, only less than 13% of

information is compromised.

Table 7.11 : Percentage of variance for clusters

Ouster % variance of UkeUhood % variance of impad of risk
oecarreace fadon on cost overrun

Feasibility study 2.56 9.49%

Project team lIUlIUlIement 51.52 32.42%

Technology requirement 35.15 46.01 %

A number of themes have been identified in the survey and analysis of the likelihood of

risk factors and of the impact of risk on cost overruns for IT projects. The fact that these were

survey responses from IT professionals offers a previously unreported perspective which might be
of some value to firms involved with IT projects. The research has identified 3 main clusters of

risk for both the likelihood occurrence views and its impact on cost overrun perspective. The 3

main clusters and their associated variances were shown in Table 7.9 and Table 1.10,.
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The research have set out to explore what IT professionals thought of IT software

development risks and took the project life cycle as the research risk construct. The research

contribution is to offer a different perspective on risk and also to offer an analysis of risk that

considers both identification and impact problems separately. There were significant clusterings

of risk that suggest the approach adopted is a meaningful one in terms of IT software development

for both risk occurrence and risk impact on cost overrun. The sample base and level of

explanation offered in terms of variance accounted-for underpin the statistical validity.

A few risk factors may have high occurrence and high impact on cost overrun; or high

occurrence but lower impact; or even vice versa. The check and balance of this is needed to assist

the companies or practitioners to prioritize them and to develop an appropriate risk mitigation

plan accordingly, as whether to reduce the probability of occurrence or focus on the impact of the

risk factors on the cost overrun of a software project.
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CHAPTERS RISK MANAGEMENT STRATEGIES OF

SOFTWARE DEVELOPMENT PROJECT

8.1. Introduction

Software projects are especially subject to bounded rationality, induced by cost and

schedule constraints, rescue limitations and organizational and technological uncertainty

(Bannerman, 2008) (Li et al, 2008). The inconsistencies of performance in software projects with

some success as well as failures were still reported in literature even though many research

advances had already undertaken. Software project risks can be define as a set of factors or

conditions that can pose a serious threat to the successful completion of a software project

(Conrow & Shishido, 1997; Huang & Han, 2008; Wallace et al, 2004). Software risk (an

uncertain event or condition with negative consequences on a software project) can increase the

failure rate of a project if it is ignored.

Evidence indicates that risks in IT projects are not effectively managed and as a result of

their lack of identification and management during a project's Iifecycle can contribute to their

failure. (Willcocks & Griffiths 1997; Hedelin & Allwood 2002; Baccarini et al, 2004). In

software projects, the loss may involve increased costs, longer completion times, reduced scope,

reduced quality, reduced realization of proposed benefits, or reduced stakeholder satisfaction. In

software projects, the monetary cost of poor performance and failure is high but the value of

missed benefits is substantial (Bannerman, 2008). Risk management literatures argued that

identifying and analysing threats to success allows action to be taken to reduce the chance of

failure. Articles have also stressed the importance of empirically categorising the sources and

types of risks associated with software development projects (Bannerman 2008; Simister, 2004;

Wallace et al, 2004)
The purpose of this chapter is to investigate the effectiveness of risk mitigation strategies

in software development projects from the perceptions of the software practitioners. A better

understanding of the dimensions of risk mitigation strategies among the software practitioners

might assist software project stakeholders to target specific strategies to manage the impact of

risk on project areas that are likely to be of high risk.

At this stage, the research look for opinion on risks to IT projects without specifying their

relationship to risk likelihood or the impact of cost overrun. That exercise is undertaken in the

later chapter as part of the correlation analysis of factor scores in extracted components from risk

likelihood and the impact of cost overrun to these mitigation strategies.
Software risk management have been promoted as one approach to reduce project failure

and improve software project outcomes (Bannerman, 2008; Boehm, 1991; Keil et al, 2008;

Ropponen & Lyytinnen, 2000; Tuman 1993; Remenyi 1999;). Software project risk management

is usually defined as a set of principles and practices aimed at identifying, analysing and handling
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risk factors to improve the chances of achieving a successful project outcome or avoid project

failure (Boehm 1989, 1991; Charette 1989; Huang & Han, 2008; Kerzner 2003). According to

the Software Engineering Institute (SEI), risk management is a software engineering practice

with the processes of assessing continuously what can go wrong, determination of the importance

of the risks, and strategies to deal with those risks. Even the Project Management Institute (PMI,

2000) identified the risk management processes as consists of risk identification, risk

quantification, risk response and control.

8.2. Software risk management strategies

The whole purpose of software risk management is to identify problems so that action can be

taken to eliminate or mitigate their impact. Software risk management usually consists of

quantifying the importance of a risk (assessing its probability of occurring and its impact on the

project performance) and developing strategies to control it. It is often argued that many of the

software project threats have such a low probability, that spending time and money is not

justifiable. However, examples and cases in the literature suggest that there is a need to improve

the management of threats to software projects (Bannerman, 2008; Brandon, 2005; Conrow &

Shishido, 1997; Fairley, 1994; Heemstra & Kusters, 1996). They are many risk analysis

techniques currently in use that attempt to evaluate and estimate risk. These techniques can be

either qualitative or quantitative depending on the information available and the level of detail

that is required. Quantitative and qualitative techniques have their own advantages and

disadvantages.

Quantitative techniques rely heavily on statistical approaches which include Monte Carlo

Simulation, Fault and Event Tree Analysis; Sensitivity Analysis; Annual Loss Expectancy; Risk

exposure; Failure Node and Effect analysis; etc. (Bennet et al, 1996; Ngain & Wat, 2005; Rainer

et al 1991). More generic approach for software risk management includes risk lists; risk action

lists; risk strategy models and risk strategy analysis (Costa et at2007; Iversen et al 2004; Jiang et

a12001; Na et al2007; Ngai & Wat 2005; Keil et at, 2008). Many practice-based approaches also

exist. (Prince2, CMMI, COB IT, ITIL, ITGI, NIST, COSO) (Bannerman, 2008)

Iterative risk management steps usually include risk identification, risk analysis, risk

response amd risk monitoring and control (Bannerman, IEEE 2008; Ibbs & Kwak, 2000;

Simister, 2004). Other approaches to risk management in the research literature, for example

(Bannerman, IEEE 2008) :-

emphasize early development lifecycle risk avoidance in favour of late lifecycle testing

to eliminate software defects. (Adler et al, 1999)

scenario based risk management (Barros et al, 2004)

Modelling operational risks via Bayesian Networks (Fenton et al, 2002)
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Software risks within a socio technical model of organizational change. (Ropponen &

Lyytinnen, 1998; 2000 )

Life cycle based enterprise security risk management. (Drew, 200S)

Real options approach to managing incomplete knowledge in projects. (Pender, 2001)

Researchers on risk management argue that identifying and analysing threats to success

allows actions to be taken to reduce the chance of failure (Wallace et al 2004). Risk management

strategies are typically employed in the development process to reduce the risk inherent in

software projects. (Boehm,1991; Chittister & Haimes,1994; Fairley,1994; Na et al2007).

As risks vary in nature, severity and consequences, project managers need to recognize

that different types of risks may require different types of strategy or more than one strategy, and

a particular kind of strategy may only reduce certain aspect of software development risk but not

others (Jiang et at 2001; Cervone 2006). It might be more cost effective to spend resources on

preventing problems prior to project development than to wait for problems to appear during the

system development.

IT project managers also need to be aware that only very few IT risks have to do with
technical issues, and project management is the key strategy for managing risks (Jiang and Klein

2000; (Baccarini et al 2004). Understanding the critical role of project management as a key and

encompassing strategy for managing IT project risks is a necessity for project success. The

propensity and tendency of IT project managers to become immersed and pre-occupied in

technical aspects of their projects, mean that the effective management of IT risks can be

impeded.

It is important those risk that are considered to be high level risks, are identified,

understood and managed (Baccarini et al2004) Cervone (2006). This is important to the project

success because it allows all team members to identify what the top risks are at any given

moment within the project Iifecycle. The focusing on the more important risk aspects will allow

for more effective management of the project and a narrowing of techniques to mitigate the

significant risks (Nidumolu 1996; Jiang and Klein 2000).

8.3. Risk management strategies Utentures

The PMBOK describes risk response planning as part of a systematic process of risk

management. It is a development of options and actions to threats, either in the form of strategies

to avoid risks or to mitigate the impact if it occurs. Risk avoidance techniques are meant to either

eliminate the risk or protect the project from the impact of the risk. Alternatively, risk mitigation

techniques intend to reduce the impact of an existing risk to an acceptable threshold.

As the study of risk factors occurrence and its impact on cost overrun of software project

is based on the project management ftamework perspective, this part of study are focused on the
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more generic risk management strategies as described in Table 8.1 below. The specific strategies

of qualitative or quantitative risk management techniques mentioned in the previous paragraph

will not be analysed further, as only the generic strategies that is more relevant to main list of risk

factors is chosen. These generic risk management strategies was also chosen without having to go

into greater detail about the specific type of project or specific business environment, so that, the

strategies could possibly be applied to any kind of software project or business environment.

However, not many researchers had discussed in detail the risk mitigation strategies of a software

project.

Table 8.1 : Research undertaken in IT risk management

YEAR RESEARCHER

Strategies related to project scope and
requirements
Strategies related to project execution
Experienced project team members
Experienced project managers
Project planning and control techniques
Identified scope and requirements

Point 01
view

RESEARCH
AREA

Riskmitlption Itratqies

2009 Mahaney " Lederer Role of monitoring and
shirking in IS project
management

Monitoring of project
Regular updating of project against goals

Project
managers

2008 Shih-Chieh Su et al Impact of user review on
software fCSPOnsiveness

Users involvement Project
managers

2007

2007

2004

Deyetal

Tesch et aI

Wallace &: Keil

Risk management
framework for software
development projects from
developer's perspective,
using a case study of
public sector organization
in Barbados.

User's involvement
Scope management planning
Establish clear client requirements
Resource planning
Process reengineering
Benchmarking
Effective communications
Unit or independence testing
Establish scope
Develop work breakdown structure
Control mechanism

Developers

Views of
project
management
professionals
(PMP)

Project
managers

IT project risk perspective
of project management
professionals (PMP)

Team communication
Project managers leading role and experience
User customer support
Top management backing
Plan project in phases
Project planning
Proper budgeting
Develop resource allocation planning
Contingency plan to maintain project
Re-evaluate project CBA
Usc change management process
Conduct feasibility study
Pilot and prototype technology before rolling into
organization
Alternative technology and development
methodology
Clear scope requirements
Project control mechanism
User participation commitment
Develop approach to get feedback
Set up key milestones

Identification of risks that
posed threat to successful
project outcomes
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2004 Wallace et at Investigation of
dimensions of risk and an
exploratory model, on the
software project
performance.

Planning control mechanism
Assembling high skilled project team
Training
User involvement
Top management involvement
Counter risk associated with organizational
environment, users, requirements, project
complexity.
Good project manaaement practices

Project
nwwgers

2004 Baccarini et al In-depth interviews with IT
professionals from leading
firms in Western Australia
to determine how IT risks
were managed in their
projects, where the
respondents ranked IT
risks in terms of likelihood
and consequences to
identify the most important
risks.

Manage the relationship
Project planning and schedule management
Manage expectations
Obtain management support
Develop customer relationship
Maintain market entry barrier
Establish sound requirements
Plan for resources
Plan contingency options
Assess project staff capability
Change project management objectives
Manage stakeholders
Executive management support
Clear scope definition
Develop clear requirements definition
Adequate documentation
Perform group reviews
Progressive signoft' of milestones
Comprehensive testing
Users supports
Fonnsl change manapmcnt procell
Consult/educate users
Monitoring project
Project managers experience
Roles and responsibilities clearly defined
Clear coomunication
ExtemaI consultants

Interview
with IT
professionals

2000 Cule et a1 Strategies for heading oft'
IS project failures

Top management commitment
Users involvement
Eft'ective communication within project team
R.eguJar updating
Monitoring of projects
Assessment mechaniam
Bendunarlcing with other projects
Lessons learned from previous projects
Task management approach

IS project
nwwgers

James Jiang &:Gary
K1ien

2000 Impact of the spectrum of
risks on different aspect of
systems development IIId
project eft'ectivcncss

Intcrpcrsonal and 1IDIm skills
Skills trainina
User participltion and WICI' commitment
Clearly defined roles
Clear project acope and task
Clear CCJmmWlications
User experience
Control of conflicts

Survey of
project
manaaen

Study by Tesch et a1 (2007) identified many different strategies for avoiding and

mitigating the impact of the risks in software project There were also similar strategies suggested

for more than one risk. The strategies suggested includes consistent commitment of top

management, planning and scheduling of project in phases, users involvement, good

communication lines and resource requirement planning. The study also suggested the project

team to have a written project charter which contains infonnation such as a clear goals and

requirements, clearly outlined deliverables and success criteria, contingency or back up plan and

roles and responsibilities matrix.

, ',;'•.-.-}_,.,',
, .•j,.~-:;
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Shih-Chieh Su et al (2008) also highlighted on the users perspective to act to control

progress and act as product quality gate keepers in the software development process. The study

mentioned that users should not only play the role as requirements providers but should continue

to engage in the subsequent development process to make sure that user requirements were

fulfilled. Other researchers added the important of active participations from the users includes

Cule et al (2000), Jiang and Klien (2000), Baccarini et al (2004), Wallace et al (2004) and Dey et

al (2007). Most of the studies revealed through user participation influences the final system

outcomes by mitigating the effect of various risk factors, reduce the risk uncertainties and

improve the product during the software development process.

Mahaney et al (2009) focus the impact of monitoring and regular updating of project as

important strategies. The study revealed that through monitoring and regular updating, could

provide information that project is progressing within budget, schedule and quality expectations.

With this information, subjective assessment can be made whether the overall benefits of the

software project can be realized. The research showed that increased monitoring can reduce the

project failure by reducing over-commitrnent and encourages subordinates to act in the interests

of their managers. The research suggest that monitoring and regular tracking of project progress

can inspires developers to refrain from loafing and poor focus. Monitoring can also be done

through project management softwares such as Microsoft Project, Primavera, Gantt Chart or

Critical path analysis. Cule et al (2000), Baccarini et al (2004) and McChesney & Gallagher

(204) also added the important of monitoring and regular updating, as very important strategies.

Other generic risk management strategies includes top management commitment,

effective communications, project managers' experience, clear requirements and project scope

(Cule et ai, 2000; Jiang et ai, 2000; Wallace et al, 2004, Baccarini et ai, 2004; Dey at ai, 2007);

quality control mechanism (Dey et al, 2007; Osmundson et ai, 2003); testing (Frankl & Weyuker,

2000; Baccarini et al, 2004); training (Wallace et al, 2004; Jiang & Klien, 2000; Subramanian et

al, 2007); and also prototyping (Subramanian, 2007; Tesch et al, 2007). Even, studies of project

management success criteria on software project by Proccacino et al (2005), Pereira et la (2007),

Verner et al (1999), Palitha et al (2002), Milis (2002), Pinto J.K. (1998), and Tan R.R (1996) also

focused on the strategies like users involvement, top management commitment, good project

management practices, clear requirements, project planning and scheduling, and clear goals

objectives.

Most of the studies by researchers on managing risk in software development project or

IT projects, identify and priorities risks through empirical research in order to suggest mitigating

measures. The works were also based on anecdotal evidence and on studies limited to a narrow

portion of the development processes, or even on the broad perspectives of general project

performance. The framework, guidelines or systematic models of risk management proposed by

these previous researches, predominantly deal with specific techniques and were more focused on
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the project managers perspectives. But, the generic risk management strategies had not being

studied to include the perspectives of the software development team personnel of Project

managers, Developer, the IT support staff and also the management hierarchy themselves. This

chapter will highlighted the effectiveness of the generic risk management strategies.

8.4. Method

The main methodology for the research has been explained in previous Chapter 2

(Research methodology). This chapter will outlined the method used for the risk management

strategies questionnaires in the research.

The number of risk strategies was extracted from a review of literatures of risk

management associated with software development projects. The list of risk strategies that has

been established are shown in Table 8.1. The extracted risk strategies were also validated in a

pilot study with experienced academics. The purpose for conducting such a pilot study is to test

the potential response rate, suitability, and comprehensibility of the questionnaire, and also to

review the design and structure of the survey.

A number of the strategies were very specific techniques and modelling which requires

some technical knowledge and skills, and some were quite generic. However, since the new

framework proposed for the research was based on the project management perspectives, only the

generic strategies were chosen with the additional of strategies that were also relevant to the risk

factors in the main part of the questionnaire. The main purpose of this set of generic strategies is

to get the idea and perceptions of the practitioners of the risk management exercise which do not

have to be very technical related issues, and could easily be followed by other non-IT related

staff within the organization. In a way, these generic strategies may also be used for most

software project, without having to worry about the specific type of project and business

environment.

Based on the findings from the pilot study, some strategies were omitted and others were

added to the list. A final questionnaire survey was designed to elicit data about the effectiveness

of risk strategies. In the main survey, 30 strategies were included in the questionnaires.

Respondents were asked to rate the effectiveness of the risk strategies in response to the risk

factors using the Likert scale of 0-6 as below :-

a. 0 - don't know

b. I - not effective strategy

c. 2 - very slightly effective strategy

d. 3 - generally effective strategy

e. 4 - highly effective strategy

f. 5 - very highly effective strategy

g. 6 - exceptionally effective strategy
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This is to give a general idea of the importance of certain strategies compared to the other

strategies, without going into greater detail of the interpretation and magnitude value of the

effectiveness.

Table 8.2 : Risk mitigation strategies used in the research

No Re' RISK MITIGATION STRATEGIES

1 51 Define a clear goals and objectives of the projed

2 52 Conduct a through analysis feasibility studY

3 53 Use of project trackina sYStem and regular updating

4 54 Proper project planning and scheduling

5 55 Identify critical and non-critical activities

6 56 Set key performance indicators and standards for stages/processes

7 57 Lesson learned from past software development projects

8 58 Identify success criteria

9 59 Consistent commitment of management

10 510 Quality control Plocedure

11 511 Risk management methodologyltechniquesltools

12 512 Hire external eXPertise/consultant

13 513 Contingency plan

14 514 Conduct Dllot testing

15 515 Prototyplng

16 516 Thorough analysis of development methodology

17 517 Proper timeframe for testing

18 518 Conduct a thorough user acceptance test

19 519 Planned for parellel or phased conversion

20 520 Developed a clear and detail reauirements

21 521 Incorporate alternative development methodoloav

22 522 Backuo the svstem thorouahlv

23 523 50ftware security checklist and authentication process

24 524 Cost control procedure

25 825 TechnicalsuPPOl't team

28 526 Proper planning of resources

27 527 Effective tralnlna for staff

28 828 Effective lines of communication

29 829 Good projed manaaement and leadership

30 530 Greater degree of users Involvement and and commitment
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The statistical methods of mean, standard deviation and Kendall's test were used to rank

the effectiveness or risk strategies. One-way analysis of variance (ANOYA) wa II ed (0

compare the means of respondents and to determine if there were any significant difference

among them. The Kendall (W) test was undertaken to determine whether there were di fference

between respondents' rankings of risk mitigating strategies. The research have used Tukey-B re t

to check the validity of our results. This was necessary because of the uneven sample sizes of the

IT professional respondents. To interpret the results it was important to look at the overall F

values and chi-square, degree of freedom. These values are used to indicate whether there i a

difference between respondents (p values < 0.05).

8.5. Respondent's information

As had been explained in previous Chapters, more than half of the respondents (61 %)

had more than 10 years of experience in software project development with an overall average of

11.8 years and standard deviation of 5.29. Furthermore the overall average numbers of oftwarc

projects that respondents were involved with or had undertaken were 9 with a tandard deviation

of 5.31. It can be argued that the respondents have good working knowledge and in ight into

software development projects and processes. The wealth of experience among the re pondent

was relevant and significant and provides a good experience base to support que tionnaire

responses. This may give reasonable support for the concluding argument in the tudy.

Percentage of r•• pond.nt. conduct rlak •••••• m.nt ••• rel ••

10%

28%

34°'"

.Seldom o Regular o Very ortenONotatali

Figure 8.1 : Percentage of respondents conduct risk assessment exercise

The respondents were also asked whether risk assessment exercise was carried out for

their software project. From the responses, 28% of the respondents did not at all condu t risk

assessment exercise, while the other 72% respondents conducted the risk assessment exercise for

their software project occasionally and regularly. Furthermore, 68% of the respondent consider

their companies of having between 1-4 expert professionals of risk management. However, 40%

of the respondents were not satisfied with their risk management practice of software proje t.
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R•• pondents •• ti.faction of risk •••••• m.nt .x.rcl •• within their company

C not satisfactory .lItislaclory o wry satisfactory

Figure 8.2 : Respondents' satisfaction of risk assessmentexercise

The purpose of the ranking is to extract the most and least important risk mitigation

strategies based the perception of the survey participants. Responses to the rating of risk

mitigation strategies were on a scale numbered 0-6, from don't know to exceptionally effective

strategy. Scores from these answers enabled a mean and standard deviation scores to be derived

for the 30 risk mitigation strategies. These measures are also computed for each type of survey

respondent. These measures are then used to rank order risk mitigation strategies according the

perception of the survey respondents' four categories.

8.6. Average rating

The rating of the strategies is shown in Table 8.3. The average rating for the mitigation

strategies varies from the range of 1.32 to 5.31. Overall results from the ranking revealed that

among the five most effective risk mitigation strategies with the highest average score is the

strategy s30 (5.19), followed by strategies s28, s26 and s20 (5.14) and then s21 (5.08). Lowest

of all was s 19 (1.77). All 4 groups of respondents agreed that the strategies (s30), greater degree

of users' involvement and commitment, came top of the ranking, where Developer rated s30 with

the highest average of 5.31. The other 3 groups of respondents, Board of Directors, Project

Managers and IT staff rated this strategy (s30) as 5.09, 5.19 and 4.84 respectively. The overall

average rating for strategy s30 is 5.19.

A close scrutiny of the results reveals that the two most effective strategies (s30, s28) as

perceived by the board of directors are mostly consistent with those perceived by project

managers and developers. However, IT support staff perceived risk strategy (s28) to be less

important than risk strategy (s29). The ranking also revealed that strategy (s29) is perceived the

2nd important by directors while project managers and developers perceived otherwise. Also

strategy (s29) was perceived by IT staff as less important. Such difference in ranking the order of

risk strategies effectiveness is an indicative of potential differences in roles and responsibilities in

the management of software projects.
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Table 8.3: Average rating for the risk mitigation strategies

III'IIIIgy Board Project Dewloplr lTeta« 0vwIII KencIIII
Maneger -rank

lINn SD lIMn SD ...... SD ...... SD .... ID
n

81 5.02 0.802 5.01 0.718 5.14 0.707 4.78 0.723 5.04 0.731 22.85

12 4.33 1.012 4.50 1.085 4.81 1.078 4.12 0.827 4.48 1.0IMI 18.78

13 2.78 0.788 2.78 0.823 2.88 0.818 2.48 0.770 2.80 0.815 8.53

14 4.88 0.774 5.04 0.711 5.11 0.714 4.14 0.888 5.04 0.720 22.77

U 5.02 0.802 5.01 0.718 5.14 0.707 4.78 0.723 5.04 0.731 22.85

SI 2.81 0.714 2.75 0.817 2.81 0.818 2.40 0.145 2.73 0.7. 1.81

17 5.02 0.802 5.00 0.723 5.14 0.707 4.78 0.723 5.04 0.733 22.113

II 5.02 0.745 5.05 0.705 5.11 0.714 4.14 0.888 1.05 0.713 22.115

It 3.38 1.085 3.33 1.037 3.83 1.052 2.82 0.854 3.42 1.057 11.34

.10 1.78 0.1141 1.82 0.808 1.88 0.7114 1.44 0.851 1.80 0.801 3.80

.11 4.37 1.123 4.42 1.0a 4.88 1.088 3.82 0.854 4.47 1.081 18.50

812 1.87 0.701 1.81 0.783 1.89 0.814 1.40 0.145 1.711 0.7118 3.711

813 4.22 1.114 4.13 1.025 4.42 1.0a 3.78 0.831 4.22 1.081 18.113

81 .. 4.37 1.040 4.85 1.074 4.77 1.041 4.18 1.021 4.82 1.0IMI 11.•

81. 4.88 0.830 4.93 0.714 5.04 0.744 ".72 0.878 4,88 0.741 22.23

81. 1.72 0.750 UO 0.791 1.89 0.7711 1."8 0.714 1.88 0.785 4.01

117 2.70 0.785 2.81 0.773 2.77 o.a10 2.24 0.523 2.85 0.7112 7.10

11. 3.33 0.987 3.51 1.008 3.72 1.029 3.08 UOI 3,53 1.015 12.25

111 1.78 0.728 1.71 0.7113 1.85 0.781 1.32 0.557 1.77 0.714 3.11

120 5.07 0.772 5.11 0.730 5.21 0.858 4.80 0.845 5.14 0.713 23.113

121 5.04 0.883 5.07 0.755 5.13 0.723 4.10 0.714 5.08 0.788 23.01

122 1.80 0.808 1.87 0.771 2.08 0.731 1.32 0.857 1.81 0.781 4.17

123 3.30 1.030 3.38 1.033 3.44 1.087 3.00 1.041 U5 1.047 11.32

8M 2.74 0.773 2.77 0.801 2 .• 0.714 2.32 0.1157 2.11 0.711 '.112

121 2.81 0.745 2.10 0.7811 2." 0.7114 2.40 0.707 2.81 0.781 7.78

121 5.07 0.772 5.13 0.708 5.21 0.861 4.80 0.845 5.14 0.703 23 .•

127 4.39 1.000 4.42 1.011 4.50 1.038 ".00 1.041 4.41 1.024 18.12

121 5.07 0.772 5.13 0.708 5.21 0.851 4.10 0.845 5.14 0.703 23.111

121 5.08 0.755 5.08 0.702 5.14 0.718 4.7' 0.178 5.08 0.725 23.14

130 5.08 0.812 5.18 0.714 11.31 o.e38 4.... 0.824 5.18 0.704 23.13
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It is interestingly to observe from the list of 30 risk strategies, all 4 groups of respondents

rated the top 10 strategies with 4.76 and more. The top 10 strategies were dominated by S30,

S29, S28, S26, S2I, S20, S8, SS, S4 and SI. Strategies such as clear objectives and requirements,

planning of scheduling ad resources, identification of success criteria and critical activities,

project leadership, users' commitment and effective lines of communication were deemed

important strategies. It is important to point out that these top 10 rated mitigation strategies,

predominantly were non-technical risks, or some literatures might categorized as project planning

or organizational issues or project management related matters.

The respondents commonly agreed that the top 10 mitigation strategies mentioned above

would have a highly and very highly effect on the effectiveness of the risk mitigation strategies in

relation of the risk reduced.

From Table 8.3, it can also be seen that strategies SIO, S12 and SI9, were consistently

rated as the least effective in reducing then risks. This includes strategies such as quality control

procedure, hiring of external consultant or expertise and undertaking a parallel or phased

conversion. These strategies have an average rating of below 2.0, which mean not an effective

strategy.

It is interesting to see that quality control procedures are less effective than clear

requirements and effective lines of communication risk reduction strategies. This finding

correspondent with a view that the survey participant might perceive that quality control is part of

project management function.

The four categories of respondent mean scores are shown in Table 8.3. Clearly the figure

illustrates that the effectiveness of risk mitigating strategy are classified into four main results.

First, the most effective strategies as sighted by all respondents are (S30, S29, S28, S26, S21,

S20, SIS, S8, S7, SS, S4, SI). Secondly, the least effective strategies are (S22, S16, SI2, SIO,

and S19). Thirdly, the figure noticeably shows that the developers consistently rated all the

mitigation strategies higher than the other respondents whereas IT support staff perceived them

less effective. And the fourth main results, ironically, the managing directors and project

managers perception is nearly the same for all the strategies except for the strategy SI3.

To support the argument for Table S.3 above, SPSS software was used to carry out

Kendall's coefficient of concordance test (W), to measure the agreement among the raters or

respondents. Kendall (W) ranges between 0 (non-agreement) and 1 (complete agreement). From

the Kendall (W) rank test, the mean rank of the risk factors were in the range of as low as 3.61

and as high as 23.93. The high mean rank being the factors such as S30, S29, S28, S26, S21, S20,

SS, SS, S4 and SI. This is consistent with the rating by the respondents. With significant level of

0.05, and the null hypothesis (Ho > 0.05) as being no significant agreement among the

respondents, the results in Table S.4 from the Kendall's rank test showed the W-value of 0.S42.

This test tells that there is a significant agreement among the respondents.
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This means that, there are common agreements, consensus or concordance among the

respondents for the main overall results in terms of, what are the important strategies and the

least important strategies. This consensus and consistency is important for the inference of these

results for the general populations. This Kendal coefficient concordance test only proved the

general consensus of the main findings of the analysis. However, this does not mean that all the

respondents gave the same rating for all strategies. This will be explained and tested later in

Section 8.7 using the ANOVA test.

Table 8.4: Kendall's Coefficient of Concordance

N 324

KendaH'sW 0.842

Chi-SQuare 7910.714

df 29

AsvmD. Sla. 0.000

8.7. Anova analysis

The statistic measures reported in Table 8.3, indicate that the values of the means,

standard deviations and variations, of the four groups (Board, Project manager, Developer, IT

staff) of respondents were comparatively close. These results suggest there seems to be little or

no significant differences between the groups' responses. Hence, ANOVA analysis was

conducted in order to detect and justify the groups' responses statistical differences. The testing

hypothesis was:

Ho (p > 0.05): There is no significant difference among the respondents rating lor the
effectiveness 01 the risk mitigation strategies.

H/ (p < 0.05) : At least one of the groups rating for the effectiveness 01 the risk mitigation
strategies significantly different from at least one other groups.

The output of the ANOVA analysis of each risk factors is shown inTable 8.S.

The ANOV A in Table 8.5 shows whether the overall Fs values for these risk mitigation

strategies were significant. A statistically significant difference was found among some of the

risk mitigation strategies for the respondents. The 4 group of respondents' responses differ

significantly on 15 of the 30 mitigation strategies which include S9, Sll, S12, S13, S14, S16,

S17, S18, S19, S20, S22, S24, S26, S28 and S30. This means that at least one of the groups rating
for the risk mitigation strategies significantly different from at least one other group. In this case,

reject null hypothesis.
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However, ANOVA analysis only tells whether there is have sufficient evidence to state

that the rating for the strategies by one group differ significantly from other. It will not tell which

specific means are different from which other ones. In order to know this, a follow up test called

Post Hoc Multiple Comparison Test was conducted. Due to the uneven sample sizes, a Tukey test

was done. However, only the 15 risk strategies that were significantly different were shown in

Figure 8.3.

Table 8.5 : The F-value and Significant value of the ANOVA analysis.

Sum of Squares df Mean Square F Sig.

S1 Between Groups 3.397 3 1.132 2.143 0.095

Within Groups 169.082 320 0.528

Total 172.478 323

52 Between Groups 6.386 3 2.129 1.889 0.131

Within Groups 360.565 320 1.127

Total 388.951 323

53 Between Groups 3.380 3 1.127 1.707 0.165

Within Groups 211.175 320 0.660

Total 214.556 323

54 Between Groups 1.756 3 0.585 1.131 0.337
Within Groups 165.639 320 0.518

Total 167.395 323

55 Between Groups 3.397 3 1.132 2.143 0.095
Within Groups 169.082 320 0.528

Total 172.478 323

56 Between Groups 4.261 3 1.420 2.269 0.080
Within Groups 200.292 320 0.626

Total 204.552 323

57 Between Groups 3.466 3 1.155 2.174 0.091
Within Groups 170.089 320 0.532

Total 173.556 323

58 Between Groups 1.565 3 0.522 1.027 0.381
Within Groups 162.543 320 0.508
Total 164.108 323

89 Between Groups 12.360 3 4.120 3.784 ·0.011
Within Groups 348.390 320 1.089
Total 360.750 323

510 Between Groups 3.808 3 1.269 1.996 0.115
Within Groups 203.550 320 0.636
Total 207.358 323

511 Between Groups 13.438 3 4.479 3.861 • 0.01tJ
Within Groups 371.253 320 1.160
Total 384.691 323

812 Between Groups 5.882 3 1.894 3.123 ·0.026
Within Groups 194.047 320 0.606
Total 199.728 323

513 Between Groups 11.382 3 3.794 3.449 ·0.017
Within Groups 352.059 320 1.100

Total 363.441 323
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514 Between Groups 11.007 3 3.669 3.302 ·0.021
Within Groups 355.536 320 1.111

Total 366.543 323

515 Between Groups 2.349 3 0.783 1.430 0.2301

Within Groups 175.206 320 0.548

Total 1n.556 323

516 Between Groups 6.756 3 2.252 3.747 ·0.011
Within Groups 192.306 320 0.601

Total 199.062 323

517 Between Groups 6.192 3 2.064 3.457 ·0.017
Within Groups 191.092 320 .597

Total 197.284 323

518 Between Groups 11.297 3 3.766 3.749 ·0.011
Within Groups 321.453 320 1.005

Total 332.750 323

519 Between Groups 5.840 3 1.947 3.409 ·0.018
Within Groups 182.713 320 0.571

Total 188.552 323

520 Between Groups 5.031 3 1.6n 3.375 ·0.011
WIthin Groups 158.994 320 0.497

Total 164.025 323

521 Between Groups 2.233 3 0.744 1.271 0.2~

WIthin Groups 187.406 320 0.586

Total 189.639 323

~22 Between Groups 11.911 3 3.970 7.103 ·0 ••
WIthin Groups 178.864 320 O.S59

Total 19O.n5 323

523 Between Groups 4.132 3 1.3n 1.280 0 .•

WIthin Groups 349.757 320 1.093

Total 353.889 323

524 Between Groups 9.979 3 3.326 5.539 ·0.001
WIthin Groups 192.157 320 0.800

Total 202.136 323

525 Between Groups 1.655 3 0.552 0.934 0.42e

Within Groups 189.119 320 0.591

Total 19O.n5 323

526 Between Groups 4.950 3 1.650 3.417 ·0.018
Within Groups 154.520 320 0.483

Total 159.~9 323

527 Between Groups 5.190 3 1.730 1.861 O.17e

Within Groups 333.390 320 1.042

Total 338.580 323

528 Between Groups 4.950 3 1.650 3.417 ·0.01'
Within Groups 154.520 320 .483

Total 159.469 323

529 Between Groups 3.047 3 1.016 1.948 0.12:1

Within Groups 186.867 320 0.521

Total 169.914 323

530 Between Groups 5.355 3 1.785 3.890 ·O.O1~
Within Groups 154.781 320 0.484

Total 160.138 323
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From Figure 8.3(Tukey Post Hoc test), with the significant values of less than 0.05 (p <

0.05) and the different in the subset, shows that there is significant difference between the

respondents' responses. For example, IT staff and Developers have significant rating for

strategies S9, SII, S13, S14, S18, S20, S26, S28. IT staff also has different rating from the other

3 practitioners for strategies S17, S19, S22, S24. Managing Directors and Project managers

seemed to have a consensus of agreements in the ratings of the strategies.

The ANOYA and Post Hoc test proved that the respondents rated the strategies quite

differently even though the mean scores of the strategies were quite close together, whereas, the

Kendal concordance test in the previous Section 8.6 shows, there are common consensus of the

overall main results.

Furthermore, through ANOYA analysis of the top 10 ranked strategies (S30, S29, S28,

S26, S21, S20, S8, SS, S4, SI), only 4 strategies (S30, S28, S26, S20) were found to have a

statistically significance difference.

The overall F-values for this 4 strategies were; F(3,320)=3.690, p=O.012;

F(3,320)=3.417, p=O.018; F(3,320)=3.417, p=O.018; and F(3,320)=3.375, p=O.019; respectively.

Because of the difference in group sizes, Post Hoc Tukey HSD was utilized in testing to

determine which groups differ from each other. The result from test shows that Developer and IT

Staff differed significantly in their responses for strategies S30 (p=O.012); S28 (p=O.014); S26

(p=O.014); and S20 (p=O.016).This difference in the mean score between these two groups is

clearly shown in Table 8.3.

Hence, to confirm that there is significant agreement between the four categories in the

survey, the research have used Kendal's nonparametric test. The measure of the relationship

between rankings of the effectiveness of risk mitigation strategies for each respondent category is

used to investigate the agreement or concordance between the survey respondent in their

precipitation on the effectiveness of risk strategies in reduction of the risks. Kendal's coefficient

of concordance provides a measure of agreement between category of respondent, and

concordance between rankings of risk mitigation strategies. It ranges between "0" and "1",

with "0" indicating no agreement and "1" designating perfect concordance. Table 8.6 portrays

the statistical findings of this analysis. It is shown that those values of Kendall's coefficient range

between 0.83 and 0.88 for the four categories. These high values of Kendall's coefficient indicate

strong agreement between survey respondent on ranking the effectiveness of risk mitigation

strategies. The values of significance level are all at P = 0.00. These values indicate that, the null

hypothesis: there is no agreement between survey respondent, has to be rejected (p < 0.05). The

alternative hypothesis that, there is a significant agreement between the four categories, is

acceptable with confidence limit p > 95%.
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Subset for alpha· 0.05

S9 N 1 2

IT stair 25 2.92
project manager 135 3.33 3.33
board of directors 46 3.39 3.39
developer 118 3.63

Subset for alpha. 0.05

S12 N 1 2

IT stair 25 1.40
board of directorl 46 1.67 1.87
project manager 135 1.81
developer 118 US

Sublet for alpha • 0.05

S14 N 1 2

IT ItaI'f 25 4.18
board of directors 48 4.37 4.37
project manager 135 4.85 4.85
developer 118 «rr

Sublet for alpha. 0.05

S18 N 1 2

lTatalr 25 1.48
board of directors 46 1.72 1.72
project manager 135 1.90
developer 118 1.99

Sublet for alpha • 0.05

~1' N 1 2

IT ItaI'f 25 1.32
board of directors 48 1.78
project manager 135 1.7S

118 1.85

Sublet for alpha • 0.05

~22 N 1 2

IT ItaI'f 25 1.32
board of directors 48 1.8~

jProlect manager 135 1.87
118 2.oe

Sublet for alpha • 0.05

S11 N 1 2

IT ltd 25 3.92
board of clirec:tora 48 4.37 4.37
project manager 135 4.42 4.42

118 4.88

Sublet far alpha • 0.05

S13 N 1 2

IT stair 25 3.78
project manager 135 4.13 4.n
board of direcliOra 48 4.22 4.22

118 4.42

Sublet for alpha • 0.05

S17 N 1 2

IT stair 25 2.24
project manager 135 2.81
board of direcliOra 48 2.7C

118 2.77

Sublet far alpha. 0.05

~18 N 1 2

IT ltd 25 3.08
board of direc:tora 48 3033 3.33
project manager 135 3.51 3.51

118 3.72

Sublet for alpha • 0.05

S20 N 1 2

IT ltd 25 4.80
board of c:IIrecIiOra 48 5.07 5.07
project manager 135 5.11 5.11

118 5.28

SubMt far alpha • 0.01
824 N 1 2

IT ltd 25 2.32
board of cINc*IrI 48 2.7<4
project manager 135 2.77
developer 118 2.98

SubRt for.,. . 0.05 Sublet far alpha • 0.05

S2. N 1 2 828 N 1 2

IT stair 25 .... ~*" 25 4.80

board of directors 48 5.01 5.01 ~ of cirecIICIra ... 5.07 5.07
project manager 135 5.13 5.13 ~manager 135 5.13 5.13

118 5.28 118 U.
Sublet for alpha • 0.05.. N 1 2

~1tIIJ 25 4.14

~rd of directors 48 5.Ot 5.Ot
~manager 135 5.11

118 5.31

• ~ IIatIId In the _ sublet _ not lignlllcanlly dIIferwIt. but groupIln -..nt IUbIIt .. 1IgI ... II, ....
For example, the rdng for S9 and S11 a,. not dIIferWIt for Praject manager, BoeJd of DlIWCtDrIand O.ulopera. But.
onIv IT .t.tr and 0 lilted the ~ dII'IftnIIv.

Fipre 8.3 : Tukcy HSO Post Hoc Multiple Comparison Test
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Table 8.6 : Kendal concordance analysis using SPSS

Respondents' category Degree of freedom Chi-square Kendal's coefficient (W) Significance

Board 29 1109.789 0.832 0.000

Project Manager 29 3247.840 0.830 0.000

Developer 29 2926.970 0.855 0.000

IT staff 29 643.489 0.888 0.000

Considering the ANOV A analysis and Post Hoc comparison test for the effectiveness of

the risk mitigation strategies, it can be said that the difference among the means are significant. It

can be accepted that there is a genuinely significant overall difference among the practitioners in

their rating of the risk mitigation strategies.
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Table 8,7 : The Kendal mean rank and significant value for nova

Board Project M anB&er Developer IT SflfT OvertU " Sil
Vldu ..

M SO R M SO R M SO R M SO R M SO R

SI 5.02 0.802 10 5.01 0.718 10 5.14 0.707 8 476 072] II 104 07)1 10 22., 00'>1

S2 4.]] 1.012 16 4.50 1.085 14 4.61 1.078 15 412 0927 I. 4.9 1066 I' 117. 01) I

S3 2.78 0.786 21 2.79 0.82) 21 2.88 0.818 22 2.48 0770 21 280 0811 22 Il) 016'

S4 4.98 0.774 12 5.04 0.711 8 5.11 0.714 II 484 0688 3 104 0720 I ll77
0])7

S5 5.02 0.802 9 5.01 0.718 9 5.14 0.707 7 476 on3 10 So. 07)1 9 IllS 0001

S6 2.61 0.714 25 2.75 0.817 23 2.81 0.816 2) 240 0641 22 27) 0796 lJ 161 00 0

S7 5.02 0.802 8 5.00 0.72) II 5.14 0.707 6 476 072) 9 104 07)) II 2213 00'>1

S8 5.02 0.745 7 5.05 0.705 7 5.11 0.714 10 484 0688 2 101 0713 7 2215 0111

S9 3.39 1.085 18 3.33 1.037 20 3.63 1.052 19 292 095. 20 H2 I Ol? 19 II )4 '011

SIO 1.78 0.841 27 1.82 0.809 28 1.86 0.794 29 144 0611 27 I 80 0801 28 JCj() 011

SII 4.]7 1.123 15 4.42 1.089 15 4.68 1.069 14 392 o 9S, 16 4.7 1091 IS 1150 ' D.DIO

su 1.67 0.701 30 1.81 0.793 29 1.89 0.814 28 I 40 0645 28 I 79 0786 29 J 78 ' 0.':6

SI3 4.22 1.114 17 4.1) 1.025 17 4.42 1.089 17 376 083 I 17 • 22 1061 17 10lJ ' o,DI

SI4 4.17 1.040 14 4.65 1.074 I] 477 1.041 13 4 16 1028 I) 462 1065 13 1916 • tJ.1JJ/

515 4.98 0.830 II 49) 0.714 12 5.04 0.744 12 472 0678 12 496 0741 12 n n 011'

516 1.72 0.750 29 1.90 0.791 26 1.99 0.779 27 1.48 0714 26 I 88 0785 27 .00 ' 00/1

517 2.70 0.785 23 2.61 0.77) 24 2.77 0.810 24 224 0523 21 265 0712 2. 7Cj() , 11.017

518 3.]) 0.967 19 l51 1.006 IB 3.n 1.029 IB ] OB 0909 18 ) 5) 1011 II u rs • lUll

519 1.78 O.72B 2B 1.79 0.783 )0 I,B5 0769 10 112 o SS? 29 177 0764 10 361 ' a,UII

520 5.07 0.772 5 5.11 0.730 4 1.26 0.619 4 • BO 0645 6 5 14 0713 4 2] 5) , U 01'

521 504 0.89) 6 5.07 0.755 6 5.1) 0.72) 9 4.80 0764 7 106 0766 6 2301 021'

522 180 0.806 26 1.87 0.771 27 206 0.711 26 U2 o lS7 10 189 076· 26 417 'n._

52J 3.30 1.030 20 3.36 1033 19 344 1.067 20 300 1041 19 33S 1()47 20 II Jl 0211

524 2.74 0.773 22 2.77 0.801 22 2.98 0784 21 232 0511 2. 211 0791 21 112 ' 0,001

S25 2.61 0.745 24 2.60 0.165 25 2.68 0.794 25 240 0707 23 261 0769 1.1 776 0425

526 5.07 0.772 4 5.13 0.706 3 5.26 0.659 3 480 0645 5 I I' 0703 3 lJ 51 ' lUll

S27 4.39 1.000 13 4.42 1.011 16 4.50 1.036 16 .00 1041 15 • 41 1024 16 1111 0175

S28 5.07 0.772 3 5.13 0.706 2 l.26 0.659 2 480 0641 4 l I. 0703 2 23,. 'A'II

S29 5.09 0.755 2 l,08 0.702 l 1,14 0.719 l .76 0719 8 HI ons I lJ 14 0122

S30 5.09 0.812 I 5.19 0.714 I 5.11 0.636 I 484 0624 I 5 19 0704 I 2J 9) • 11.11/1

• M-mean; SD-standard deviation; R-ranking; K-Kendal mean rank
• The shaded denotes the top 10 ranking of each category of respondents
• The bold asterisk (*) denotes the strategies that was significant from Anova analysis
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8.S. Discussion
The ANOVA analysis and the Post Hoc test also revealed that IT staff has significant

difference of rating of the risk strategies compared to the other 3 practitioners. Among the

respondents, IT staff has the average rating in the range of 1.32 - 4.84. This is the lowest range

compared to the other practitioners. The general ranking classification seems to suggest that all 4

groups of practitioners have common agreements for all of the 30 risk strategies. But a thorough

examination revealed that IT staff has a contrasting ranking for a few strategies compared to the

other practitioners. For example, strategies S4 (Proper project planning & scheduling), IT staff

ranked the strategy as 3n1 in its ranking list, with an average rating of 4.84. Other practitioners

rated the S4 strategy with a slightly lower rank, which the Board of Directors ranked it as 12th,

the Project Manager (8th) and Developer ranked S4 as 11th in their respectively ranking list.

Despite the difference in ranking, these 3 practitioners (Board, PM & Developer) rated the

strategy S4 with an average rating of 5.02, 5.04 and 5.11 respectively.

This shows that the IT staffs were more concern with the proper planning and scheduling

of project, compared to the other practitioners. The nature of their work as being towards the end

of the hierarchy and responsibilities line behind the Board, the PM and the Developers, would

probably putting more pressure and work strain on them, if the project did not go as planned. As

for strategy S8 (identify success criteria), IT staff also has a different opinions compared to the

other 3 practitioners. IT staff rated this strategy as 2ndranked in its ranking list, while Board (7th),

PM (7th) and Developer (101h)in their respectively ranking list. Again, the IT staff tends to rate

the success criteria factor higher than any other practitioners, seemed to suggest that IT staff

would wanted to know exactly what is expected end product and how does the success of the

project going to be measured.

IT staff also rated this 4 strategies, timeframe for testing (S 17), planned for parallel or

phased conversion (SI9), backup the system (S22) and cost control procedure (S24), differently

compared to the other 3 practitioners. This might be due to the expectation that IT staff is

normally has less responsibility and liabilities from the perspectives of project management, but

higher responsibility in terms of the task in hand that they need to do. The IT staff is usually

expected to do most of the technical and direct hands-on task, and reported back to the Project

manager or Developer. This may include activities such as testing, conversion of the old software

to the new one and backing up the system. So, the IT staffs see these 4 strategies quite differently

compared to the other 3 practitioners. Despite these differences the nonparametric test using

Kendal's coefficient confirmed that there was a general agreement among the respondent at least

for the ten top risk mitigation strategies.

Risk mitigation strategies are procedural actions aimed at reducing threats to the success

of project by reducing their likelihood of impact of occurrence and impact (Bannerman 2009).

Hence, identifying common strategies that might help in minimise project cost and time overruns
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is crucial the project management team. In Table 8.3, the research have found that there were

common agreements among the practitioners in evaluating the effectiveness of risk strategies.

The strategies that deemed of value in reducing the risk are users' involvement (830), good

project management (S29), lines of communications (S28), planning of resources (S26) and

developed a clear systems requirements (S20) risk mitigation strategies. These 5 strategies were

rated with a minimum average rating of 4.80 and a maximum average rating of 5.31, which

means highly effective strategies.

This finding suggests that it is not so much about the technological importance of the

project but also about the relationship of the people involved within the project, and those

affected by the project. This finding confirms the view expressed by Shih-Chieh Su et al (2008)

on the pivotal role of users' involvement in the development of software project. However,

Barld et al (1993) and Jiang et al (2002) argued that it is difficult to understand and to predict the

users' expectations and requirements, and thus the completion of the final project within the

timeframe and the budget allocated. Although most literatures stressed the importance of systems

requirements for the outset of the project, but the final or absolute version of the systems

requirements would probably become clearer as the project progresses. The project managers

should consider ensuring that project requirements are accepted by the team as being realistic and

achievable, given the available time, resources and technology. Project managers must be willing

to draw a line between desirable and absolute necessary functionality.

Project management literature also suggested the importance of the communications

between the development team and the users in defining the project scope and controlling the

project changes. The project managers and the development team need to build, create and

maintain good relationship and trust with the users. Good project management in terms of how

well work is planned, how well progress is controlled against plan, and how effective change

control is, and whether a formal risk management processes are used is essential in the success of

software project development. These results don't correspond with previous findings that

suggest there is little evidence to indicate that project management is necessary for project

success (Shenhar and Dvir, 2007). The research findings, however, correspond with the findinp

of (Bannerman 2009) that good project management is necessary but not essential in its own in

mitigating project risks. Another explanation of the research finding could be attributed to the

fact that project management is associated with effeetiveness of project governance. Thus, the

respondents' high rating of this risks mitigating strategy. This view collaborates with the

observation made by (Bannerman 2009) "Absence of effective governance resulted in risk

exposures in these areas (i.e., clarity and relevance of objectives, scope and requirements;

provide guidance, direction and a common sense of purpose)"

As suggested in several studies communication issues among human being were

relatively complex and unpredictable. Jiang & Klein (2000) stressed that, as a result of poor
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communications among development team members, much of the time might be spent on

duplication of efforts and progress will be towards individual's goal rather than the project goal.

Proccaccino et aI (2005) also highlighted the importance of actively nurturing effective

communication that improves interpersonal relationships of their team members. As well as

project management expertise, project leaders should also have communication and people skills

in managing the software development project. The importance of communication and

participation of project stakeholders in reducing project risks reinforced by the findings from

Bannerman (2009) that integration of teams has lead to "greatly improved project

communication, interaction, issue resolution and progress tracking". These views collaborate

with the findings in Table 8.3. For example, risk management strategies of SI, S4, SS, S7, S8

were rated quite high in the ranking. In fact all of these strategies were rated in the top 10 by all 4

groups of respondents, with an average rating of 4.76 to 5.11 which means highly effective

strategies. These risk management strategies include strategies such as defining clear objectives,

identifying critical activities, specifying the project success criteria, consistent commitment from

management and also the lessons learned from past software projects. Tesch et al (2007) also

mentioned the important of lessons learned from past project or projects recently completed as

risk management strategies, to better perform future projects.

For a successful project, normally a considerable time is spent on the planning phase and

sometimes longer than it takes to complete the rest of the project itself (Taylor,2003). The more

common practice is to develop a plan, put it on the shelf and never look at it again until the

project is finished. It is important to remember that the success of a project starts with the project

plan. The initial project plan needs to be as thorough and detailed as possible. Determining what

to do, how to do it, when to do and who should do it, is probably simple in concept but not

always easy to accomplish. Successful project completion requires detailed and meticulous

planning, careful monitoring of the state of project against the plan and the allocation of

resources. Management need to consider the difficulties of estimating the manpower resource

required, planning and coordinating the work of staff, and ensuring that the overall project is

completed on time. System development projects are notorious for over running on time and cost

budgets. A slippage at any particular phase cannot always be corrected by simply putting more

staff or allocating more money at the problem. Possible responses to problems and slippages

include maintaining the scope of the projects and carrying on with the same schedule, changing

the scope of the project or even probably changing of schedules and resource allocation.

Although, previous studies suggested that there were quite a number of risk management

tools or techniques available in reducing the risk, but in this study, risk management technique

(S11) or tools was not considered as highly effective strategy. This strategy was rated with an

average rating of 3.92 - 4.68. In fact, all 4 groups of respondents just barely rank this strategy in

the top 15 out of the 30 risk management strategies. From Table 8.3, it can also be seen that
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strategies SI 0, S12 and S19, were consistently rated in the bottom of the rank. This includes

strategies such as quality control procedure, hiring of external consultant or expertise and

undertaking a parallel or phased conversion. These strategies have an average rating of below

2.0, which mean not an effective strategy. Hiring of external expertise may not be on most of the

respondents' agenda, probably because most companies have enough human resources and

expertise to get them through any particular software project. However, this finding don't

correspond with the findings from other studies that suggest some project software development

companies use risk transfer techniques to outsource the technical risk associated with a project

(Bannennan 2009). Despite the quality control procedure being ranked lower in ranking, the

respondents or companies would probably did not realize that they might already have the quality

control procedure in place, but it is not formally known as such. It might be formed part of the

project management functions such as coordination, monitoring or control. Speculatively it can

be argued that quality control procedure that may have many formats such as formal or informal

method and can include methods such as Capability Maturity Models (CMM), the Boehm's spiral

model or some form of quality management metrics.

8.9. Summary

This chapter reports the findings from an empirical survey on the effectiveness of the risk

management strategies in a software development project. From the study, it is clear that the

respondents viewed the non technical related strategies were more effective than the technical

ones. The analysis shows that risk management strategies relating to users' involvement, project

management and planning and communication issues are considered very influential on reducing

the effect of the risk towards the software projects. Even the lessons learned from past software

project was considered as highly effective risk management strategy.

In software risk management strategies, course of action could include a straight forward

solution on the risk, or it could involve avoiding the risk by eliminating its cause. Much of the

best approach to software risk management strategies is to anticipate those risks and taking some

action in advance to ensure that either the potential effect of the risk is reduced, or its likelihood

of occurrence is reduced, or both.

Although it is useful to see these strategies from the point of view of understanding the

approaches to a risk situation, it might not be wise to try to pigeonhole any practical approach

into one or other category in an exclusive way.
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CHAPTER9 FUZZY TECHNIQUES OF RISK

ANALYSIS IN SOFTWARE

DEVELOPMENT PROJECT

9.1. Introduction

The effectiveness of the evaluation and estimation processes can provide valuable support

for decision making of any project. The processes can involve quantitative or qualitative analysis

depending on the information available and the level of analysis that is required. Quantitative

techniques rely heavily on statistical approaches, and qualitative techniques rely more on

subjective judgement. Both quantitative and qualitative techniques have their own advantages and

disadvantages. However, usually incomplete project information is available during the very early

phases of the project and many decision making processes occur in an environment in which the

goals, constraints and consequences of possible actions are not precisely known. Qualitative

issues such as behavioural, political and other organizational concern are becoming more critical

to project success than ever before.

In order to improve the decision making process with the lack of information available,

several mathematical programming models had been introduced and proposed, like multiattribute

decision making, dynamic and non-linear programming (Alexander et al, 1985; Schniederjans et

al, 1989; 1993; Santham & Kyparlsis, 1995; Badri et al, 2001; Chen & Tzeng, 2001). However,

decision makers usually refrain from using such techniques or models due to complex

programming and implementing processes. Furthermore, mathematical programming methods

also need crisp and precise data to get meaningful results.

In evaluating the rating of risk factors, most decision-makers or project managers, are

more comfortable viewing those factors as linguistic values, e.g., high, moderate, low, very low,

likely, unlikely, minimum. maximum, etc.etc, rather than in exact probabilistic terminologies

(Engel & Last, 2007; Engel & Shacher, 2006; Engel & Barad, 2003). However, sometimes, the

scoring methods or ranking methods might have a compensatory bias. For example, when one

criterion has a low value other criteria may offset it, and then a project with a high weighted score

might be accepted. Any extreme low or high values could bring the average up or down, which

could lead to misleading conclusions and interpretations.

Hence, SUbjective human ratings and evaluation process can be better approximated using

fuzzy measures than using the additive ones. Fuzzy logic has been employed in handling inexact

and vague information because of its ability to utilize natural language in terms of linguistic

variables (Ghotb & Warren, 1995; Zeng & Smith, 2007; Chen & Cheng, 2009). The arithmetic
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and calculus of fuzzy sets and fuzzy numbers provide us with a method for manipulating these

imprecise representations (Dubois & Prade, 1980; Chen & Gorla, 1998; Zadeh (1994). Through

fuzzy, the decision making processes can still be modelled and justification for the decision can

still be made eventhough with limited project information.

9.2. Softwareproject risk model
As being highlighted in the early chapters, the general conclusion from the literature

review is that the IS literature is a jumble of diverse risk models and partially overlapping lists of

risk factors and components. This resulted in the lack of practical model or risk construct that

most managers can use for understanding risks in software project at whatever detail is

appropriate for them. The risk construct proposed in this research which is based on project

management life cycle addressed this issue.

There are many risk analysis techniques being used and introduced, such as quantitative

methods like Artificial Neural Network (ANN), Bayesian Belief Network (BBN) (Bennet et al,

1996; Ngain & Wat, 2005) and qualitative techniques such as risk management standards by

professional institutions (IEEE, PMI, ISO). However, existing methods for risk assessment are

largely based on more generic approach of risk checklists and analysis of a risk matrix (Xu et al

2003; Down et al, 1994; Zhiwei Xu, 2001; Costa et al, 2007; Iversen et al, 2004; Jiang et al,

2001). Various risk factors are usually scored in the risk matrix according to their influence on the

risk, and then arithmetically aggregated into an overall risk score.

The risk checklists are usually compiled from surveys of the experienced of stakeholders

who had been involved in software project. The risk management value of this technique is that

the factors may also be important or generic risks for other projects. Furthermore, most researches

also proposed a variety of categories and frameworks according to related themes and

characteristics. These frameworks may provide broader framing for thinking about what risks

might threaten a particular project, rather than to simply work through a pre-defined checklist of

specific factors.
However, this risk checklist and framework techniques need to be used with extra care as

they are unlikely to be universally applicable. The best use of this technique is as a starter list in

evolving a customised in-house set of risk factors from the software projects conducted in the

organization over time. Factors that are not relevant can be omitted and new factors can be added.

This is where this research risk construct based on project management life cycle contributed in

solving the problem of risk checklist. Although initially, the research used the risk checklist as the

framework, but the risk lists were based upon extensive literature reviews of risk in software

project. In addition, the stages within the project management life cycle would allow the risk lists

be updated relevance to the related process or activities of the life cycle.
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Since, the project management life cycle perspectives was used for the research risk

construct, the clearly defined stages of the life cycle should be understandable to typical business

managers and not necessarily only risk managers or IT managers. With this construct, it should

provide rigor by organizing risk management analysis, without sacrificing practicality where

businesses and organizations can include or exclude specific risks to the organizations situations

and interests. Another added contribution from this research construct is that the risk lists used for

this study were surveyed to the main software practitioners within the software project. Unlike

other published lists which usually based on the perceptions of a single stakeholder group,

predominantly project managers and users. It is critical that the views of all main stakeholder

groups are taken into account, as (March & Shapira, 1987; Schmidt et al, 200 1; 8annennan, 2008)

pointed out that the stakeholders groups tend to identify risks in the responsibility domains of

other stakeholders, rather than point to factors as risks within their own area of responsibility.

Some other software project risk model being proposed and developed include

contingency model (Barki et al, 2001), socio-technological model (Lyytinen et al, 1996), options

model (Benaroch, 2002), Bayesian Belief Network (BBN) model (Kwok Tai Hui & Biau Liu,

2004) and Neural network technique (Neumann, 2002).

The contingency model (Barki et al, 2001) focused on the software development project

performance is influenced by fit between risk exposure and risk management. But the model did

not organized the risk factors into specific framework and did not distinguish between initial and

emergent risks. Distinguishing between risks that exist prior to a phase and those that emerge

during a phase is important for risk management because those factors may be managed

differently. However, categorizing the risk factors based on the life cycle stages framework as

proposed for this research would allow the initial risks factors being identified earlier in the life

cycle, and the potential emergent risk factors being identified in the later stages. The socio-

technological model (Lyytinen et al, 1996) classifies risks by system, project and management

sources. But, the sociotechnical model of organizational change only highlighted on components

internal to the organization such as task, structure, stakeholders and technology, and mainly

during a software project's development phase only. Unlike the framework used for this research

where it covers the whole project life cycle.

Benaroch (2002) presents an approach that uses real options approach (deferral, piloting.

outsourcing, abandonment, and so on) to actively configure IT investments for the purpose of

managing the balance between their value and risk. More precisely, building on the notion that

real options can control IT investment risk. It considers risks arising outside the scope of

development. But, its mapping of risk to specific options with a high level of generality makes it

difficult to use for identifying risks. It addresses investment risk across a sequence of choices. It

includes positive and negative financial outcomes but does not identify other sources of risks in

addition to specific competitive, market and organimtion specific risks. Kwok Tai Hui " 8iau

Liu (2004) use the Bayesian Belief Network (B8N) model to develop a scientific tool that can be
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used to understand and calculate the risks of a software development project. The model assesses

values that are critical to a project by calculating their associated risks and probability of their

occurrence each with a weight factor to derive their impact. However, the model only focused on

factors that may go wrong at the beginning of a typical software development project and not for

the whole project life cycle.

The artificial neural network technique (ANN) being used in (Neumann, 2002) to

categorized the risk factors with the utilization of principal component analysis (peA). The

approach draws on the combined strengths of pattern recognition, multivariate statistics and

neural networks. Principal component analysis is utilized to provide a means of normalizing and

orthogonalizing the input data, thus eliminating the ill effects of multicollinearity. A neural

network is used for risk determination/classification. A significant feature of this approach is a

procedure, termed cross-normalization. This procedure provides the technique with capability to

discriminate data sets that include disproportionately large numbers of high-risk software

modules. However, a more complete assessment of software metrics and their potential for use in

risk classification is needed for the model to be applied across the organization. Several neural

network approaches were also need to be used to classify the data sets. The data used in the

classification analysis was primarily from one organization. Additional data from other

organizations would be beneficial for further justification of the model application.

Other common technique or models normally used for risk management are the software

risk management models or standards proposed by professional institutions like PMI risk

management model, IEEE risk management process and ISO risk management guidelines.

However, as their names might suggest, these techniques are more like guidelines and standards,

rather than specific modelling techniques. These are often interrelated and used together with the

checklists and framework approach explained previously. Typically, most of these standards

specify the individual activities necessary to manage the risk in software projects. For example,

stepwise tasks like risk identification, risks analysis, risk response and risk control. The ordered

steps are usually intended to be executed iteratively throughout the project, to manage known and

new risk factors as the projects proceeds (Simister, 2004, Bannerman, 2008). The m~or

contribution of these standards are that they guide and direct risk management actions. However,

these models require skills, judgement and persistence to effectively apply them in practice. For

example, having identified and analyzed the risks, it is then necessary to determine what and how

should be done with the factors.

9.3. Wby use fuzzy modelling

Traditional risk assessment methods usually model risks as objective probability based on

expected frequency of repeatable events with regular usage of linguistics words to represent the

likelihood and impact (Zhiwei et ai, 2003). However, the exact or discreet values of probability of

occurrence and impact on cost overrun cannot be given to risk, at least not in real terms because
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of the uncertainty and vagueness of risk factors (Shull, 2006). Since risk has no exact value,

traditional quantitative risk assessments are usually qualified with a statement of uncertainty and

relatively intangible in nature.

Most of the risk assessment techniques tend to ignore vagueness, nonspecificity.

fuzziness, and ambiguity that are due to the lack of specific information, ignorance, scarcity of

data, and conflicting information (Altunok et al., 2006; Jin & Doloi, 2009). According to Thomas

et a1. (2006). because most of them are basically probability-oriented, they do not identify all the

factors necessary to reflect realistic situations and cannot cope with a problem bearing complex

relationships among various variables. In addition, very little is known about software project in

the very early phases of software development, and thus, probabilistic models usually become

impractical. Therefore, in such early phases it is a challenging task to show correlations between

the limited information available and the problems that may arise in later phases of the software

development life cycle (Zhiwei et al, 2003). Furthermore, in the early stages of the software

development life cycle, it is probably difficult to guarantee the choice of assessment scales and

that their weighting factors are fair and realistic.

In this study, the research illustrated how the fuzzy theory model suitable for solving

imprecise and subjective problems. in contrast to the traditional risk matrix based assessment

technique. The proposed model offers a quantitative value of the risk factors, because the decision

of accepting the risk is taken by the human (project managers, IT managers or other stakeholders)

(Bodea & Dascalu, 2009). The output of the model is not a form of decision, but an important

parameter to make a proper decision. In a probabilistic approach, the imprecise and uncertainty

were modelled by expressing the belief that an event either occurs or does not, but in contrast,

fuzzy-logic membership functions express the possibility of an outcome rather than the likelihood

of an outcome (Darbra et al, 2008). With fuzzy logic, the uncertainty was also modelled as the

degree of membership in the set that defines an outcome (McKone & Deshpande, 2005)

The key advantage of fuzzy-logic membership functions compared with traditional

mathematical models lies in the fact that relationship between inputs and outputs is not

determined by complex equations, but by a set of logical rules, reflecting an expert's knowledge

(Gonzalez et al, 2002). The algorithm created is based upon fuzzy logic, giving this the ability to

solve complex problems plagued with uncertainty and vagueness. This uncertainty can makes

stakeholders nervous about investing in a new project. which makes it imperative to analyse these

risks. but not in the traditional way where specific values are given to the probability of risks to

occur and their impact; but in a new way where the stakeholder has a margin of error that will not

affect the analysis (Shull, 2006).

Fuzzy logic was used since it is a tool capable of modelling complex and uncertain or

vague using simple terminology (Bodea & Dascalu, 2009). Fuzzy logic provides a quick and

efficient tool for project managers in their use of project evaluation. by allowing the project

managers to assess the risks factors without putting the least amount of effort into an analysis.
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Managing risks should involve making decisions based on the information collected in n..
assessment. However, it is important to remember that the final decision of how to manaae.

generally human in nature.

The flexibility of fuzzy logic to express results in a natural language, in line with humaa

reasoning. together with the possibility of dealing with uncertainties makes it hi~

recommended as a tool for use in communicating risk (Darbra et al, 2008; Adeli and Sarma, 2006;;

Han and Diekmann, 2004).

9.4. Fuzzy iD software project risk

Since FU7Z)'set theory (FST) was introduced by Zadeh (1965) to deal with problems 1ft
which vagueness was present, fuzzy theory is finding wide popularity in various applications tbIl
include management, economics, and engineering (Boussabaine & Elhag, 1999; Vakili-ArdebiH

& Boussabine, 2007XYing-Ming & Elhag. 2007, 2(08). The linguistics values and variables have

been widely used to approximate reasoning.

FU7Z)'techniques are not limited to a specific field or area of science. It can be used by

any branch of science which involves uncertainty and subjectivity. FU7Z)' logic application

embraces numerous areas. Several researches applied and developed fuzzy rules for different

purposes. Some research have also used fuzzy logic and fuzzy rule based modeling in their risk

assessment methods in different fields such as construction projects (Dikmen et al, 2007; Yin&--

Ming & Elhag, 2007, 2008), petroleum projects (Roisenberg et al, 2008), human health

(Shakhawat et al, 2006) and safety (Nait-Said et al, 2(08).

For example, Engel and Barad (2003) proposed a set of quantitative probabilistic models

for estimating costs and risks of software Verification, Validation, and Testing (VVT). Engel and

Last (2007) extended that research by modelling the software testing risks problem using the

fuzzy logic paradigm. Their research started of with the assumption that the software failures are

mainly contributed by the ineffective performance of software and systems Verification,

Validation and Testing (VVn. The research modelling approach was focused on calculating costs

and risks stemming from carrying out a given VVT strategy, while making comparisons between

probabilistic models and fuzzy modelling. They concluded that their models will provide

management with a decision support tool to evaluate proposed testing alternatives. However, their

research is only concerned with the modelling of the VVT at the phase of testing specifically, but

not for the whole life cycle of IT projects.

Lee (1999) builts a hierarchical structure model of aggregative risk in software

development and rated aggregative risk in a fuzzy environment by fuzzy set theory. They

classified each risk item into two fuzzy sets with triangular membership functions: grades of risk,

grades of importance, and rate of risk. In succeeding studies Lee et al (2003) then evaluated the

rate of each individual risk item using a two-stage fuzzy assessment method within a group

decision making settings. They have used 13 linguistic values. Eventhough, they stated that their
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modelling can be used during any phase of the life cycle, but, the method of the two stages fuzzy

assessment makes the modelling fairly complex and time consuming. They also use a risk pairing

of grade of risk and grade of importance of risk, rather than the risk factors individually. In

contrast with this research, the simple and straight forward fuzzy modelling proposed for in this
research should make the model easier and more understandable for interpretations.

Zhiwei et al (2003) has also developed a fuzzy expert system to support assessment of the

operational risk of software during operations due to software failures. Their study used the fuzzy

expert rules of "IF-THEN", generated from the experts of the software engineering fields. They

used the fuzzy joint probability by applying the Bayes Theorem. Besides the number of rules that

have to be generated, the study only focuses on risk factors that come to occurrence when the

software system is implemented and fully operational. Their research focus on operational risk

factors such as technology risk, risk of poor replan, software developers competence and also

project risk. It did not consider the whole development and project management processes of the

software development life cycles.

Ngai & Wat (200S) describes the research and development of a fuzzy decision support

system (FOSS) to assist E-commerce project managers in identifying potential risk factors and

evaluating the corresponding E-commerce development risks. This FOSS proposed would help in

the evaluation of a company's risk level and provides an overall risk evaluation of E-commerce

development. However, since this proposed FOSS is a web-based design, the focused were more

on risk identification and risk analysis. Less attention was given to the risk management planning

and monitoring. In addition, risk monitoring should be conducted regularly in tracking the status

of the identified risks. Moreover, it was assumed that the weighting assigned by each evaluator in

the risk evaluation was the same, but the relative importance placed on certain factors by

individual decision makers and experts could be widely different. In spite of the prototype

evaluation shows a satisfactory outcome, but the validity of the system need to be established

through in-depth case studies of real-life E-commerce projects.

Iranmanesh et al (2009) developed a two-layer fuzzy expert system to evaluate

categorized risk factors and the total risk of software projects as a decision support tool. A risk

assessment fuzzy expert system was developed to evaluate the risk of software projects where the

risk factors were categorized into twelve categories. The expert system used a rule base with

about 17 million rules. Instead of constructing the whole rule base, a heuristic programming was

created to infer the inputs without losing any rules. The output of the model is numerical values

which present state of risk for each factor as well as the risk of project called the total risk. The

proposed tool may be used as a decision support system for top management to compare different

projects or better risk mitigation in these projects. But the high number of rule base required and '

the complexity of the two-layer fuzzy membership could limit the application of the system.
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While all these models are all useful to business managers and organizations, each of

them is limited to a particular aspect of risk analysis. The abovementioned studies of fuzzy logic

of risk in software project only consider part of the software life cycle process. The focused is

either in the beginning of the life cycle, or for one specific phase like testing, or only for project

selection processes. Most of the research also used rule based reasoning like the "IF-THEN" rules

and complex programming and algorithm. They also do not include the dynamics of risk in the

broader aspects of projects or systems in general. These models are inadequate for describing.

analysing or communicating the range of risks that are relevant to software projects because many

of these risks are business and organizational risks that are often considered beyond the scope of

software development (Susan &. Alter, 2004). The framework or model based upon project

management perspectives life cycle proposed with this research may be more useful for analysing

the risks and for communicating with other stakeholders within the organization. At the same

time, this will allow the team to assess the risk of software development project in more

systematic manner.

9.S. Methodology
Questionnaire designed and developed in this study is used to collect different

individuals' points of view on risk factors. The software practitioners based on their personal

experience and knowledge ranked the risk factors. The results of the survey and analysis in the

factor analysis were used for the fuzzy modelling. Through the factor analysis process, 45 risk

factors were extracted to be most influential risk factors for the likelihood occurrence and risk

factors impact on cost overrun of the software development project.

Although fuzzy theory deals with imprecise information, it is based on sound quantitative

mathematical theory (Chen and Hang, 1992). A variable in fuzzy logic has set of values which are

characterised by linguistic expression such as high, medium, low, etc, etc. Linguistic variables as

described by Zadeh (1994) provide a means of modelling human tolerance for imprecision by

encoding decision relevant information into labels of fuzzy sets. A variable in fuzzy logic has set

of values which are characterised by linguistic expression such as high, medium, low, etc, etc.

These linguistic expressions are represented numerically by fuzzy sets.

The method which is employed in this research is based on application of fuzzy

techniques with linguistic variables to represent risk factors indicators. Dubios and Prade (1980)

developed an approach taking into account the weight of each risk factor using the formulas :_

for sum Wi= 1 - formula 1

Extraction of the Membership Function (MBF) of the sets is the most important aspect in

a fuzzy decision support systems development. There are many guidelines on developing the

membership functions for fuzzy sets (Dubios and Prade, 1980).
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Each fuzzy set carries a distinct membership function belonging to the interval 0 to I,

Degree of membership varies from 0 (non-membership) to I (full membership). This is in contrast

to crisp or conventional sets, where an element can either be or not be part of the set (Boussabaine

and Elhag, 1998). Furthermore, Dong and Wong (1985) developed an approximation technique

that applies alpha cuts (alpha) (a horizontal line which creates cross-section at the level of

membership). MBF for each risk factors is calculated based on the estimated alpha cuts (alpha),

and then an average weighted membership based on MBF of its factors is computed using the

following equation to compute the final score of each category of risk factors.

Ft (y) =LW1 Fij(X)/LWI - formula2

Where Fij (x) is the membership function at a certain alpha cut (alpha)

And Wi is the weighting coefficient for criterion (a)

Fi81

Develop Memba'shlp fu1ctIon (MBf)
for every risk factors

(Table 9.1 - Table 9.8)
(Figlftl9.6 - Figure 9.13)

1

~lIing

Develop fuzzy combinations for eneIysls

(Figure 9.14)
(Table9.9)

1
CompUe the fuzzy computetlon for every risk factor

(Table 9.10- Table 9.17)

1
CornpWe the fuzzy computeIIon for each" of
the likelihood 0CIC:W1'ef1C)8 of risk Ri Impact of rIIks

on cost overrun

(Table 9.18)
(Figure 9.15 - Flgunt 9.18)
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In this research, the MBF for the risk factors is constructed based upon their statistical

characteristics such as the average weighted mean and standard deviation. This is justified by

Boussabaine and Elhag (1998) that the advantage of statistically based membership function is

that they are naturally quantitative, which, there is reason to believe that the MBF has a

relationship to some physical characteristics of the set.

After constructing the Membership function (MBF), the linguistic variables is defined.

The real value of the risk factors is transformed into a linguistic value through the application of

linguistic variables. As mentioned previously, linguistic variables could be in the form of non-

numeric quantities, terms such as Low, Moderate, High or Minimum, Maximum, etc. The

variables can be described in more detailed terms, as there's no limitation on the number of terms

that can be used. Since the calculations of the linguistic variables and values quite time

consuming, therefore, only three (3) linguistic terms is used for this research, that is, Low,

Moderate and High.

9.6. Development of fuzzy Membenbip function (MBF)
In order to define a representative membership function, there are conditions which can

be imposed to make the set have characteristics consistent with the subjective judgement of the

decision maker. (Civanlar and Trussell, 1986; Boussabaine and Elhag, 1999). For this research,

the mean and standard deviation of the risk factors scores were used to develop memberships of

functions of risk factors. The fuzzy membership function (MBF) of x is defined as F (x) which

belongs to [0,1], are estimated by using the following formulae (Boussabaine and Elhag, 1999;

Vakil-Ardebilli & Boussabaine, 2007):-

i. For low level of significance of a defined risk factor

F (x) = I (a-x) / b I for a-b < x < a

ii. For medium level of significance of a defined risk factor.

F (x) = I (x-a+b) / b I for x < a

F (x) = I (x-a-b) / b I for x > a or x=a

iii. For high level of significance of a defined risk factor.

F (x) = I (x-a) / b I for a < x < a + b

For this research, 'a' is the average mean and 'b' is the standard deviation. From the

formula, it can be seen that, there is a focal central member, 'a' for which F(x) is greater than

other members of the set. Whereas, 'b' is a controlling scale factor parameter. These parameter

influences the shape and distribution of the equations, as shown in Figure 9.2. In Figure 9.2, the
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horizontal scale values represent the level of significance of a risk factor using mean and standard

deviation. The fuzziness and MBF is increased or decreased by the parameters 'a' and 'b'.

Membership function for risk factor

Moderate High

•,,,,,,,,,,,,

Low
1 ..

~
.. .. ...

j
... ... ... ...

i
... ... ..

'0
I
§

0
.2b

... ... ... ... ... ... ... ... ... .. .. ..

,,,,,,,,,,,
a+2b

Since the mean is an unbiased estimate for any sample set, it is an ideal choice for'tI'.

Figure 9.2 shows the range of moderate level of significance of risk factors from (a-2b) to (a+2b);

with the highest degree of membership occurring at the value of (a-2b) for risk factors level of

significance; la' for medium level of significance; and at (a+2b) for high level of significance.

Assuming the distribution is normal, it is usual for the distribution of the response data to lie

within two (2) standard deviation away from the mean, and, with that in mind, the interval of (a-

2b) and (a+2b) was chosen based on the survey data in this research.

•

9.7. FuzzyComputation

The formula, presented previously is used for the assessment and calculation of the scores

of the risk factors for the stages. In developing the scoring system, the value of the risk factors is

transformed into a linguistic value through the application of linguistic variables. The high

number of more linguistic variables can provide more scenarios and possibly better accuracy, but

with higher complexity. These linguistic variables can be changed to suit particular project using

relevant experience and knowledge from the project. However, for this research, the fuzzy

approach is modelled by three (3) linguistic terms, that is, Low, Moderate and High category of

responses. The linguistic weights are expressed in terms of degree of significance that the

likelihood occurrence of risk factors will be Low, Moderate and High. This can be viewed as the

probability of risk occurrence.

Indicator score

Figure 9.2: Membership function of risk factors
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Membership function of Significance

Moderate Highlow
... ... ... ... ... ... ... ... ... ... ...

,,,,,,,,,,,,

Figure 9.3 shows the membership function for the degree of weights (belief) that a

particular risk factor will occur. Through Figure 9.3, the weights of each risk factor can be

estimated and used in the Formula I and Formula 2 to compute the final score.

The process of fuzzy computation and combinations is demonstrated using the two

triangles of MBf for risk factors and MBf of degree of significance. One triangle represents the
MBF of a risk factor and the other one presents the MBF of degree of significance of risk factors

(probability of occurrence) as shown Figure 9.4.

...
I ...
I ...
I ......... .. ... ... ... ... ...

, I

" I,,,,,,,,
0.5 0.7500 0.25

Degree of significance

Figure 9.3 : Membership function of degree of significance for the risk factors

MBf of rt.k factor MBf of Degree ofSlgnlflcance

medium medium

p

0 0
.2b a-c • .+c .+2b .-0 g-O.5 h 1-1

A B

Figure 9.4: Fuzzy combination process (Adapted from Boussabaine & Elhag, 1999; Vakili-
Ardebili & Boussabaine, 2007)
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Figure 9.4 above is used to illustrate the fuzzy combination process of the score and the

weights by the concept of alpha-cut point (horizontal cross-sections at various levels of

membership).

For example, from point P on the vertical axis (degree of membership, a horizontal line is

drawn and point P shows the alpha cut point. This will create two intersections with the other two

sides of triangle. These intersections in triangle A are shown as PI and P2, whereas in triangle S

are shown as P3 and P4. The extrapolation of PI and P2 will have the scores of (a-c) and (a+c).

As for P3 and P4 in triangle S, the extrapolation will show the extracted weight of (f) and (h)

relating to the score in triangle A.

The process of combination can be summarised as follows:-

Alpha cut at P = 0; (a - 2b) • e; and (a + 2b)· i;
Alpha cut at P = P; (a-c)· f; and (a+ c)· h;

Alpha cut at P = I; a • g

Therefore;

Sum WjFij(x) = {(a - 2b) • e} + {(a + 2b) • i} + { (a - c) • f} + {(a + c) • h} + { a • g}

The example of fuzzy computation is shown in Figure 9.5.

1

o~ ~ ~ ~~__.
(a-2b) - e (a-c) - f a-g (a+2b) - I(a+c) - h

Figure 9.5 : Example of fuzzy computation
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9.8. Data used iD developing tile Me.ben ..ip raUdioD (MBF)

As explained in the Factor analysis chapter, 4S risk factors were extracted for the

Likelihood occurrence of risk, and 4S risk factors were extracted for the risk factors impact on

cost overrun. Hence, these 4S factors were considered for the fuzzy membership function.

9.8.1. Membenbip fuDdioD for Likelillood eeearreaee

The mean and standard deviation of the risk factors for the Likelihood occurrence is used

for developing the membership function (MBF). The parameters 'a' and 'b', as explained in the

fuzzy computation processes above, were used to obtain the membership function for various

level of significance for each risk factors in every stage.

The data used for developing the membership function for the Likelihood occurrence of

risk factors was shown in Table 9.1 - Table 9.6. The figures resulted from Table 9.1 - Table 9.6.

were plotted in graphs form to illustrate the MBF of likelihood occurrence for risk factors of the

stages. This illustration is shown in Figure 9.6 - Figure 9.11.

Table 9.1 : Feasibility stage data of the Likelihood occurrence

Stage Rlskt.ctor Av.... Standllrd .-2b .·b .+b a+2b

7' devIIIIIon
(b)

F1: lnproper justification of coat benefit 3.8 0.94 1.72 2.88 4.54 5.48
analysis

F2: Too narrow focus on the technical 3.249 0.888 1.477 2.383 4.135 5.02

f IT Issues

~ F3: Overtooked the management and 3.47 1.08 1.35 2.41 4.53 5.59i buSinesS impaCt Issues

J F4: Wrong justification of Investment 2.28 0.835 0.81 1.445 3.115 3.95
alternatiVeS and IV\nntt. onItv cost

F5: Inappropriate teclvlology chosen 2.44 0.862 0.718 1.578 3.302 4.184
from the feasibility study
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Table 9.2: Project planning data of the likelihood occurrence

Stage Risk factor AvlH'llge Standard 1-2b I-b I+b 1+2b
mean, deviation
(a) {bl

P1: Unclear project SC9P8& 0 4.17 1.07 2.03 3.1 5.24 6.31

P2: Undefined project success criteria 3.69 0.829 2.032 2.861 4.519 5.348

P3: Lack of quality control procedure 2.72 0.964 0.792 1.756 3.684 4.648
and mechanism

P4: Project milestones for stages not 2.41 0.829 0.752 1.581 3.239 4.068
well established

P5: Inproper change management 3.56 0.976 1.608 2.584 4.536 5.512
plan

t P6: Inaccurate estimate of resources 4.44 0.854 2.732 3.586 5.294 6.148

P7: Unrealistic project schedule 4.41 0.784 2.842 3.626 5.194 5.978c.c
C P8: Inadequate detail work breakdown 2.56 0.986 0.588 1.574 3.546 4.532c
.! structure
IL

1 P9: Critical & non-critical activities of 3.73 1.019 1.692 2.711 4.749 5.768
l' project not identified
IL

P10: Project management & 1.9 0.94 0.02 0.96 2.84 3.78
development team not property set up

P11: Unclear line of decision meking 3.99 0.897 2.196 3.093 4.887 5.784
authority throughout project

P12: Lack on contingency planlback 3.66 0.615 2.43 3.045 4.275 4.89
up

P13: System conversion method not 3.325 0.94 1.445 2.385 4.265 5.205
well planned

P14: Improper planning of time frame 3.187 0.821 1.545 2.366 4.008 4.829
for project reviews and updatina
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Table 9.3: Requirement stage data of the likelihood occurrence

.... tu.ktactor Av.... Standard .-2b .·b .+b .+2b
mean, ta) deviation. (b'

R1: Unclear & lrladeqU8ident11k:at1on 4.08 0.767 2.548 3.313 4.847 5.614
of syStems requirementa

R2: Inconect systems requirementa 2.3 1.1 0.1 1.2 3.4 4.5

t R3: MIlInlerprwtatIons of systems 3.32 0.852 1.616 2.468 4.172 5.024
requiremenla

I R4: Contllcllng system requirements 2.44 0.986 0.468 1.464 3.426 4.412

R5: Gold plating or unnecesaary 2.05 1.02 0.01 1.03 3.07 4.09
functions end reQuirements

Re: Inadequate validation of systems 3.82 0.974 1.872 2.846 4.794 5.768
reaulrements

R7: Lack of users Involvement In 3.41 1.658 0.094 1.752 5.068 6.726
requirement stage

... ................... ",......,_...- .... .............................. .,.., .. ..~

'""- ..I.. ...............
........................... ,......- ... ...

,/I

I: ...
,.,.

-lAlu ,;• ....
.~... #

...
•.- ... IOW ,... ... ••• ... .... ... ...............

................. '.r •••_ •••
un .. 5711

I(~
un aDZ Jm un un am 4212 4872 562 SAn......,.....

......,.....
... ........... ,_.._ ..........,.,.....

Figure 9.8 : Membership function for Requirement stage of likelihood occurrence
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Table 9.4 : Development stage data of the likelihood occurrence

Stag. Rlakfactor Averag. Standard a-2b a-b a+b a+2b
mean, deviation
(a) (b)

01: Inproper handover from the 3.168 1.06 1.048 2.108 4.228 5.288
requirement team

02: Inappropriate development 4.16 0.854 2.452 3.306 5.014 5.868
methodology used

03: Unsuitable working model and 2.53 0.83 0.87 1.7 3.36 4.19
prototype

04: ProgrammIng language and CASE 2.51 1.139 0.232 1.371 3.&49 4.788
tool selected not adeauate

05: High level of technical complexities 3.79 0.944 1.902 2.846 4.734 5.678

06: Project Involves the use of new 2.34 1.036 0.268 1.304 3.376 4.412
technology

07: Difficulty In defining the input and 3.127 1.174 0.n9 1.953 4.301 5.475
outPut of sYStem

08: Immature technology 2.22 0.887 0.446 1.333 3.107 3.994

t 09: Technological advancements and 2.06 0.819 0.422 1.241 2.879 3.698
changes..

i 010: Failures and inconsistencies of 2.25 0.975 0.3 1.275 3.225 4.2E
Go unit/modules test results

I 011: Failure of user acceptance test 3.21 0.937 1.336 2.273 4.147 5.084

012: Time consuming for testing 3.69 0.849 1.992 2.841 4.539 5.388

013: Resources shifted from project 3.287 1.034 1.219 2.253 4.321 6.355
during development due to organisational
priorities

014: Changes in management of 2.02 1.005 0.01 1.015 3.025 4.03
organisation during development

015: Lack of users involvement and 3.92 1.139 1.642 2.781 5.059 6.198
commitment

017: Ineffective communlcaUon within 4.3 0.9 2.5 3.4 5.2 6.1
development team members

021: IneXPerIenced team members 2.18 1.079 0.022 1.101 3.259 4.338

022: Lack of convnitrnent to project 2.9 1.036 0.828 1.864 3.936 4.972
among development team members

023: Ineffective and inexperienced project 4.02 0.721 2.578 3.299 4.741 5.462
manaaer
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9.8.2. Membenhip function for Impact of risk fadon on cost overrun
The same method and processes applied for the membership function of the risk factors

impact on cost overrun, as for the Likelihood occurrence of risk. The mean and the standard

deviation is used for developing the MBF. The MBF for various level of significance for each risk

factors in the stages was calculated and shown in Table 9.5 - Table 9.8. The resulted figures from

Table 9.5 - Table 9.8, were plotted in graphs form to illustrate the MBF of the impact of risk

factors on cost overrun for each of the stages. This illustration is shown in Figure 9.10 - Figure

9.13.

Table 9.5 : Feasibility study stage data for impact of risk factor on cost overrun

8tIp RIsk factor Av ..... 8t.nda~bl 1-2b I-b I+b 1+2b
IIIHII. fl) deviation b

F1: Improper jUItific:lltionof COltbenefit Inllyall 3.2" 1.208 0.82" 2.032 ....... 8 5.656

t
F2: Too narrow tocul on the technical IT illun 2.58 0.867 O.IWB 1.713 3.....7 4.314

F3: OVerlooked the management and bU11ne1i 3..... 0.995 1.45 2.445 4.435 5.43

f impact ilillM

J F..: Wrong juatific:IItIonof investment Iltemltlvea 2.29 0.977 0.336 1.313 3.267 4.244
and opportunity coat

F5: Inlpproprilte technology choaen from the 2.02 0.71 0.6 1.31 2.73 3.44
"'Iiblity study
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Figure 9.10 : Membership function for Feasibility study stage
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Table 9.6: Project planning stage data for impact of risk factor on cost overrun

Stage Risk factor Average StIIndard .-2b .-b .+b .+2b
mean, deviation
fa) fb)

P1: Unclear project scope & 0 .... 4.33 0.572 3.186 3.758 4.902 5.474

P2: Undefined Droiect success aiteria 3.87 0.809 2.052 2.861 4.479 5.2S8

P3: Lack of quality control procedure 2.56 0.854 0.852 1.706 3.414 4.268
and mechanism

P4: Project milestones for stages not 3.138 1.029 1.08 2.109 4.187 5.198
well established

P5: Inproper change management 3.82 0.818 2.184 3.002 4.838 5.456
plan

la PS: Inaccurate eatinat. of resources 4.24 0.886 2.488 3.354 5.128 8.012

I P7: Unrealistic DroIect schedule 4.32 0.778 2.788 3.544 5.098 5.872
atc
C P8: Inadequate detail work breakdown 2.29 0.978 0.334 1.312 3.268 4.248c
.!I structure
A-

i P9: Critical & non-critlcal actiVitIes of 3.53 0.884 1.782 2.848 4.414 5.298

e- Droiect not ~fled
A-

P10: Project management & 1.99 0.978 0.034 1.012 2.988 3.948
devel~ team not Drooeriv set UD

P11: Unclear line of decision making 3.043 1.131 0.781 1.912 4.174 5.305

authoritY throuahout DrOIect

P12: Lack on contingency planlback 4.21 1.019 2.172 3.191 5.229 8.248

lIP

P13: System conversion method not 2.1 0.783 0.534 1.317 2.883 3.eee
wellDianned

P14: Improper planning of tIrrIefrane 3.27 1.518 0.238 1.754 4.788 8.302
for proJ8ct reviews and UDdatina
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Table 9.7 : Requirement stage data for impact of risk factor on cost overrun... Rlak fIIctor Av....... 8t8ndard 1-2b I·b I+b 1+2b
m:,"' devIItIon

(b)

R1: Unclear & lnIdequate ldentHIcItIon 3.811 0.887 2.256 3.123 4.857 5.724

ofsvatem&

R2: Incorrect systems reaulrements 2.38 0.98 0.42 1.4 3.38 4.34

t R3: MisinterpretatIoN of systems 3.811 0.827 2.238 3.063 4.717 5.544

reaulrements

J R4:'" system requirements 1.98 0.684 0.612 1.296 2.664 3.348

:I R5: Gold plating or unnecessary 1.91 0.899 0.112 1.011 2.809 3.708

I functions and requirements

R6: Inadequate validation of systems 3.84 1.456 0.928 2.384 5.298 8.752

reauirements

R7: Lack of users involvement in 3.241 0.98 1.281 2.281 4.221 5.201

reauirement stage
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Figure 9.12 : Membership function for requirement stage.
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Table 9.8: Development stage data for impact of risk factor on cost overrun

Stage RlskfKtor Av.,.. Stllndard a-2b a·b a+b a+2b
m_n, deviation
ta) tb)

01: Inproper handover from the 3.19 1.366 0.458 1.824 4.556 5.922
_requirement team

02: Inappropriate development 3.62 1.102 1.416 2.518 4.722 5.824
methodology used

03: Unsuitable working model and 2.29 0.983 0.324 1.307 3.273 4.256
prototype

04: Programming language and CASE 2.54 1.133 0.274 1.407 3.673 4.806
tool selected not ~uate

05: High level of technical s 3.28 1.113 1.054 2.167 4.393 5.506

06: Project Involves the use of new 2.67 0.973 0.724 1.697 3.643 4.616
technolOav

07: 0ItIIcdty In defining the Input and 2.31 0.968 0.374 1.342 3.278 4.246
output of system

08: Immature tectvlology 2.06 0.825 0.41 1.235 2.885 3.71

t 09: TecMoIoglcal advancements and 2.16 1.02 0.12 1.14 3.18 4.2
changes

I 010: Failures and inconsistencies of 2.29 0.983 0.324 1.307 3.273 4.256
unit/modules test results

0

I 011: Failure of user test 4.0 1.452 1.096 2.548 5.452 6.904

012: TIme conslJT1ing for testing 2.43 0.854 0.722 1.576 3.284 4.138

013: Resources shifted from project 3.141 1.056 1.029 2.085 4.197 5.253
during development due to organisational
priorities

014: Changes In management of 2.14 1.068 0.004 1.072 3.208 4.276
organisation du1fog

015: Lack of users Involvement and 3.90 1.182 1.538 2.718 5.082 8.264
commitment

017: Ineffective communication within 3.12 1.458 0.204 1.662 4.578 6.036
development team members

019: Inadequately trained development 1.95 0.751 0.448 1.199 2.701 3.452
team members

022: Lack of commitment to project 2.55 1.116 0.318 1.434 3.666 4.782
among de team members

023: Ineffective and Inexperienced project 3.94 0.766 2.408 3.174 4.706 5.472
manager

179 F.A.Mohd·Rahim 2011



Chapter 9 : Fuzzy Modelling Development

...........
UN
--_ .......--_ ...

Ut._-------...,._._-----.. " ..." ".

.................. f........ _c .... __ .... ,
312........' ....

" ....

la 171 2JIII 231 2.. 2JI 321 HI ,. •• U' 11S 'lIS 5.111 5.61.............--_ ....,....__ ...
1M ...

11_ '_ M_.,..tS
m....". ....". ....

_~I~I~2~2~2~3B3*3~.~.~.~.~,~
........ r.c...--_ .....--_ ...

UI

~ m ~ ~ ~ ~ ~ _ ~-_.
0.12
---.....,...._- ...

2.11~.
" ....."

UP.. "". _. \CT. 1174 2.274 til.. ur.. SAr' 1.17' 4.274 4If.--
D.72'

_ ......-.....,....__ ...
117
~ ., ,."

'.111

F
.. OA ."I., ,,-
I D.2,'

,

,

,.. 11M 11M ~ :1.724 l.,......... ...
..,.

,'111

.... .... ....

o.t:o.I2012'W m 2.'1 J.IZ 2.12 J.J2 1.72 4.1--

D." -......-.....,..---- ....
111~.~.. ' ..

17'

,

,
tit 2JH 2.41-- HI ." ""

___ "..,..on __ ...DII
Ut

~ ... ' "

U!II

f:....
I~.

,

,
"" . • ,'.2!11

.... 0.724 ,~ 1SZ4 ,..,.. Zl24 2.rn 'Vol U24 ,................

Figure 9.13a : Membership function for development stage.
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9.9. Fuzzy computation combinatioDs

Figure 9.14 and Table 9.8, presents the possible fuzzy combinations and scenarios for

each risk factor. Each of these combinations may have several other alternatives depending on the

degree of membership and levels of Alpha-cuts of the selected combination. The MBF for each

risk factor chosen will then be calculated based on the possible combinations and weights score

from the fuzzy computation. Boussabaine and Elhag stated that, eventhough weight can be

expressed in either numeric (crisp) or linguistics (fuzzy) terms, but all the weights must be

defined in the same manner. As a result of this, the fuzzy weighted average used for this study is

extracted using the linguistic weights.

Hence, linguistic weights are being expressed in terms of degree of significance of risk

factors, which include, Low, Moderate and High. The combination of MBF of risk factors and

MBF of degree of significance is used to develop the model. As the possibilities of occurrence for

both MBF of risk factors and MBF of degree of significance is 3 each, the possibilities of

combinations for each risk factor for this study could be 9 (which is 3 x 3).

MBf of risk factor

mediumLow
high

0.5

,,,
H ,,',,

0.5 - -- - - - - - - - - - -:;r -----
, I
, I

" I

a a+b a+2b.2b a-b a a+b a+2b a a+b a+2b

high
mediumLow ,,,

H ,,',,
0.5 - - - - - - - - - - - - - :;r -----

, I
, I

" I

o 0.25 0.5 0.75

0.5

o 0.25 0.5 0.75 o 0.25 0.5 0.75

Figure 9.14: Number of possible fuzzy computation combinations.
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Table 9.9: Possible combinations

Low risk occurrence Medium risk OCCUt'l"eftce High .... k occurrence
CL) CM) CH)

Low SlgnlftCMce CL) LL ML HL

Medium Sognlftcance CM) LM MM HM

HIgh Slgnlftcance CH) LH MH HH

Using the Formula B, examples of the fuzzy computation for the combination for each of the risk

factor for the stages in shown in Table 9.9 -Table 9.12 (for likelihood occurrence) and Table 9.13

- Table 9.16 (for impact of risk factors on the cost overrun).
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LikelDlood oeeurreDee :
Table 9.10 - 9.13 : Example of Possible alternatives of Fuzzy computation of the category of

responses for the likelihood occurrence of risks factors

Table 9.10: Fuzzy computation for Feasibility stage of likelihood occurrence

Low Medium High
alpha cuts

Belief Membership Belief Membership Belief Membership
(W) score x WX (W) score, x WX _OO score x WX

n
alpha cut : 0 0.3 3.02 0.906 0.4 4.72 1.888 0.8 5.12 4.096
alphs cut: 0.5 0.4 2.85 1.14 0.5 4.54 2.27 0.7 4.92 3.444
alpha cut : 1 O.S 2.66 1.33 0.8 4 3.2 0.6 4.72 2.832

U SumWX 3.376 1.7 SumWX 7.358 2.1 SumWX 10.372

n
alpha cut : 0 0.2 2.87 0.574 0.4 4.27 1.708 0.6 4.3 2.58
alphs cut: 0.5 0.3 2.67 0.801 0.4 4.27 1.708 0.7 4.5 3.15
alpha cut: 1 0.4 2.5 I 0.7 3.8 2.66 0.7 4.5 3.15

0.9 SumWX 2.375 1.5 SumWX 6.076 2 SumWX 8.88

n
alpha cut : 0 0.3 2.8 0.84 0.4 4.75 1.9 0.8 5.15 4.12
alphs cut: 0.5 0.4 2.6 1.04 0.5 4.53 2.265 0.7 4.95 3.465
alpha cut : 1 0.5 2.41 1.205 0.8 3.9 3.12 0.6 4.75 2.85

1.2 SumWX 3.085 1.7 SumWX 7.285 2.1 SumWX 10.435

fi
alpha cut : 0 0.2 1.91 0.382 0.3 3.45 1.035 0.7 3.45 2.415
alphs cut: 0.5 0.3 1.75 0.525 0.5 3.115 1.5575 0.6 3.25 1.95
alpha cut : 1 0.4 1.61 0.644 0.6 2.95 1.77 0.5 3.115 US7S

0.9 SumWX 1.551 1.4 SumWX 4.3625 1.8 SumWX 5.9225

~
alpha cut: 0 0.2 2.1 0.42 0.3 3.65 1.095 0.7 3.65 2.SS5
alphs cut: 0.5 0.3 1.9 0.57 0.5 3.302 1.651 0.6 3.5 2.1
alpha cut : 1 0.4 1.72 0.688 0.6 3.2 1.92 0.5 3.302 1.651

0.9 SumWX 1.678 1.4 SumWX 4.666 1.8 SumWX 6.306

Sum WX - 12.065 Sum WX = 29.748 Sum WX = 41.916
SumW" 5.1 SumW = 7.7 SumW = 9.8

Sum WX I Sum W = 2.37 Sum WX I Sum W = 3.86 Sum WX I Sum W = 4.28
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Table 9.11 : Fuzzy computation for Project planning stage of likelihood occurrence

Low Medium Hip
.Ipll. cuts Belief Membership Belief Membership Belief Membership

(W) score, x WX (W) score, x WX (W) score. x WX

n
alpha cut : 0 0.2 3.73 0.746 0.5 5.24 2.62 0.8 5.9 4.72
alphs cut: 0.5 0.3 3.53 1.059 0.8 4.6 3.68 0.8 5.9 4.72
alpha cut : 1 0.7 2.65 1.855 0.9 4.4 3.96 0.6 5.45 3.27

1.2 SumWX 3.66 2.2 SumWX 10.26 2.2 SumWX 12.71

la
alpha cut : 0 0.2 3.35 0.67 0.4 4.7 1.88 0.8 5.03 4.024
alphs cut: 0.5 0.3 3.2 0.96 0.7 4.2 2.94 0.7 4.85 3.395
alpha cut : 1 0.6 2.7 1.62 0.9 3.85 3.465 0.6 4.7 2.82

1.1 SumWX 3.25 2 SumWX 8.285 2.1 SumWX 10.239

U
alpha cut : 0 0.2 2.3 0.46 0.4 3.8 1.52 0.7 4.1 2.87
alphs cut: 0.5 0.2 2.3 0.46 0.5 3.684 1.842 0.5 3.684 1.842
alpha cut : 1 0.6 1.59 0.954 0.9 2.85 2.565 0.5 3.684 1.842

1 SumWX 1.874 1.8 SumWX S.927 1.7 SumWX 6.554

fi
alpha cut : 0 0.2 2.1 0.42 0.4 3.4 1.36 0.6 3.4 2.04
alphs cut: 0.5 0.3 1.85 0.555 0.6 3.1 1.86 0.6 3.4 2.04
alpha cut : 1 0.6 1.4 0.84 0.9 2.55 2.295 0.5 3.239 1.6195

1.1 SumWX 1.81S 1.9 SumWX S.SIS 1.7 SumWX S.6995

~
alpha cut : 0 0.2 3.2 0.64 0.4 4.8 1.92 0.7 4.95 3.465
alphs cut: 0.5 0.3 3 0.9 0.6 4.4 2.64 0.6 4.8 2.88
alpha cut : 1 0.7 2.1 1.47 0.9 3.8 3.42 0.5 4.536 2.268

1.2 SumWX 3.01 1.9 SumWX 7•• 1.8 SumWX 8.613

n
alpha cut : 0 0.2 4.1 0.82 0.5 3.586 1.793 0.8 5.8 4.64
alphs cut: 0.5 0.3 3.93 1.179 0.7 4.93 3.451 0.7 5.63 3.941
alpha cut : I 0.7 3.23 2.261 0.9 4.6 4.14 0.7 5.63 3.941

1.2 SumWX 4.26 2.1 SumWX 9.314 2.2 SumWX 12.522

II
alpha cut : 0 0.2 4.1 0.82 0.5 3.626 1.813 0.8 5.65 4.52
alphs cut : 0.5 0.3 3.94 1.182 0.7 4.9 3.43 0.8 5.65 4.52
alpha cut : I 0.7 3.3 2.31 0.9 4.5 4.05 0.6 5.34 3.204

1.2 SumWX 4.312 2.1 SumWX 9.293 2.2 SumWX 12.244

U
alpha cut : 0 0.2 2.18 0.436 0.3 3.85 1.155 0.7 3.98 2.786
alphs cut: 0.5 0.2 2.1S 0.436 0.6 3.38 2.028 0.5 3.546 1.773
alpha cut : I 0.6 1.38 0.828 0.9 2.75 2.475 0.6 3.75 2.25

1 SumWX 1.7 1.8 SumWX 5.658 1.1 SumWX 6.119
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E2
a!pbacut: 0 0.2 3.3 0.66 0.4 4.9S 1.98 0.8 S.3S 4.28
alphs cut : 0.5 0.3 3.1 0.93 0.7 4.3S 3.045 0.7 S.IS 3.60S
alpbacut: 1 0.6 2.5 1.5 0.9 3.9S 3.SS5 0.6 4.95 2.97

1.1 SumWX 3.09 1 SumWX 8.!8 1.1 SumWX 1USS

m
aJphacut: 0 0.2 US 0.31 0.4 3.02 1.208 0.7 3.22 2.2S4
aJpha <:ut: O.S 0.2 I.SS 0.31 0.6 2.62 I.S72 0.6 3.02 1.812
aJphacut: 1 0.6 0.8 0.48 0.9 2.05 I.84S 0.6 3.02 1.812

1 SumWX 1.1 1.9 SumWX 4.615 1.9 SumWX 5.878

ID
aJpha<:ut: 0 0.2 3.6 0.72 0.5 4.88 2.44 0.8 S.4 4.32
aJpbs <:ut: 0.5 0.3 3.45 1.035 0.7 4.5 3.15 0.7 4.S 3.15
aJphacut: 1 0.6 2.85 1.71 0.9 4.15 3.735 0.6 5.05 3.03

1.1 SumWX 3.465 1.1 SumWX 9.325 2.1 SumWX 10.5

m
aJphacut: 0 0.2 3.4 0.68 O.S 4.275 2.137S 0.8 4.6S 3.72
aJphs cut : 0.5 0.3 3.3 0.99 0.7 4.03 2.821 0.7 4.5 3.1S
alpha cut : 1 0.7 2.8 1.96 0.8 3.9 3.12 0.7 4.S 3.IS

1.1 SumWX 3.63 1 SumWX 8.0785 2.2 SumWX 10.02

m
aJphacut: 0 0.2 3 0.6 0.5 4.265 2.1325 0.7 4.645 3.2S1S
aJphs cut: 0.5 0.3 2.75 0.825 0.6 4.045 2.427 0.7 4.645 3.2515
aJphacut: 1 0.7 1.95 1.365 0.8 3.65 2.92 0.6 4.445 2.667

1.2 SumWX 2.79 1.9 SumWX 7.4795 1 SumWX 9.17

W
aJphacut: 0 0.2 2.85 0.57 0.5 4.01 2.005 0.8 4.45 3.56
aJpbs cut: 0.5 0.3 2.65 0.795 0.5 4.01 2.005 0.7 4.35 3.045
aJphacut: 1 0.7 2.050 1.435 0.8 3.5 2.8 0.6 4.1S 2.49

1.1 SumWX 2.8 1.8 SumWX 6.81 2.1 SumWX 9.095

Sum WX - 40.756 Sum WX - 107.2 Sum WX - 130.908
SumW - 15.8 SumW - 27.5 Sum W ... 28.1

Sum WX I Sum W - 1.58 Sum WX I Sum W - 3.9 Sum WX I Sum W ... 4.66
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Table 9.12 : Fuzzy computation for Requirement stage of likelihood occurrence

Low Medium Hlp

alpha cuts Belief Membership Belief Membership Belief Membership

(W) score x WX (W) score x WX (W)_ score x WX

lU
alpha cut : 0 0.2 3.7S 0.7S 0.4 S 2 0.8 S.3 4.24

alphs cut: O.S 0.3 3.6 1.08 0.7 4.SS 3.18S 0.7 S.1S 3.60S
alpha cut: 1 O.S 3.313 1.6S6S 0.9 4.2 3.78 0.7 S.IS 3.60S

1 SumWX 3.4865 2 SumWX 8.965 2.2 SumWX 11.45

!U
alpha cut : 0 0.2 1.8S 0.37 0.3 3.8S USS 0.6 3.6 2.16

alphs cut: 0.5 0.3 1.6 0.48 0.4 3.6 1.44 O.S 3.4 1.7

alpha cut : I 0.4 1.4 0.S6 0.7 2.9 2.03 0.6 3.6 2.16

0.9 SumWX 1.41 1.4 SumWX 4.625 1.7 SumWX 6.02

~
alpha cut : 0 0.2 3 0.6 0.3 4.S l.3S 0.6 4.3S 2.61

alphs cut: 0.5 0.3 2.8 0.84 0.7 3.8 2.66 O.S 4.172 2.086

alpha cut : I 0.4 2.6 1.04 0.8 3.6S 2.92 O.S 4.172 2.086

0.9 SumWX 2.48 1.8 SumWX 6.93 1.6 SumWX 6.782

IY
alpha cut : 0 0.2 2 0.4 0.3 3.7S 1.I2S O.S 3.426 1.713

alphs cut: O.S 0.3 1.7S 0.S25 0.4 3.6 1.44 O.S 3.426 1.713

alpha cut : I 0.3 I." 0.S2S 0.6 3.2 1.92 O.S 3.436 1.718

0.8 SumWX 1.45 1.3 SumWX 4.485 1.5 SumWX 5.144

ss
alpha cut : 0 0.2 1.6 0.32 0.3 3.4 1.02 0.6 3.2S 1.95

alphs cut: O.S 0.2 1.6 0.32 O.S 3.07 I.S35 0.6 3.25 1.9S

alpha cut : 1 0.4 1.2 0.48 0.6 2.9 1.74 O.S 3.07 1.53S

0.8 SumWX 1.12 1.4 SumWX 4.295 1.7 SumWX 5.435

at
alpha cut : 0 0.2 3.4 0.68 0.4 4.9S 1.98 0.8 S.3S 4.28

alphs cut: O.S 0.3 3.2 0.96 0.6 4.6 2.76 0.7 S.lS 3.60S

alpha cut : 1 0.6 2.6 1.S6 0.9 3.9S 3.SSS 0.7 S.lS 3.605

1.1 SumWX 3.2 1.9 SumWX 8.195 2.2 SumWX n.49

BZ
alpha cut : 0 0.2 2.7 0.54 0.4 S.3S 2.14 0.7 S.7 3.99

alphs cut : O.S 0.4 2.09 0.836 O.S S.07 2.S3S 0.6 S.3S 3.21

alpha cut : 1 O.S 1.7S2 0.876 0.8 4.09 3.272 0.6 S.3S 3.21

1.1 SumWX 2.252 1.7 SumWX 7.947 1.9 SumWX 10.41

S•• WX - 15.399 S•• WX - 45.542 s..WX - S6.731

S•• W-6.6 SumW - 11.5 S.mW - 12.8

Su.WX/S •• W - 2.33 S•• WX/S .. W-3.96 S•• WX/S .. W - 4.43
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Table 9.13: Fuzzy computation for Development stage of likelihood occurrence

Low Melli •• HiU_"he... Belief Membership Belief Membership Belief Membership
(W) score. x WX (W) score,x WX (W) score x WX

IU
alpha cut : 0 0.2 2.7 0.54 0.3 1.048 0.3144 0.5 4.23 2.115
alpha cut : 0.5 0.2 2.7 0.54 0.4 4.65 1.86 0.5 4.23 2.115
alpha cut : 1 O.S 2.108 1.0S4 0.7 3.8 2.66 0.4 4.45 1.78

t.' SumWX 1.134 1.4 SumWX 4.DN 1.4 SumWX 6.01

Dl
alpha cut : 0 0.2 3.8 0.76 0.4 5.15 2.06 0.8 S.SS 4.44
alpha cut: 0.5 0.3 3.65 1.095 0.8 4.5 3.6 0.8 5.55 4.44
alpha cut : 1 0.5 3.306 1.653 0.9 4.3 3.87 0.7 4.65 3.255

1 SumWX 3.SOS 1.1 SumWX 9.53 1.3 SumWX 11.135

m
alpha cut : 0 0.2 2.1S 0.43 0.3 3.67 1.101 0.5 3.36 1.68
alpha cut: 0.5 0.2 2.15 0.43 0.4 3.S 1.4 O.S 3.36 1.68
alpha cut: 1 O.S 1.700 0.8S 0.7 2.9S 2.06S 0.5 3.36 1.68

0.9 SumWX 1.71 1.4 SumWX 4.566 1.5 SumWX 5.04

~
alpbacut: 0 0.2 2.03 0.406 0.4 3.83 1.532 0.7 4.15 2.905
alpha cut : 0.5 0.3 1.8 0.54 0.8 3 2.4 0.7 4.1S 2.905
alpbacut: 1 O.S 1.371 0.6855 0.9 2.75 2.475 0.7 4.15 2.905

1 SumWX 1.6315 l.l SumWX 6.407 1.1 SumWX 8.715

m
alpha cut : 0 0.5 2.846 1.423 0.7 4.45 3.l1S 0.8 5.3 4.24
alpha cut: 0.5 0.7 2.45 1.715 0.8 4.15 3.32 0.8 5.3 4.24
alpha cut : 1 0.7 2.45 1.715 0.9 4 3.6 0.8 5.3 4.24

1.9 SumWX 4.853 1.4 SumWX It.035 1.4 SumWX 12.n
ti
alpha cut : 0 0.2 1.9 0.38 0.4 3.55 1.42 0.7 2.9S 2.065
alpha cut: 0.5 0.3 1.7 0.51 0.8 2.75 2.2 0.8 2.7S 2.2
alpha cut : 1 O.S 1.304 0.652 0.9 2.55 2.29S 0.7 2.9S 2.06S

1 SumWX 1.541 1.1 SumWX 5.915 1.1 SumWX 6.33

m
alpha cut : 0 0.3 2.37 0.711 0.4 4.5 1.8 O.S 4.301 2.1S0S
alpha cut: O.S 0.4 2.17 0.868 O.S 4.301 2.1S0S 0.6 4.S8 2.748
alpha cut: 1 O.S 1.9S3 0.976S 0.6 4.0S 2.43 0.6 4.S8 2.748

U SumWX 1.5555 1.5 SumWX 6.3885 1.7 SumWX 7.6465

DJ
alpha cut : 0 0.2 1.846 0.3692 0.4 3.2S 1.3 0.8 3.646 2.9168
alpha cut: O.S 0.3 1.646 0.4938 0.5 3.107 I.SS3S 0.7 3.446 2.4122
alpha cut : I O.S 1.333 0.6665 0.7 2.75 1.925 0.7 3.446 2.4122

1 SumWX 1.5195 1.6 SumWX 4.7785 2.2 SumWX 7.7412

D2
alpha cut : 0 0.2 1.75 0.3S 0.3 3.2 0.96 O.S 2.879 1.4395
alpha cut: 0.5 0.2 1.75 0.35 0.4 3.02 1.208 O.S 2.879 1.439S
alpha cut: I 0.5 1.241 0.6205 0.7 2.55 1.785 0.4 2.7 1.08

0.9 SumWX 1.3205 1.4 SumWX 3.953 1.4 SumWX 3.959
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!Wl
alpha cut : 0 0.2 1.8S 0.37 0.4 3.4 1.36 0.6 3.4 2.04
alpha cut: O.S 0.3 1.6S 0.495 O.S 3.22S 1.612S 0.8 3.8 3.04
alpha cut : 1 0.5 1.27S 0.637S 0.7 2.8 1.96 0.7 3.6 2.S2

1 SumWX 1.5025 1.6 SumWX 4.9325 2.1 SumWX 7.6

Oil
alpha cut : 0 0.4 2.S I 0.5 4.15 2.075 0.6 4.35 2.61
alpha cut: 0.5 0.5 2.27 1.135 0.6 3.95 2.37 0.7 4.5 3.15
alpha cut : I 0.6 2.1 1.26 0.7 3.75 2.625 0.7 4.S 3.1S

1.5 SumWX 3.395 1.8 SumWX 7.07 2 SumWX 8.91

1m
alpha cut : 0 0.4 2.99 1.196 0.6 4.35 2.61 0.8 5 4
alpha cut: O.S 0.6 2.65 1.59 0.8 3.99 3.192 0.8 5 4
alpha cut : 1 0.7 2.45 1.715 0.9 3.8 3.42 0.8 5 4

1.7 SumWX 4.501 2.3 SumWX 9.222 2.4 SumWX 12

nu
alpha cut : 0 0.2 2.85 0.57 0.4 4.55 1.82 0.6 4.55 2.73
alpha cut: 0.5 0.3 2.6S 0.795 O.S 4.321 2.16OS 0.6 4.SS 2.73
alpha cut : 1 0.6 2.02 1.212 0.8 3.7 2.96 0.6 4.SS 2.73

1.1 SumWX 2.577 1.7 SumWX 6.9405 1.8 SumWX 8.19

Jlli
alpha cut : 0 0.2 1.61 0.322 0.3 3.41 1.023 0.5 3.025 1.5125
alpha cut: 0.5 0.3 1.35 0.405 0.5 3.025 1.5125 0.6 3.21 1.926
alpha cut : I 0.5 1.015 0.5075 0.7 2.61 1.827 0.6 3.21 1.926

1 SumWX 1.2345 1.5 SumWX 4.3625 1.7 SumWX 5.3645

1m
alpha cut : 0 0.4 3 1.2 0.5 5.06 2.53 0.8 5.7 4.56
alpha cut: 0.5 0.6 2.55 1.53 0.8 4.4 3.S2 0.8 S.7 4.S6
alpha cut : I 0.7 2.2S l.S7S 0.9 4.2 3.78 0.9 6 5.4

1.7 SumWX 4.305 2.2 SumWX 9.83 2.5 SumWX 14.52

mz
alpha cut : 0 0.2 3.9 0.78 0.6 S 3 0.8 S.7S 4.6
alpha cut: O.S 0.3 3.7S 1.I2S 0.7 4.8S 3.39S 0.8 S.7S 4.6
alpha cut : 1 0.6 3.2 1.92 0.9 4.4S 4.00S 0.7 S.SS 3.88S

1.1 SumWX 3.825 2.2 SumWX 18.4 2.3 SumWX 13.085

JW.
alpha cut : 0 0.2 1.7S 0.35 0.3 3.6S I.09S O.S 3.2S9 1.629S
alpha cut: O.S 0.3 I.S 0.45 O.S 3.259 1.629S 0.6 3.4S 2.07

alpha cut : I 0.4 1.35 0.54 0.7 3.7S 2.62S 0.7 3.7S 2.62S
0.9 SumWX 1.34 1.5 SumWX 5.3495 1.8 SumWX 6.3245

Jm
alpha cut : 0 0.2 2.4S 0.49 0.3 4.3S 1.305 0.7 4.4 3.08

alpha cut: O.S 0.2 2.4S 0.49 0.5 3.936 1.968 0.7 4.4 3.08

alpha cut : I 0.5 1.864 0.932 0.8 3.3S 2.68 0.6 4.2 2.52

0.9 SumWX 1.912 1.6 SumWX 5.953 2 SumWX 1.68

1m
alpha cut : 0 0.2 3.75 0.7S O.S 4.741 2.3705 0.8 S.18 4.144

alpha cut: O.S 0.3 3.S8 1.074 0.8 4.3 3.44 0.8 5.18 4.144

alpha cut : 1 O.S 3.299 1.6495 0.9 4.15 3.73S 0.7 5 3.S

1 SumWX 3.4735 2.2 SumWX 9.5455 2.3 SumWX 11.7.

Sum WX - 48.849 Su.. WX - 138._ Sa. WX - 166.759
Su.W - 21.7 Su.W - 34.6 Su.. W - 38.1

Sum WX I Sum W - 2.25 Sum WX IS •• W - 3.76 Sum WX I Sum W - 4.38
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Impact on cost overrun:

Table 9.14 - 9.17 : Example of Possible alternatives of Fuzzy computation of the category of
responses for the impact of risk factors on cost overrun.

Table 9.14: Fuzzy computation for Feasibility stage of impact of risk factor on cost overrun

aJpucull Low Medium Hil"

Belief Membership Belief Membership Belief Membership
(W) score, x WX (W) score x WX (W) score, x WX

El
alpha cut : 0 0.2 2.75 O.SS 0.5 4.448 2.224 0.8 5.15 4.12
alpha cut: 0.5 0.3 2.S 0.7S 0.6 4.22 2.S32 0.8 S.lS 4.12
alpha cut : 1 0.7 I.SS 1.08S 0.8 3.7 2.96 0.8 5.15 4.12

U 2.385 1.9 7.716 2.4 12.36

n
alpha cut : 0 0.2 2.2 0.44 0.4 3.6 1.44 0.7 3.85 2.695
alpha cut: 0.5 0.3 2.0S 0.6lS 0.6 3.25 1.95 0.7 3.85 2.695
alpha cut : 1 0.5 1.713 0.8S6S 0.7 3.05 2.135 0.6 3.6 2.16

1 1.9115 1.7 5.515 2 7.55

n
alpha cut : 0 0.2 3.0S 0.61 0.5 4.435 2.2175 0.7 4.8 3.36
alpha cut: 0.5 0.4 2.6 1.04 0.6 4.25 2.55 0.7 4.8 3.36
alpha cut : 1 0.7 2.0S 1.43S 0.9 3.6 3.24 0.8 5.05 4.04

1.3 3.085 2 8.0075 2.2 10.76

fi
alpha cut : 0 0.3 1.6S 0.49S 0.3 3.65 1.095 0.6 3.45 2.07
alpha cut: 0.5 0.3 1.65 0.495 0.4 3.45 1.38 0.6 3.45 2.07
alpha cut : 1 O.S 1.313 0.6S6S 0.8 2.65 2.12 0.6 3.4S 2.07

1.1 1.6465 1.5 4.S95 1.8 6.21

n
alpha cut : 0 0.2 1.7S 0.3S 0.3 3 0.9 0.7 3.1 2.17
alpha cut: 0.5 0.2 1.75 0.35 0.4 2.9 1.16 0.6 2.9 1.74
alpha cut : 1 0.5 1.31 0.6SS 0.7 2.5 1.75 0.6 2.9 1.74

0.9 1.355 1.4 3.81 1.9 S.6S

Sum WX - 10.383 Sum WX - 29.654 Sum WX ... 42.53
SumW - 5.5 SumW - 8.5 SumW = 10.3

Sum WX I Sum W - 1.89 Sum WX I Sum W ... 3.49 Sum WX I Sum W = 4.13
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Table 9.15 : Fuzzy computation for Project planning stage of impact of risk factor on cost overrun

alpha cuts Low Medium Hllh

Belief Membership Belief Membership Belief Membership
(WI score. x WX (W) score x WX (W) score, x WX

l!
alpha cut : 0 0.3 3.98 1.194 0.6 4.78 2.868 0.8 5.2 4.16
alpha cut: 0.5 0.4 3.85 1.54 0.8 4.5 3.6 0.8 5.2 4.16
alpha cut : I 0.6 3.6 2.16 0.9 4.4 3.96 0.7 5.1 3.57

1.3 4.894 2.3 10.43 2.3 11.89

n
alpha cut : 0 0.3 3.2 0.96 0.6 4.3 2.58 0.8 4.95 3.96
alpha cut: 0.5 0.5 2.861 1.431 0.7 4.15 2.905 0.7 4.8 3.36
alpha cut : I 0.7 2.5 1.75 0.8 4 3.2 0.7 4.8 3.36

1.5 4.141 1.1 8.685 U 10.68

~
alpha cut : 0 0.2 2.2 0.44 0.5 3.414 1.707 0.7 3.75 2.625
alpha cut: 0.5 0.5 1.706 0.853 0.7 3.05 2.135 0.6 3.6 2.16
alpha cut: I 0.6 I.S 0.9 0.7 3.05 2.135 0.6 3.6 2.16

1.3 1.193 1.9 5.977 1.9 6.945

fi
alpha cut : 0 0.3 2.48 0.744 0.5 4.167 2.084 0.7 4.65 3.255
alpha cut : 0.5 0.4 2.3 0.92 0.6 3.9 2.34 0.6 4.4 2.64

alpha cut: I 0.6 1.88 1.128 0.7 3.7 2.59 0.7 4.65 3.255
1.3 2.792 1.8 7.014 1 9.15

~
alpha cut : 0 0.2 3.45 0.69 0.6 4.45 2.67 0.8 5.1 4.08
alpha cut: 0.5 0.4 3.18 1.272 0.8 4.1 3.28 0.7 4.98 3.486

alpha cut: 1 0.6 2.8 1.68 0.8 4.1 3.28 0.8 5.1 4.08

1.1 3.641 1.1 9.23 2.3 11.646

ri
alpha cut : 0 0.4 3.5 1.4 0.6 4.95 2.97 0.8 5.67 4.536

alpha cut: 0.5 0.5 3.354 1.677 0.8 4.6 3.68 0.8 5.67 4.536

alpbacut: I 0.7 3 2.1 0.9 4.4 3.96 0.9 5.8 5.22

1.6 5.177 2.3 10.61 2.5 14.292

f1
alpha cut : 0 0.3 3.85 l.ISS 0.6 4.95 2.97 0.9 5.75 5.175

alpha cut: 0.5 0.6 3.37 2.022 0.8 4.65 3.72 0.7 S.4 3.78

alpha cut : I 0.6 3.37 2.022 0.8 4.6S 3.72 0.8 S.S7 4.4S6

1.5 S.l99 2.2 10.41 2.4 13.411
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a
alpbacut: 0 0.2 1.9 0.38 0.5 3.268 1.634 0.7 3.65 2.SSS
alpha cut : 0.5 0.5 1.312 0.656 0.7 2.85 I.99S 0.6 3.4S 2.07
alpbacut: I O.S 1.312 0.656 0.8 2.65 2.12 0.6 3.4S 2.07

1.1 1.692 2 5.749 U 6.695

n
alpha cut : 0 0.2 3.16 0.632 O.S 4.414 2.207 0.8 4.96 3.968
alpha cut: O.S 0.3 3 0.9 0.7 4.06 2.842 0.7 4.76 3.332
alpha cut : 1 0.5 2.646 1.323 0.8 3.86 3.088 0.6 4.6 2.76

1 2.855 2 8.137 2.1 10.06

m
alpha cut : 0 0.2 1.63 0.326 O.S 2.968 1.484 0.7 3.4 2.38
alpha cut : O.S 0.3 1.4 0.42 0.7 2.55 1.78S 0.6 3.15 1.89
alpha cut: 1 0.4 1.2 0.48 0.7 2.SS 1.78S O.S 2.968 1.484

0.9 1.226 l.9 5.054 1.8 5.754

ID
alpha cut : 0 0.2 2.S8 0.S16 0.4 4.0S 1.62 0.6 4.38 2.628
alpha cut: O.S 0.4 2.IS 0.86 0.6 3.9S 2.37 0.6 4.38 2.628
alpha cut: I 0.5 1.912 0.9S6 0.7 3.7 2.S9 0.6 4.38 2.628

1.1 2.332 1.7 6.58 1.8 7.884

ID
alpha cut : 0 0.4 3.37 1.348 0.6 4.97 2.982 0.8 S.8 4.64
alpha cut: O.S O.S 3.191 I.S96 0.8 4.S7 3.6S6 0.7 S.6 3.92
alpha cut : 1 0.7 2.77 1.939 0.7 4.77 3.339 0.6 S.4 3.24

1.6 4.883 2.1 9.977 2.1 11.8

P13
alpha cut : 0 0.3 1.6S 0.49S O.S 2.883 1.442 0.7 3.2S 2.27S
alpha cut: O.S O.S 1.317 0.6S9 0.7 2.S3 1.771 0.6 3.1 1.86
alpha cut: I 0.6 1.13 0.678 0.8 2.4 1.92 0.6 3.1 1.86

1.4 1.832 2 5.133 l.9 5.995

W
alpha cut : 0 0.4 2.04 0.816 0.6 4.44 2.664 0.7 5.44 3.808
alpha cut: O.S O.S 1.754 0.877 0.7 4.2 2.94 0.6 5.04 3.024
alpha cut: I 0.6 1.44 0.864 0.8 3.84 3.072 O.S 4.786 2.393

1.5 2.SS7 2.1 8.676 1.8 9.225

Sum WX - 45.414 Sum WX - 111.659 Sum WX = 135.427
SumW - 18.4 SumW - 28.6 SumW = 29

Sum WX I Sum W - 2.47 SumWX/SumW - 3.9 Sum WX I Sum W .. 4.67
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Table 9.16 : Fuzzy computation for Requirement stage of impact of risk factor on cost overrun

alpha euts Low Medium HI.h

Belief Membership Belief Membership Belief Membership

(W) score, x WX (W) score x WX (W) score x WX

lU
alpha cut : 0 0.3 3.46 1.038 0.5 4.857 2.4285 0.8 5.4 4.32
alpha cut: 0.5 0.5 3.123 1.5615 0.8 5.4 4.32 0.9 5.56 5.004
alpha cut : I 0.7 2.76 1.932 0.9 5.56 5.004 0.9 5.56 5.004

1.5 4.!l15 1.1 n.rsa 2.6 14.328

lY
alpha cut: 0 0.2 2.02 0.404 0.4 3.55 1.42 0.7 3.8 2.66
alpha cut: 0.5 0.3 1.82 0.546 0.7 3 2.1 0.8 2.8 2.24
alpha cut : I 0.5 1.4 0.7 0.7 3 2.1 0.7 3.8 2.66

1 1.65 1.8 5.62 U 7.56

IY
alpha cut : 0 0.2 3.54 0.708 0.5 4.717 2.3585 0.8 5.2 4.16

alpha cut: 0.5 0.3 3.4 1.02 0.8 4.24 3.392 0.8 5.2 4.16

alpha cut : I 0.6 2.9 1.74 0.8 4.24 3.392 0.9 S.4 4.86

1.1 3.468 1.1 9.1425 2.5 13.18

Si
alpha cut : 0 0.2 1.7 0.34 0.4 2.8 1.12 0.7 2.9S 2.06S
alpha cut: 0.5 0.3 2.9 0.87 0.7 2.4 1.68 0.7 2.9S 2.06S
alpha cut : I 0.4 2.8 1.12 0.6 2.53 I.S18 0.6 2.8 1.68

0.9 2.33 1.7 4.318 1 5.81

m
alpha cut : 0 0.2 LSI 0.302 0.4 2.91 1.164 0.6 3 1.8
alpha cut: O.S 0.2 LSI 0.302 0.7 2.S 1.75 0.8 3.31 2.648

alpha cut : I 0.6 0.85 0.51 0.7 2.S 1.75 0.7 2.45 1.715

1 1.114 1.8 4.664 1.1 6.163

Si
alpha cut : 0 0.3 2.93 0.879 0.4 S.S3 2.212 0.8 4.43 3.544

alpha cut: O.S 0.4 2.6S 1.06 0.7 4.73 3.311 0.8 4.43 3.544

alpha cut : I 0.6 2.1 1.26 0.9 4.13 3.717 0.9 6.43 5.787

1.3 3.199 1 9.24 1.5 11.875

B1
alpha cut : 0 0.2 2.8 0.S6 0.4 4.38 1.7S2 0.6 3.98 2.388

alpha cut: 0.5 0.4 2.4S 0.98 O.S 4.221 2.1I0S 0.7 4.6 3.22

alpha cut : I 0.6 2.0S 1.23 0.8 3.6 2.88 0.7 4.6 3.22

1.2 2.77 1.7 6.7415 1 U28

s...WX - 19.163 s...WX - 51.479 S... WX - 61.'44

S... W - 8 S... W - 13.3 s..W. 15.9

S... WX/s..W - 2.31 S... WX/S •• W· 311 S..WX/S •• W - 4.31
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Table 9.17 : Fuzzy computation for Development stage of impact of risk factor on cost overrun

alplt. e... Low Medium Hi21t

Belief Membership Belief Membership Belief Membership

(W) score x WX (W) score x WX (W) score x WX

III
alpbacut: 0 0.2 2.6 0.52 0.4 4.76 1.904 0.7 5.1 3.57

alpha cut: 0.5 0.4 2.06 0.824 0.6 4.26 2.556 0.7 5.1 3.57

alpha cut : 1 0.6 1.56 0.936 0.7 3.96 2.772 0.5 4.556 2.278

1.2 2.28 1.7 7.232 1.9 9.418

m
alpbacut: 0 0.3 2.95 0.885 0.5 4.722 2.361 0.8 5.42 4.336

alpha cut: 0.5 0.5 2.518 1.259 0.8 4.05 3.24 0.7 5.15 3.605
alpha cut : 1 0.7 2.1 1.47 0.9 3.82 3.438 0.6 4.95 2.97

1.5 3.614 l.2 9.039 2.1 10.911

m.
alpha cut : 0 0.3 1.7 0.51 0.3 3.65 1.095 0.6 3.5 2.1

alpha cut: 0.5 0.4 l.S 0.6 0.7 2.85 1.995 0.7 3.72 2.604

alpha cut: 1 0.6 1.124 0.6744 0.7 2.85 1.995 0.6 3.5 2.1

1.3 1.7844 1.7 5.085 1.9 6.804

~
alpha cut : 0 0.3 1.75 0.525 0.4 3.87 1.548 0.7 4.15 2.905
alpha cut: 0.5 0.5 1.407 0.7035 0.6 3.4 2.04 0.6 3.87 2.322

alpha cut : 1 0.5 1.407 0.7035 0.7 3.15 2.205 0.6 3.87 2.322

1.3 1.932 1.7 5.793 1.9 7.549

~
alpha cut : 0 0.2 2.85 0.57 0.4 4.6 1.84 0.8 5.05 4.04

alpha cut: 0.5 0.4 2.4 0.96 0.7 3.95 2.765 0.7 4.85 3.395
alpha cut : I 0.7 1.7 1.19 0.7 3.95 2.765 0.5 4.393 2.1965

1.3 2.72 1.8 7.37 2 9.6315

J!i
alpha cut : 0 0.3 2.05 0.615 0.4 3.85 1.54 0.8 4.2 3.36

alpha cut: 0.5 0.5 1.697 0.8485 0.8 3.05 2.44 0.6 3.85 2.31

alpha cut: 1 0.5 1.697 0.8485 0.7 3.2 2.24 0.5 3.643 1.8215
1.3 2.312 1.9 6.22 1.9 7.4915

In
alpha cut: 0 0.3 1.65 0.495 0.4 3.4 1.36 0.7 3.65 2.555
alpha cut: 0.5 0.5 1.342 0.671 0.7 2.85 1.995 0.6 3.45 2.07

alpha cut: 1 0.6 1.15 0.69 0.7 2.85 1.995 0.5 3.278 1.639

1.4 1.856 1.8 5.35 1.8 6.264

nI
alpha cut : 0 0.2 1.7 0.34 0.3 3.21 0.963 0.8 3.4 2.72

alpha cut: 0.5 0.4 1.41 0.564 0.6 2.71 1.626 0.6 3.05 1.83

alpha cut: 1 0.6 1.1 0.66 0.7 2.51 1.757 0.5 2.885 1.4425

1.2 1.564 1.6 4.346 1.9 5.9925

D9
alpha cut : 0 0.2 1.72 0.344 0.3 3.52 1.056 0.6 3.4 2.04
alpha cut: 0.5 0.4 1.32 0.528 0.7 2.72 1.904 0.6 3.4 2.04
alpha cut: 1 0.5 1.14 0.57 0.7 2.72 1.904 0.6 3.4 2.04

1.1 1.442 1.7 4.864 1.8 6.12
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ID!
alpha cut : 0 0.3 I.6S 0.49S 0.3 3.6S 1.00S 0.7 3.72 2.604
alpha cut: O.S O.S 1.307 0.6S3S 0.7 2.8S I.99S 0.6 3.5 2.1
alpha cut: I 0.5 1.307 0.6535 0.6 3.1 1.86 0.5 3.273 1.6365

1.3 1.802 1.6 4.9S 1.8 6.3405
Ill!
alpha cut : 0 0.3 3.09 0.927 0.4 5.69 2.276 0.8 6.29 5.032
alpha cut: O.S 0.6 2.2S 1.3S 0.8 4.SS 3.64 0.8 6.29 5.032
alpha cut: I 0.6 2.2S I.3S 0.7 4.89 3.423 0.6 5.69 3.414

1.5 3.627 1.9 9.339 2.2 13.478
JW
alpha cut : 0 0.3 1.9 0.57 0.4 3.45 1.38 0.7 3.65 2.555
alpha cut: 0.5 0.4 1.72 0.688 0.7 2.92 2.044 0.7 3.65 2.555
alpha cut: I 0.6 1.4 0.84 0.8 2.72 2.176 0.6 3.45 2.07

1.3 2.098 1.9 5.6 2 7.18
nu
alpha cut : 0 0.3 2.5 0.75 0.4 4.4 1.76 0.8 4.83 3.864
alpha cut: 0.5 0.4 2.3 0.92 0.6 4 2.4 0.7 4.63 3.241
alpha cut : 1 0.5 2.085 1.0425 0.8 3.55 2.84 0.4 4 1.6

1.2 2.7125 1.8 7 1.9 8.705

UH
alpha cut : 0 0.3 1.5 0.4S 0.4 3.4 1.36 0.6 3.4 2.04
alpha cut: 0.5 0.5 1.072 0.536 0.7 2.75 1.925 0.6 3.4 2.04
alpha cut : I 0.5 1.072 0.536 0.6 3 1.8 0.6 3.4 2.04

1.3 1.522 1.7 5.085 1.8 6.12

1m
alpha cut : 0 0.3 3.14 0.942 0.4 5.3 2.12 0.8 5.75 4.6
alpha cut: 0.5 0.5 2.718 1.359 0.8 4.34 3.472 0.8 5.75 4.6
alpha cut : I 0.6 2.5 1.5 0.9 4.1 3.69 0.6 5.3 3.18

1.4 3.801 2.1 9.282 2.2 12.38

Wl
alpha cut : 0 0.3 2.21 0.663 0.3 5.2 1.S6 0.7 5.2 3.64
alpha cut: O.S 0.4 2 0.8 O.S 4.S78 2.289 0.6 4.8S 2.91
alpha cut : I 0.7 1.1 0.77 0.8 3.75 3 0.4 4.2S 1.7

1.4 2.233 1.6 6.849 1.7 8.lS

1m
alpha cut : 0 0.3 1.44 0.432 0.3 2.9S 0.885 0.7 3.048 2.1336
alpha cut: O.S 0.4 1.35 0.S4 O.S 2.701 1.3S0S 0.6 2.848 1.7088
alpha cut : I 0.6 1.048 0.6288 0.8 2.24 1.792 0.4 2.55 1.02

1.3 1.6008 1.6 4.0275 1.7 4.8624

1m
alpha cut : 0 0.2 2.12 0.424 0.5 3.666 1.833 0.6 3.92 2.352
alpha cut: 0.5 0.4 1.65 0.66 0.4 3.85 1.S4 0.6 3.92 2.352
alpha cut: I 0.5 1.434 0.717 0.6 3.45 2.07 0.4 3.S 1.4

1.1 1.801 1.5 5.443 1.6 6.104

JW
alpha cut : 0 0.4 3.3 1.32 0.5 4.706 2.353 0.9 5.4 4.86
alpha cut: 0.5 0.4 3.3 1.32 0.8 4.208 3.3664 0.7 5.1 3.S7
alpha cut : I 0.7 2.81 1.967 0.9 4.1 3.69 0.4 4.6 1.84

1.5 4.607 l.l 9.4094 2 . 10.27

Su.. WX - 45.309 S... WX - 122.184 s... WX - 153.872
S... W - 24.9 S... W - 33.7 S... W - 3'.1

Su. WX IS ... W - 1.82 S... WX/Su .. W - 3.63 Su.. WX/S ... W - 4.26
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The combination of different possibilities and scenarios of the MBF are calculated for

each risk factor using the different level of significance of linguistic variables. The Low,

Moderate and High level of risk factors for each stage can be calculated with the summation of

the altematives. The results of the computation is presented as the scores of stages on a spider net

in Figure 9.15 and Figure 9.16.

The W*F(x) for each risk factor is calculated, and then. the summation of W*F(x) is divided to

the summation of the weights (W).

Table 9.18: Summation offuzzy computation for each stage.

Stage Low Moderate High

Likelihood Impact of Likelihood Impact of Likelihood Impact of
occurrence risk factor occurrence risk factor occurrence risk factor

on cost on cost on cost
overrun overrun overrun

Feasibility study 2.37 1.89 3.86 3.49 4.28 4.13

Project Planning 2.S8 2.47 3.9 3.9 4.66 4.67

Requirement 2.33 2.38 3.96 3.87 4.43 4.32

Development 2.2S 1.82 3.76 3.63 4.37 4.26
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Figure 9.15 : Low, Moderate and High category level of Likelihood occurrence of
software project risk for each stage. (values obtained from Table 9.17)

••••••• low

REQ

Figure 9.16 : Low, Moderate and High category level of impact of risk factor on cost
overrun for each stage. (values obtained from Table 9.17)
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From the calculation of the fuzzy computation of Low, Moderate and High category

levels for risk factors in each stage, the results were iJlustrated in diagrams shown in Figure 9.15

and Figure 9.16. In the diagram, the Low, Moderate and High category for Likelihood of

occurrence and risk impact on cost overrun were shown on an axis which used radius of circles as

the scale of measurement. The points for each stage are connected to each other that formed a

looped line around the diagram. These connected lines represent the Likelihood occurrence and

risk impact on cost overrun, for the Low, Moderate and High category levels for risk factors of the

stages.

Speculatively, the Low category levels of risks factors can also be represented as the

Acceptable level of risks, the moderate category as the High risk level and the high category as

the Very high level of risks. In other words, the Acceptable level of risks would be a risk profile

that is acceptable for the software project to be considered feasible to proceed, when taking into

account the related risk factors involved in the stages.

For the High risk level, the risk profile would probably mean that the software project can

stiJI go ahead despite the high risk profile but with extra precautionary measures. A more detail

analysis of the risk factors might also be advisable before any decision being made. Eventhough,

the project did proceed, the risk mitigation strategies should also be high on the agenda.

As for the Very high risk level, the risk profile might suggest that it might not be worth

taking on the project as the level of risk is too high in terms of the occurrence of risk and its

impact on cost overrun.

9.10. FuzzyModel application

In practice, the model can be used from the responses of a real life project or respondents. The

calculation and computation of the risk factors from the real life project responses were applied to

the model. The risk profile for the project can be plotted, and the risk profile of particular stages

of the life cycle can be evaluated. This will assist in the decision making processes of handling the

risk factors and identifying the appropriate risk mitigation strategies.

However, in order to demonstrate the application of this modeling technique, a few

responses from the survey can be used as a hypothetical example, rather than real life project. For

example, consider one respondent as 'one project', and a few respondents as a 'few projects'. For

example, consider 4 projects as Project 1, Project 2, Project 3 and Project 4. Consider Project 1

and Project 2 for the score of the likelihood occurrence and Project 3 and Project 4 for the score of

risk impact on cost overrun.
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Example I : Project I - Likelihood occurrence

Scoring for Likelihood occurrence of risk factors;
l-don't know; 2-unlikely; 3-likely; 4-highly likely; S-very highly likely

Table 9.19 : Example of the fuzzy model application scores for Project 1 (Likelihood occurrence)

The likeliliood oceuneuee of the risk facton I. tile IObare Score Depee Depeeof IWJFIJ(I)/tWJ
project of .... aa.ce

bellef IIful'

FI Inproper justification of cost benefit analysis and evaluation S O.S 0.28
~r. criteria from feasibility studv

i~ F2 Too narrow focus on the technical IT issues 3 0.4 0.8S 2.0t.. ;.. F3 Overlooked the manaaement and business imDIICtissues 4 O.S 0.7S

!J F4 Wrong justification of investment alternatives and opportunity
cost 2 O.S 0.8

FS Inappropriate technology chosen from the feasibility study 2 O.S 0.8

Pt Unclear project scope + objectives S 0.8 0.63
P2 Undefmed project success criteria 3 0.7 0.4 2.20
P3 Lack of Quality control~ure and mechanism I O.S 0.2

; P4 Project milestones rorStaaes not well established 2 0.6 0.2
PS Improper chanlle mBilaaement oIannina 4 0.6 0.77

r P6 Inaccurate estimate of resources S 0.7 0.68
'ii P7 Unreal istic project schedule S 0.7 0.63• Inadequate detail work breakdown struc:t\I'e 3 0.6I P8 0.8- P9 Critical and non-critical activities of moiect not identified 3 0.7 0.6St PtO Proiect manaaement .t development team not IH'OII«Iv set UP I 0.6 O.SS

PH Unclear line of decision maltina authori~thioUahout the proiect 4 0.7 I
PI2 Lack of continaencv planlback lID 4 0.7 0.72
PI3 SYStem conversion method not welfDianned 2 0.6 0.3
PI4 Improper planning oftimeframe for project reviews and updating 3 O.S 0.9

t Rt Unclear and inadeauate identification of sYStemsreq_uimnencs S 0.7 0.4
R2 1nc:orTectsvstemJ reauirements 3 0.4 0.7 2.27

11 R3 Misinterore1ations of the SYStems reauirements 4 0.7 0.6.. R4 Contlictina sYStem reauirements 2 0.4 0.'I.; RS Gold platina or t\mc:tions and reauirements I O.S O.S• R6 Inadequate validation of theniilwrements 4 0.6 0.9I R7 Lack of users involvement in requirement stage 4 O.S 0.83

01 InDIODeI' handover from the reauirement team 2 0.4 0.4S
D2 'ate develooment methoclOfcilY used 3 0.8 0.33
D3 Unsuitable workiM model and 2 0.4 O.lS
D4 .1aruruue and CASE tool selected not adeauatc 2 0.' 0.2 0.97
DS Hiab level of technical comD!exities 2 0.8 0.1
D6 Project involves the use of new teChnoioav 3 0.' 0.68

t D7 Difticultv in definina the inout andCiiiiiUt of svstem I 0.5 0.1
D8 Immature technoIOIlY 2 O.S 0.9

11 D9 TechnolOlicalldvlDCelllellCSand~ 3 0.4 0.4

I 010 Failures and inconsillencies ofunitlmoclules test ,..... I O.S 0.4

1 DII Failure ofuaer test 2 0.6 US
DI2 Time conaumina for teItina 2 0.' 0.05
DI3 Resources shifted &om moiect due to IDrioritieI 3 0.5 US
DI4 ChaNlesin tof ldurinal 3 0.5 0.5
DIS Lack ofusera involvement and commi_ 3 0.' 0.65
DI7 InetTective communiClltion within ..... aaeaaben 3 0.7 0.21
D21 lnexDerienced ..... 1IICI!Ibera I 0.5 0.45
D22 Lack of commitment to project amana development ..... 2 0.5 0.6

members
023 lneft'ective andinexDerienced DIOiect Dianaaer 3 0.' 0.33
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Figure 9.17: The fuzzy model application for Project 1 (Likelihood occurrence)

The dotted line in Figure 9.17 shows the risk level profile from the model. The risk profile for

'Project l ' was also shown. As a simple guideline, when the risk profile for 'Project t' do not

exceed the Low (Acceptable) risk profile of the model, a more straightforward decision to proceed

with the software project can be made. But if the risk profile of 'Project t', exceed the model

Acceptable profile, careful considerations were needed before reaching to any decision, as to

whether to proceed with the project or not.

For example, from the profiles of 'Project I' in Figure 9.17, it can be seen that the level of risks

for the feasibility study and project planning stage were lower than the 'low category' risk profile

of the model. The level of risk during the development stage for 'Project t' is far much lower than

the 'low category' of the model. But, the level of risks for the requirement stage is almost the

same level of the 'low category'. Based on this profile, it can be said that for 'Project 1', it has

much very much lower risk during the development stage.
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Example 1 : Project 1 - Likelibood occurrence

Scoring for Likelihood occurrence of risk factors;
l-don't know; 2-unlikely; 3-likely; 4-highly likely; S-very highly likely

Table 9.20: Example of the fuzzy model application scores for Project 2 (Likelihood occurrence)

Tile Ulldilloodoee.rre.et 01tlte risk I.don I. tIte IOhue Seore Decree Degreeol rWjFij(ll)Jl:Wj
pnjeet 01 ..... Iea.et

beliel m(Xl

FI Inprope!' justification of cost benefit analysis and evaluation 2 O.S O.lS

it criteri8 from feuibilitv study

F2 Too narrow focus on the technical IT issues 3 0.4 0.8 0.9611 F3 Overlooked the m t mel business unDiict issues 2 O.S 0.3

r:: F4 Wrong justification of investment alternatives and opportunity
cost 2 O.S 0.8

FS In8pproprillte technology chosen from the feuibility study I O.S 0.2

PI Unclear project scope + obiectives 3 0.8 0.45
P2 Undefined lII'Oiect success criteria 3 0.7 0.S8 1.34.. P3 Lack of QU81itycontrol and mechanism 3 O.S 0.8, P4 Project milestones for staaa not _II estIbIished 2 0.6 0.8
P5 Improper chllnge :DIllllllina 3 0.6 0.7r P6 InKcW'lte estimate of resources 3 0.7 O.IS.;
P7 Unrealistic project schedule 3 0.7 0.1•t P8 lnIIdeQuue cleWl work breWIown structure I 0.6 0.2.. P9 Critica1 and IIOIH:ritica1 8Ctivities of oroiect not identified S 0.7 0.38t PlO Proiect &: dcvelOlllllCllt tam not IIRIIICdv set UP 3 0.6 0.4
PII Unclear line of decision makina 8Uthoritv . t the proiect 3 0.7 0.4S
PI2 Lack of contingenc:y planlblclt lID 4 0.7 0.7
PI3 System convenion method not wellDt.nneci 2 0.6 0.3
PI4 Improper DI8IUIina oftimehmc for oroiect reviews and UIJd8ting 2 O.S 0.3S

I RI Unclear and . idemific:lltion of svstems reQuirements 3 0.7 0.3
R2 Incorrect SVSIemS reQuirements 3 0.4 0.7 1.13

; R3 M" .ons of tile~ RlCIuiranents 3 0.7 0.8

I R4 Conftictina SYStem reauirements 2 0.4 0.8
RS Gold lilltmaor fUnctions and reQuirements I O.S O.S

1 R6 lnIIdcauue valid8tion of tile reauirements 2 0.6 0.1
R7 Lack of users involYelllClll in requiranent st8ge I O.S

0.28

01 InIJl'Ol)Cl'h8ndover from the reauiRmcnt tcIm 2 0.4 0.45
D2 ~t used 3 0.8 0.33
03 Unsuitable workina modoI and 3 0.4 0.7
D4 IIII&IIUIeand CASE tool selected not adequate 2 0.8 0.7S 1.08

OS Hiah level of technic:aI comDlexitics S 0.8 0.4
D6 Project involves the use of new technoIOiY I 0.8 0.35t 07 Difficulty in dCfirilrUi the-iliout and outDut of SYStem 3 O.S 0.9
OS IInnWure technoIOIlV 2 O.S 0.9.. D9 TechnolOGical lIdv8ncanents and c:banIIes I 0.4 0.4•l 010 Failures and inconsilllmCies ofunitlmodules test results 3 0.5 0.6.. 011 Failure of user test 2 0.6 0.35

cl 012 Time consuminR for tadna 2 0.8 0.05
013 Racuccs shifted from lII'Oiectdue to onanilltiona1 priorities 5 O.S O.lS
014 Chlnaesin of IiiiirliW development I O.S 0.5
015 Lack of users involYelllClll and commitment 2 0.8 0.1
017 Ineffective communiC8tion within cIevelODiilcint tam memben 3 0.7 0.3
021 taunmcmbcn 3 0.5 0.6
022 Lack «commitment to project antong development tam 2 O.S 0.6

memben
023 Ineffective and inexoeriencecfiirotect mlliUer 3 0.8 0.3
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REQ

Figure 9.18 : The fuzzy model applicationfor Project 2 (Likelihoodoccurrence)

From the profiles of 'Project 2' in Figure 9.18, it can be seen that the level of risks for all the

stages were lower than the 'low category' risk profile of the model. This shows that Project 2 has

a very low risk profile, which may also mean the higher chance of success.
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Example J : Project J - Impad of risk fadon on cost overrun

Scoring for impact of risk factors on cost overrun
I-very low(I-I0% overrun); 2-low (11-20% overrun); 3-moderate (21-30% overrun);
4-high (31-40% overrun); S-very high (>400Aloverrun)

Table 9.21 : Example of the fuzzy model application scores of Project 3 (Impact of risk factors on cost
overrun)

Tile likeliliood Gee.rreaee of tile risk facton la the software Score Dearee Deareeof rWJFIJ(x)1:WJ
project of ·laalfteaace

belief FU(x)

FI Inproper justification of cost benefit analysis and evaluation 2.05
~r. criteria from feasibility study 3 0.8 0.9
it F2 Too narrow focus on the technical TT issues 2 0.7 0.65.. ~ F3 Overlooked the management and business impact issues 3 0.9 0.8iJ F4 Wrong justification of investment alternatives and opportunity

cost 3 0.8 0.6
F5 'ate technology chosen from the feasibility study 2 0.7 0.95

PI Unclear project scope + objectives 5 0.9 0.38 2.11
P2 Undefined project success criteria 5 0.8 0.18

; P3 Lack of quality control procedure and mechanism 2 0.7 0.65
P4 Project milestones for stages not Mill established 3 0.7 0.9

• P5 Improper change management planning 4 0.8 0.85r P6 Inaccurate estimate of resources 5 0.9 0.55ii
P7 Unrealistic prQject schedule 4 0.8 0.8•{ P8 Inadequate detail work breakdown structure 4 0.8 0.1

f P9 Critical and non-critical activities of project not identified 5 0.8 0.15
PlO Project management &: development team not properly set up 2 0.7 0.95
PII Unclear line of decision makinK authority throURhout the project 3 0.7 0.98
PI2 Lack of continaencv planJback up 4 0.7 0.9
PI3 SYStem convenion method not well planned 3 0.8 0.4
PI4 Improper plannina oftimcftame for prQject reviews and IIPdatinR 4 0.8 0.7

t RI Unclear and inadequate identification of systems requirements 4 0.9 0.98 2.06- R2 Incorrect S}'Stenl! requirements 4 0.7 0.2• R3 Misinteroretations of the SYstems requirements 3 0.8 0.45i R4 ConfIictiRR SYStem requirements 3 0.6 0.3.~ RS Gold platina or ftmctions and requirements 2 0.7 0.95•s R6 Inadequate validation of the requirements 4 0.9 0.95
R7 Lack of users involvement in requirement stage 2 0.8 0.4

01 Inproper handover from the requirement team 3 0.7 0.93 2.12
02 ent methodololY used 5 0.9 0.35
03 Unsuitable workiRR model and orototvDe 2 0.7 0.9
D4 ~miRR IIIU1UI8Cand CASE tool selected not adeauate 3 0.7 0.8
05 High level of technical complexities 5 0.7 0.23
D6 Project involves the use of new technology 4 0.7 0.3

t 07 Difficulty in defininR the input and output of SYstem 2 0.7 0.85
08 Immature technology 3 0.7 0.4

i D9 Technological advancements and changes 4 0.7 0.2

I 010 Failures and inconsistencies ofunitlmodules test results 2 0.6 0.9

I 011 Failure ofuser test 4 0.7 1
012 Time QOIISUIIIinafor testiRR 3 0.8 0.65
013 Resoun:es shifted from project due to oraanisational oriorities 3 0.8 0.92
014 ChanRes in entof ·on during develOPment 4 0.6 0.1
015 Lack of users involvement and commitmem 5 0.9 0.55
017 Ineffective communication within development team members 3 0.8 0.95
019 trained develOPment teIm members 2 0.8 0.95
022 Lack of commitment to project amona development team

members 3 0.6 0.8
023 Ineffective and inexperiencedjllOject __.. .- 0.9 0.95
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Figure 9.19 : The fuzzy model application for Project 3 (Impact of risk factor on cost overrun)

204

From the profiles of 'Project 3' in Figure 9.19, it can be seen that the level of risks for the

feasibility study stage of' Project 3' is near the same level as the 'low category' risk profile of the

model, but the levels of risk during the project planning stage and requirement stage of 'Project 3'

is lower than the 'low category' of the model. The level of risks for the development stage of

'Project 3' is higher than the 'moderate category'.
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Example 4 : Projed 4 - Impact of risk facton on cost overrun

Scoring for impact of risk factors on cost overrun;
I-very 10w(1-IOOA,overrun); 2-10w (11-20% overrun); 3-rnoderatc (21-30% overrun);
4-high (31-40% overrun); S-very high (>40% overrun)

Table 9.22: Example of the fuzzy model application scores of Project 4 (Impact of risk factors on cost
overrun)

Tile Ukelilloodocclll'ft.ce of tile rbk facton i. tile IObare Score Depee Dqreeof IWJFtJ(lIYrWJ
pnjed of .. uno.ce

belief ritl)

FI Inproper justification of cost benefit analysis and evaluation 1.18~t criteria from feasibility study 2 0.8 0.48
:i • F2 Too narrow focus on the technical IT issues I 0.7 0.211 F3 Overlooked the t and business impact issues 3 0.9 0.8r:: F4 Wrongjustitication of investment IItcmatives and opportunity

cost I 0.8 0.35
FS Inappropriate technology chosen from the feasibility study 2 0.7 0.9

PI Unclear project SCODC + obiectives 4 0.9 0.7 2.8
P2 Undefined project success criteria 4 0.8 0.8.. P3 Lack of quality control and mechanism 3 0.7 0.7

I P4 PrQiect milestones for staaes not well established 3 0.7 0.9.. PS Improper chanac ... • ..·-ent planning 4 0.8 0.85
.f P6 Inaccurate estimate of resoun:es 4 0.9 0.9
• P7 Unrealistic project schedule 4 0.8 0.8
t PS Inadequate detail work breakdown structw'e 2 0.8 0.95..

P9 Critical and non-critical activities of project not identified 4 0.8 0.73i PlO PrQiect management a: development team not properly set UP 2 0.7 0.95
PII Unclear line of decision maIdna authority the project 3 0.7 0.98
PI2 Lack of contingency planlblck lID 4 0.7 0.9
P13 System conversion mcthocl not well planned 2 0.8 0.95
PI4 ImpJ'ODCl' plannina oftimeftame for project reviews and updating 4 0.8 0.7

t RI Unclear and iMlequate identification of systems requirements 4 0.9 0.98 2.9.. R2 Incorrect systems requirements 2 0.7 0.811 R3 Misi .OIlS of the systems requirements 4 0.8 0.95..
I R4 Conflicting system requirements 2 0.6 0.9~
'I RS Gold p1atilll or tbnc:ti0llS and reauirements 2 0.7 0.95
I R6 Inadequate validation of the requirements 4 0.9 0.95

R7 Lack of users involwment in requirement staae 3 0.8 0.9

01 Inproper hIndover from the requirement team 3 0.7 0.93 2.44
02 d t medKIclololY U8ed 4 0.9 0.15
03 Unsuitable workina model and 2 0.7 0.9
D4 Programming lanauaID IIId CASE tooIaelected not lllleCluatc 3 0.7 0 ••
OS High level of technical COIIIDIexities 3 0.7 0.9
D6 PrQiect involves the use ofnew technology 3 0.7 0.9

t 07 Difficulty in defining the inPut and outDut of SYStem 2 0.7 0.85
08 IrnmaIure toc:hnoIOAY 3 0.7 0.4

11 D9 Technoloaical advancements Ind chanaes 4 0.7 0.2

I 010 Failures and inconsistencies ofunitlmodules teat results 2 0.6 0.9
JI 011 Failure ofuser teat 4 0.7 I

j 012 Time forteatina 3 0.8 0.65
013 ~ shifted ftom III'Oiect due to oraanilltional Driorities 3 0.8 0.92
014 Chlnaesin t of oraanisation cIwina ' 3 0.6 0.6
DIS Lack of UICn involvement and commitmelt 5 0.9 0.55
017 Ineft'ectfve communication within teemmemben 3 0.8 0.95
019 trained development team memben 2 0.8 0.95
022 Lack of commiClllent to project IIIDClftI development teIm

memben 3 0.6 0••
023 lnetfective and inexperienced project 11I8I1II« 4 0.9 0.95
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From the profiles of 'Project 4' in Figure 9.20, it can be seen that the level of risks for the

feasibility study stage of 'Project 4' is very much lower than the 'low category' of the model.

Where as, the risks level for the other 3 stages of 'Project 4' is higher than the 'low category' of

the model, but lower than 'moderate category'.

Figure 9.20: The fuzzy model application for Project 4 (Impact of risk factor on cost overrun)

Through this examples of 'Project 1 - Project 4', comparisons and differences can be made

between the model's risk profile and the Project's risk profile, in order to assist the software

practitioner in the decision making regarding the risk of software development project. The risk

profiles can be used to prioritise, forecast or estimate the risk factors and focus on the most

important and influential risk during the stages.
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9.11. Summary

This chapter is an attempt to show that fuzzy theory application as an appropriate mechanism in

dealing with the subjectivity of assessment of risk factors in the stages of the software

development life cycle. Through this technique, the subjectivity is transferred to fuzzy

membership function for easier comparisons and interpretations. The fuzzy computation of

various combinations may assist IT practitioners and decision makers in formalising the types of

thinking that are required in assessing the current risk environment and decision making process

of their software development life cycle in a more simple and systematic manner than before.
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CHAPTER 10 DISCUSSIONS

10.1. Introduction

The main objectives of the study were to identify the important risk factors for the

likelihood occurrence and the risk factors that affect the cost overrun of the software development

project, within the construct of project life cycle. The perceptions of the practitioners' views of

the likelihood ~urrence of risk factors and its impact on the cost overrun of the software project

were discussed in the previous chapters, in the isolation of, the effectiveness of the risk mitigation

strategies.

This chapter will discuss the significance and the relevancy of the research within the

overall perspective of the software development project. Relationship and correlations of the risk

occurrence, its impact on cost overrun and risk mitigation strategies were identified and

highlighted.

10.2. The software risk constructs
From the available literature reviews, there are high number of conceptual frameworks,

categorization, components and rankings, to explain different types of software development risk,

risk management strategies and measures of software project performance. These frameworks

produced an overlapping risk factors, components or categories.

The research focus, concerns the absence of an agreed risk framework for software

projects over which there has been academic disagreement for some years (Wallace et al, 2004;

Barki et al, 1993). The key issue appears to be the lack of a systematic framework by which the

risk construct is developed and organized (Sherer & Alter, 2004B, 2004b). The objective within

this research is to address this aspect by seeking to claritY the role of a project life cycle as the

basis for the project risk construct.
The lack of organized framework could make it more difficult for managers and

practitioners to identify, analyze the risk or even to suggest possible risk management strategies.

It may also be difficult to identify the source or origin of the risk factors and tracking of the risk

factors. The overlapping of many risk factors could make the risk management processes difficult

and time consuming, especially as the risk management process also involved tracking and

monitoring of the risk response strategies implemented. In addition, as most of the software

development lifecycle process involved a lot of iterative process within the cycle, the risk

management process can be a daunting task and complex.

101 F.A.Mohd-RIbim lOll



Chapter 10 : Discussions

In order to organize the risk factors in a structured framework, the research structured the

risk factors based on the Project Management principle of managing a project. This is based on

the fact that Project Management perspectives and principles are generally acceptable concept and

widely used by most businesses and project managers for their projects. Furthermore, risk

management is one of the knowledge areas in Project Management Body of Knowledge

(PMBOK).

The basis of using the project management principle is that, categories, groupings and

dimensions of risk factors based on project management perspectives could potentially provide a

broader framing and hence be more widely applicable for thinking about what risks might be

targeted for risk mitigation. Another reason for employing a project management perspective is

that resulting risk categorisations will be placed in context of the stages, processes and activities

within the software development project. As such, risk management becomes engaged with

project management in a clearer manner.

The project management principles and perspectives were also quite easily understood and

communicated by most practitioners, business managers or even other non-IT related staff within

the organization. This could assist the team members to have a working understanding of risk

factors within the context of their scope of work, and being more responsible and accountable for

the consequences of their actions.

Furthermore, as most research suggested that risk identification and risk management

process is also the responsibilities of other team members (and not just the project managers

alone), this new framework could be a medium of enhancing communications between the team

members in dealing with risk factors in software project.

10.3. Software risk factors classifications

The research reports an analysis of a survey of IT professionals with the objective of

ascertaining their views concerning the occurrence of software risk factors, their impact on the

cost overrun of software project, and possible mitigation of the risks involved in supporting the

development of IT software projects.

Whilst there are many different, broad and overlapping definitions of project success and

failures, completing the project within the estimated budget remains the project characterisation

that is most frequently mentioned with respect to the reporting of project failure. Whichever way

'project failure' is characterized, it is hard to escape the idea of there being either a direct or

indirect project cost implication. Moreover, it is distinguish in this survey and analysis between

the risk occurrence and impact of risk factors on cost overrun as related to IT software project

failure. Although the research impact measure referred to project cost overruns is not a

comprehensive measure but does provide at least one metric which is firmly placed into a wider

risk construct.
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Furthermore, a cost consequence approach as this research would argue is most readily

interpretable by survey participants (the research sample) and is one which naturally accords with

a major characterization of project failure in popular perception. More specifically, the research

contention is that a cost focus leads to survey responses that are directly relatable to the

experience of the survey participant base, is more likely to be relevant to IT software project risk

goals in a commonly understood manner and which, consequently, and is likely to enhance the

psychometric properties of the research survey results.

The survey responses were analyzed using principal components analysis (PCA) to

determine which of the risk factors cluster into statistically meaningful groupings. PeA has

previously been used in grouping risk factors by previous researches. This initial part of the

analysis reduces the candidate risk factor list to those most influential risk factors. The risk factors

were then grouped as explanatory factor loadings into risk components. The aggregation of the

remaining risk factors into risk components is a clustering process that is a PeA-determined

method that fonns cluster based on the degree of colinearity between risk factors.

The empirically derived risk components are then interpreted in tenns which are

meaningful in relation to the life-cycle of the project. This reversion to the research risk construct

is an important element of the research contribution, on the basis of theory and further empirical

work, why the risk components observed in practice are likely to be important generally. Thus,

the research seek to interpret the risk components observed in relation to project life cycle which

typically involves reconfiguring the observed components to those that meaningfully relate to the

risk construct.
The survey participants were also asked to independently rank mitigation strategies in

terms of their effectiveness as responses to IT software risk generally. The survey responses on a

predetermined list of 30 generic strategies, chosen from the available literature.

The study analysis indicates that it is possible to identity a grouping of risk that is

reflective of the different stages of the project life cycle. The findings suggest three identifiable

clusters (Cluster I-Feasibility study; Cluster 2-Project team management; Cluster 3-Technology

requirement) when viewing risk from the likelihood of occurrence and three clusters (Cluster I-

Feasibility study; Cluster 2-Projcct team management; Cluster 3-Technology requirement) from a

cost overrun perspective. The research account for this difference by suggesting that a more

coherent framework, or risk construct, offered by viewing risk within the context of a project life

cycle allows those involved in IT software projccts to have a clearer view of the relationships

between risk factors. It also allows the various risk components and the associated emergent

clusters to be more readily identifiable. In this respect, the research believe to have contributed to

the, as yet, unresolved debate concerning an appropriate risk construct in IT software projects.

210 F.AMohcf.R.hUn 2011



Chapter 10 : Discussions

1..... Correlation of risk mitigationstntegies and risk factors
In linking mitigation strategies to extracted components, the statistical approach is to

estimate factor scores using Bartlett's method, and which are available as an option in standard

SPSS packages. From this, will enable to correlate the mitigation rankings to both extracted

components for risk likelihood and the impact of cost overruns to assess which risk mitigation

strategies are likely to be used in practice. The analysis undertaken for the risk perceptions, the

factor analysis, the clustering and risk mitigation strategies were all being discussed in isolation of

one another. This part of the chapter will elaborate in greater details of interactions and

correlation of the risk factors.

The detailed results of the correlation coefficient calculations between mitigation

strategies and risk likelihood and the impact of cost overruns are reported in Table 10.1 and Table

10.2. Some additional methodological comments are pertinent at this point. Survey participant

views were gathered concerning mitigation strategies without reference to their risk likelihood or

impact on cost overrun: hence they were asked, from a list of commonly observed strategies

reported in the academic and professional literature, to assess which strategies were most

effective. These responses were then subjected to correlation analysis with the research extracted

components to both risk likelihood and risk impact. In this way, the research are able to comment

on both and also, crucially, any differences that emerge between them. This represents a criterion

test of the research groupings because there are strong counter-factual possibilities that support

potential falsification. First, it is possible that no significant correlations will be found. Assuming

the strategic survey responses to be correct, this would falsify the extracted components and, by

construction, the research groupings. Second, there may be some groupings for which there are no

significant correlations. This would falsify (part of) the group composition if other groups

exhibited significant correlations.

For reasons of clarity of presentation, only coefficients that are significantly different

from zero at the 1()O/O level or below are reported. Correlation coefficients between strategies

(rows) and extracted risk components (columns) are reported in Table 10.1 and Table 10.2. Other

extracted risk components shown in earlier chapters but not reported here, do not have any

significant correlations. Similarly, only mitigation strategies with significant correlations are

shown.

For risk likelihood Table 10.1, two main areas of strategic concern were observed in

terms of the extracted components: both Project Implementation and Feasibility Study as

extracted risk factors are correlated with at least 5 different risk mitigation strategies. The two

largest correlations are, in fact, observed in relation to Project implementation risks. The

corresponding strategies are concerned with Parallel or phased conversion (S 19) with a

correlation of 0.216 and with Staff training (S27) with a correlation of 0.202. It is not surprising

that Project implementation and Feasibility appear as important areas of strategic activity for risk

likelihood since they appear as 2 of the 3 clusters reported earlier in Chapter 7 for risk likelihood.
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Specifically, the extracted components Feasibility study appeared in Cluster t and Project

implementation appeared in Cluster 2. This link reinforces the earlier discussion in the previous

chapters concerning the role of the build-up of risk. That is to say, poor feasibility planning

embeds risk in the project at an early stage that manifest at later stages in the life cycle and it is at

the project implementation stage where these failures crystallize. The research argued this point

earlier that extracted Component S (Project implementation) related to the consequences of failure

at the planning stage. Managers anticipate this in the subsequent analysis by putting in place

strategic responses specifically directed at implementation problems. Seen together, it could be

argued that the strategic emphasis on the extracted risk factors Feasibility study and Project

implementation support the earlier findings that risk build-up is a feature of IT software

development and that management is alert to the possibilities when implementation stages are

reached.

Table 10.1: Correlations between mitigation strategies and the most likely risks to emerge

Project- TfH:hnoIogy TecI;,lOIofIy Project FeuIbIIIty.........." fall ... tIItd.,...,. """.". .... fIOn .....,.".",.",. decIaIon

81: Ciler goaI8 and MId"" rAtite 0.114
pnIject

84: CompreheneIw project plann'", 0.120 0.134
and .chedullng

U: IcIInIIfy crIIIcaIand non-ertaca. 0.114
actIvIIIea
87: L_.1NmecI from put 0.110
IOflware clevoalopment prajecta

0.114 0.130 0.178
811: PloeatypillI

817: TlnlellwMrar ......
0.117 0.148

0.165
811: UHr acceptance .....

0.131 0.218
111: ........ or phaMd convwalon

0.14'
820: C..... and eNtailed "",uI-*

821: incorporating"""""'" 0.150 0.125 0.1n
cIeYeIopment ..... odolo ••••

823: 80ftwaN MCurtty cIIacIdIat IftII 0.125
authenCtcatlon proceMM

0.157
824: Coat contnII procaduna

0.144
821: Technlcal.upport .....

0.148
la: ~ planning

0.202
127: Ita.training

0.1.
821: EtIWctIft._ rA communlc.aon
821: u.ctIve praJect _ ....... 8IId 0.120
IN.... lllp
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Thus, in relation to the risks of making the wrong feasibility decision, there are

significantly correlated strategies arising in relation to Comprehensive planning (S4), User

acceptance tests (S18), Clear and detailed requirements (S20), Cost and control procedures (S24),

Resource planning (S26), Staff training (S27), and Effective lines of communication (S28). These

are combined with a range of 8 strategies that deal with Project implementation risks. Both

feasibility study and project implementation project activities are resident in different stages of the
project life cycle (Feasibility is the lit out of 6 stages and Implementation is 5th as determined in

the project life cycle description) and thus suggest distinct areas in the project life cycle where
different strategies have different roles to play.

In fact, there are no instances where the same strategy is simultaneously correlated with

both feasibility and implementation. This is suggestive, and at least not inconsistent, with the view

that management consider different areas of the project life cycle as distinct strategically. What

the research now observes is that the concern identified in terms of risk likelihood reported in

Table 7.5 (in Chapter 7) is matched by the evidence of strategic response reported in Table 10.1.

Finally, in terms of criterion validity, significant correlations were observed for each of the 3

Clusters and hence there is no strategic evidence to reject the groupings derived on the basis of
content validity.

For the impact of the emerging risks on cost overrun in Table 10.2, it was noted that there

is a fairly consistent view that strategies relating to incorporating alternative development

methodology(ies) (S21), Software security checklist and authentication processes (S23), and

Technical support teams (S2S) are most likely to have a broad relevance over a range of extracted

risk factors (they exhibit 3 or more significant correlations simultaneously over a range of

extracted risk factors). In terms of their effectiveness as tools for risk reduction, they are therefore

likely to exhibit relevance across a broad range of project activities. For the extracted risks

themselves, the table produces an indication of which areas are a focus of attention for mitigation

strategies.

As argued earlier, considerations of cost are at the forefront of reporting of failure of IT

projects. In fact, the largest correlations observed relate to Prototyping strategies (S 15) with a

correlation of 0.210 and Parallel or phased implementation (S 19) with a correlation of 0.196 and

both correlate significantly to the Technology specification extracted risk. This perhaps gives an

important steer towards the cautious, step by step management of implementation: that is, making

sure that the technicalities of the new development are understood, work, and are robust to the

environment they operate in. The lowest correlation is worthy of note, also. The correlation

between strategies relating to Technical support teams and the extracted risk, Project team

activities, is -0.013. Whilst negative, it is significant and suggestive of the fact that highly ranking

strategies relating to Technical support are associated with lower ranking risks relating to the

impact of cost overruns from Project team activities in a fairly consistent manner. They appear
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disjoint and may be reflective of the lack of observed congruence between the technical and non-

technical areas.

Table 10.1: Correlations between Dlitiption strategies and risk components based on cost overrun
imeet

Project
tum Technology Technology Technology Ind Praject tum

pII"" .... 1PP"JIII'IdI- IpecIftcItIon IrnpIementItion ICtIvHIea
81: a.r goeIslftd..,_.._ fII ....
praject 0.138

84: ~ pnljectplMnlng
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87: L_.___flam put
eoftwIN ... .,....... prajec:ta 0.131

ss: 1uccM. crttIIrtI 0.120

812: EJDmIIuperllMtconeultant 0.143

113: COnllllglllCY pII.. 0.148

111: PnllDt ...... 0.210
111: An8IyeIe of cWvelapment
meIhocIoIoty 0.1.

117: Tlmlfrlmlfar ...... 0.1111 0.123

Iii: u..r 1CCIPtMCI ..... 0.118

lit: ........or pMHcI 0CIIWInI0n 0.1111 0.154

121: IncorponiIIng"""""'"
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122: .,...... bIck-up 0.170
123: SoftwIN HCurIty cIIIcIdIIt 1Nl
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1M: Colt _..... procect_ 0.125

121: TeclmlCld lupport ..... 0.121 0.131 .().013

127: ItItftnlnlng 0.170 0.141

For the risk relating to the impact of cost overrun inTable 10.2, the research DOtedthat, in

terms of statistical significance, there are clear and multiple strategies employed in attempting to

manage the risk relating to cost overrun arising in relation to Technology appropriateness,

Technology specification, Technology and implementation, and Project team activities. The focus
of attention on technical issues and the degree to which they attract strategic response is a new

finding in addition to the usual reports concerning the importance of non-technical aspects of IT

software projects. The explanation is that strategic thinking, when cost is the context, concentrates
attention on technical failure. It is technical failure that is therefore apparently 'costly' in the
minds of managers responsible for strategic responses and which provides an immediately

interpretable metric of failure.
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The research noted that an important change in terms of criterion validity for the

groupings for cost overrun compared to risk identification. In cost overrun, the research does not

observe any extracted components relating to feasibility and therefore reject the notion that a

feasibility grouping has relevance for strategic responses when cost overrun is the context. The

interpretation of this result is consistent with the earlier comments in Chapter 7 relating to risk

build-Up. That is to say, strategies correlating with cost overrun do not deal with feasibility risks.

Considerations of cost and strategic response are therefore representative, the research would

argue, of important relationships further down the project pipeline. Strategies are concerned

therefore with implementation and post implementation issues and reinforce the notion of risks

resident at different stages in the project cycle and also of changing importance of risk between

risk identification and risk impact.

10.5. FuzzymodelUing

The model is based on fuzzy theory to reduce the influence of subjectivity and qualitative

data in risk assessment. The usual qualitative assessments rely on scoring and weighting score.

During risk assessment, practitioners usually express their ideas by assigning a rating to each

identified risk by referring their own expressions. The model was developed based on the

extracted risk factors and components in the factor analysis process in Chapter 7. Since software

development project involve new technologies or new levels of knowledge, there bound to be a

lot of uncertainties and unknown information, especially the risks, in particular during the early

stages of the software development project

This fuzzy model is meant to represent imprecision, uncertainty and expressions or

judgments that have no clear crisp values. The resulted risk factors was used to develop the

membership function for the models, and illustrated in a spider net diagram, as explained in that

chapter 9. The fuzzy models developed could be used on real life project for the purpose of testing

the validity of the model. However, the testing of the model was only based on 'speculative

projects' using a few of the 'respondents' from the sample.

The 3 clusters mentioned earlier with 45 risk factors, which were developed through

factor analysis and data reduction, could be utilized to derive the score for each individual risk

factors or stages for each projects. The results will enable software practitioners to identify the

crucial risk factors for any particular project, and assign the appropriate risk mitigation strategies.

The example of the fuzzy model application was also highlighted in Chapter 9 (Fuzzy

modellling). The fuzzy model application enables project managers, software practitioners or

stakeholders to assess the risk factors and provide them with an illustration of the risk factors

profile for the stages, based on the scores given, and take the appropriate actions.
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10.6. Implications for research

The literature reviews highlighted that existing software risk frameworks and models

have limited applicability and lack ability to easily communicate an organizing framework for

software risk factors (Sherer & Alter, 2004a, 2004b). The previous researches had organized and

categorized the risk according to dimensions, task, structure, element, attribute and other common

characteristics of risk factors (Han & Huang, 2007; Costa et ai, 2007; Wat & Ngai, 2005; Wallace

et ai, 2004; Schmidt et al, 2001; Ropponen & Lyytinen, 2000). This can be seen from the

overlapping of risk factors and categories by previous researches. The focus of the previous

researches was mainly on the characteristics of the risk factors but lacking of concentration on the

project life cycles, processes and activities of the software project, which could make the

management of the software project difficult and complex.

By organizing the risk factors into a general but adaptable model such as the project

management life cycle approach could make the software risk factors more accessible and usable

by managers. Project management life cycle approach is based on clearly defined concepts that

are understandable, adaptable to a variety of contexts, and of practical use; since the project

management perspectives are well known by most business managers. Unlike the framework and

categories used by previous researches which were more specific and technically related, where it

may not benefit the less knowledgeable business managers when it comes to software related risk

factors.

One further important finding from this research compared to previous study, is the

evidence of a perception of risk 'build-up' as the project proceeds through its Iife-cycle. In a

number of areas from the survey analysis, it is possible to see evidence of the consequences of

failure at the planning/feasibility stage being highlighted as important risk factors in the project

and team management stage (which largely comes into play following the feasibility stage). This

is previously unreported within the literature that risk-updating is an important project

management exercise. This updating of risk enables project managers and IT professionals to at

least consider the success or otherwise of earlier risk evaluations based on the evidence

accumulating subsequently and this suggests that previous risk constructs may be too-static

devices to capture the richness of the risk evaluation procedures in place.

The other findings compared to previous study is the evidence relating to the cost overrun

view of risk that provided a stronger view of which components of risk were important, compared

with risk likelihood. Moreover, the research on strategic response indicated different m.tegies as

being effective between risk likelihood versus cost overrun. Of note, was the emergence of

strategies specifically related to the risk of technical failure when considerations of cost overrun

were asked-for. This is a new finding and it signifies clearly a IIUIIIllFment desire to offset
technical failure as distinct from the risks relating only to non-technical activities that have been

consistently reported as being at the forefront of management attention (Lopes et Flavell, 1998;

Procaccino et ai, 2005). The research did not see the results as being inconsistent with these
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findi .... since the findinp are concerned with the impact of cost overrun and, it is in relation to

technical·failure. 1bat. cost overrun is·most likely to have a major impact.

Previous studies have frequently used project managers and occasionally users as their

sample of study (Xeil et al. 2008; Costa et al, 2007; Tesch et al, 2007; Wallace et al, 2004; Keil et
al, 2002; Jiang & Klien, 200 1; Boehm, 1991). But, this research used the main stakeholders and

practitioners within the software development itself, which mainly consists of project managers,

developers or programmers and IT support technical staff. The managing directors or board of

directors perceptions was also perceived, as their perceptions were deemed to be relevant as the

risk factors within the project could have a bearing on the running of their businesses as a whole.

10.7. MaDagerial implicatiODS

The models developed shows how the risk factors can be organized to make them more

accessible and more easily communicated within the managers and project team. It provides

practical approach that managers and project team can use for thinking about at whatever level of

detail that is relevant and makes sense to them. This model's adaptability allows users, developers

and managers to eliminate facets that are not important for their purposes. This model will truly

be practical for use by business professionals and readily adaptable by users who may not be

interested in all of the possible facets of other models.

Compilation of this information could provide means of assessing future projects. The

measures developed here could then be used to create risk profile for each project. Potentially

high risk projects could be flagged at an early stage so that appropriate decisions could be made

about whether or not to continue with a high risk project, or to select an alternative course of

action. Practitioners could also administer the instrument at multiple points during a project and

track the changes in the riskiness of a project as it progresses from beginning to end.

In this research, the focus was on exploring the similarities and differences in how the

software practitioners (project manager, managing directors, developers, IT staff) perceived

software risk factors. By mapping these similarities and differences, the research have provided

the practitioners with a more structured framework based on project management life cycle that

encompasses the perceptions of the main software practitioners or stakeholders. Incorporation of

these stakeholders perspectives on software risk factors are significant because focusing solely on

any particular practitioner may result in some risk factors receiving a lower level of attention than

they might actually deserve. To mitigate these software project risks, it is necessary to consider

risk factors judged to be important by all groups and reconcile any differences. This should lead to

a more comprehensive approach towards managing the risk associated with software projects.

The measures of software project risk developed in this study can also be used to learn

more about the effectiveness of various risk mitigation tactics designed to reduce the severity of a

risk factor's impact and to increase the likelihood of successful software development. In keeping
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with good project management practices, this would help to ensure that risk assessment is an

ongoing process and not something that happens once at the outset of a project.

10.8. Summary

This study has described a few dimensions of software project risk that practitioners may

use for identifying and managing the risks associated with software development projects. As

different project participants viewed risk differently, the comparisons and differences in their

assessments of the risk factors could provide insight on how to tackle the risks. The project life

cycle approach adapted in this study would help to produce an understanding of how the risk

profile of a project typically changes over time. By developing a more comprehensive list of risk

factors, the research provide a basis of more comprehensive investigation that can be used in

developing software project risk assessment guidelines.

The differences of risks perceptions based on the role taken within the development team

were very important for the coordination among the various groups. This may indicate the need

for improved communications in order to develop a shared understanding of project risk. Without

a shared understanding of risk, it is unlikely that the Project Manager and their development team

will be able to work together effectively. and there may be an increased potential for conflicts to

arise.
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CHAPTERll RESEARCH SUMMARY &

CONTRIBUTIONS

11.1. Introduction

Although, there are a significant amount of research and literatures in this area, but most of

the literatures were jumbled up and partially overlapping. Most of the research undertaken, did not

really organise the risk factors identified in a more systematic manner and easily interpretable for

software practitioners, project managers or business managers. Despite all these research, the

software development project still suffers significant failures, albeit failures in terms of lack of

quality, not meeting requirements, overrun the cost or even delay completion.

The customized software development life cycle adopted in this research based on the

perspectives of Project Management Body of Knowledge (PMBOK), make up the research added

new contribution the field. The stages of development life cycle used this research make it an easier

and improved framework for managers, project managers, development team and users to follow

through and understand the risk factors in software development project.

In this research, the main focus is on the occurrence of risk and the risk factors impact on

cost overrun of the software project, as it is believed that, regardless whatever success criteria of a

project, finishing the project within the budget is still main priorities for any businesses. The focus is

on organising risk factors to make them more useful and meaningful for business managers, that

helps them identify and mitigate these risks. The sheer numbers of risk factors makes it all more

significant to use an organised framework. The fact that any software projects is also about bringing

benefits to the business organization, this organised framework could also be used as medium of

communication of risk factors between IS/IT personnel and other non-IT related business managers.

11.2. Summary

The significance of software is growing along with the progress of advanced technology and

new level of knowledge. Every software development project faces a significant amount of

uncertainty that is usually manifested as possible risk materialization. Generally, the success of a

software development project is usually connected with the involved risks which mean project risks

should be successfully mitigated in order to finish a software development project. There isn't a

magic bullet to prevent all software projects from failure or to resolve all risks. However. it is still

possible to mitigate some of the problems and increase the chances of success.
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As explained in the previous chapters, many risk factors contributed the cost overrun of a

software project. These factors can be technical, organisational, personnel or business oriented in

natw"e. Although some of the individual risk factors may be more significant than the others, the

project success usually depends on the combination of all risks, response strategies used to mitigate

risks and a company's ability to manage them.

Risks can be identified and addressed in different phases of a software development project,

but it is essential to identify risks as early as possible and address them promptly because the cost

connected with exposed risks could be enormous. It is difficult to address all risks at the same time.

In order to successfully address risks that arise on a software development project, it is necessary to

divide risks into stages or more structured framework. Through the stages or framework, the

relevancy and priority of the risk factors can easily be identified and addressed for the purpose of

mitigating these risk factors. Furthermore, with this approach, risks will be mitigated in the early

phases of software development, when the cost of a software development project is still small.

Throughout the research, most of the analysis and discussions tend to focus on the non-IT

related issues of software development project. Although, there are important factors such as system

requirements, development methodologies, testing or technical complexities, but most practitioners

were in consensus that there were more crucial factors that have an impact on the cost overrun of a

software project and effect on the overall success of project. Issues like project scope, resources,

management support, user related issues, communication and other project management related

factors were deemed critical by most practitioners.

Although it is certainly legitimate to reflect the concerns of software development

practitioners and companies attempting to produce software to satisfy requirements, a risk literature

that over-emphasizes these concerns inevitably under-emphasizes issues about systems and

organizations which are subject to a broad range of risks more related to the work and the

environment than to the software itself. This type of imbalance in the literature can lead to gaps in

providing guidance for risk management. Focusing solely on IT/IS risk ignores the fact that IT

systems or software are just one component of a manager's business environment and that many

operational risks are due to the environment in which a software is operating rather than the software

itself. Limiting the discussion to ISIIT risk can create a "responsibility gap" in an organization if

ISIIT managers are responsible for managing IS/IT risk, and business managers, who should be

identifying, assessing, and developing strategies for overall business risk, are left in the dark.

The results of the analysis discussed throughout this research, showed significant agreement

among the practitioners for some factors, but there were also some disagreements. This shows that

even experience practitioners can have different opinions of risk identification and mitigation. In a

way, risk handling should not just be the responsibilities of project manager or one specific risk

manager, but all parties involved. This means that every project member should identify and define

risks connected with their problem area, and risks should also be identified and defined on the
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individual, team and organizational levels. And it is more easily understandable and less complex, to

do this through the stages lifecycle as discussed in this research, as the interpretability of the stages

mentioned is well understood by most practitioners and business managers.

This research approach was motivated in part by the need to improve communication

between business and software professionals by using ideas and methods that are comfortable for

business professionals in dealing with software risk management. The approach presented here

focuses on the stages and framework of risk factors that is recognizable and understandable to

business professionals, as the chances for success of a software development project are closely

connected with successful risk addressing. The extensive listing of risks in literatures demonstrates

the potential of organizing risks and risk factors in substantial detail using a model that managers

can understand readily.

Enabling business and software practitioners to speak the same language supports enhanced

communication that is necessary for collaboration between ITIIS and business professionals

attempting to reduce IT-related business risks. Better ways of describing risk and relating it to

everyday business projects and operations could help substantially.

11.3. Research CODtributiODS

As explained in the early chapters, the extant research relates to the lack of agreed risk

construct combined with an empirical validation of the links between risk likelihood, risk impact,

and evidence of strategic response in terms of risk mitigation. The research contribution within its

proposed risk construct and the evidence it seek to accumulate is designed to contribute in

addressing these deficiencies. The survey then directly reports to key areas of risk identification,

quantification and mitigation. The mitigation strategies reported are empirically those most likely to

be observed as addressing the most likely risks and those most closely associated with cost overrun.

The research were also able to evidence opinion on risk likelihood, the impact of the risk of

cost overrun, and the strategic responses that are likely to be effective in mitigating the risks that

emerge in IT software projects. The contribution of the research relates to the assessment of risk

within a construct that is defined in the context of a fairly broadly accepted view of the life cycle of

projects. This research contribution is believed to be theoretically coherent and to link, in a

consistent manner, risk identification and risk impact to risk response. The study was able to verifY

the effective mitigation strategies that are correlated to the risk components. In this way, the actions

or consequences conditioned can be observed on identification of risk likelihood and risk impact on

cost overrun as conceptualized in terms of a project life cycle, thereby 'closing the loop', as it were,

of comprehensive risk management in relation to IT software projects.

The software risk construct based on the project management framework proposed in this

research could facilitates a focus on roles and responsibilities, and allows for the coordination and

integrations of activities for regular monitoring and aligning with the projects goals. This
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contribution would better enable management to identify and manage risk as they emerge with

project stages and more closely reflect project activity and processes, and facilitate the risk

management strategies exercise.

The research also developed a fuzzy theory based model to assist software practitioners in

the software development lifecycle. This model could help the practitioners in the decision making

process of dealing with risks in the software project. The employment of the model does not require

any mathematical or complex algorithm knowledge. Only the subjective and qualitative assessment

of the risk factors is needed.

Other main contribution is the evidence relating to the cost overrun view of risk provided a

stronger view of which components of risk were important: compared with risk likelihood. The

correlations between the risk factors (risk occurrence and impact on cost overrun) an the risk

response strategies also indicated different strategies as being effective between risk likelihood

versus cost overrun.

Other contributions of the research are presented as follows:-

i. Extraction of 104 risk factors for likelihood occurrence of risk and its impact on cost

overrun of software project.

ii. Ranked risk factors for the likelihood of occurrence and its impact on cost overrun of

software development project.

iii. Differences of perceptions of risk factors in software projects among the software

practitioners.

iv. Grouping of 3 main clusters of risk factors through factor analysis and extraction of 45 most

significant risk factors.

v. The research looks the risk factors in a scope of project management life cycle, which is

more easily understandable and less complexity framework.

vi. Risk management criteria for the mitigating the software project risk.

11.4. Limitations of tbe research
It need to be point out that the risk construct based on project management life cycle is not

exclusively drawn-up within the software practitioners in mind. The risk construct and the responses

might vary dependent on which practitioner is asked. It is assumed that the risk construct proposed is

accepted as a valid construct on the basis on limitations of existing risk construct from previous

researches and good response rate received.

The responses received from the respondent were based on the respondents' previous

experiences. But, whether their experiences were from their most recent projects, or from their

overall judgement of their experiences with a number of previous projects, cannot be differentiated.

222 F;\ Mohd-Rahun 2(11 i



Chapter II : Research Summary &: Contribution

The research also did not analyse the differences of opinions of the practitioners with experience of

different years or different number of projects. These limitations may create potential bias to the

conclusion, as some practitioners may experience more bad projects than the good ones, or vice

versa. Although the geographical locations of the respondents was not analysed in detail, but some

respondents may have experiences of software projects in more than one country, and may also

influence the responses given.
There's no certain way of knowing for certain that the responses received were from the

practitioners themselves. There's a possibility that their assistants might be answering on their

behalf. This research did not gave a very definitive interpretations of practitioners as to who is

'board of directors', 'project manager', 'developer', or 'IT support staff'. The research trust the

practitioners to categorize. themselves in what category they belongs to based on their own

experiences and judgements.
The clustering of components into 3 main groups was within the judgement and

interpretations of the researcher within the theoreotical concept of factor loading score of the

components. However, other researchers may still interpretated the components differently and

possibly produced a different results. The groupings and components of the risk factors may also

subject to the risk construct or other life cycle based on the body of knowledge used by the

researchers.

11.5. Recommendations for further researeh
In this current research, the study was limited to retrospectively assessing risk based On the

experiences of practitioners, which is normally accounted from past projects. One potential area of

further research involves using the constructs and measures described in this research to study how

risk perceptions change during the course of a project, by using a real life case based scenario. and

correlated the results with the project performance. Hence, the impact of the actual value and

magnitude of the risk factors could be determined in terms of the cost overrun of the software

project.
This research focused on the risk factors and its impact on the cost overrun of the software

project, but it did not address any additional impact caused by the size of possible losses due to

failure. Further research could investigate whether magnitude issues play into perceptions of risk.

Since the model developed is based in simple mathematical computations, it could be developed into

a computer programming and develop a software or prototype capable of usessina risk ficton on

different software projects. Other potential aspect for further research is by looking at the different

perceptions of risk by different countries or continent into more detail. Even thoUlb the data for this

is available in the responses of the questionnaires, but, due to the time constraints, this was not

pursued in this study.
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In practice, the risk management criteria or factors identified could also be applied on real

case project and determined which strategies are suitable or ideal for any specific projects or project

situations. The magnitude of the occurrence of the risk and its impact on cost overrun could also be
established and differentiate, before and after, the mitigation strategies were applied. Furthermore,

the impact of the risk mitigation strategies towards the project success could also be established.

The risk profile using the fuzzy modeling can be applied to real life project in practice to

create risk profile for a project. Using this risk profile, decisions could be make on the potential

impact of certain risk factors, and the high risk factors could be focused and highlighted early. This

could assist the practitioners and decision makers, in making the appropriate decisions for the

success of the software project.
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Appendix A

Appendix A

Table 1.1.

y A~ Y

005 Hudson Bay Co. [Canada]

2004-OS UK Inland Revenoo

2004 AViS Europe PLC rUK]

2004 !'ord Motor Co.

2004 J Sainsbury PLC (UK)

004 Hcwlell-Packard Co.

200'-04 AT&T Wirolou

2002 McOoflald's COlp.

2002 SydnIIY Warer Corp. [AU$lral a]

2002 ClGNA Corp.

2001 N.ke Inc.

2001 Kma" Corp.

2000 Wasllinilon. D.C.

1999 UnlledW4y

1999 Stal" 01 MI.osIsslppl

1999 HeNlhev !'oods Corp.

1998 Snop-onlne.

1997 U.S. Intornal Aevem.o Service

1997 SIal" of Washinglon

1997 Oxford Health Plans Inc:.

1996 Anan01lpace [Fraoce)

1996 FOl<Moyer Drug Co.

1995 Toronto Stock Exchang" (Canada)

1994 U.s. fodoral Avialion "dmlnlslratiOf'l

1994 SI3to of Co~forn ..

1994 Chemlcal6~nk

199' london Slock E.change [uK)

199' Allstale Insurance Co.

199' london Ambulance Sorvlcc (UK]

199' Greyhoufld Un.s Inc.

1992 Budse! Renl- ...·Car. Hillon HOlels, MarnOll
Intem4tlonnl. and AMA [AnlCrlcan Airlines]

Software project failures

t

Problems wilh InVlmlorysyslam centnbure I. $33.3 mUilon'loss.

, Softwaro ",rl>l'$ contributo to $3.45 bUlion' ta:x-crodlt Ovell)3ymont.

! EntClfl,lse resource planning (ERp) sv"cm CMccied ahcI $54.5 million' Is spenl.

I PVrch3slng systom 3b.~ndOf1Cd Iter dcploymCfl! COS'llng 3PPlOdtt\llto!y $<400 m.llion.

SupplY'chaln mll""rOment sy.lem abafldoned alter deployment ()Osting $S27 million.!

Problems with ERP IYS!cm contribule to $100 miI~on lou.

Cust_ relations management (CAM) uP81800 probicnl'lload to rCMlnue loss of $100 million.

The Innovalo inform.lioo-purchaslng sYStOm canceled 0110' $170 million Is snent,

SllIlng .ystem canceled ohcr $332 million I Is spent.

Problems wi!h CRM '1stO"' eontributftto $<445 million 10".

Problems with supply-chain management system contrlbute to $100 milllon loss.

Sopply-chaln management oy&lem canceled alte, $130 million la apont.

City payroll system abandonod altor deployment costing $25 million.

Admin ."atlve prOC8$Slng system canceled nhar $12 million Is spont.

Tax syatcm canceled afrer $11.2million Is spent; stAIO reee yes $185 million dAmagu.

Problems with ERP svstem contnbule to $151 m Ulon loss.

Problems WI'th order-entry system contribulo 10 revenue lollS of $50 ""I1ion.

Ta~ modernizalion eltorl canceled alter $4 bIllion IS spent.

OOllatlmCnl of Mrytor VehIcle (OMV) system c;anealod after $40 mill. on Is .p.",,-

Billing and claims systom p,obl(!ms eonlrlbutc! to Quarterly loss; &Ioek plum'""t •.
loadmlt to $3.4 billion lou in cOr()oralo valuc.

Software specitlcation arid doti1gn orrors calffil $350 million Ariane 5 rocltot to .. pIode.

$40 million (RP syflam abandoned alt'" deploy_nt. to<ei"ll company nto l>an.~ruptcy.

£IOCltMic I"!ldinlt syStem canceled all., $25.5 million" Is apenr.

Ad~anced Auloma"on Systom ea.neeled afler $2..6 billIon Is spenr.

OMV 'V"om canceled allcr $4<4 mfllion is .pont.

Software Offer eau.sos a tota' of $15million 10 be deducled from 100 000 c,,"omar lecounl ..

TauJus stock sonlement systom canceled aile, $600 million" Is spent.

Offico automation ISYSlom abandoned after deployment. costfn, $130 million.

Oispalch systom canceled In 1990 at $11.25 million'·; second lIrtompl abanden&d arlef
deployment, eoslina $IS million."

6"$ laseiVA! on sYllom erashet rOpolltedtv O()O" Inlreductlon. conlrlbul na la
revenue loss 01 $61 million.

Tr3Vt'1 reserv.llon sy,l"" canceled aftor $.65 million IJ spenl.

Source: Charette (2005). "Why software fails"; IEEE Spectrum
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Appendix B - List of risk factors

STAGE 1 : FEASIBILITY STUDY (F)
Reference

Risk Factors

I) lnproper justification of cost benefit analysis and evaluation criteria from feasibility study
Fl

2) Too narrow focus on the technical IT issues
F2

3) Overlooked the management and business impact issues
F3

4) Wrong justification of investment alternatives and opportunity cost
F4

5) Inappropriate technology chosen from the feasibility study
F5

STAGE 2 : PROJECT PLANNING (P)
Reference

Risk Factors

I) Unclear project scope + objectives
PI

2) Undefined project success criteria
P2

3) Lack of quality control procedure and mechanism
P3

4) Project milestones for stages not well establish
P4

5) Improper change management planning
P5

6) Inaccurate estimate of resources
P6

7) Unrealistic project schedule
P7

8) Inadequate detail breakdown structure
PS

9) Critical and non-critical activities of project not identified
P9

10) Project management and development team not properly set up
PlO

II) Unclear line of decision making authority throughout the project
PI I

12) Lack of contingency plan/back up
PI2

13) System conversion method not well planned
PI3

14) Improper planning of time frame for project reviews and updating
PI4
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Appendix B - List of risk factors

STAGE 3 :UQUJREMENTS (R) RefereDce

RilkFacton

I) Unclear and inadequate identification of systems requirements RI

2) Incorrect systems requirements R2

3) Misinterpretations of the systems requirements R3

4) Conflicting system requirements R4

S) Gold platting or unnecessary functions and requirements RS

6) Inadequate validation of the requirements R6

7) Lack ofusers involvement in requirement stage R7

STAGE 4 : DEVELOPMENT (D) RefereDce

RilkFacton

I) Inproper handover from the requirement team Dl

2) Inappropriate development methodology used D2

3) Unsuitable working model and prototype D3

4) Programming language and CASE tool selected not adequate D4

S) High level of technical complexities DS

6) Project involves the use of new technology D6

7) Difficulty in defming the input and output of system D7

8) Immature technology D8

9) Technological advancements and changes D9

10) Failures and inconsistencies of unit/modules test results DIO

11) Failure of user acceptance test Dli

12) Time consuming for testing Dl2

13) Resources shifted from project due to organisational priorities DB

14) Changes in management of organisation during development Dl4

IS) Lack of users involvement and commitment DIS

16) Team members lack specialized skills required for the project DI6

17) Ineffective communication within development team members DI7
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18) Ineffective communication between users and development team members Dl8

19) Inadequately trained development team members Dl9

20) Team members not familiar with the taskslproc:csses being developed D20

21) Inexperienced team members 021

22) Lack of oommitment to project among development team members 022

23) Ineffective and inexperienced project manager 023

24) Frequent stafftumover within project team 024

25) Conflicts between users and development team members 025

26) Conflict among users 026

27) Conflicts within development team members 027

28) Excessive schedule pressure and overworked 028

29) Lack of control and ooordination within the project 029

30) Overreliance on subc:ontractor or vendors/suppliers 030

31) Redundancies and overlapping of activities/processes 031

32) Lack of regular reviews against goals 032

33) Large project size 033

34) Tracking of problems within the processesIactivities 034

35) Improper sequential ofprocesses/activities 035
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.AGE 5~1WLIiiMDI'l'411ON (1M)
RefenDee

RIIkFacton

1) UDlUitable conversion/installation method
IMI

2) Loss of data during conversion/installation
1M2

3) System failure during conversion/installation
1M3

4) Loss of performance dwing installation
IM4

S) Improper implementation sequence modules/activities
IMS

6) Disruption to existing operation/processes
IM6

7) Difficulty in configuration of system and computer environment/platform
IM7

8) Time constraints in implementation
IM8

9} Large number of interfaces to other system required
IM9

10) Users adaptability to new system
IMIO

II) Users lack understanding of system capabilities and limitations
IMII

12) Failure to manage end-user expectations
IMI2

13) User resistance to change
IMl3

14) Feedback from users not properly analyzed
IM14

IS) Time constraints of training
IMIS

16) Outlining training schedule
IMI6

17) Lack of knowledge and experience of system administrator/configuration manager
IMI7

18) Lack of knowledge and experience of implementation team
IM18

19) Ineffective communication between users and implementation team members
IM)9

20} Ineffective communication within implementation team members
IM20

21} Changes in management of organisation during implementation
1M2)

22} Resources shifted from project due to organisational priorities
IM22

23} Projects affects large number of user departments/units
1M23

24} Inadequate documentation for implementation
IM24
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STAGE 6: OPERATION & MAINTENANCE (OP) Reference

Risk Factors

1) Lack of organisation's commitment throughout project life OP1

2) Systems not performing accurately and effectively OP2

3) System failure and breakdown OP3

4) Inconsistencies of output produced OP4

5) Inadequate user documentation OP5

6) Poor maintenance schedule ope

7) Poor maintenance procedure OP7

8) Lack of technical support OP8

9) Threat of hackers OP9

10) Viruseslbugs OP10

11) Unauthorised user/sabotaj/abuse OP11

12) Inadequate safety/security features OP12

13)Changes in market condition and organisation priorities OP13

14) Systems and programming languages become obsolete OP14

15)Actions taken by competitors OP15

16) Software not flexible in supporting new requirements and changing user needs OP1e

17)Cost of training OP17

18) Lack of continuous IT investment to sustain competitiveness OP18

19) Price fluctuations of hardware and software OP19
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Appendix F

Appendix F Geographical spread of respondents by country

Frequency Percent Valid Percent Cumulative Percent
UK 81 25.0 25.0 25.0

USA 131 40.4 40.4 65.4

Canada 18 5.6 5.6 71.0
Japan 6 1.9 1.9 72.8

Netherland 3 .9 .9 73.8
India 28 8.6 8.6 82.4

France 3 .9 .9 83.3
Austraia 7 2.2 2.2 85.5
Russia 6 1.9 1.9 87.3
Finland 1 .3 .3 87.7
Romania 4 1.2 1.2 88.9
China 3 .9 .9 89.8

Ukraine 3 .9 .9 90.7

Vietnam 1 .3 .3 91.0

Lebanon 1 .3 .3 91.4

Belarus 1 .3 .3 91.7

Denmark 1 .3 .3 92.0

Gennany 2 .6 .6 92.6

Switzertand 3 .9 .9 93.5

Sweden 2 .6 .6 94.1
Norway 2 .6 .6 94.8

Czech Republic 1 .3 .3 95.1
Jordan 1 .3 .3 95.4
Mexico 2 .6 .6 96.0
Italy 1 .3 .3 96.3

United Anb Emirates 1 .3 .3 96.6
Singapore 3 .9 .9 97.5

Malaysia 1 .3 .3 97.8

Hong Kong 2 .6 .6 98.5

Spain 1 .3 .3 98.8

Sri Lanka 2 .6 .6 99.4

lhaHand 1 .3 .3 99.7

Philippines 1 .3 .3 100.0

Total 324 100.0 100.0

260



ppendix G - Que tionnaire : Respondent Informations

SECTION A ( Respondent's Information)
1 Destqnation :

o ManagIngDirector/Board o ProjectManager

o Software developer/programmer o IT staffs o Others

2 Nature of business:

o Software development

o IT consultancy and management

oWeb development

o Others

3. Number of software development project involved/undertaken:

o Lessthan 3 03-6 07-10 011-14 015-18 o More than 18

4. Your experience in management of software development project (years) :

o Lessthan 3 03-6 07-10 011-14 015-18 o More than 18

SECTION B (Risk Management crlterlas )

a) How many risk management expert within your organization?

o 0 0 1 02 0 3 0 4 Os 0 6 0 7 0 > 7 persons

b) Are you satisfied with the risk management practice of your company?

Not satisfied Very satisfied

0 0 0 1 02 0 3 o 4 Os

c) How often do you carry out risk assessment for your software development project?

o Notal ali o Seldom o Regular o Very often

d) Do you use computerised risk assessment packages?

o Notal ali o Seldom o Regular o Very often

e) Based on your experience, what is the percentage (%) of cost overrun
over the total overall cost of the software development project?

o Very low (0-10%) o Low (11-20%) o Moderate (21-30%)

o High (31-40%) o Very high (>40%)

Thank you very much for your kind cooperation



Appadb H : QtlestioeaaJre - FeasibiUty studystap

IaTAGE 1 : FEASIBILITY STUDY
likelihood R.k factors ImlNlct on coat overrun
Occunnce .1 % deviation from orIgln.1 1It1m1t8

Colt

~ I
~

~ oil'

1 ~ 0Si' J:

~
j J: j

I I f t
~ i 1

I::l 0Si' f i i i iJ:

~ ~ ~ ~ ~
0- N l "0-

..,
RIak Factora 1 2 3 .. 5 1 2 3 .. 5
1) Inproper juItiftaItIOI. cA coM benefit InIIyaia end 0 0 0 0 0 0 0 0 0 0

critIriI from feaibItIty study

2) Too nII'I'OW focuI on lie tIC:hnic:.IlT .__ 0 0 0 0 0 0 0 0 0 0
3) o-tooked lie ~ end buIinMa 0 0 0 0 0 0 0 0 0 0""'** .....
~) Wrong judIIc8tion cA ilWlltment IIImativeI 0 0 0 0 0 0 0 0 0 0
~ opportunity coM

5) ~ tlChilOlogy choMn from lie 0 0 0 0 0 0 0 0 0 0
ItUdy



STAGE 2 : PROJECT PLANNING
LbIhoocI R1ak fKtora Impect on c08t overrun

OCCUrrence • % deviation from original .Umate
Cost

I ~
~ I j

j
:J:

! f :J: fI f ! Ii:::l

f i i i i i:J:

~ ~ ~ ~ ~"i... .. ... .. 1\.. N C'I

RIIk F8CtDre 1 2 3 4 5 1 2 3 4 5

1) UncIMr project ecape + objectveI 0 0 0 0 0 0 0 0 0 0
~ UndIIned project IUCCeU crIIria 0 0 0 0 0 0 0 0 0 0
~) lAck 01 ~ conInII procedure end 0 0 0 0 0 0 0 0 0 0

14) Project mil lea._ far __ not WIll ...-bIIItI 0 0 0 0 0 0 0 0 0 0

Is) Impaper cIWIge ~ pe.n.q 0 0 0 0 0 0 0 0 0 0

le) 1rIeccur* ........ 01 reIOUICeI 0 0 0 0 0 0 0 0 0 0

In~ project~ 0 0 0 0 0 0 0 0 0 0

~ In8dequMI dMIII brMkdown III'Uc:tIn 0 0 0 0 0 0 0 0 0 0
~)c:rtIaI end ~ ec:tMIieI 01 project not 0 0 0 0 0 0 0 0 0 0~-
10) Project I'IIIIIIIQIIMnt end de\1IcIpIMrt ... 0 0 0 0 0 0 0 0 0 0
~ property Nt up

11) UncIMr line 01 decIIion IIIIkIng IIUIharity 0 0 0 0 0 0 0 0 0 0
... project

12) lAck 01 0III11111ge11C1ypIenIbeck up 0 0 0 0 0 0 0 0 0 0

1S) SystIrn CIIfWWIIcn InIIIod not WIll pIInned 0 0 0 0 0 0 0 0 0 0
14) Impaper pIerwing 0I111Mhn .. far project 0 0 0 0 0 0 0 0 0 0
~ end updIIIIng



ITAGl3 :RI!aUI'!"'"
Lltllllood .... 11 ..... lmpIcton CCMtCMmln

Occw .... • % de¥IIMon fnIm original ........

Coet

f ~
~ I i i

:I:

~ ! :I: iI I~ II ! i i i i i
~

~ ~ ~ ~:;: .... .... ".... N I')

RIIIl Fectora 1 2 3 4 I 1 2 3 4 5
1)UnGIMr"'In.III~"''''''.'''ld''''''' 0 0 0 0 0 0 0 0 0 0
2) 1nDIIrNCt.,..... ,.. ...... 0 0 0 0 0 0 0 0 0 0
3) ............ DI.d.. .,..... ......... 0 0 0 0 0 0 0 0 0 0

.)c-..IWIIIM .......... 0 0 0 0 0 0 0 0 0 0
I) 0aId ....... 01..I. Ilury bIc:IIanI ... 0 0 0 0 0 0 0 0 0 0

I)" 11I1,_1IIIdIIIon d ........... 0 0 0 0 0 0 0 0 0 0
InL.8I* d .... IIMIIII.... 1n ,..., ...... 0 0 0 0 0 0 0 0 0 0



LIkelIhood R1ak facto ... Impact on coat overrun
STAGE 4 : DEVELOPMENT

Occurrence al % deviation from__«)Italnal.. lImate

Coat

I ~
~ J i

j
l:

! j l: fI I ~
i
i I i~
i i i i il:

~ ~ ~
~

~~~ ... N ...
"... C')

RlekFKtora 1 2 3 4 5 1 2 3 4 5
1) Inproper t.ndcMr torn the NqUirement teem 0 0 0 0 0 0 0 0 0 0
2) lnappIoprtaee deIIelopment meIho IiltoIWUMd 0 0 0 0 0 0 0 0 0 0
S) Un8uIIiIbIe wor1dng model end P"*ItYPe 0 0 0 0 0 0 0 0 0 0
j4) Progremming I8nguege end CASE tool HIecIed 0 0 0 0 0 0 0 0 0 0!not adequMe

5) HIgtIIMII cA tIc:hnIcaI complaltlea 0 0 0 0 0 0 0 0 0 0
~) Project InvOIwI the UN cA new tec:t.1OIogy 0 0 0 0 0 0 0 0 0 0
171 DiIIIc:Wty In deIInIng the Input end output cA 0 0 0 0 0 0 0 0 0 0iar*m
fa) ImrnaIIn tect.1OIogy 0 0 0 0 0 0 0 0 0 0
it) Technological advancementl end changea 0 0 0 0 0 0 0 0 0 0
10) FaIhnI and inconaIa1IIncIe cA unItImocIuIea 0 0 0 0 0 0 0 0 0 0~,_..
11) Fallin cA uaer at oepUIlCelillt 0 0 0 0 0 0 0 0 0 0
12) TIme conaumIng for tilting 0 0 0 0 0 0 0 0 0 0
13) Reaoun:ealhifted tarn prcjact due ID 0 0 0 0 0 0 0 0 0 0prtorftIeI

14) CMngea In man.gement cA ~ during 0 0 0 0 0 0 0 0 0 0
15) Lack cAUMI'I1nvoI-.nt and commitment 0 0 0 0 0 0 0 0 0 0
18) Team membera lack apecIaII_ IIdh NqUinId 0 0 0 0 0 0 0 0 0 0for the project

17) lneflacllw communication within deYeIopment 0 0 0 0 0 0 0 0 0 0
~memberI
") IneIfectIw communlcalion betwMn UMfI end 0 0 0 0 0 0 0 0 0 0teMI membera

18) InIIdequataIy InIIned dmIIopment teem 0 0 0 0 0 0 0 0 0 0membera

20) TMm membera not r.mIII8r with the 0 0 0 0 0 0 0 0 0 0baing deIIelaped

21) 1~1C8CI team membera 0 0 0 0 0 0 0 0 0 0
22) Lack cA commitment IDprcjact among 0 0 0 0 0 0 0 0 0 0tMmmemberl



Appelldb H : Qaestionnaire - Development stale (continued)

STAGE. : DEVELOPMENT (continued
UkeHhooci RIsk facto ... Impllct on cost overrun

Occu~ I.% devlltlon from ortglnll .. tImIte

Cost

~ I
s:

f ~ :i
.2l:z::

f f :z:: jI =

I t ::I I.... t:::I .2l f i i i I I:z::

#. ~ ~ ! ~~ ~... ... 1\... ('oj ...
RIak Factors 1 2 3 .. 5 1 2 3 .. 5

123) lne«ectlv. end ... rperiellCed project rnaMger 0 0 0 0 0 0 0 0 0 0
124) FNqUIIIt ataIf turnover wIIIin project 111M! 0 0 0 0 0 0 0 0 0 0
~ ConIIcII ~ UMII end_eIopment IeMI 0 0 0 0 0 0 0 0 0 0

128> ConIIct among UMII 0 0 0 0 0 0 0 0 0 0

27) ConIIcta wIIIin _elopment tNm members 0 0 0 0 0 0 0 0 0 0

28) Ela:eIaM ICheduIe peIII.ft end CMIWOItted 0 0 0 0 0 0 0 0 0 0
28) lAck cl conIIOI end coordiIlIIIon wIIIin the 0 0 0 0 0 0 0 0 0 0
project

30) O".....a on~iIradar or 0 0 0 0 0 0 0 0 0 0.....
31)~end~cI 0 0 0 0 0 0 0 0 0 0

32) lAck cl MgUIa- .......... QOIIIa 0 0 0 0 0 0 0 0 0 0

33) LMge project Iize 0 0 0 0 0 0 0 0 0 0
34)T**InG cl prIlbIIma wIIIin the 0 0 0 0 0 0 0 0 0 0

is5) Impaper MqUentiII cI~ 0 0 0 0 0 0 0 0 0 0



Appeadb H :QuestioDDaire - ImpiellleDtatioD stage

STAGE 5: .PLEMENTATION
Uk.Ahood Rlak factors Implet on coat overrun

Occu......ce la % deviation from original .. tImatII

Coat

~ I
s;

j i
9

~
:I:

j J :I: !I
::

I j ::J ,
~:;) :.:I s;

i i i.~ j I I:I:

"I-
~ ~ ! ~0:;: ... /I... N ..,

Rl8kFacton 1 2 3 .- 5 1 2 3 .- 5

1) URIUbbIe convenIonIInatallallon method 0 0 0 0 0 0 0 0 0 0
2) Lou 01 datil during corwersionIInItaIIatIon 0 0 0 0 0 0 0 0 0 0
3) SyAIm faIkn dwtng CORVef1ionIInat 0 0 0 0 0 0 0 0 0 0
~) Lou 01 performance during inatIIIIMIon 0 0 0 0 0 0 0 0 0 0
5) Improper ImpIementaIIon MqUInCII 0 0 0 0 0 0 0 0 0 0~~.

~) 0iIrupti0n to exIItIng opnionIprOCeIHI 0 0 0 0 0 0 0 0 0 0
In DIIIIcuIty in conIIgurIIIion 01 ."'" end 0 0 0 0 0 0 0 0 0 0

envIronrnentIpI

~) TIme constI .... in implemenlation 0 0 0 0 0 0 0 0 0 0
~) LMVe runbIr 01~ lIDoIher aY'''''' 0 0 0 0 0 0 0 0 0 0
~
10) U... IIdIipCabiIIly lID_ ayatem 0 0 0 0 0 0 0 0 0 0
11) U... lack I.I1denWIcIinO oIayatam 0 0 0 0 0 0 0 0 0 0. endlmltllionl

12) Fallin lIDIMIIIQ8 enckIMr expec;1donI 0 0 0 0 0 0 0 0 0 0
13) U.... ~ to change 0 0 0 0 0 0 0 0 0 0
14) F..... tam UMrS not pcaperty III'IIIyzed 0 0 0 0 0 0 0 0 0 0
15) TIme COl .... 01 training 0 0 0 0 0 0 0 0 0 0
11) 0uIIning nining IdIIduIe 0 0 0 0 0 0 0 0 0 0
17) l.-:k 0I1a1OWiedge end...,..a oIayam 0 0 0 0 0 0 0 0 0 0

IIIIIIIIQIr

11) l.-:k 01 krIoWIeCIOe end.,...a 01 0 0 0 0 0 0 0 0 0 0~
18) ...-..et.,. cocnmunlcalion....,UMrS end 0 0 0 0 0 0 0 0 0 0

~memben
j2o> InIIKI't8 cocnmlolllcetlan wIIIIn 0 0 0 0 0 0 0 0 0 0

~IMIIII*"I

21) CtwIgee in _1IIgeIMRt 01GlVMIaIlllon during 0 0 0 0 0 0 0 0 0 0
22) ~ ahIftIcI tam project clue lID 0 0 0 0 0 0 0 0 0 0prtartIIeI

23) PnIjeceI ......... number 01 ... 0 0 0 0 0 0 0 0 0 0
~) InedequeW cIocurMIatIon 0 0 0 0 0 0 0 0 0 0



Appeadb H : Questionnaire - Operation Maintenance stage

STAGES: UkeUhood RIsk fKtors Impact on cost overrun
OPERATION & IlAlNTENANCE Occunwnc:e .. " HvIdon from original .. tlmate

eo.t

~ I z:

I ~
z: .Slt
.Slt l:

j ! l: !I I j :::J :t
:::J i I::I

j i i i I il:

~
~ ~ ~ ~";".... .... ... II... N I')

RIsk FlCtora 1 2 3 4 5 1 2 3 4 5
1) .... cA orgeniMtion'. _'I'IiI,".1I1hroughout 0 0 0 0 0 0 0 0 0 0~ ...
~) SyMema not performing ~.ne! 0 0 0 0 0 0 0 0 0 0
~)SJ*m ..... nlnllkdown 0 0 0 0 0 0 0 0 0 0

14) 1ncan11 ... ncIea cA 0UIput produced 0 0 0 0 0 0 0 0 0 0
5) InedequMI ~~ 0 0 0 0 0 0 0 0 0 0
~) Poor ........ 11» ICheduIe 0 0 0 0 0 0 0 0 0 0
~ Poor ........... 11» procecIIn 0 0 0 0 0 0 0 0 0 0
~) .... cA tlChnlc:llllIqIOIt 0 0 0 0 0 0 0 0 0 0
~)TtnIt cA hKkIra 0 0 0 0 0 0 0 0 0 0
10)~ 0 0 0 0 0 0 0 0 0 0
11)~~ 0 0 0 0 0 0 0 0 0 0
12) 1........ ..r.tyIMcurfty ....... 0 0 0 0 0 0 0 0 0 0
13)CtIIngea In mertcet condIIIon n 0fgINuI0n 0 0 0 0 0 0 0 0 0 0--14)SyMImIn ~ Iw1guIIgM become 0 0 0 0 0 0 0 0 0 0~
15) AcIIona t8ken by cornpeIIIn 0 0 0 0 0 0 0 0 0 0
11) Softwwe not .... In aupportng MW 0 0 0 0 0 0 0 0 0 0n cMngIng ~ nMdI

17)Coet cA hIInIng 0 0 0 0 0 0 0 0 0 0
11)La cA 0CII1Inu0uI1TirMIItmInl to IUItIIIn 0 0 0 0 0 0 0 0 0 0
11) PItcI tIuctuIIonI cA hIrdwnnlClftwln 0 0 0 0 0 0 0 0 0 0

Thank You
End of SECTION C



Appendix I : Risk mitigation strategies

EtrectivenMl of rilk mitigation Itrategy in reIdon to rilk reduced

Don't Not Very Highly
Very

GMereIIy Highly Exceptionally
know eI'Iective lIightly effective effective effective effectiveeffective

IRIM MlllUA IIUN ~ I "'" I ~UlI~~ 0 1 2 3 4 5 6
1.0eIIne a cleargoell and objectiveI of 0 0 0 0 0 0 0
~project
2.Conduct a through analysis feasibility 0 0 0 0 0 0 0ltudy
3. U.. of project tracking Iystem and 0 0 0 0 0 0 0lregular updating_
14. Proper project planning and 0 0 0 0 0 0 0
5. identify crttIcaI and non-critical 0 0 0 0 0 0 0
18. Set key perfomIa1ce indicatDrl and 0 0 0 0 0 0 0ltandards for I
7. Leuon ~ fnIm put software 0 0 0 0 0 0 0projects

8. Identify IUCCeII critarIa 0 0 0 0 0 0 0
8. Consistent commitment of 0 0 0 0 0 0 0
management

10.Quality control procedure 0 0 0 0 0 0 0
11. Risk management 0 0 0 0 0 0 0
meIhoclolcgyteechniquel

12. Hire external expertiIeIcOnIulla'lt 0 0 0 0 0 0 0
13. COlltillgency plan 0 0 0 0 0 0 0
14. Conduct pilot IllllIing 0 0 0 0 0 0 0
15. Proeotyping 0 0 0 0 0 0 0
18. Thorough anaIyIIa of development 0 0 0 0 0 0 0
17. Proper tlmefrwne for tMtIng 0 0 0 0 0 0 0
18. Conduct a thorough UMI" ~1Ce 0 0 0 0 0 0 0IIIIIIt
18. PIannecI for par1IIIeI or phued 0 0 0 0 0 0 0
20. Developed a deer and deIIIIl 0 0 0 0 0 0 0,..__ .....
~1. Incorpc,... aItematIve dllllelopment 0 0 0 0 0 0 0
~. Backup the lytIIm thoroughly 0 0 0 0 0 0 0
~. SoftwanI MCIA'ity checIdIIt ..cl 0 0 0 0 0 0 0

Iproceea

24. Coat oontRII procedIn 0 0 0 0 0 0 0
25. T echnIcIII support team 0 0 0 0 0 0 0
28. Proper pIaMIng of IeICMCee 0 0 0 0 0 0 0
27. EIfec:IIW InIir*Ig for ..., 0 0 0 0 0 0 0
j2a. etr.clivll1IMI of communlcllllcn 0 0 0 0 0 0 0
12'.Good pratect malla"emelll and 0 0 0 0 0 0 0
30. GrwMIr degNe of UMrS InvoIYement 0 0 0 0 0 0 0'- cornmIIment


