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## Abstract

Image segmentation is an important branch of computer vision. It aims at extracting meaningful objects lying in images either by dividing images into contiguous semantic regions, or by extracting one or more specific objects in images such as left kidney in CT image. The image segmentation task is, in general, very difficult to achieve since natural images are diverse and complex, and the way we perceive them varies according to individuals.

This thesis proposes four new algorithms for solving variational image segmentation models based on looking for piecewise smooth homogeneous regions and the active contours. The active contours model is more and more used in image segmentation because it relies on solid mathematical properties and its numerical implementation uses the effective level set method to track evolving contours.

The first algorithm in this thesis uses the multigrid method for solving partial differential equations (PDE) which arise from the minimization of the active contour without edges (2-phase image segmentation) of Chan and Vese [35]. Despite of great theoretical properties, the active contours model suffers from the existence of local minima which requires the critical initial guess to get satisfactory results [25, 15]. With our proposed algorithm we can reach the global minimizer. The multigrid method is faster in convergence than uni-level methods like semi implicit (SI) and additive operator splitting (AOS) methods.

The second algorithm in this thesis uses the multigrid method for PDEs which arise from minimization of the multiphase image segmentation model by Vese and Chan [120], which is the extension of the 2-phase image segmentation multigrid method of Noor and Chen [8]. We also develop a new smoother which improves the multigrid method, where standard smoothers can not lead to an efficient multigrid. The multiphase segmentation model depends on an initial guess. To overcome the dependence, we propose a hierarchical 2-phase multigrid for multiphase segmentation.

The third algorithm is an optimization based multilevel method for the 2-phase image segmentation model. This method is used to solve the minimization functional other than solving the PDE arising from minimization. This method allows us to use a very small regularization parameter $\beta$ used in Chapter 4 , yielding improvement in convergence speed in terms of CPU time.

Finally, we propose a new model for selective image segmentation under geometrical conditions such as a set of points and develop an AOS algorithm. This model is used to detect special features in an image, which is a necessary task in almost all medical applications. It allows us to detect objects in a noisy image and speed up the convergence as well.

Overall we are concerned with effective segmentation models, numerical realizations and fast algorithms for image segmentation.
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## Chapter 1

## Introduction

Computer vision is a branch of artificial intelligence that aims at giving vision to machines, which means to develop mathematical models, algorithms and technologies to build a machine with vision capabilities as advanced as human eyesight at least. More mathematically speaking, the purpose of computer vision is to process images acquired with cameras to produce a mathematical representation of the semantic objects in the world.

### 1.1 Computer Vision and Image Segmentation

Computer vision is divided into image processing, pattern recognition, statistical learning etc., whose objectives are as varied as detection and recognition of objects in images, registration of different views of the same object with different sources, tracking of objects in videos and so on. In this thesis we mainly look into a specific branch of image processing called Image Segmentation.

Image segmentation is one part of the general task of computer vision. A 'common sense' definition would describe segmentation as the translation of an image, from an array of grey levels, to a symbolic description, for example as a number of well defined regions. For a given image $z$, the segmentation is the seemingly simple task of separating the foreground from the background. An alternative way to define segmentation is feature based, where the regions of interest in the image are the projections of the 'objects' in the scene and then the task of segmentation is to identify and locate these objects, regardless of the indeterminacy due to image acquisition, lighting and so on.

In the last two decades, several mathematical models have been developed to achieve image segmentation. The recent promising models to solve the image segmentation problem are based on variational approaches and Partial Differential Equations (PDE). These models benefit from well-founded mathematical theories that allow us to analyze, understand, improve the existing methods and to work in a continuous setting which makes the proposed models independent of the grid of digital images. This thesis focus on variational image segmentation and active-contour models and algorithms, which share the common feature that they define optimal segmentation as a minimizer of an objective function that generally depends on the given image and the characteristics that are used to identify the different segmented regions. The Euler-Lagrange equation of these models is often be described using a parabolic partial differential equation, which is iterated in time until it reaches steady state.

A contour is introduced into the image to locate boundaries of features and is evolved until steady state thereby dividing the image into regions. A very powerful and popular
method for representing the contour is the level-set method originally developed by Osher and Sethian [92], which represents the contour implicitly as a particular (usually the zero) level of a level-set function. The main advantage of this representation is that topological changes, such as merging and pinching off of contours can be captured naturally through smooth changes to the level-set function, because level set is defined in a higher dimension.

In this thesis, we focus mainly on region-based (rather than edge-based) segmentation models. A prototypical example, and the primary one we discuss in this thesis, is the Chan-Vese (CV) "Active Contour Without Edges" model [35], which seeks the desired segmentation as the best piecewise constant approximation to a given image. The CV model can be interpreted as a level-set implementation of the piecewise-constant special case of the more general Mumford and Shah segmentation model [88].

Due to its simplicity and robustness, the CV model has become quite popular and has been adopted in many applications. As a result, a number of generalizations have been developed to improve both its applicability and efficiency. A natural generalization is to multi-channel images. Initially, a vector valued method [32] was used with an application in texture segmentation [102]. Further extensions include object tracking in video sequences in the presence of clutter, registration of images to identify key objects, and color segmentation that can identify an object in an image with an arbitrary combination of colors [115].

Another direction of generalization to the basic Chan-Vese model is to multiphase models, which allow the segmentation of the image into more than two regions. The multiphase method of Vese and Chan [120] only needs $\log _{2} n$ level-set functions to represent $n$ regions, without any need to avoid overlaping and uncovered regions, drastically improving the efficiency. More recently, J. Lie et al [79] and G. Chung et al [44] have developed novel level-set methods that use only one level-set function to represent an arbitrary number of regions. Another variational model for image segmentation is given by F. Liu et al in [80]. Liu et al proposed an adaptive 2-phase level set image segmentation algorithm to improve the CV model by introduction of a multiplicative gain field. The resulting model is adaptive to intensity inhomogeneity, tends to obtain the actual boundaries of the objects. In [130] Y. Zhang proposed an improved algorithm, where the key functions in the piecewise smooth Mumford and Shah model are replaced by updating the level set function based on an artificial image that is composed of the diffused image and the original image. In [50], X. Du et al proposed a new model where the energy functional contains only two terms: the combined length of the segmentation curves and the high frequency components in regions excluding the object boundaries. Their functional depends on only one variable so we need to solve one PDE to minimize the energy functional. This model can detect both staircase and roof edges in the image. Similar work can be found in [ $18,77,82,93,125]$.

In this thesis the main issue discussed is to improve the computational efficiency of the variational models. The typical approach of gradient flow (i.e., marching the Euler-Lagrange PDE to steady state) usually takes a long time to converge using explicit method, implicit method or additive operator splitting method [127]. In this thesis we develop the multigrid method to solve this PDE using special type of smoother (for both two-phase and multiphase segmentation). Other related work can be found in [95, 94]. Another approach to achieve fast convergence is to treat the models as a discrete optimization problem whose solution is the association of each pixel to a particular region. B. Song et al [110] proposed a direct optimization algorithm, which has the surprising property that for noiseless two-phase images the optimal solution can be provably obtained with only one sweep over the pixels. More segmentation algorithms can be found
in $[52,57]$.
The multigrid method $[14,39,68,118,128]$ is one of the most powerful numerical methods for solving linear and non-linear elliptic problems. The multigrid method based on the recursive application of error smoothing and coarse grid correction has been demonstrated to be efficient solvers for a wide range of PDEs, although the method is known to be less robust for either case with highly discontinuous coefficients [124]. More references to multigrid methods for different problems in image processing problems are $[1,8,9,17,29,40,43,94,95,105]$.

### 1.2 Thesis Outline

## Chapter 2:

This chapter covers some basic background material such as:

- Definition and explanation of Bounded Variation (BV), Total Variation (TV) and Level set method.
- Some traditional iterative methods for solving system of equations.
- Time marching schemes for solving parabolic partial differential equations and also their stability.
- The Multigrid method implementing on Poisson equation. Smoothing analysis is given for Poisson equation.


## Chapter 3:

In this chapter we give literature review of image segmentation.

- We give brief discussion of active contour model without edges by Chan-Vese in this chapter.
- We also discuss some existing methods used for solving partial differential equation arisen from minimization of the Chan-Vese model.


## Chapter 4:

In this chapter we describe Chan-Vese model and give details of the existing methods.

- We give details of some smoothers (local and global smoothers).
- We develop multigrid method for solving partial differential equations arisen from minimization of Chan-Vese model.
- We describe smoothing analysis of the smoothers.
- We compare the results obtained from multigrid method with the results obtained from existed methods like Semi Implicit method (SI), Additive Operator Splitting method (AOS) etc.


## Chapter 5:

In this chapter we propose an algorithm which uses multigrid for multiphase image segmentation.

- Two phase segmentation model extend to multiphase segmentation model particularly 4 -phases (CV4).
- Smoothers discussed in chapter 4 will be used for CV4.
- We propose another smoother in this chapter for multiphase image segmentation model CV4.
- We give the local Fourier analysis of the smoothers.
- We implement our multigrid idea in hierarchical way to extend it from 2 phase to multiphase image segmentation in this chapter.
- We compare the results from diffcrent methods discussed in this chapter.


## Chapter 6:

In this chapter we present a new optimization based multilevel method for Chan-Vese model.

- We also use this method to the Chan et al model for computing global minima.
- We compare the results from both models and present experimental results form both models.


## Chapter 7:

In this chapter we describe an existed model and propose more reliable model for feature selection (image segmentation under geometrical conditions).

- We propose a new model for feature selection.
- We compare the results from both models.


## Chapter 8:

In this chapter we give conclusion and discuss some future work.

## Chapter 2

## Mathematical Preliminaries

In this chapter we describe some useful material to be used in later chapters. Some of the references for this chapter are $[7,14,39,56,68,92,98,106,122,128]$.

This chapter is organized in the following way. Sections 2.1 and 2.2 give some basic definitions, examples and some important theorems. In Section 2.3 we define total variation (TV) and bounded variation (BV) and explain with some examples. Section 2.4 gives details of the level set method and give the numerical implementation of the level set method. Section 2.5 gives some idea of ill posed problems and discuss some regularization techniques. Section 2.6 gives details of some basic iterative methods for solving system of linear equations, and discuss their convergence. Section 2.7 describes some numerical methods for solving parabolic and elliptic PDEs and their stability. We end this chapter with explaining the multigrid method.

### 2.1 Normed Spaces

Definition 2.1.1 (Seminorm) $A$ vector seminorm on a vector space $S$, is a real valued functional $\|\cdot\|$ such that

1. $\|\mathrm{x}\| \geqslant 0$ for all $\mathrm{x} \in S$,
2. $\|\alpha \mathbf{x}\|=|\alpha|\|\mathbf{x}\|$ for all $\alpha \in \mathbb{R}$ and $\mathbf{x} \in S$,
3. $\|\mathbf{x}+\mathbf{y}\| \leqslant\|\mathbf{x}\|+\|\mathbf{y}\|$ for all $\mathbf{x}, \mathbf{y} \in S$.

A norm is a seminorm if the following additional condition holds:
$\|\mathbf{x}\|=0$ if and only if $\mathbf{x}=\mathbf{0}$

## Examples:

- All norms are seminorms.
- The trivial seminorm, is $\|\mathbf{x}\|=0 \forall \mathbf{x} \in S$.
- The absolute value is a norm on the set of real numbers $\mathbb{R}$.
- Euclidean norm:

Let $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ then

$$
\|\mathbf{x}\|=\sqrt{x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}} .
$$

This gives the ordinary distance from the origin to the point $\mathbf{x}$.

- p-norm:

For real number $p \geqslant 1$ and $\mathbf{x} \in \mathbb{R}^{n}$,

$$
\|\mathbf{x}\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}
$$

Clearly, for $p=1$ this norm is called 1-norm and for $p=2$ this is Euclidean norm.

- Infinity norm/ Maximum norm:

For $\mathbf{x} \in \mathbb{R}^{n},\|\mathbf{x}\|_{\infty}=\max \left(\left|x_{1}\right|,\left|x_{2}\right|, \ldots,\left|x_{n}\right|\right)$.

- $L^{p}$-norm

For functions $f$ defined in a domain $\Omega$ and $1 \leqslant p<\infty$ then

$$
\|f\|_{p, S}=\left(\int_{\Omega}|f(x)|^{p} d x\right)^{\frac{1}{p}}
$$

- Total Variation (TV) norm will be discussed later in this chapter.

Definition 2.1.2 (Normed Space) A vector space $S$ possessing a norm $\|\cdot\| s$.
Definition 2.1.3 A sequence of elements $x_{n}$ in a normed vector space $S$ is a Cauchy sequence if and only if $\forall \epsilon>0$ there exist $N \in \mathbb{N}$ such that

$$
\left\|x_{m}-x_{n}\right\|<\epsilon, \quad \forall m, n>N
$$

Definition 2.1.4 A real or complex Banach space $S$ is a complete normed vector space $S$ over the real or complex numbers i.e. with a norm $\|\cdot\|$ such that every Cauchy sequence $x_{n}$ in $S$ has a limit in $S$.

## Examples:

- $\mathbb{Q} \subset \mathbb{R}$ is not complete for $\|x\|=|x|$ since there are Cauchy sequences of rational numbers having no limit in $\mathbb{Q}$. Take for instance the sequence $\left\{x_{n}: n \in \mathbb{N}\right\}$ in $\mathbb{Q}$ such that $x_{1}=1$ and $x_{n+1}=\frac{x_{n}}{2}+\frac{1}{x_{n}}$ which converges to the irrational $\sqrt{2}$ when $n \rightarrow \infty$.
- The set of real numbers $\mathbb{R}$ is complete for $\|x\|=|x|$.
- $\mathbb{R}^{n}$ is a complete normed space which can be constructed using Cauchy sequences of rational numbers. It is supplied with the norm

$$
\|\mathbf{x}\|=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{2}\right)^{1 / 2}
$$

- $C([a, b], \mathbb{R})$, the space of all continuous functions $f:[a, b] \rightarrow \mathbb{R}$ is a Banach space if we define the norm of such functions as

$$
\|f\|=\sup \{|f(x)|: x \in[a, b]\}
$$

which is known as supremum norm. It is a norm since all continuous functions on a compact interval are bounded.

Definition 2.1.5 (Inner Product) An inner product on the vector space $S$ is a functional $\langle\cdot, \cdot\rangle_{S}$ on $S \times S$ which satisfies

1. $\langle u, u\rangle \geqslant 0$ for all $u \in S$.
2. $\langle u, v\rangle_{S}=\langle v, u\rangle_{S}$ for all $u, v \in S$.
3. $\langle\lambda u, v\rangle_{S}=\lambda\langle u, v\rangle_{S}$.

Theorem 2.1.1 (Bessel's inequality) If $\left\{e_{n}\right\}$ is an orthonormal set in an inner product space $S$, then for any $x$ in the space

$$
\sum_{n}\left|c_{n}\right|^{2} \leqslant\|x\|^{2}
$$

where $c_{n}=\left\langle x, e_{n}\right\rangle_{S}$.
Theorem 2.1.2 (Parseval's Relation) Let $\left\{e_{n}\right\}$ be an orthonormal set in an inner product space $S$. It is a basis if and only if for each $x$ in the space

$$
\sum_{1}^{\infty}\left|c_{n}\right|^{2}=\|x\|^{2}
$$

where $\left\{c_{n}\right\}$ are the expansion coefficients of $x$ with respect to $\left\{e_{n}\right\}, c_{n}=\left\langle x, e_{n}\right\rangle_{s}$.
Lemma 2.1.1 (Continuity of the Inner Product) If $x_{n} \rightarrow x$, then $\left\langle x_{n}, y\right\rangle \rightarrow\langle x, y\rangle_{S}$ for any $y$. If $\sum_{1}^{\infty} u_{n}=U$, then $\sum_{1}^{\infty}\left\langle u_{n}, y\right\rangle_{S}=\langle U, y\rangle_{S}$ for any $y$.

### 2.2 Calculus of Variation

### 2.2.1 Topologies on Banach Spaces

Let $(S,|\cdot|)$ denote a real Banach space. Let $S^{\prime}$ be the topological dual space of $S$ defined as

$$
S^{\prime}=\left\{l: S \rightarrow \mathbb{R} \text { is a linear function such that }|l|_{S^{\prime}}=\sup _{x \neq 0} \frac{|l(x)|}{|x|_{S}}<\infty\right\} .
$$

Definition 2.2.1 (topologies on S) (i) The strong topology, denoted by $x_{n} \underset{S}{ } x$, is defined by

$$
\left|x_{n}-x\right|_{S} \rightarrow 0(n \rightarrow+\infty) .
$$

(ii) The weak topology, denoted by $x_{n} \underset{S}{ } x$, is defined as

$$
l\left(x_{n}\right) \rightarrow l(x)(n \rightarrow+\infty) \quad \text { for every } l \in S^{\prime}
$$

(iii) The weak* topology denoted by $l_{n} \stackrel{*}{S^{\prime}} l$, is defined by $l_{n}(x) \rightarrow l(x)(n \rightarrow+\infty)$ for all $x \in S$.

Remark 2.2.1 Strong convergence implies weak convergence, but the converse is not true in general.

Example 2.2.1 Let $\left\{e_{n}\right\}$ be an infinite orthonormal set in an inner product space $S$. Then $\sum\left|\left\langle y, e_{n}\right\rangle\right|^{2}$ converges, and hence $\left\langle y, e_{n}\right\rangle \rightarrow 0$ for any $y \in S$. But $\left\|e_{n}\right\|=1$, so $e_{n} \rightarrow 0$ is not true means no strong convergence.

Theorem 2.2.1 [7]

1. Let $S$ be a reflexive ${ }^{1}$ Banach space, $K>0$ and $x_{n} \in S$ a sequence such that $\left|x_{n}\right|_{S} \leqslant$ $K$. Then there exist $x \in S$ and a subsequence $x_{n_{j}}$ of $x_{n}$ such that $x_{n_{j}} \underset{S}{\longrightarrow} x(n \rightarrow \infty)$.
2. Let $S$ be a separable ${ }^{2}$ Banach space, $K>0$ and $l_{n} \in S^{\prime}$ such that $\left|l_{n}\right|_{S^{\prime}} \leqslant K$. Then there exist $l \in S^{\prime}$ and a subsequence $l_{n_{j}}$ of $l_{n}$ such that $l_{n_{j}} \stackrel{*}{S} l(n \rightarrow \infty)$.

Let $S$ be a Banach space, $F: S \rightarrow \mathbb{R}$ and consider the minimization problem

$$
\min _{x \in S} F(x)
$$

For existence of solution the following steps are to be achieved.

1. To construct a sequence $x_{n} \in S$ such that

$$
\lim _{n \rightarrow \infty} F\left(x_{n}\right)=\min _{x \in S} F(x)
$$

2. If $F$ is coercive ${ }^{3}$ then we can obtain a uniform bound $\left|x_{n}\right|_{S} \leqslant C$. If $F$ is reflexive, then by theorem 2.2 .1 we can deduce the existence of $x_{0} \in S$ and of a subsequence $x_{n_{j}}$ such that $x_{n_{j}} \xrightarrow[S]{ } x_{0}$.
3. To prove that $x_{0}$ is a minimum point of $F$ it suffices to have the inequality
which implies that

$$
F\left(x_{0}\right)=\min _{x \in S} F(x)
$$

Definition 2.2.2 (Lower Semi Continuity) Fis called lower semi continuous (l.s.c) for the weak topology if for all sequence $x_{n} \longrightarrow x_{0}$ we have

$$
\varliminf_{x_{n}-x_{0}} F\left(x_{n}\right) \geqslant F\left(x_{0}\right)
$$

Definition 2.2.3 (Convexity) $F$ is said to be convex on $S$ if

$$
F(\lambda x+(1-\lambda) y) \leqslant \lambda F(x)+(1-\lambda) F(y)
$$

for all $x, y \in S$ and $\lambda \in[0,1]$. In other words we can say, a convex function is a continuous function whose value at the midpoint of every interval in its domain does not exceed the arithmetic mean of its values at the ends of the interval.

Example 2.2.2 (Examples on $\mathbb{R}$ ) • $e^{a x}$, for any $a \in \mathbb{R}$ on domain $\mathbb{R}$ is convex.

- $x^{\alpha}$ on $\mathbb{R}^{+}$, for $\alpha \geqslant 1$ or $\alpha \leqslant 0$ is convex.

[^0]- Powers of absolute value $\mid x^{p}$ on $\mathbb{R}$, for $p \geqslant 1$ are convex.


## Examples on $\mathbb{R}^{n}$ :

- $f(x)=a^{T} x+b$ where $a \in \mathbb{R}^{n}, x, b \in \mathbb{R}^{n \times 1}$ is convex.
- Norms:

$$
\|x\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}, \text { for } p \geqslant 1 ; \quad\|x\|_{\infty}=\max \left(\left|x_{1}\right|,\left|x_{2}\right|, \ldots,\left|x_{n}\right|\right)
$$

are convex.

## Examples on $\mathbb{R}^{m \times n}$ :

$$
f(X)=\operatorname{tr}\left(A^{T} X\right)+b=\sum_{i=1}^{m} \sum_{j=1}^{n} A_{i j} X_{i j}+b
$$

is convex.

- Spectral (maximum singular value) norm

$$
f(X)=\|X\|=\sigma_{\max }(X)=\left(\lambda_{\max }\left(X^{T} X\right)\right)^{1 / 2}
$$

where $\lambda_{\text {max }}$ is a maximum eigenvalue, is convex [13].
Theorem 2.2.2 Let $F: S \rightarrow \mathbb{R}$ be convex. Then $F$ is weakly lower semi continuous if and only if $F$ is strongly lower semi continuous.

### 2.2.2 Gâteaux derivative of a functional

Assume that $S$ and $T$ are Banach spaces and $F: S \rightarrow T$ be an Operator.
Definition 2.2.4 (Gâteaux derivative) Let $u, v \in S$ then the quantity

$$
D F(u, v)=\lim _{h \rightarrow 0} \frac{F(u+h v)-F(u)}{h}
$$

is called the $G$-differential of $F$ at $u$ in the direction of $v$. Moreover, if the above limit exists for any $v \in S$, the $F$ is $G$-differentiable at point $u \in S$ and $D F(u, \cdot)$ is the $G$ derivative of $F$ at $u$. If $F$ is Gâteaux differentiable and if the problem $\min _{u \in S} F(u)$ has a solution $u$, then we have

$$
D F(u, v)=0 .
$$

Conversely, if $F$ is convex, then a solution $u$ of $D F(u, v)=0 \forall v \in S$ is a solution of the minimization problem. The equation $D F(u, v)=0$ is called an Euler-Lagrange equation of the minimization problem $\min _{u \in S} F(u)$.

### 2.3 Total Variation (TV) and Bounded Variation (BV):

In this section we fist define TV, explain it with an example and then will give definition of BV. We use one-dimensional definition of BV for further explanation.
Definition 2.3.1 (Compact set) A topological space $S$ is compact if, for every collection $\left\{S_{i}\right\}_{i \in I}$ of open sets in $S$ whose union is $S$, there exists a finite sub-collection $\left\{S_{i_{j}}\right\}_{j=1}^{n}$ whose union is also $S$.

Definition 2.3 .2 (Compact support) Functions with compact support ${ }^{4}$ in $S$ are those with support that is a compact subset of $S$.

Definition 2.3.3 Let $\Omega$ be a bounded open subset of $\mathbb{R}^{n}$ and let $u$ be a function in $L^{1}(\Omega)$, then defining the TV norm as
$\|D u\|(\Omega)=\int_{\Omega}|D u|(\mathbf{x}) d \mathbf{x}=\sup \left\{\int_{\Omega} u(\nabla \cdot v) d \mathbf{x}: v=\left(v_{1}, \ldots, v_{n}\right) \in C_{0}^{\infty}(\Omega), \quad|v|_{\ell_{\infty}} \leqslant 1\right\}$,
where $\nabla \cdot v=\sum_{i=1}^{n} \frac{\partial v}{\partial x_{i}}$ and $v$ is a vector valued function with compact support that is differentiable to arbitrary order. Here $C_{0}^{\infty}(\Omega)$ is the space of real-valued functions, infinitely continuous differentiable with compact support.

Definition 2.3.4 (Bounded Variation (BV)) If for a function $u,\|D u\|(\Omega)<\infty$, then the function $u$ is known as of bounded variation. The notation $B V(\Omega)$ denotes all functions in $L^{1}(\Omega)$ that are of bounded variation.

To explain it more we give the one-dimensional definition of BV and give some examples
Definition 2.3.5 A function $u:[a, b] \rightarrow \mathbb{R}$ is said to be of bounded variation on $[a, b]$ if and only if there exist a constant $M>0$ such that

$$
\sum_{i=1}^{n}\left|u\left(x_{i}\right)-u\left(x_{i-1}\right)\right| \leqslant M
$$

for all partitions $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ of $[a, b]$.
More details can be found in [133, 59].
Theorem 2.3.1 (Co-Area Formula) Suppose that $\Omega$ is an open set in $\mathbb{R}^{n}$, let $u \in$ $B V(\Omega)$ and define

$$
F_{\eta}=\{\mathbf{x} \in \Omega: u(\mathbf{x})<\eta\}
$$

be the level domain (cumulative level set). Then

$$
\begin{equation*}
\|D u\|=\int_{\Omega}|D u| d \mathbf{x}=\int_{-\infty}^{\infty} d \eta \int_{\Omega}\left|D \chi_{F_{\eta}}\right| d \mathbf{x} \tag{2.2}
\end{equation*}
$$

where $\chi_{F_{\eta}}$ is a characteristic (or indicator) function of set $F_{\eta}$. The perimeter can be defined as

$$
\operatorname{Per}\left(F_{\eta}\right)=\int_{\Omega}\left|D \chi_{F_{\eta}}\right| d \mathbf{x}
$$

so (2.2) becomes

$$
\begin{equation*}
\|D u\|=\int_{\Omega}|D u| d \mathbf{x}=\int_{-\infty}^{\infty} \operatorname{Per}\left(F_{\eta}\right) d \eta \tag{2.3}
\end{equation*}
$$

[^1]The proof could be found in [59].
Example 2.3.1 If $u \in C^{1}(\Omega)$, then integration by parts gives

$$
\int_{\Omega} u \nabla \cdot v d x=-\int_{\Omega} \sum_{i=1}^{n} \frac{\partial u}{\partial x_{i}} v_{i} d x
$$

for every $v \in C_{0}^{\infty}\left(\Omega, \mathbb{R}^{n}\right)$, so that

$$
\int_{\Omega}|D u| d \mathbf{x}=\int_{\Omega}|\nabla u| d \mathbf{x},
$$

where $\nabla u=\left(\frac{\partial u}{\partial x_{1}}, \frac{\partial u}{\partial x_{2}}, \ldots, \frac{\partial u}{\partial x_{n}}\right)$. Thus, if $u$ is regular enough, the total variation (TV) has the form:

$$
\|D u\|(\Omega)=\int_{\Omega}|D u|(\Omega) d \mathrm{x}=\int_{\Omega}|\nabla u| d \mathbf{x} \quad \text { for } u \in W^{1,1}(\Omega)
$$

where $W^{1, p}(\Omega)$, for $1 \leqslant p<\infty$ is the Sobolev space of functions $u \in L^{p}(\Omega)$ such that all derivatives up to order 1 belong to $L^{p}(\Omega) . W^{1, \infty}(\Omega)$ is the space of locally Lipschitz functions.

Example 2.3.2 Figure 2.1 illustrates a simple example [107], consider the characteristic function $u=\chi_{L}$ of a set $L$. Then

$$
\|D u\|(\Omega)=\left\|D \chi_{L}\right\|(\Omega)=\operatorname{Per}(L, \Omega)
$$

where $\operatorname{Per}(L, \Omega)$ is the perimeter of $L$ in $\Omega$. For some $\eta$ let us define the level sets for $u$ :

$$
L_{\eta}=\Omega \cap\{x: u(x)>\eta\} .
$$

Then we have the following relation

$$
\|D u\|(\Omega)=\int_{\mathbb{R}^{1}} \operatorname{Per}\left(L_{\eta}, \Omega\right) d \eta .
$$

This equation say that the total variation of a function $u$ is computed by summing up the length of level lines over the contrast. For further illustration, let us consider a special case (Figure 2.2)

$$
u= \begin{cases}u_{1}, & x \in \Omega_{1}  \tag{2.4}\\ u_{2}, & x \in \Omega_{2} .\end{cases}
$$

Thus

$$
\|D u\|(\Omega)=\left(u_{2}-u_{1}\right) \partial\left(\Omega_{1}, \Omega_{2}\right),
$$

where $\partial\left(\Omega_{1}, \Omega_{2}\right)$ is the length of the boundary between $\Omega_{1}$ and $\Omega_{2}$ and also assume that $u_{1}<u_{2}$. Thus the total variation measures contrast in images, and thus is a reasonable measure for signal transitions in real image data.

Example 2.3.3 If $u:[a, b] \rightarrow \mathbb{R}$ is a monotonically increasing or decreasing, then for any partition $P=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ of $[a, b]$

$$
\sum_{i=1}^{n}\left|u\left(x_{i}\right)-u\left(x_{i-1}\right)\right|=\sum_{i=1}^{n}\left[u\left(x_{i}\right)-u\left(x_{i-1}\right)\right]=u(b)-u(a)
$$

Thus $u$ is of bounded variation on $[a, b]$.


Figure 2.1: The total variation of the characteristic function $\chi_{L}$ measures the perimeter of the set $L$ in $\Omega$.


Figure 2.2: The total variation of a step function measures the length of the line of discontinuity times the contrast.

Example 2.3.4 Define

$$
y= \begin{cases}0 & \text { if } x=0 \\ x^{2} \sin \left(\frac{\pi}{x}\right) & \text { if } x \neq 0 .\end{cases}
$$

This function is of bounded variation on the interval $[0,2]$ (see Fig:2.3). To see this mathematically let us take a partition $P_{m}=\left\{0, \frac{2}{2 m}, \frac{2}{2 m-1}, \ldots, \frac{2}{3}, 1,2\right\}$, where $m \in \mathbb{N}$.
Then

$$
\begin{aligned}
& \sum_{i=1}^{n}\left|y\left(x_{i}\right)-y\left(x_{i-1}\right)\right| \\
= & \left|\left(\frac{2}{2 m}\right)^{2} \sin \left(2 m \frac{\pi}{2}\right)-0\right|+\left|\left(\frac{2}{2 m-1}\right)^{2} \sin \left((2 m-1) \frac{\pi}{2}\right)-\left(\frac{2}{2 m}\right)^{2} \sin \left(2 m \frac{\pi}{2}\right)\right| \\
+ & \left|\left(\frac{2}{2 m-2}\right)^{2} \sin \left((2 m-2) \frac{\pi}{2}\right)-\left(\frac{2}{2 m-1}\right)^{2} \sin \left((2 m-1) \frac{\pi}{2}\right)\right|+\ldots+\left|0-\left(\frac{2}{3}\right)^{2} \sin \left(3 \frac{\pi}{2}\right)\right|+4 \\
= & 0+\left|(-1)^{m}\left(\frac{2}{2 m-1}\right)^{2}\right|+\left|(-1)^{m}\left(\frac{2}{2 m-1}\right)^{2}\right|+\ldots+\left|\left(\frac{2}{3}\right)^{2}\right|+4 \\
= & 2\left[\frac{4}{(2 m-1)^{2}}+\frac{4}{(2 m-3)^{2}}+\ldots+\frac{4}{3^{2}}\right]+4 \\
< & 8\left[\frac{1}{(2 m)^{2}}+\frac{1}{(2 m-1)^{2}}+\frac{1}{(2 m-2)^{2}}+\ldots+\frac{1}{3^{2}}+\frac{1}{2^{2}}+1\right]+4 .
\end{aligned}
$$

The series $\sum_{k=1}^{\infty} \frac{1}{k^{2}}$ is convergent so for some $M$, we can urite

$$
\sum_{i=1}^{n}\left|y\left(x_{i}\right)-y\left(x_{i-1}\right)\right|<M .
$$

Let us consider another partition

$$
P_{m}=\left\{0, \frac{4}{4 m}, \frac{4}{4 m-1}, \frac{4}{4 m-2}, \frac{4}{4 m-3}, \frac{4}{4 m-4}, \ldots, \frac{4}{5}, \frac{4}{4}, \frac{4}{3}, \frac{4}{2}\right\}
$$

where $m \in \mathbb{N}$. Then

$$
\begin{aligned}
& \sum_{i=1}^{n}\left|y\left(x_{i}\right)-y\left(x_{i-1}\right)\right| \\
= & \left|\left(\frac{4}{4 m}\right)^{2} \sin \left(4 m \frac{\pi}{4}\right)-0\right|+\left|\left(\frac{4}{4 m-1}\right)^{2} \sin \left((4 m-1) \frac{\pi}{4}\right)-\left(\frac{4}{4 m}\right)^{2} \sin \left(4 m \frac{\pi}{4}\right)\right| \\
+ & \left|\left(\frac{4}{4 m-2}\right)^{2} \sin \left((4 m-2) \frac{\pi}{4}\right)-\left(\frac{4}{4 m-1}\right)^{2} \sin \left((4 m-1) \frac{\pi}{4}\right)\right| \\
+ & \left|\left(\frac{4}{4 m-3}\right)^{2} \sin \left((4 m-3) \frac{\pi}{4}\right)-\left(\frac{4}{4 m-2}\right)^{2} \sin \left((4 m-2) \frac{\pi}{4}\right)\right| \\
+ & \ldots+\left|2^{2} \sin \left(\frac{2 \pi}{4}\right)-\left(\frac{4}{3}\right)^{2} \sin \left(\frac{3 \pi}{4}\right)\right| \\
\leqslant & 16 \sqrt{2}\left[\frac{1}{(4 m-1)^{2}}+\frac{1}{(4 m-3)^{2}}+\ldots+\frac{1}{3^{2}}\right] \\
+ & 16\left[\frac{1}{(4 m-2)^{2}}+\frac{1}{(4 m-6)^{2}}+\ldots \frac{1}{2^{2}}\right] \\
< & 16 \sqrt{2}\left[\frac{1}{(4 m)^{2}}+\frac{1}{(4 m-1)^{2}}+\ldots+\frac{1}{2^{2}}+1\right] \\
+ & 16\left[\frac{1}{(4 m)^{2}}+\frac{1}{(4 m-1)^{2}}+\ldots+\frac{1}{2^{2}}+1\right] .
\end{aligned}
$$

Again the series $\sum_{k=1}^{\infty} \frac{1}{k^{2}}$ is convergent so for some $M$, we can write

$$
\sum_{i=1}^{n}\left|y\left(x_{i}\right)-y\left(x_{i-1}\right)\right|<M .
$$



Figure 2.3: Function of Bounded Variation $y=x^{2} \sin \left(\frac{\pi}{x}\right)$

## Example 2.3.5 Define the function

$$
y= \begin{cases}0 & \text { if } x=0 \\ x \cos \left(\frac{\pi}{x}\right) & \text { if } x \neq 0\end{cases}
$$

This function is continuous, but is not of bounded variation (see Fig: 2.4) on the interval $[0,1]$, because it oscillates more frequently near $x=0$. To see this let us take a partition $P_{m}=\left\{0, \frac{1}{2 m}, \frac{1}{2 m-1}, \ldots, \frac{1}{3}, \frac{1}{2}, 1\right\}$, where $m \in \mathbb{N}$. Then

$$
\begin{gathered}
\sum_{i=1}^{n}\left|y\left(x_{i}\right)-y\left(x_{i-1}\right)\right|=\left|\frac{1}{2 m} \cos (2 m \pi)-0\right|+\left|\frac{1}{2 m-1} \cos ((2 m-1) \pi)-\frac{1}{2 m} \cos (2 m \pi)\right| \\
+\left|\frac{1}{2 m-2} \cos ((2 m-2) \pi)-\frac{1}{2 m-1} \cos ((2 m-1) \pi)\right|+\ldots+\left|-1-\frac{1}{2}\right| \\
=\left|\frac{1}{2 m}\right|+\left|-\frac{1}{2 m-1}-\frac{1}{2 m}\right|+\left|\frac{1}{2 m-2}+\frac{1}{2 m-1}\right|+\ldots+\left|-1-\frac{1}{2}\right| \\
\geqslant 2\left[\frac{1}{2 m}+\frac{1}{2 m-1}+\ldots+\frac{1}{2}\right]+1 .
\end{gathered}
$$

The series $\sum_{k=2}^{\infty} \frac{1}{k}$ is divergent so for any $M$, there is a partition $P_{m}$ for which

$$
\sum_{i=1}^{n}\left|y\left(x_{i}\right)-y\left(x_{i-1}\right)\right|>M
$$

More details and properties of BV space can be found in [7,59, 133].


Figure 2.4: Function of Un-Bounded Variation $y=x \cos \left(\frac{\pi}{x}\right)$

### 2.4 The Level Set Method

The level set method for tracking moving fronts was introduced by Osher and Sethian in [92]. This method has had a great success because it has been used in many applications in physics, from capturing multiphase fluid dynamics flows, to graphics, e.g. special effects in Movies, visualization, image processing, computer vision, control, visibility, ray tracing, segmentation, restoration and many others [83], [108]. In this section, we introduce the level set method applied to the theory of curve/surface evolution. We show that the level set formulation of a curve/surface evolution equation allows us to efficiently solve the problem of moving fronts, in particular the problem of changes of topology.

Let us consider the general geometric evolution of a curve $\Gamma$ :

$$
\left\{\begin{array}{l}
\frac{\partial \Gamma}{\partial t}=V_{\perp} \mathcal{N}  \tag{2.5}\\
\Gamma(t=0)=\Gamma_{0}
\end{array}\right.
$$

where $V_{\perp}$ is the normal velocity and $\mathcal{N}$ is the unit normal to the curve $\Gamma$.
At this stage, we leave the parametric/explicit representation of a contour to interest in the geometry/implicit representation of the contour. This leads to the level set representation which is independent of the parametrization of the contour. The core idea in the level set method is to implicitly represent an interface $\Gamma$ in $\mathbb{R}^{2}$ as a level set of a function $\phi$, called level set function of higher dimension (in this case $\mathbb{R}^{3}$ ) and compute the geometric characteristics and the motion of the front with this level set function. The level set function $\phi$ of the closed front $\Gamma$ is defined as follows [90]:

$$
\left\{\begin{array}{l}
\phi(x, y, t)>0 \text { inside } \Gamma  \tag{2.6}\\
\phi(x, y, t)<0 \text { outside } \Gamma \\
\phi(x, y, t)=0 \text { on } \Gamma .
\end{array}\right.
$$



Figure 2.5: Plot of the higher dimension (3-D) function $\phi(x)$ and the interface $\Gamma=$ $\{(x, y) \in \Omega: \phi(x, y)=0\}$. Left: The level set function $\phi$. Right: The interface $\Gamma$.

The geometric characteristics of the interface can be computed with the level set function. The unit normal $\mathcal{N}$ and the mean curvature $\kappa$ to $\Gamma$ are given by:

$$
\left\{\begin{array}{l}
\mathcal{N}=-\frac{\nabla \phi}{|\nabla \phi|}  \tag{2.7}\\
\kappa=\nabla \cdot \mathcal{N}=\nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)
\end{array}\right.
$$

The area of the region inside $\Gamma$ and the length of the interface $\Gamma$ are

$$
\left\{\begin{array}{l}
\int_{\mathbb{R}^{2}} H(\phi) d x d y  \tag{2.8}\\
\int_{\mathbb{R}^{2}}|\nabla H(\phi)| d x d y=\int_{\mathbb{R}^{2}} \delta(\phi)|\nabla \phi| d x d y,
\end{array}\right.
$$

where $\delta$ and $H$ are the Dirac delta and the Heaviside functions.
The motion of the front $\Gamma$ evolving according to equation (2.5) is given by the evolution of the zero level set of $\phi$ which is solution of the following PDE:

$$
\left\{\begin{array}{l}
\frac{\partial \phi}{\partial t}=V_{\perp}|\nabla \phi|  \tag{2.9}\\
\phi(t=0)=d\left(\Gamma_{0}\right)=\phi_{0}
\end{array}\right.
$$

where $d$ is a function (usually a signed distance function ) whose zero level set is the initial contour $\Gamma_{0}$.

Equation (2.9) raises a number of comments:

- The zero level set of $\Gamma$ and all its level sets follows the front evolution equation (2.5).
- The level set evolution is computed on a fixed coordinate system since the level set is a parametrization free formulation.
- The evolution of the contour is independent of the initial embedding $\phi_{0}$ [42, 53, $54,55]$, and the classical solution, if it exists, of (2.5) coincides with the classical solution (2.9).
- Singularities can arise with PDE (2.9).

The level set method allows for curve topological changes, such as breaking or merging. Fig. 2.6 illustrates several important ideas about the level set method. In the upper-left corner we see a shape, that is, a bounded region with a well-behaved boundary. Below it, the red surface is the graph of a level set function $\phi$ determining this shape, and the flat blue region represents the $x-y$ plane. The boundary of the shape is then the zero level set of $\phi$, while the shape itself is the set of points in the plane for which $\phi$ is positive or zero.

In the top row we see a shape changing topology by splitting in two. It would be quite hard to describe this transformation numerically by parameterizing the boundary of the shape and following its evolution. One would need an algorithm able to detect the moment of the shape splitting in two, and then construct parameterizations for the two newly obtained curves. On the other hand, if we look at the bottom row, we see that the level set function merely got translated downward. Therefore we see that it is much easier to work with a shape through its level set function than with the shape directly, when we need to watch out for all the possible deformations the shape might undergo.


Figure 2.6: Illustration of how the level set function deal with topological changes. The top row presents the evolution of the curve and the bottom row shows the evolution of the associated level set function. We see that the curve changed its topology but not the level set function.

### 2.4.1 Numerical Implementation of The Level Set Method:

In this section we discuss the numerical implementation of PDE (2.9). In a wide range of important applications, $V_{\perp}$ has the form [90]:

$$
\begin{equation*}
V_{\perp}=\left\langle\vec{\Xi}(x, y), \frac{\nabla \phi}{|\nabla \phi|}\right\rangle-\xi(x, y) \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right), \tag{2.10}
\end{equation*}
$$

where $\vec{\Xi}(x, y)$ is a vector field and $\xi(x, y)$ is a scalar field. Given the velocity $V_{\perp},(2.9)$ is a Hamilton-Jacobi equation whose solution can develop kinks (in absence of curvature term) which are discontinuities defined by jumps in derivatives. Special numerical methods are necessary to handle these discontinuities. These schemes presented in [92] based on upwind differencing, were then extended to higher order accuracy with the essentially non-oscillatory (ENO) and weighted essentially non-oscillatory (WENO) schemes in [91, 73]. Using equation (2.10), equation (2.9) becomes

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\langle\vec{\Xi}(x, y), \nabla \phi\rangle-\xi(x, y)|\nabla \phi| \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right) . \tag{2.11}
\end{equation*}
$$

The first term of the right hand side of the above equation is a convection term. In the active contour framework, for example in geodesic active contour [21], the function $\vec{\Xi}(x, y)$ represents either an attraction force toward the boundaries of objects, i.e $\vec{\Xi}(x, y)=\nabla g$ where $g$ is an edge detector function usually given by $g\left(\nabla\left(z * G_{\sigma}\right)\right)=\frac{1}{1+\gamma\left|\nabla\left(z * G_{\sigma}\right)\right|^{2}}$, (further details are given in next chapter) or a balloon force such as $\vec{\Xi}=-\Xi \frac{\nabla \phi}{|\nabla \phi|}$. The second term of the right hand side of equation (2.11) is a contour smoothing term based on the curvature of level sets of $\phi$.

Let us consider the balloon term

$$
\langle\Xi, \nabla \phi\rangle=\left\langle-\Xi \frac{\nabla \phi}{|\nabla \phi|}, \nabla \phi\right\rangle=-\Xi|\nabla \phi| .
$$

Discretization gives the following numerical scheme

$$
\begin{equation*}
-\Xi|\nabla \phi|=(-\Xi(x, y))^{+} D^{+}+(-\Xi(x, y))^{-} D^{-}, \tag{2.12}
\end{equation*}
$$

where

$$
\begin{aligned}
& D^{+}=\sqrt{\left(\left(\Delta_{x}^{-} \phi\right)^{+}\right)^{2}+\left(\left(\Delta_{x}^{+} \phi\right)^{-}\right)^{2}+\left(\left(\Delta_{y}^{-} \phi\right)^{+}\right)^{2}+\left(\left(\Delta_{y}^{+} \phi\right)^{-}\right)^{2}} \\
& D^{-}=\sqrt{\left(\left(\Delta_{x}^{+} \phi\right)^{+}\right)^{2}+\left(\left(\Delta_{x}^{-} \phi\right)^{-}\right)^{2}+\left(\left(\Delta_{y}^{+} \phi\right)^{+}\right)^{2}+\left(\left(\Delta_{y}^{-} \phi\right)^{-}\right)^{2}} \\
&(\cdot)^{+}=\max (\cdot, 0),(\cdot)^{-}=\min (\cdot, 0) \text { and } \\
& \Delta_{x}^{ \pm} \phi= \pm \frac{\phi\left(x \pm h_{1}, y\right)-\phi(x, y)}{h_{1}}, \Delta_{y}^{ \pm} \phi= \pm \frac{\phi\left(x, y \pm h_{2}\right)-\phi(x, y)}{h_{2}}
\end{aligned}
$$

$h_{1}$ and $h_{2}$ are horizontal and vertical spatial step sizes respectively. To illustrate this numerical scheme, let us consider $\Xi(x, y)= \pm 1$, in Figure 2.7 a circular curve is propagating inward and outward. The blue curve is the original curve and the red curve is the propagated curve after applying the numerical scheme (2.12) on balloon term.

The second term of the right hand side of equation (2.11) is a regularization term based on the mean curvature. This term is parabolic and therefore it does not need an


Figure 2.7: Evolution of a circular contour inward (left) and outward (right). Left: $\Xi(x, y)=-1$ propagating inward, blue contour is the initial and the red contour is final propagated contour. Right: $\Xi(x, y)=1$, propagating outward, blue contour is the initial and red is the final propagated contour. These results are obtained by implementation of equation (2.12).
upwind scheme which has been designed for hyperbolic advection term to guide the propagation directions. For a parabolic term, the propagation is in all direction, hence the central difference approximation scheme fits well to approximate the term $\xi|\nabla \phi| \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)$ at a first order of accuracy. In 2-D images, the curvature of the level sets is

$$
\begin{equation*}
\nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)=\frac{\phi_{x x} \phi_{y}^{2}-2 \phi_{x} \phi_{y} \phi_{x y}+\phi_{y y} \phi_{x}^{2}}{\left(\phi_{x}^{2}+\phi_{y}^{2}\right)^{3 / 2}} \tag{2.13}
\end{equation*}
$$

and the associated numerical scheme is

$$
\begin{equation*}
\xi|\nabla \phi| \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)=\xi \frac{\triangle_{x x}^{0} \phi\left(\triangle_{y}^{0} \phi\right)^{2}-2 \triangle_{x}^{0} \phi \triangle_{y}^{0} \phi \triangle_{x y}^{0} \phi+\triangle_{y y}^{0} \phi\left(\triangle_{x}^{0} \phi\right)^{2}}{\left(\left(\triangle_{x}^{0}\right)^{2}+\left(\triangle_{y}^{0}\right)^{2}\right)^{1 / 2}}, \tag{2.14}
\end{equation*}
$$

where

$$
\begin{aligned}
\triangle_{x}^{0} \phi & =\left(\phi\left(x+h_{1}, y\right)-\phi\left(x-h_{1}, y\right)\right) / 2 h_{1}, \\
\triangle_{x x}^{0} \phi & =\left(\phi\left(x+h_{1}, y\right)-2 \phi(x, y)+\phi\left(x-h_{1}, y\right)\right) / h_{1}^{2} \\
\triangle_{y}^{0} \phi & =\left(\phi\left(x, y+h_{2}\right)-\phi\left(x, y-h_{2}\right)\right) / 2 h_{2}, \\
\triangle_{y y}^{0} \phi & =\left(\phi\left(x, y+h_{2}\right)-\phi(x, y)+\phi\left(x, y-h_{2}\right)\right) / h_{2}^{2} \\
\text { and } & \\
\triangle_{x y}^{0} \phi & =\left(\phi\left(x+h_{1}, y+h_{2}\right)+\phi\left(x-h_{1}, y-h_{2}\right)-\phi\left(x+h_{1}, y-h_{2}\right)-\phi\left(x-h_{1}, y+h_{2}\right)\right) / 4 h_{1} h_{2} .
\end{aligned}
$$

This smoothing term is tested on a non smooth curve in figure 2.8 where the left part is the initial contour of the level set function $\phi_{0}$ and the right part is the smooth contour, when regularization term is applied.


Figure 2.8: Smoothing of contours represented by the zero level set of a level set function. Left: Initial contour $\phi_{0}$. Right: Smooth contour after applying the curvature dependent regularizer.

### 2.4.2 Re-initialization

If the level set function $\phi$ becomes too steep or too flat, the error increases when calculating the derivatives numerically. Further a small change in $\phi$ will lead to a large change of the zero level set if the level set function is too flat around zero. Therefore, it can be useful for the numerical calculations to re-initialize the level set function. The idea is to change $\phi$ into the distance function such that $|\nabla \phi|=1$ for all $x, y$. The re-initialization changes the level set function everywhere, except from the zero level set which must be the same before and after re-initialization. This explains why the re-initialization does not change the mathematical problem, since the regions of interest are where $\phi>0$ and where $\phi<0$, and these areas do not change through the re-initialization. Solve the following PDE for $\phi(x, y, t)$

$$
\begin{align*}
& \phi_{t}-\operatorname{sgn}(\phi)(1-|\nabla \phi|)=0  \tag{2.15}\\
& \phi(x, y, 0)=\phi_{0} \quad \text { in } \mathbb{R}
\end{align*}
$$

where $\phi_{0}$ is the function which is supposed to be re-initialized and $\operatorname{sgn}(\cdot)$ is a signum function. These equations will convert the level set function to the unit distance function.

### 2.5 Inverse and Ill-Posed Problems and Regularization

Inverse problems arise in many areas of scientific computing. Very often inverse problems are formulated in such way that inner properties of a system can be deduced from exterior measurements by solving the inverse problem. The word inverse is used to indicate that the problem has a corresponding forward or direct problem. If the direct problem is formulated as

$$
\mathcal{K}: S_{1} \rightarrow S_{2}
$$

for some appropriate spaces $S_{1}$ and $S_{2}$, then the inverse problem is formulated as

$$
\mathcal{K}^{-1}: S_{2} \rightarrow S_{1} .
$$

To illustrate this concept, consider the Fredholm integral equation. This integral equation arise in numerous applications, including image processing. The one-dimensional Fredholm integral equation (of the first kind) is

$$
\begin{equation*}
\int_{a}^{b} k(s, t) u(t) d t=g(s), \quad 0 \leqslant s \leqslant 1 . \tag{2.16}
\end{equation*}
$$

$k(s, t)$ is called the kernel of the integral equation. The forward problem is formulated as follows:
Given $k(s, t)$ and $u(t)$, find $g(s)$. The solution of this problem is done in the obvious way, by evaluation of the integral. There are three different inverse problems corresponding to the forward problem, depending on the information already known.

1. Given $g(s)$, find $k(s, t)$ and $u(t)$,
2. Given $g(s)$ and $k(s, t)$, find $u(t)$, or
3. Given $g(s)$ and $u(t)$, find $k(s, t)$.

If the kernel is in the special form $k(s, t)=k(s-t)$, the three problems above are called de-convolution problems. The most challenging problem is to recover both $k(s, t)$ and $u(t)$ from measurements of $g(s)$ which is known as blind de-convolution.

### 2.5.1 Ill-Posed Problems

Definition 2.5.1 (Well-Posed problem) Let $\mathcal{K}: S_{1} \rightarrow S_{2}$, where $S_{1}$ and $S_{2}$ are Hilbert spaces ${ }^{5}$ then the problem

$$
\begin{equation*}
\mathcal{K}(u)=b \tag{2.17}
\end{equation*}
$$

is said to be well-posed, in the sense of Hadamard, if

1. For each $b \in S_{2}$ there exist a solution $u \in S_{1}$ such that $\mathcal{K}(u)=b$ holds.
2. The solution is unique.
3. The solution is stable with respect to perturbations in the data, that is given $u^{*} \in S_{1}$ and $b^{*} \in S_{2}$ such that $\mathcal{K}\left(u^{*}\right)=b^{*}$ then for every $\epsilon>0$ there exists a $\delta_{1}>0$ such that $\left\|\mathcal{K}(u)-b^{*}\right\|<\delta_{1}$ implies that $\left\|u-u^{*}\right\|<\epsilon$.

A problem which is not well-posed is called ill-posed.
The first condition tells that $\mathcal{K}$ is onto, i.e. the range of $\mathcal{K}, R(\mathcal{K})$ is equal to $S_{2}$. In the case of linear operator, the second condition is equivalent to requiring that $\mathcal{N}(\mathcal{K})=\{0\}$ where $\mathcal{N}(\mathcal{K})$ is the null space of $\mathcal{K}$. If the first two conditions hold then the inverse of $\mathcal{K}$ exists and the third condition says that the inverse should be continuous. For the case when $\mathcal{K}$ is linear, well posedness is equivalent to the requirement that the inverse operator $\mathcal{K}^{-1}: S_{2} \rightarrow S_{1}$, exists and is bounded.

Definition 2.5.2 (Orthogonal Complement) If $E \subset S_{i}$ then $u \in S_{i}$ is an element of the orthogonal complement of $E$ if and only if $\langle u, v\rangle_{i}=0$ for all $v \in E$. The orthogonal complement will be denoted by $E^{\perp}$.

[^2]Definition 2.5.3 (Adjoint Operator) Let $\mathcal{K}$ be a linear operator with a dense domain in $S_{1}$ mapping into $S_{2}$. The adjoint operator $\mathcal{K}^{*}: S_{2} \rightarrow S_{1}$ is a linear operator where for every $y \in \mathcal{D}\left(\mathcal{K}^{*}\right), \mathcal{D}\left(\mathcal{K}^{*}\right)$ is the domain of $\mathcal{K}^{*}$, there exists a unique $y^{*} \in S_{1}$ such that

$$
\langle\mathcal{K} u, y\rangle_{2}=\left\langle u, y^{*}\right\rangle_{1}
$$

for every $u \in \mathcal{D}(\mathcal{K})$. The adjoint is defined by the mapping $\mathcal{K}^{*} y=y^{*}$ for all $y \in \mathcal{D}\left(\mathcal{K}^{*}\right)$.
When $\mathcal{K}$ is not 1-1 the pseudo-inverse can be used to resolve the non-uniqueness [51].
Definition 2.5.4 (Pseudo-inverse) Let $\mathcal{K}$ be a continuous linear operator. Define $\tilde{\mathcal{K}}$
 is the linear extension of $\widetilde{\mathcal{K}}^{-1}$ to the domain

$$
\mathcal{D}\left(\mathcal{K}^{\dagger}\right)=R(\mathcal{K})+R(\mathcal{K})^{\perp}
$$

with minimal operator norm.
It is worth mentioning that for any $b_{0} \in \mathcal{D}\left(\mathcal{K}^{\dagger}\right)$ the pseudo-inverse gives the best least squares approximation to $b_{0}[51]$, i.e. $u_{0}=\mathcal{K}^{\dagger} b_{0}$ satisfies

$$
\left\|u_{0}\right\|_{1}=\inf _{u \in \mathcal{D}(\mathcal{K})}\left(\|u\|_{1} \mid\left\|\mathcal{K} u-b_{0}\right\|_{2}=\inf _{v \in \mathcal{D}(\mathcal{K})}\left\|\mathcal{K} v-b_{0}\right\|\right)
$$

The problem in (2.17) is an ill-posed problem when $\mathcal{K}^{\dagger}$ is unbounded. One type of operator that can have an unbounded pseudo-inverse is a compact operator.
Definition 2.5.5 (Compact Operator) An operator $\mathcal{K}$ is compact if and only if the image of any bounded set is a relatively compact set.

Definition 2.5.6 A relatively compact set is a set whose closure is compact.
An example of a compact operator is the Fredholm integral defined in equation (2.16).
Theorem 2.5.1 For a compact operator whose range is infinite dimensional the pseudoinverse operator is densely defined and unbounded.
Proof of this theorem can be found in [51]. With an unbounded pseudo-inverse the problem in (2.17) is ill-posed since it violates first and third properties of the wellposdness. A special tool that allows for further analysis of a compact linear operator is the singular value expansion [51].

Theorem 2.5.2 Let $\mathcal{K}: S_{1} \rightarrow S_{2}$ be a compact linear operator. Then there exists positive values $\sigma_{n}$, with associated functions $\psi_{n} \in S_{1}$ and $\varphi_{n} \in S_{2}$ such that $\mathcal{K} \psi_{n}=\sigma_{n} \varphi_{n}$ and $\mathcal{K}^{*} \varphi_{n}=\sigma_{n} \psi_{n}$. If $\mathcal{K}$ has infinite dimensional range then $n=1,2, \ldots$, otherwise there will be finitely many terms. The functions $\left\{\psi_{n}\right\}$ are an orthonormal basis of $\mathcal{N}(\mathcal{K})^{\perp}$, and the functions $\left\{\varphi_{n}\right\}$ are an orthonormal basis of the closure of $R(\mathcal{K})$. Furthermore,

$$
\begin{equation*}
\mathcal{K} u=\sum_{n} \sigma_{n}\left\langle u, \psi_{n}\right\rangle_{1} \varphi_{n} \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{K}^{*} b=\sum_{n} \sigma_{n}\left\langle b, \varphi_{n}\right\rangle_{2} \psi_{n} \tag{2.19}
\end{equation*}
$$

for all $u \in S_{1}$, and $b \in S_{2}$. The expression in (2.18) is known as the singular value expansion of $\mathcal{K}$.

The $\sigma_{n}$ 's are referred to as the singular values of $\mathcal{K}$. For a compact operator the singular values can be arranged in descending order, $\sigma_{1} \geqslant \sigma \geqslant \ldots>0$. The collection $\left\{\sigma_{n} ; \varphi_{n}, \psi_{n}\right\}$ is known to be the singular system for $\mathcal{K}$.
Theorem 2.5.3 Let $\mathcal{K}$ have a singular system given by $\left\{\sigma_{n} ; \varphi_{n}, \psi_{n}\right\}$. Then the pseudoinverse has the following expansion

$$
\begin{equation*}
\mathcal{K}^{\dagger} b=\sum_{n} \frac{\left\langle b, \varphi_{n}\right\rangle_{2}}{\sigma_{n}} \psi_{n}, \tag{2.20}
\end{equation*}
$$

for all $b \in \mathcal{D}\left(\mathcal{K}^{\dagger}\right)$.
This theorem gives the singular value expansion for the pseudo-inverse.
Theorem 2.5.4 Let $\mathcal{K}$ satisfy the hypothesis of Theorem 2.5 .2 with the additional property that the range is infinite dimensional. Then

$$
\lim _{n \rightarrow \infty} \sigma_{n}=0
$$

The expansion in (2.19) reveals the lack of continuous dependence of the pseudo-inverse solution when the range of $\mathcal{K}$ is infinite dimensional. If there is any error present in $\varphi_{n}$, $\psi_{n}$ or $b$, then that error may be greatly amplified by the division of the small singular values of $\mathcal{K}$.

### 2.5.2 Regularization

In several fields of mathematics, in particular statistics, machine learning and inverse problems, regularization involves introducing additional information in order to solve an ill-posed problem or prevent over-fitting. This information is usually of the form of a penalty for complexity, such as restrictions for smoothness or bounds on the vector space norm.

A theoretical justification for regularization is that it attempts to impose Occam's razor ${ }^{6}$ on the solution. From a Bayesian point of view, many regularization techniques correspond to imposing certain prior distributions on model parameters.

The same idea arose in many fields of science. For example, the least-squares method can be viewed as a very simple form of regularization. A simple form of regularization applied to integral equations, generally termed Tikhonov regularization
Definition 2.5.7 (Regularization Operator) A regularization operator for $\mathcal{K}$ is a one parameter family of continuous operators $R_{\alpha}: S_{2} \rightarrow S_{1}$ such that for $\mathcal{K} u_{0}=b_{0}$ the following conditions hold:

1. There exist numbers $\alpha_{0}$ and $\delta_{0}$ such that $R_{\alpha}(b)$ is defined for all $0<\alpha<\alpha_{0}$ and $\left\|b-b_{0}\right\|<\delta_{0}$.
2. There exists a function $\alpha(\delta)$ such that given any $\epsilon>0$ there is a number $\delta(\epsilon)<\delta_{0}$ such that if $\left\|b-b_{0}\right\|<\delta(\epsilon)$ then $\left\|u_{\gamma}-u_{0}\right\|_{1}<\epsilon$ where $u_{\gamma}=R_{\gamma}(b)$ and $\gamma=\alpha(\delta(\epsilon))$.
Notice that if $\mathcal{K}$ is linear then the first condition is equivalent to the requirement that $R_{\alpha}$ is bounded and the second condition is equivalent to the requirement that $R_{\alpha}(b) \rightarrow \mathcal{K}^{\dagger} b$ as $\alpha \rightarrow 0$ for all $b \in \mathcal{D}\left(\mathcal{K}^{\dagger}\right)$ [51]. There are many different regularization methods that can be applied to an ill-posed problem. For more details about regularization methods see [51, 64, 117].
[^3]
### 2.5.3 Tikhonov Regularization

In an abstract Hilbert space setting (i.e. $\mathcal{K}: S_{1} \rightarrow S_{2}$ ), Tikhonov regularization is given by

$$
\begin{equation*}
u_{\alpha}=R_{\alpha}(b)=\operatorname{argmin}_{u \in \mathcal{D}(\mathcal{K})}\left(\frac{1}{2}\|\mathcal{K} u-b\|_{2}^{2}+\frac{\alpha}{2}\|u\|_{1}^{2}\right) \tag{2.21}
\end{equation*}
$$

where $\operatorname{argmin}_{u \in \mathcal{D}(\mathcal{K})}$ denotes an element out of $\mathcal{D}(\mathcal{K})$ that obtains the minimum value for the given functional. This method can be thought of as penalized least squares with the second term in (2.21) being the penalty term. The regularization parameter, $\alpha>0$, is used to assign a weight to the penalty term. Finding the $u_{\alpha}$ that minimizes the functional in (2.21) involves the use of calculus of variation. Consequently, we will need the first variation of the functional $F(u)=\frac{1}{2}\|\mathcal{K} u-b\|_{2}^{2}+\frac{\alpha}{2}\|u\|_{1}^{2}$ in the direction of $v \in S_{1}$. The first variation is given by

$$
\begin{align*}
F^{\prime}(u ; v) & \equiv \lim _{h \rightarrow 0}\left(\frac{F(u+h v)-F(u)}{h}\right) \\
& =\lim _{h \rightarrow 0} \frac{1}{2 h}\left(\langle\mathcal{K}(u+h v)-b, \mathcal{K}(u+h v)-b\rangle_{2}+\alpha\langle u+h v, u+h v\rangle_{1}\right) \\
& =\langle\mathcal{K} u-b, \mathcal{K} v\rangle_{2}+\alpha\langle u, v\rangle_{1} . \tag{2.22}
\end{align*}
$$

Using the adjoint in (2.22) and the fact that at the minimum the first variation must be zero for all $v \in S_{1}$ gives a representation for the solution to (2.21),

$$
\begin{equation*}
u_{\alpha}=\left(\mathcal{K}^{*} \mathcal{K}+\alpha I\right)^{-1} \mathcal{K}^{*} b \tag{2.23}
\end{equation*}
$$

If $\mathcal{K}$ has the singular system $\left\{\sigma_{n} ; \varphi_{n}, \psi_{n}\right\}_{n=1}^{\infty}$ then the solution in (2.23) has a singular value expansion

$$
\begin{equation*}
u_{\alpha}=\sum_{n=1}^{\infty} \frac{\sigma_{n}}{\sigma_{n}^{2}+\alpha}\left\langle b, \varphi_{n}\right\rangle_{2} \psi_{n} . \tag{2.24}
\end{equation*}
$$

Using the condition $\alpha>0$, the expansion in (2.24), and the fact that both the $\varphi_{n}$ 's and $\psi_{n}$ 's are an orthonormal basis results in

$$
\begin{aligned}
\left\|R_{\alpha}\right\|_{1} & =\sqrt{\sum_{n=1}^{\infty}\left|\frac{\sigma_{n}}{\sigma_{n}^{2}+\alpha}\left\langle b, \varphi_{n}\right\rangle_{2}\right|^{2}} \\
& \leqslant \frac{\sigma_{1}}{\alpha} \sqrt{\sum_{n=1}^{\infty}\left|\left\langle b, \varphi_{n}\right\rangle_{2}\right|^{2}} \\
& \leqslant \frac{\sigma_{1}}{\alpha}\|b\|_{2} .
\end{aligned}
$$

Hence $R_{\alpha}$ is a bounded operator for each $\alpha>0$. For any fixed $n$ it is also true that $\lim _{\alpha \rightarrow 0} \frac{\sigma_{n}}{\sigma_{n}^{2}+\alpha}=\frac{1}{\sigma_{n}}$, which matches the expansion in (2.20). Therefore, (2.21) defines a regularization operator.

In this thesis we discuss inverse problems in image processing. If the regularization functional penalizes non-smooth images, the effect of this regularization will be noise removal but also a smoothing of the edges in the image. To overcome this disadvantage
with classical noise removal techniques L. I. Rudin, et al (ROF) in their seminal 1992 paper [99] introduced the Total Variation (TV) regularization functional

$$
\begin{equation*}
|u|_{T V}=\int_{\Omega}|\nabla u| d x d y \tag{2.25}
\end{equation*}
$$

where $\Omega$ is the image domain as discussed in Section 2.3. The TV regularization functional does not distinguish between smooth and piecewise smooth solutions with the same total variation, and thus Tikhonov regularization with the TV regularization functional can remove noise while still preserving the edges in an image. Note that the Euclidean norm $|\cdot|$ is not differentiable at the origin. To overcome the resulting numerical difficulties, (2.25) is replaced by the following

$$
\begin{equation*}
|u|_{T V_{\beta}}=\int_{\Omega} \sqrt{|\nabla u|^{2}+\beta^{2}} d x d y \tag{2.26}
\end{equation*}
$$

where $\beta>0$ is a small perturbing parameter. Thus Tikhonov regularization with the perturbed TV regularization functional involves the solution of the minimization problem

$$
\begin{equation*}
\min _{u \in B V(\Omega)} \frac{1}{2} \int_{\Omega}(\mathcal{K} u-b)^{2} d x d y+\alpha \int_{\Omega} \sqrt{|\nabla u|^{2}+\beta^{2}} d x d y \tag{2.27}
\end{equation*}
$$

First variation leads to the following Euler-Lagrange equation

$$
\begin{equation*}
-\alpha \nabla \cdot\left(\frac{\nabla u}{\sqrt{|\nabla u|^{2}+\beta}}\right)+\mathcal{K}^{*} \mathcal{K} u=\mathcal{K} b \tag{2.28}
\end{equation*}
$$

This equation is highly nonlinear and the efficient solution of the discrete version of this equation using iterative methods in both the deblurring and the pure denoising cases has been an active area of research over the last decade. In this thesis we mainly discussed methods used for solving this type of and other related problems. More details about TV regularization can be found in $[112,113]$ and solution of TV and BV based image processing problems can be found in [69, 71, 70, 99].

### 2.6 Iterative Methods for Solving System of Equations

In this section we present some basic iterative methods for solving a linear system of equations $\mathbf{A} \mathbf{x}=\mathbf{b}$ where $\mathbf{A}$ is a given $m_{1} \times m_{1}$ matrix, $\mathbf{b}$ is a given vector of size $m_{1}$. An iterative technique to solve the linear system $\mathbf{A x}=\mathbf{b}$ starts with an initial approximation $\mathbf{x}^{(0)}$ to the solution $\mathbf{x}$ and generates a sequence of vectors $\left\{\mathbf{x}^{(k)}\right\}_{k=0}^{\infty}$ that converges to $\mathbf{x}$. All iterative techniques convert the system $\mathbf{A x}=\mathbf{b}$ into an equivalent system of the form $\mathbf{x}=\mathbf{T} \mathbf{x}+\mathbf{c}$ for some fixed matrix $\mathbf{T}$ and a vector $\mathbf{c}$. After the initial vector $\mathbf{x}^{(0)}$ is selected, the sequence of approximate solution vectors is generated by computing

$$
\begin{equation*}
\mathbf{x}^{(k)}=\mathbf{T} \mathbf{x}^{(k-1)}+\mathbf{c} \tag{2.29}
\end{equation*}
$$

for each $k=1,2,3, \ldots$.

### 2.6.1 The Jacobi Iterative Method

Consider a system of equations

$$
\begin{equation*}
A x=b \tag{2.30}
\end{equation*}
$$

where $\mathbf{A}=\left[a_{i j}\right]_{m_{1} \times m_{1}}$ and $\mathbf{b}=\left[b_{i}\right]_{m_{1} \times 1}$. Solving $i$ th equation for $x_{i}$ we have the equivalent equations

$$
x_{i}=\sum_{\substack{j=1 \\ j \neq i}}^{m_{1}}\left(\frac{-a_{i j} x_{j}}{a_{i i}}\right)+\frac{b_{i}}{a_{i i}}
$$

generating each $x_{i}^{(k)}$ from components of $\mathbf{x}^{(k-1)}$ for $k \geqslant 1$ by

$$
\begin{equation*}
x_{i}^{(k)}=\frac{1}{a_{i i}}\left(\sum_{\substack{j=1 \\ j \neq i}}^{m_{1}}\left(-a_{i j} x_{j}^{(k-1)}\right)+b_{j}\right), \quad \text { for } i=1,2, \ldots, m_{1} \tag{2.31}
\end{equation*}
$$

To write (2.30) in the form (2.29), express the matrix $\mathbf{A}$ in the form

$$
\mathbf{A}=\mathbf{D}-\mathbf{L}-\mathbf{U}
$$

where $\mathbf{D},-\mathbf{L},-\mathbf{U}$ are diagonal, strictly lower triangular and strictly upper triangular matrices respectively of matrix $\mathbf{A}$. We have that

$$
\begin{array}{r}
(\mathbf{D}-\mathbf{L}-\mathbf{U}) \mathbf{x}=\mathbf{b} \\
\Longleftrightarrow \mathbf{D} \mathbf{x}=(\mathbf{L}+\mathbf{U}) \mathbf{x}+\mathbf{b} \\
\Longleftrightarrow \mathbf{x}=\mathrm{D}^{-1}(\mathbf{L}+\mathbf{U}) \mathbf{x}+\mathrm{D}^{-1} \mathbf{b}
\end{array}
$$

thus in (2.29) form, the Jacobi method is

$$
\mathbf{x}=\mathbf{T}_{\mathbf{J}} \mathbf{x}+\mathbf{c}_{\mathbf{J}}
$$

where

$$
\mathbf{T}_{\mathbf{J}}=\mathbf{D}^{-1}(\mathbf{L}+\mathbf{U})
$$

and

$$
\mathbf{c}_{\mathbf{J}}=\mathrm{D}^{-1} \mathbf{b}
$$

Algorithm for Jacobi Method: To solve (2.30) with initial approximation $\mathbf{x}^{(0)}$ : INPUT the number of equations and unknowns $m_{1}$; the entries $a_{i j}$ of the matrix $\mathbf{A}$; the entries $b_{j}$ of $\mathbf{b}$; the entries of $\mathbf{x}^{(0)}$ and the tolerance TOL; maximum number of iterations $N$ and also let $\mathbf{X 0}=\mathbf{x}^{(0)}$.

Algorithm 1 (Jacobi Method) Step 1 Set $k=1$.
Step 2 While $(k \leqslant N)$ do steps 3-6.
Step 3 For $i=1,2, \ldots, m_{1}$ set

$$
x_{i}=\sum_{\substack{j=1 \\ j \neq i}}^{m_{1}}\left(\frac{-a_{i j} \mathrm{Xo}_{j}}{a_{i i}}\right)+\frac{b_{i}}{a_{i i}}
$$

Step 4 If $\|\mathbf{x}-\mathbf{X} 0\|<T O L$ then OUTPUT $\left(x_{1}, \ldots, x_{m_{1}}\right)$;
end.
Step 5 Set $k=k+1$.
Step $6 \quad$ For $i=1, \ldots, m_{1}$ set $\mathrm{X}_{i}=x_{i}$.
Step 7 OUTPUT ('Maximum number of iterations exceeded');
end.
Step 3 of the algorithm requires that $a_{i i} \neq 0$ for each $i=1,2, \ldots, m_{1}$. If one of the $a_{i i}$ entries is zero and the matrix is nonsingular, a reordering of the equations can be performed so that $a_{i i} \neq 0$. To speed up the convergence, the equations should be arranged so that $a_{i i}$ is as large as possible.
Weighted Jacobi Method: In the Weighted Jacobi Method, given the current approximation $x^{(k-1)}$ the new Jacobi iterates are computed using

$$
\begin{equation*}
x_{i}^{*}=\frac{1}{a_{i i}}\left(\sum_{\substack{j=1 \\ j \neq i}}^{m_{1}}\left(-a_{i j} x_{j}^{(k-1)}\right)+b_{j}\right), \quad \text { for } i=1,2, \ldots, m_{1} . \tag{2.32}
\end{equation*}
$$

for $i=1,2, \ldots, m_{1}$ as before, however $x^{*}$ is now just an intermediate value. The new approximation $x^{(k)}$ is given by:

$$
\begin{equation*}
x^{(k)}=(1-\omega) x_{i}^{(k-1)}+\omega x^{*} \tag{2.33}
\end{equation*}
$$

where $\omega$ is a weighting factor to be chosen. Of course when $\omega=1$ we have the original Jacobi Method. In matrix form the weighted Jacobi Method is:

$$
\begin{equation*}
x^{(k)}=\left((1-\omega) \mathbf{I}+\omega \mathbf{T}_{\mathbf{J}}\right) x^{(x-1)}+\omega \mathbf{D}^{-1} \mathbf{b} \tag{2.34}
\end{equation*}
$$

which is equivalent to

$$
\mathbf{x}^{(\mathbf{k})}=\mathbf{T}_{\omega} \mathbf{x}^{(\mathbf{k}-\mathbf{1})}+\mathbf{c}_{\omega}
$$

where $\mathbf{T}_{\omega}=(1-\omega) \mathbf{I}+\omega \mathbf{D}^{-1}(\mathbf{L}+\mathbf{U})$ and $\mathbf{c}_{\omega}=\omega \mathbf{D}^{-1} \mathbf{b}$.

### 2.6.2 Gauss Seidel Method

In Jacobi method, when we compute $x_{i}^{(k)}$ we have already computed $x_{1}^{(k)}, \ldots, x_{i-1}^{(k)}$ which should be better approximations to $x_{1}, \ldots, x_{i-1}$ than $x_{1}^{(k-1)}, \ldots, x_{i-1}^{(k-1)}$. Thus we have

$$
\begin{equation*}
x_{i}^{(k)}=\frac{1}{a_{i i}}\left(b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}^{(k)}-\sum_{j=i+1}^{m_{1}} a_{i j} x_{j}^{(k-1)}\right) \quad \text { for } i=1, \ldots, m_{1}, \tag{2.35}
\end{equation*}
$$

which is known as the Gauss-Seidel Method.
To write the Gauss-Seidel method in matrix form, multiply equation (2.35) by $a_{i i}$ we have

$$
a_{i i} x_{i}^{(k)}+\sum_{j=1}^{i-1} a_{i j} x_{j}^{(k)}=b_{i}-\sum_{j=i+1}^{m_{1}} a_{i j} x_{j}^{(k-1)}
$$

or

$$
a_{i i} x_{i}^{(k)}+\sum_{j=1}^{i-1} a_{i j} x_{j}^{(k)}=b_{i}+\sum_{j=i+1}^{m_{1}}\left(-a_{i j} x_{j}^{(k-1)}\right)
$$

thus in matrix notation we have

$$
(\mathbf{D}-\mathbf{L}) \mathbf{x}^{(k)}=\mathbf{U} \mathbf{x}^{(k-1)}+\mathbf{b}
$$

or equivalently

$$
\begin{equation*}
\mathbf{x}^{(k)}=\mathbf{T}_{G S} \mathbf{x}^{(k-1)}+\mathbf{c}_{G S} \tag{2.36}
\end{equation*}
$$

where

$$
\mathbf{T}_{G S}=(\mathbf{D}-\mathbf{L})^{-1} \mathbf{U}
$$

and

$$
\mathbf{c}_{G S}=(\mathbf{D}-\mathbf{L})^{-1} \mathbf{b}
$$

Algorithm for Gauss-Seidel Method: To solve (2.30) with initial approximation $\mathbf{x}^{(0)}$ : INPUT the number of equations and unknowns $m_{1}$; the entries $a_{i j}$ of the matrix $\mathbf{A}$; the entries $b_{j}$ of $\mathbf{b}$ the entries of $\mathbf{x}^{(0)}$ and the tolerance TOL; maximum number of iterations $N$ and also let $\mathbf{X 0}=\mathbf{x}^{(0)}$.

Algorithm 2 (Gauss-Seidel Method) Step $1 \quad$ Set $k=1$.
Step $2 \quad$ While $(k \leqslant N)$ do steps 3-6.
Step 3 For $i=1,2, \ldots, m_{1}$ set

$$
x_{i}=\frac{1}{a_{i i}}\left(b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}-\sum_{j=i+1}^{m_{1}} a_{i j} \mathbf{X} \mathbf{0}_{j}\right)
$$

Step 4 If $\|\mathbf{x}-\mathbf{X 0}\|<T O L$ then OUTPUT $\left(x_{1}, \ldots, x_{m_{1}}\right)$;
end.
Step 5 Set $k=k+1$.
Step $6 \quad$ For $i=1, \ldots, m_{1}$ set $\mathbf{X} \mathbf{0}_{i}=x_{i}$.
Step 7 OUTPUT ('Maximum number of iterations exceeded');
end.
As with Jacobi method step 3 of the algorithm requires that $a_{i i} \neq 0$ for each $i=$ $1,2, \ldots, m_{1}$. If one of the $a_{i i}$ entries is zero and the matrix is nonsingular, a reordering of the equations can be performed so that $a_{i i} \neq 0$. To speed up the convergence, the equations should be arranged so that $a_{i i}$ is as large as possible.
Definition 2.6.1 (Residual Vector) Suppose that $\widetilde{\mathbf{x}} \in \mathbb{R}$ is an approximation to the solution of the linear system (2.30). The residual vector for $\tilde{\mathbf{x}}$ with respect this system is $\mathbf{r}=\mathbf{b}-\mathbf{A} \tilde{\mathbf{x}}$.

In iterative methods, a residual vector is associated with each calculation of an approximation component to the solution vector. The objective of an iterative method is to generate a sequence of approximations that will cause the associated residual vectors to be reduced rapidly to zero. Let

$$
\mathbf{r}_{i}^{(k)}=\left(r_{1 i}^{(k)}, r_{2 i}^{(k)}, \ldots, r_{m_{1} i}^{(k)}\right)^{t}
$$

be the residual vector for the Gauss-Seidel method corresponding to the approximate solution vector $\mathbf{x}_{i}^{(k)}$ given by

$$
\mathbf{x}_{i}^{(k)}=\left(x_{1}^{(k)}, x_{2}^{(k)}, \ldots, x_{i-1}^{(k)}, x_{i}^{(k)}, \ldots, x_{m_{1}}^{(k)}\right)^{t}
$$

The $m$ th component of $\mathbf{r}_{i}^{(k)}$ is

$$
\begin{equation*}
r_{m i}^{(k)}=b_{m}-\sum_{j=1}^{i-1} a_{m j} x_{j}^{(k)}-\sum_{j=i}^{m_{1}} a_{m j} x_{j}^{(k-1)} \tag{2.37}
\end{equation*}
$$

for each $m=1,2, \ldots, m_{1}$. In particular, for the $i$ th component of $\mathbf{r}_{i}^{(k)}$ we have

$$
\begin{equation*}
a_{i i} x_{i}^{(k-1)}+r_{i i}^{(k)}=b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}^{(k)}-\sum_{j=i+1}^{m_{1}} a_{i j} x_{j}^{(k-1)} . \tag{2.38}
\end{equation*}
$$

Combining (2.35) and (2.38) we have

$$
a_{i i} x_{i}^{(k-1)}+r_{i i}^{(k)}=a_{i i} x_{i}^{(k)} .
$$

Consequently, the Gauss-Seidel method can be characterized as choosing $x_{i}^{(k)}$ to satisfy

$$
\begin{equation*}
x_{i}^{(k)}=x_{i}^{(k-1)}+\frac{r_{i i}^{(k)}}{a_{i i}} . \tag{2.39}
\end{equation*}
$$

Modifying the Gauss-Seidel procedure given above in (2.39) to

$$
\begin{equation*}
x_{i}^{(k)}=x_{i}^{(k-1)}+\omega \frac{r_{i i}^{(k)}}{a_{i i}} . \tag{2.40}
\end{equation*}
$$

for certain choices of positive $\omega$ reduces the norm of the residual vector and leads to significantly faster convergence. This type of methods defined in (2.40) are known as relaxation methods. If $0<\omega<1$, the methods are called under-relaxation methods and if $\omega>1$, the techniques are known as over-relaxation methods, and are used to accelerate the convergence where Gauss-Seidel method is slow in convergence. These methods are abbreviated SOR, for Successive Over-Relaxation. Equation (2.40) can be written as

$$
\begin{equation*}
a_{i i} x_{i}^{(k)}+\omega \sum_{j=1}^{i-1} a_{i j} x_{j}^{(k)}=(1-\omega) a_{i i} x_{i}^{(k-1)}-\omega \sum_{j=i+1}^{m_{1}} a_{i j} x_{j}^{(k-1)}+\omega b_{i} \tag{2.41}
\end{equation*}
$$

so in matrix form

$$
\begin{equation*}
(\mathbf{D}-\omega \mathbf{L}) \mathbf{x}^{(k)}=[(1-\omega) \mathbf{D}+\omega \mathbf{U}] \mathbf{x}^{(k-1)}+\omega \mathbf{b} \tag{2.42}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{x}^{(k)}=(\mathbf{D}-\omega \mathbf{L})^{-1}[(1-\omega) \mathbf{D}+\omega \mathbf{U}] \mathbf{x}^{(k-1)}+\omega(\mathbf{D}-\omega \mathbf{L})^{-1} \mathbf{b} . \tag{2.43}
\end{equation*}
$$

The SOR technique can be express in the form

$$
\begin{equation*}
\mathbf{x}^{(k)}=\mathbf{T}_{\omega} \mathbf{x}^{(k-1)}+\mathbf{c}_{\omega}, \tag{2.44}
\end{equation*}
$$

where $\mathbf{T}_{\omega}=(\mathbf{D}-\omega \mathbf{L})^{-1}[(1-\omega) \mathbf{D}+\omega \mathbf{U}]$ and $\omega(\mathbf{D}-\omega \mathbf{L})^{-1} \mathbf{b}$.

### 2.6.3 Block Iterative Methods

Assume that the vector $\mathbf{x}$ is partitioned into several disjoint sub-vectors (not necessarily of same size)

$$
\mathrm{x}=\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots, \mathrm{x}_{s}\right)^{t} .
$$

Then $\mathbf{A x}=\mathbf{b}$ can be written in the block form

$$
\left[\begin{array}{llll}
\mathbf{A}_{11} & \mathbf{A}_{12} & \ldots & \mathbf{A}_{1 s}  \tag{2.45}\\
\mathbf{A}_{21} & \mathbf{A}_{22} & \ldots & \mathbf{A}_{2 s} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{A}_{s 1} & \mathbf{A}_{s 2} & \ldots & \mathbf{A}_{s s}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x}_{1} \\
\mathbf{x}_{2} \\
\vdots \\
\mathbf{x}_{s}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\vdots \\
\mathbf{b}_{s}
\end{array}\right]
$$

where the block $\mathbf{A}_{p q}$ is of size $n_{p} \times n_{q}\left(n_{p}\right.$ being the size of $\left.\mathbf{x}_{p}\right)$ and the vector $\mathbf{b}$ is of size $n_{p}$. Assuming that the diagonal blocks are nonsingular the Jacobi and Gauss-Seidel methods can easily be extended to the block form. In the Block Jacobi method for $i=1,2, \ldots, s$

$$
\begin{equation*}
\mathbf{x}_{i}^{(k)}=\mathbf{A}_{i i}^{-1}\left(\sum_{\substack{j=1 \\ j \neq i}}^{s}\left(-\mathbf{A}_{i j} \mathbf{x}_{j}^{(k-1)}\right)+\mathbf{b}_{i}\right) . \tag{2.46}
\end{equation*}
$$

Similarly, the Gauss-Seidel method is given by

$$
\begin{equation*}
\mathbf{x}_{i}^{(k)}=\mathbf{A}_{i i}^{-1}\left(\mathbf{b}_{i}-\sum_{j=1}^{i-1} \mathbf{A}_{i j} \mathbf{x}_{j}^{(k)}-\sum_{j=i+1}^{s} \mathbf{A}_{i j} \mathbf{x}_{j}^{(k-1)}\right) \tag{2.47}
\end{equation*}
$$

Obviously we now have to invert the matrix $\mathbf{A}_{i i}$ in order to update $\mathbf{x}_{i}$ and the larger the vectors $\mathbf{x}_{i}$ are, the more expensive each step of the method is likely to be, on the other hand the payoff may be faster convergence of the iterative method.

### 2.6.4 Convergence

All the iterative methods in this chapter define a sequence of iterates of the form

$$
\mathbf{x}^{(k)}=\mathbf{T} \mathbf{x}^{(k-1)}+\mathbf{c} .
$$

We now address the convergence properties and in particular sufficient conditions.
Lemma 2.6.1 If the spectral radius $\rho(T)<1$ then $(I-T)^{-1}$ exist, and

$$
(I-T)^{-1}=I+T+T^{2}+\ldots
$$

[56].
Proof. Let $\lambda$ be an eigenvalue of $T$ then $1-\lambda$ will be an eigenvalue of $I-T$, since if

$$
\begin{array}{r}
T \mathbf{x}=\lambda \mathbf{x} \\
\Longrightarrow(I-T) \mathbf{x}=(1-\lambda) \mathbf{x}
\end{array}
$$

for some eigenvector $\mathbf{x}$. But $|\lambda| \leqslant \rho(T)<1$, so $\lambda=1$ is not an eigenvalue of $T$, so 0 cannot be an eigenvalue of $I-T$. Hence $I-T$ is nonsingular. Hence $(I-T)^{-1}$ exists. For the second part

Let $S_{m}=I+T+T^{2}+\ldots+T^{m}$. Then

$$
(I-T) S_{m}=\left(I+T+T^{2}+\ldots+T^{m}\right)-\left(T+T^{2}+T^{3}+\ldots+T^{m+1}\right)=I-T^{m+1} .
$$

If $\rho(T)<1$ then $\lim _{m \rightarrow \infty} T^{m}=0$, so we have

$$
\lim _{m \rightarrow \infty}(I-T) S_{m}=\lim _{m \rightarrow \infty}\left(I-T^{m+1}\right)=I
$$

thus,

$$
(I-T)^{-1}=\lim _{m \rightarrow \infty} S_{m}=I+T+T^{2}+\ldots
$$

Theorem 2.6.1 [56] For any $\mathbf{x}^{(0)} \in \mathbb{R}^{n}$, the sequence $\left\{\mathbf{x}^{(k)}\right\}_{k=0}^{\infty}$ defined by

$$
\begin{equation*}
\mathbf{x}^{(k)}=T \mathbf{x}^{(k-1)}+\mathbf{c}, \quad \text { for each } k \geqslant 1, \tag{2.48}
\end{equation*}
$$

converges to the unique solution of $\mathbf{x}=T \mathbf{x}+\mathbf{c}$ if and only if $\rho(T)<1$.
Proof. First assume that $\rho(T)<1$. From equation (2.48) we have

$$
\begin{aligned}
\mathbf{x}^{(k)} & =T \mathbf{x}^{(k-1)}+\mathbf{c} \\
& =T\left(T \mathbf{x}^{(k-2)}+\mathbf{c}\right)+\mathbf{c} \\
& =T^{2} \mathbf{x}^{(k-2)}+(T+I) \mathbf{c} \\
& \vdots \\
& =T^{k} \mathbf{x}^{(0)}+\left(T^{k-1}+\ldots+T+I\right) \mathbf{c} .
\end{aligned}
$$

Since $\rho(T)<1$, the matrix $T$ is convergent ${ }^{7}$ and

$$
\lim _{k \rightarrow \infty} T^{k} \mathbf{x}^{(0)}=0
$$

Using Lemma 2.6.1 we have

$$
\lim _{k \rightarrow \infty} \mathbf{x}^{(k)}=\lim _{k \rightarrow \infty} T^{k} \mathbf{x}^{(0)}+\lim _{k \rightarrow \infty}\left(\sum_{j=0}^{k-1} T^{j}\right) \mathbf{c}=\mathbf{0}+(I-T)^{-1} \mathbf{c}=(I-T)^{-1} \mathbf{c}
$$

Hence the sequence $\left\{\mathbf{x}^{(k)}\right\}_{k=0}^{\infty}$ converges to the unique solution $\mathbf{x}=(I-T)^{-1} \mathbf{c}$ as $\mathbf{x}=T \mathbf{x}+\mathbf{c} \quad \Longrightarrow(I-T) \mathbf{x}=\mathbf{c}$.

Now consider the converse, let us assume that $\mathbf{x}$ is the unique solution of the equation (2.48). Let $\mathbf{c}=\mathbf{0}$ then $\mathbf{x}$ is the solution of the equation $\mathbf{x}=T \mathbf{x}$. Let $\mathbf{z} \in \mathbb{R}^{n}$ be an arbitrary vector and write $\mathbf{x}^{(0)}=\mathbf{x}-\mathbf{z}$, we have

$$
\begin{aligned}
\lim _{k \rightarrow \infty} T^{k} \mathbf{z} & =\lim _{k \rightarrow \infty} T^{k}\left(\mathbf{x}-\mathbf{x}^{(0)}\right) \\
& =\lim _{k \rightarrow \infty} T^{k-1}\left(T \mathbf{x}-T \mathbf{x}^{(0)}\right) \\
& =\lim _{k \rightarrow \infty} T^{k-1}\left(\mathbf{x}-\mathbf{x}^{(1)}\right) \\
& =\lim _{k \rightarrow \infty} T^{k-2}\left(\mathbf{x}-\mathbf{x}^{(2)}\right) \\
& \vdots \\
& =\lim _{k \rightarrow \infty}\left(\mathbf{x}-\mathbf{x}^{(k)}\right)=0
\end{aligned}
$$

Since $\mathbf{z} \in \mathbb{R}^{m_{1}}$ is arbitrary, so $T$ is convergent hence $\rho(T)<1$.
Definition 2.6.2 (Diagonally Dominant) A square matrix $A$ is said to be diagonally dominant if

$$
\left|a_{i i}\right| \geqslant \sum_{\substack{j=1 \\ j \neq i}}^{m_{1}}\left|a_{i j}\right|, \quad i=1,2, \ldots, m_{1}
$$

[^4]and is called strictly diagonally dominant if
$$
\left|a_{i i}\right|>\sum_{\substack{j=1 \\ j \neq i}}^{m_{1}}\left|a_{i j}\right|, \quad i=1,2, \ldots, m_{1} .
$$

Theorem 2.6.2 If, for a system of equations (2.30), $A$ is strictly diagonally dominant, the Gauss-Seidel iterations converge for any $\mathbf{x}^{(0)}$. [56]

Proof. If $A$ is a diagonally dominant matrix then

$$
\left|a_{i i}\right|>\sum_{\substack{j=1 \\ j \neq i}}^{m_{1}}\left|a_{i j}\right|, \quad i=1,2, \ldots, m_{1} .
$$

Since in Gauss-Seidel iterations we have

$$
T_{G S}=(D-L)^{-1} U .
$$

Let $\lambda$ be the dominant eigenvalue of the iteration matrix $T_{G S}$ and let $\mathbf{x}$ be the corresponding eigenvector such that $\left|x_{m}\right|=1$ and $\left|x_{j}\right| \leqslant 1$ for $j \neq m$, then

$$
\begin{align*}
&(D-L)^{-1} U \mathbf{x}=\lambda \mathbf{x} \\
& \Rightarrow U \mathbf{x}=\lambda(D-L) \mathbf{x}  \tag{2.49}\\
& \Rightarrow \sum_{j<m} a_{m j} x_{j}= \lambda\left(a_{m m} x_{m}-\sum_{j>m} a_{m j} x_{j}\right) \\
& \Rightarrow\left|\sum_{j<m} a_{m j} x_{j}\right|=|\lambda|\left|\left(a_{m m} x_{m}-\sum_{j>m} a_{m j} x_{j}\right)\right| \\
& \Rightarrow|\lambda|= \frac{\left|\sum_{j<m} a_{m j} x_{j}\right|}{\left|\left(a_{m m} x_{m}-\sum_{j>m} a_{m j} x_{j}\right)\right|} \\
& \leqslant \frac{\sum_{j<m}\left|a_{m j} x_{j}\right|}{\left|a_{m m} x_{m}\right|-\sum_{j>m}\left|a_{m j} x_{j}\right|} \\
&= \frac{\sum_{j<m}\left|a_{m j}\right|\left|x_{j}\right|}{\left|a_{m m}\right|\left|x_{m}\right|-\sum_{j>m}\left|a_{m j}\right|\left|x_{j}\right|} \\
& \leqslant \frac{\sum_{j<m}\left|a_{m j}\right|}{\left|a_{m m}\right|-\sum_{j>m}\left|a_{m j}\right|} \quad a s\left|x_{m}\right|=1 \text { and }\left|x_{j}\right| \leqslant 1 .
\end{align*}
$$

Let $\sigma_{1}=\sum_{j>m}\left|a_{m j}\right|, \sigma_{2}=\sum_{j<m}\left|a_{m j}\right|$ and $d=\left|a_{m m}\right|$. So

$$
\begin{equation*}
|\lambda| \leqslant \frac{\sigma_{2}}{\sigma_{1}+d} . \tag{2.50}
\end{equation*}
$$

Now $d, \sigma_{1}$ and $\sigma_{2}$ are non-negative integers and also $A$ is strictly diagonally dominant so $d>\sigma_{1}+\sigma_{2}$

$$
\Rightarrow d-\sigma_{1}>\sigma_{2}
$$

Hence by (2.50) we can say that $|\lambda|<1$

$$
\Rightarrow \rho\left(T_{G S}\right)<1
$$

and so by Theorem 2.6.1 we have that Gauss-Seidel iterations will be convergent.
Note: In similar way we can prove for Jacobi iterations.
If we have a system of equations $\mathbf{A u}=\mathbf{f}$ arising from the discretization of a PDE using the finite difference method on a rectangular domain then the matrix $\mathbf{A}$ is likely to be well structured and sparse, which means storage of $\mathbf{A}$ will not usually be required. The updating of each entry of $u$ will typically involve just a few other entries. Next we illustrate the implementation of Jacobi and Gauss-Seidel methods for the case of Poisson's equation:

$$
\left\{\begin{array}{cc}
-\Delta u(x, y)=f(x, y) & (x, y) \in \Omega=(0,1) \times(0,1)  \tag{2.51}\\
u(x, y)=f^{\Gamma}(x, y) & (x, y) \in \Gamma=\partial \Omega .
\end{array}\right.
$$

A discretized form of Poisson equation is

$$
\left\{\begin{array}{cc}
-\triangle_{h} u_{h}(x, y)=f_{h}(x, y) & (x, y) \in \Omega_{h},  \tag{2.52}\\
u_{h}(x, y)=f_{h}^{\Gamma}(x, y) & (x, y) \in \Gamma_{h}=\partial \Omega_{h} .
\end{array}\right.
$$

Definition 2.6.3 (Stencil Notation) A general 2-D stencil denoted by $\left[s_{\ell_{1}, \ell_{2}}\right]_{h}$ and is given by

$$
\left[s_{\ell_{1}, \ell_{2}}\right]_{h}=\left[\begin{array}{lllll} 
& \cdots & \cdots & \cdots &  \tag{2.53}\\
\cdots & s_{-1,1} & s_{0,1} & s_{1,1} & \ldots \\
\cdots & s_{-1,0} & s_{0,0} & s_{1,0} & \cdots \\
\cdots & s_{-1,-1} & s_{0,-1} & s_{1,-1} & \cdots \\
& \cdots & \cdots & \cdots &
\end{array}\right]_{h}
$$

where $s_{\ell_{1}, \ell_{2}} \in \mathbb{R}$, this defines an operator on the set of grid functions by

$$
\begin{equation*}
\left[s_{\ell_{1}, \ell_{2}}\right]_{h} u(x, y)=\sum_{\ell_{1}, \ell_{2}} s_{\ell_{1}, \ell_{2}} u_{h}\left(x+\ell_{1} h_{1}, y+\ell_{2} h_{2}\right) . \tag{2.54}
\end{equation*}
$$

Five-points and compact nine-point stencils are

$$
\left[\begin{array}{lll} 
& s_{0,1} &  \tag{2.55}\\
s_{-1,0} & s_{0,0} & s_{1,0}
\end{array}\right]_{h} \quad\left[\begin{array}{lll}
s_{-1,1} & s_{0,1} & s_{1,1} \\
s_{-1,0} & s_{0,0} & s_{1,0} \\
s_{-1,-1} & s_{0,-1} & s_{1,-1}
\end{array}\right]_{h}
$$

Near boundary points the stencils may have to be modified [118].

## Jacobi Method:

Using five-point stencil, in the weighted Jacobi Method if grid point $(i, j)$ is not adjacent to the boundary, $u_{i, j}$ is updated according to the equation

$$
\begin{equation*}
u_{i, j}^{k}=(1-\omega) u_{i, j}^{k-1}+\omega\left[\frac{h^{2} f_{i, j}+u_{i+1, j}^{k-1}+u_{i-1, j}^{k-1}+u_{i, j+1}^{k-1}+u_{i, j-1}^{k-1}}{4}\right] . \tag{2.56}
\end{equation*}
$$

For points adjacent to the boundary, some modification will be required to (2.56).

## Gauss-Seidel Method:

Two different ordering schemes (corresponding to two different ways of stacking $\mathbf{u}$ into a vector) for Gauss Seidel method will be discussed here.

## Lexicographic Ordering:

A lexicographic ordering of the grid points involves ordering the points in increasing order from left to right and up the rows so that the approximation at the bottom left
point $(1,1)$ is updated first followed by the approximation at the point $(2,1)$ and so on with the approximation at the top right point ( $m_{1}-1, m_{1}-1$ ) updated last. A GaussSeidel scheme used with lexicographic ordering is denoted by GS-LEX and the entry $u_{h}$ corresponding to grid point ( $i, j$ ) (not adjacent to the boundary) is given by

$$
\begin{equation*}
u_{i, j}^{k}=\frac{h^{2} f_{i, j}+u_{i-1, j}^{k}+u_{i, j-1}^{k}+u_{i+1, j}^{k-1}+u_{i, j+1}^{k-1}}{4} . \tag{2.57}
\end{equation*}
$$

## Red-Black Ordering:

When a red-black ordering of the grid points is used the grid is colored in a checkerboard fashion as shown in Figure 2.9, entries of $u_{h}$ corresponding to the red points are updated first followed by entries of $u_{h}$ corresponding to the black points. A Gauss Seidel scheme with red-black ordering of the grid points is denoted by GS-RB. Entries of $u_{h}$ corresponding to red grid points are given by

$$
\begin{equation*}
u_{i, j}^{k}=\frac{h^{2} f_{i, j}+u_{i-1, j}^{k-1}+u_{i, j-1}^{k-1}+u_{i+1, j}^{k-1}+u_{i, j+1}^{k-1}}{4} \tag{2.58}
\end{equation*}
$$

and then entries corresponding to black points are updated by

$$
\begin{equation*}
u_{i, j}^{k}=\frac{h^{2} f_{i, j}+u_{i-1, j}^{k}+u_{i, j-1}^{k}+u_{i+1, j}^{k}+u_{i, j+1}^{k}}{4} \tag{2.59}
\end{equation*}
$$

Because a five point approximation to the PDE is being used, the updating of each entry associated with a red point involves only entries associated to black points and vice versa. This means that after each sweep of GS-RB the residual $r_{h}=f_{h}-L_{h} u_{h}$ is zero at the black points. When each red point is updated using only black points and vice-versa, GSRB has an advantage over GS-LEX in terms of parallel computing since all the entries of $u_{h}$ corresponding to red points can be computed in parallel followed by all entries of $u_{h}$ corresponding to black points. Note that because points are updated in different orders, one step of GS-LEX will not produce an identical result to one step of GS-RB with the same initial guess.

Line Relaxation: If $u_{h}$ is stacked into a vector $\mathbf{u}$ lexicographically and split $\mathbf{u}$ into ( $m_{1}-1$ ) sub-vectors each of size $\left(m_{1}-1\right)$ then the sub-vector $\mathbf{u}_{\ell}$ will contains all the values of $u_{h}$ corresponding to row $\ell$ of the grid, hence performing a block Jacobi or Gauss-Seidel iteration on this block system is equivalent to relaxing a whole row of the grid collectively, this is known as $x$-line relaxation. Using block Gauss-Seidel, $\mathbf{u}_{\ell}$ is updated using the following equation

$$
\begin{equation*}
\mathbf{u}_{\ell}^{k}=\mathbf{A}_{\ell \ell}^{-1}\left(\mathbf{u}_{\ell-1}^{k}+\mathbf{u}_{\ell+1}^{k-1}+h^{2} \mathbf{f}_{\ell}\right), \tag{2.60}
\end{equation*}
$$

where $\mathbf{A}_{\ell \ell}$ is a tridiagonal matrix with 4 on the diagonal and -1 on the off diagonals. If $u_{h}$ is stacked along columns of the grid and the resulting vector partitioned as above, the block relaxation methods relax whole columns of the grid collectively, this is known as $y$-line relaxation. A sweep of an alternating line relaxation consists of an $x$-line relaxation sweep followed by a $y$-line relaxation sweep. A line analogue of the red-black point-wise relaxation for line Gauss-Seidel is the zebra line relaxation here either rows or columns of the grid are colored alternately white and black, then the white lines are relaxed followed by the black lines, in most cases the approximation at a point on a white line will depend only on other points on that line and points on the adjacent black lines, hence a parallel implementation of zebra line Gauss-Seidel will be possible.


Figure 2.9: Red ( $\square$ )-Black (o) ordering of grid points

In summary we have that Jacobi and Gauss-Seidel iterative techniques will be convergent if the spectral radius of their iterative matrices is less then 1 or equivalently we say that for a particular system $A \mathbf{x}=b$ if we want to use Jacobi and Gauss-Seidel iterative techniques, it is desirable that $A$ must be diagonally dominant.
Even these iterative or relaxation methods may be very slow to converge, they are very fast for the smoothing error which is useful in multigrid methods see [39]. This fact can be revealed by a Fourier analysis, see Section 2.9.2.

### 2.7 Time Marching Schemes for Parabolic PDEs

In this section we explain the time marching methods used for parabolic equations, such as Explicit and Implicit difference methods and Additive Operator Splitting Scheme (AOS) and discuss their stability. The main references are [89], [98], [127] and [81].

### 2.7.1 Explicit Scheme (1-D)

Consider the 1-D Heat equation with constant coefficient

$$
\begin{equation*}
\frac{\partial u}{\partial t}=a \frac{\partial^{2} u}{\partial x^{2}}, \quad 0 \leqslant x \leqslant \pi, t \geqslant 0 . \tag{2.61}
\end{equation*}
$$

where $a>0$ is constant and $u=u(x, t)$ and the boundary conditions are

$$
\begin{cases}u(x, 0)=\phi(x) & \text { ( } \phi(x) \text { given }) \\ u(0, t)=0, u(\pi, t)=0 & \text { for } t>0 .\end{cases}
$$

The exact solution of this initial value problem (IVP) can be obtained by using Fourier series method with defining $\phi(x)$ as $-\phi(-x)$ for $-\pi \leqslant x \leqslant 0$, otherwise we use Fourier
sine series, but here we use complex Fourier series i.e

$$
\begin{equation*}
u(x, t)=\sum_{m=-\infty}^{\infty} A_{m} \exp \left(\mathrm{i} m x-m^{2} a t\right) \tag{2.62}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{m}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \phi(x) \exp (-\mathrm{i} m x) d x, \quad \mathbf{i}=\sqrt{-1} . \tag{2.63}
\end{equation*}
$$

Now we consider the discretized form of equation (2.61). Starting from $t_{0}=0, x_{0}=0$ and let $\Delta x$ and $\Delta t$ be the increments of the variables $x$ and $t$ respectively, with $\Delta x=\frac{\pi}{J}$ and $x_{j}=j \Delta x$ and $t_{k}=k \Delta t$ where $J \in Z$ and $j=1,2, \ldots, J, k=0,1, \ldots$. Also let $u_{j}^{k}=u\left(x_{j}, t_{k}\right),\left(x_{j}, t_{k}\right)$ is called the grid point. Then the explicit difference equation will be:

$$
\begin{equation*}
\frac{u_{j}^{k+1}-u_{j}^{k}}{\Delta t}=a \frac{u_{j+1}^{k}-2 u_{j}^{k}+u_{j-1}^{k}}{(\Delta x)^{2}} \tag{2.64}
\end{equation*}
$$

where $j=1,2, \ldots, J-1, k=0,1, \ldots$. The boundary conditions will be

$$
\begin{equation*}
u_{0}^{k}=0, \quad u_{J}^{k}=0, \quad k=0,1, \ldots \tag{2.65}
\end{equation*}
$$

and the initial conditions will be

$$
\begin{equation*}
u_{j}^{0}=\phi(j \Delta x), \quad j=0,1 \ldots, J . \tag{2.66}
\end{equation*}
$$

These equations can be used recursively to determine all the $u_{j}^{k}$ for $0 \leqslant j \leqslant J$ and $k \geqslant 0$.

### 2.7.2 Stability

Let $u(x, t)$ be the exact solution of the initial value problem and $u_{j}^{k}$ is the solution of the finite difference equation, then the error approximation will be

$$
u_{j}^{k}-u(j \triangle x, k \triangle t)
$$

Then the following two questions arise:

- What is the behavior of $\left|u_{j}^{k}-u(j \triangle x, k \triangle t)\right|$ as $k \rightarrow \infty$ for fixed $\Delta t$ and $\Delta x$ ?
- What is the behavior of $\left|u_{j}^{k}-u(j \Delta x, k \Delta t)\right|$ as $\Delta x, \Delta t \rightarrow 0$ for fixed value of $t_{k}=k \Delta t$ ?

We note that an explicit solution of difference equation (2.64) can also be written as Fourier series, i.e we can find the solution of (2.64) of the form

$$
u_{j}^{k}=\sum_{m=-\infty}^{\infty} A_{m} e^{\mathrm{i} m j \Delta x}(\xi(m))^{k}
$$

where $\xi$ and $A_{m}$ are unknown. To find $\xi$ and $A_{m}$ we proceed as follows. Let us put $u_{j}^{k}=A_{m} \xi^{k} e^{\mathrm{i} m j \Delta x}, m \in Z$ in equation (2.64), to find the value of $\xi$ we have

$$
\begin{aligned}
u_{j}^{k+1} & =u_{j}^{k}+\frac{a \Delta t}{(\Delta x)^{2}}\left(u_{j+1}^{k}-2 u_{j}^{k}+u_{j-1}^{k}\right) \\
\Rightarrow A_{m} \xi^{k+1} e^{\mathrm{i} m j \Delta x} & =A_{m} \xi^{k} e^{\mathrm{i} m j \Delta x}+\frac{a \Delta t}{(\Delta x)^{2}}\left(A_{m} \xi^{k} e^{\mathrm{i} m(j+1) \Delta x}-2 A_{m} \xi^{k} e^{\mathrm{i} m j \Delta x}\right. \\
& \left.+A_{m} \xi^{k} e^{\mathrm{i} m(j-1) \Delta x}\right)
\end{aligned}
$$

dividing through out by $A_{m} \xi^{k} e^{\mathrm{i} m j \Delta x}$ we get

$$
\begin{aligned}
\xi & =1+\frac{a \Delta t}{(\Delta x)^{2}}\left(e^{\mathrm{i} m \Delta x}-2+e^{-\mathrm{i} m \Delta x}\right) \\
& =1-\frac{2 a \Delta t}{(\triangle x)^{2}}\left(1-\frac{e^{i m \Delta x}+e^{-i m \Delta x}}{2}\right) \\
& =1-\frac{2 a \Delta t}{(\Delta x)^{2}}(1-\cos m \Delta x)
\end{aligned}
$$

Thus $u_{j}^{k}=A_{m} \xi^{k} e^{\text {imj } \Delta x}$ will satisfy the difference equation (2.64) if

$$
\begin{equation*}
\xi=1-\frac{2 a \Delta t}{(\Delta x)^{2}}(1-\cos m \Delta x)=\xi(m) \tag{2.67}
\end{equation*}
$$

where the value of $A_{m}$ is same as that for the exact solution (2.63) i.e

$$
A_{m}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \phi(x) \exp (-\mathrm{i} m x) d x
$$

therefore, the function

$$
\begin{equation*}
u_{j}^{k}=\sum_{m=-\infty}^{\infty} A_{m} e^{\mathrm{i} m j \Delta x}(\xi(m))^{k} \tag{2.68}
\end{equation*}
$$

gives the exact solution of the difference equation (2.64). Now we check whether this function satisfies the boundary condition and initial conditions given in (2.65) and (2.66) with $A_{m}$ as mentioned above. Each term in the above Fourier series solution of the difference equation satisfies the difference equation and so is their sum. If we put $k=0$ then we have

$$
u_{j}^{0}=\sum_{m=-\infty}^{\infty} A_{m} e^{\mathrm{i} m j \Delta x}
$$

which is the Fourier series for $\phi(j \Delta x)$ implies that initial condition is satisfied. In similar way we can check the boundary conditions.

Since (2.68) is the exact solution of the difference equation and that gives the values of function at mesh points i.e at $x=j \triangle x$, let us use a finite number of coefficients from above coefficients, the above function may be written in the following way as

$$
u_{j}^{k}=\sum_{m=-J}^{J} B_{m} e^{\mathrm{i} m j \Delta x}[\xi(m)]^{k},
$$

where the $B_{m}$ are to be obtained from the initial conditions regarded as $2 J+1$ linear equations in the $2 J+1$ unknowns $B_{-J}$ to $B_{J}$ (Here $j$ runs from $-J$ to $J$ as the initial functions has been extended into the interval ( $-\pi, 0$ )).

Let us compare the growth factor in both solutions. In the exact solution the growth factor is $e^{-m^{2} a \Delta t}$ and for the difference equation is $\xi(m)$. $\Lambda s$

$$
\xi(m)=1-m^{2} a \triangle t+\frac{1}{12} m^{4} a \Delta t(\Delta x)^{2}-\ldots
$$

and

$$
e^{-m^{2} a \Delta t}=1-m^{2} a \Delta t+\frac{1}{2} m^{4} a^{2}(\Delta t)^{2}-\ldots
$$

It is found that the two growth factors agree through first order terms. The two growth factors can be made to agree, to any desired accuracy, by taking $\Delta t$ and $\Delta x$ sufficiently
small, thus there is a hope that the solution of the equation (2.64) may be good approximation to the solution of the differential equation. Thus the stability condition is

$$
\begin{equation*}
\max _{m}|\xi(m)| \leqslant 1 . \tag{2.69}
\end{equation*}
$$

The error $u_{j}^{k}-u(j \Delta x, n \Delta t)$ remains bounded as $k \rightarrow \infty$ for fixed $\Delta x, \Delta t$, for a general initial function with absolutely convergent Fourier series if and only if (2.69) is satisfied. Since the true solution $u(x, t)$ is bounded as $t \rightarrow \infty$, the error will be bounded if $u_{j}^{k}$ is bounded as $k \rightarrow \infty$.

$$
\left|u_{j}^{k}\right|=\left|\sum_{m=-\infty}^{\infty} A_{m} e^{\mathrm{i} m j \Delta x}(\xi(m))^{k}\right| \leqslant \sum_{m=-\infty}^{\infty}\left|A_{m} \| \xi(m)\right|^{k}, \quad\left|e^{\mathrm{i} m j \Delta x}\right| \leqslant 1
$$

and also from (2.69) we have that $|\xi(m)| \leqslant 1, \quad \forall m$, so

$$
\left|u_{j}^{n}\right| \leqslant \sum_{m=-\infty}^{\infty}\left|A_{m}\right|
$$

As $\phi(x)$ has absolutely convergent Fourier series, so

$$
\sum_{m=-\infty}^{\infty}\left|A_{m}\right|
$$

converges and so $\left|u_{j}^{k}\right|$ is bounded. For the present example, applying the stability condition (2.69), we have from (2.67) that the growth factor $\xi(m)$ is real $\forall m$ and never exceeds 1. The condition is that the greatest negative value of $\xi(m)$ be not less than -1 , the greatest negative value is attained when $\cos m \Delta x=-1$, since $\Delta x=\frac{\pi}{J}$ and this happens when $m$ is is an odd multiple of $J$, so the condition of $\xi(m) \geqslant-1$ for such value of $m$ is that

$$
\frac{2 a \Delta t}{(\Delta x)^{2}} \leqslant 1 \quad \Rightarrow \Delta t \leqslant \frac{(\Delta x)^{2}}{2 a},
$$

which is the stability condition for the explicit schemes.
The Fourier series based stability, introduced by J. von Neumann is applied to a simple problem with constant coefficient here, but this can be applied to the differential equation with variable coefficients. This method can be applied to a wide variety of types of difference equations, where the more elementary methods fail. In summary, two points of view on stability have been presented. In the first view we can take $t \rightarrow \infty$ with fixed $\Delta t$ or $\Delta t \rightarrow 0$ with fixed $t$, it is necessary to observe the restriction $\Delta t \leqslant \frac{(\Delta r)^{2}}{2 a}$ to prevent errors, from becoming so amplified as to make the whole calculations disapproving. If the above condition is not satisfied, then the symptom of instability shows up in a relatively small number of iterations. Whenever we use finite difference methods for IVP, we must know the stability condition.

### 2.7.3 Implicit schemes (1-D)

Let $f(x)$ be any function of $x$, we denote by $\delta f_{j}$ or $(\delta f)_{j}$ the central difference

$$
\delta f_{j}=f\left(\left(j+\frac{1}{2}\right) \Delta x\right)-f\left(\left(j-\frac{1}{2}\right) \Delta x\right)
$$

where $j$ may be an integer or an integer plus $\frac{1}{2}$, and

$$
\delta^{2} f_{j}=f((j+1) \Delta x)-2 f(j \triangle x)+f((j-1) \Delta x) .
$$

With this notation, we wish to consider the following implicit difference system for 1-D heat equation (2.61):

$$
\begin{equation*}
\frac{u_{j}^{k+1}-u_{j}^{k}}{\Delta t}=a \frac{\theta\left(\delta^{2} u\right)_{j}^{k+1}+(1-\theta)\left(\delta^{2} u\right)_{j}^{k}}{(\triangle x)} \tag{2.70}
\end{equation*}
$$

where $0 \leqslant \theta \leqslant 1$ is a real constant (when $\theta=0$, the system reduces to (2.64)).

### 2.7.4 Stability

Again by putting $u_{j}^{k}=A_{m} e^{\mathrm{i} m j \Delta x} \xi^{k}$ into (2.70) and simplifying we have

$$
\begin{equation*}
\xi(m)=\frac{1-(1-\theta) L(1-\cos m \triangle x)}{1+\theta L(1-\cos m \triangle x)} \tag{2.71}
\end{equation*}
$$

where $L=\frac{2 a \triangle t}{(\triangle x)^{2}}$. For stability we need to check the condition $|\xi(m)| \leqslant 1$. The quantity $\xi(m)$ should be real for all $m$, and never exceeds 1. In Figure 2.10 the values of $\xi(m)$ are plotted as a function of the argument $y=L(1-\cos m \triangle x)$ for various values of $\theta$. As $y$ increases through positive values, the value of $\xi(m)$ falls monotonically from 1 to


Figure 2.10: Growth factor for the equation (2.70), through (2.71)
$-\frac{(1-\theta)}{\theta}$. If $1 / 2 \leqslant \theta \leqslant 1$, the asymptote is not less than -1 , as in Fig 2.10. The graph with $\nabla^{\prime} s$ and $\square^{\prime} s$ shows this, hence the difference equations (2.70) are always stable. But if $0 \leqslant \theta<1 / 2$, y must be restricted, for stability, by the value at which the curve intersects the line $\xi=-1$, in Fig 2.10. The graph with o's shows this, hence the stability condition must be

$$
\begin{cases}\frac{2 a \Delta t}{(\Delta x)^{2}} \leqslant \frac{1}{1-2 \theta} & \text { if } 0 \leqslant \theta<1 / 2 \\ \text { always stable } & \text { if } 1 / 2 \leqslant \theta \leqslant 1\end{cases}
$$

or

$$
\begin{cases}\Delta t \leqslant \frac{(\Delta x)^{2}}{2 a(1-2 \theta)} & \text { if } 0 \leqslant \theta<1 / 2 \\ \text { always stable } & \text { if } 1 / 2 \leqslant \theta \leqslant 1\end{cases}
$$

In the next section we discuss the 2-D case of the heat equation.

### 2.7.5 Stability in 2-D

Let us consider the 2-dimensional heat equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}} \tag{2.72}
\end{equation*}
$$

Let

$$
u_{j l}^{k}=u(j \triangle x, l \triangle y, k \Delta t)
$$

and

$$
\begin{equation*}
\phi_{j l}^{k}=\frac{1}{(\triangle x)^{2}}\left(u_{j+1, l}^{k}-2 u_{j l}^{k}+u_{j-1, l}^{k}\right)+\frac{1}{(\triangle y)^{2}}\left(u_{j, l+1}^{k}-2 u_{j l}^{k}+u_{j, l-1}^{k}\right) \tag{2.73}
\end{equation*}
$$

Then the finite difference approximation for (2.72), is the following

$$
\begin{equation*}
\frac{u_{j l}^{k+1}-u_{j l}^{k}}{\Delta t}=\theta \phi_{j l}^{k+1}+(1-\theta) \phi_{j l}^{k} \tag{2.74}
\end{equation*}
$$

If $0<\theta<1$ then (2.74) is an semi-implicit, if $\theta=0$, then it reduces to explicit and if $\theta=1$ it reduces to implicit. Putting $u_{j l}^{k}=\exp \left(\mathbf{i} k_{1} j \triangle x+\mathbf{i} k_{2} l \Delta y\right) \xi^{k}$ in (2.73) we have

$$
\begin{aligned}
\phi_{j l}^{k}= & \frac{1}{(\triangle x)^{2}}\left(\exp \left(\mathbf{i} k_{1}(j+1) \Delta x+\mathbf{i} k_{2} l \triangle y\right)\right. \\
& \left.-2 \exp \left(\mathbf{i} k_{1} j \Delta x+\mathbf{i} k_{2} l \Delta y\right)+\exp \left(\mathbf{i} k_{1}(j-1) \triangle x+\mathbf{i} k_{2} l \Delta y\right)\right) \xi^{k} \\
& +\frac{1}{(\triangle y)^{2}}\left(\exp \left(\mathbf{i} k_{1} j \Delta x+\mathbf{i} k_{2}(l+1) \Delta y\right)\right. \\
& \left.-2 \exp \left(\mathbf{i} k_{1} j \Delta x+\mathbf{i} k_{2} l \triangle y\right)+\exp \left(\mathbf{i} k_{1} j \triangle x+\mathbf{i} k_{2}(l-1) \triangle y\right)\right) \xi^{k} \\
= & -2 \xi^{k} \exp \left(\mathbf{i} k_{1} j \triangle x+\mathbf{i} k_{2} l \triangle y\right)\left[\frac{1}{(\triangle x)^{2}}\left(1-\cos k_{1} \Delta x\right)+\frac{1}{(\triangle y)^{2}}\left(1-\cos k_{2} \triangle y\right)\right] \\
\Delta t \phi_{i j}^{k}= & -2 \xi^{k} \exp \left(\mathbf{i} k_{1} j \triangle x+\mathbf{i} k_{2} \triangle y\right)\left[\frac{\Delta t}{(\triangle x)^{2}}\left(1-\cos k_{1} \Delta x\right)+\frac{\Delta t}{(\triangle y)^{2}}\left(1-\cos k_{2} \triangle y\right)\right] \\
\Rightarrow \Delta t \phi_{j l}^{k}= & \exp \left(\mathbf{i} k_{1} j \triangle x+\mathbf{i} k_{2} j \triangle y\right) \Psi \xi^{k} \\
\text { where } \quad \Psi= & -2\left[\frac{\Delta t}{(\triangle x)^{2}}\left(1-\cos k_{1} \Delta x\right)+\frac{\Delta t}{(\triangle y)^{2}}\left(1-\cos k_{2} \Delta y\right)\right]
\end{aligned}
$$

Now equation (2.74) can be written as

$$
u_{j l}^{k+1}-u_{j l}^{k}=\theta \Delta t \phi_{j l}^{k+1}+(1-\theta) \Delta t \phi_{j l}^{k}
$$

and putting the expression for $\phi_{j l}^{k}$ and $\phi_{j l}^{k+1}$ we have

$$
\begin{array}{r}
\exp \left(\mathbf{i} k_{1} j \Delta x+\mathbf{i} k_{2} j \Delta y\right) \xi^{k+1}-\exp \left(\mathbf{i} k_{1} j \Delta x+i k_{2} j \Delta y\right) \xi^{k} \\
=\theta \exp \left(\mathbf{i} k_{1} j \triangle x+i k_{2} j \triangle y\right) \Psi \xi^{k+1}+(1-\theta) \exp \left(\mathbf{i} k_{1} j \Delta x+i k_{2} j \Delta y\right) \Psi \xi^{k}
\end{array}
$$

$$
\begin{gather*}
\Rightarrow \xi-1=\theta \Psi \xi+(1-\theta) \Psi \\
\Rightarrow \xi=\frac{1+(1-\theta) \Psi}{1-\theta \Psi} \tag{2.75}
\end{gather*}
$$

This is the amplification term. Now requiring condition $|\xi| \leqslant 1$ we need to find the bounds for $\Psi$, i.e the maximum and minimum value of $\Psi$ as a function of two real variables $k_{1} \Delta x$ and $k_{2} \Delta y$. This function is periodic and analytic so the extreme values occurs when

$$
\frac{\partial \Psi}{\partial\left(k_{1} \Delta x\right)}=\frac{\partial \Psi}{\partial\left(k_{2} \Delta y\right)}=0
$$

and this is only possible when

$$
\sin k_{1} \Delta x=\sin k_{2} \Delta y=0 \Rightarrow \cos k_{1} \triangle x= \pm 1 \quad \text { and } \quad \cos k_{2} \Delta y= \pm 1
$$

so

$$
-4\left[\frac{\Delta t}{(\triangle x)^{2}}+\frac{\Delta t}{(\triangle y)^{2}}\right] \leqslant \Psi \leqslant 0
$$

From equation (2.75) we have

- $\xi$ is real.
- $\xi \leqslant 1$ (always)
- If $\theta \geqslant \frac{1}{2}$ we have $\xi \geqslant-1$, so stability is achieved.
- If $0 \leqslant \theta<\frac{1}{2}$, a stability requirement is $\xi \geqslant-1$, which imposes a restriction on $\Delta t$, thus we have to find this stability condition.

As

$$
\begin{aligned}
& \xi \geqslant-1 \quad \text { i.e } \quad \frac{1+(1-\theta) \Psi}{1-\theta \Psi} \geqslant-1 \\
& \Rightarrow 1+(1-\theta) \Psi \geqslant-1+\theta \Psi \\
& \Rightarrow \Psi-2 \theta \Psi \geqslant-2 \Rightarrow \Psi \geqslant \frac{-2}{1-2 \theta} \\
& \Rightarrow-4\left[\frac{\Delta t}{(\triangle x)^{2}}+\frac{\Delta t}{(\triangle y)^{2}}\right] \geqslant \frac{-2}{1-2 \theta} \Rightarrow \frac{\Delta t}{(\triangle x)^{2}}+\frac{\Delta t}{(\triangle y)^{2}} \leqslant \frac{1}{2-4 \theta} .
\end{aligned}
$$

Thus we have the following stability condition

$$
\begin{cases}\frac{\Delta t}{(\Delta x)^{2}}+\frac{\Delta t}{(\Delta t y)^{2}} \leqslant \frac{1}{2-4 \theta} & \text { if } 0 \leqslant \theta<1 / 2 \\ \text { always stable } & \text { if } 1 / 2 \leqslant \theta \leqslant 1\end{cases}
$$

### 2.7.6 Additive Operator Splitting (AOS) Scheme

This scheme was introduced by Tai [81] in 1992 and Weickert [127] in 1998. This scheme applies to PDEs of the form

$$
\begin{align*}
u_{t} & =\operatorname{div}(\widetilde{g} \nabla u)+\mathrm{r}_{1}(\mathbf{x}, u) \\
& =\left(\widetilde{g} u_{x_{1}}\right)_{x_{1}}+\ldots+\left(\widetilde{g} u_{x_{d}}\right)_{x_{d}}+\mathrm{r}_{1}(\mathbf{x}, u) \tag{2.76}
\end{align*}
$$

in $[0, T] \times \Omega \subset \mathbf{R}^{d}$ with initial and boundary conditions

$$
u(0, .)=u_{0} \quad \text { and } \quad \frac{\partial u}{\partial n}=0 \quad \text { on } \partial \Omega
$$

Here $\tilde{g}$ is the diffusivity function and $r$ denotes a reaction term. Let us assume that the diffusivity function depends upon only on the location, i.e $\widetilde{g}=\widetilde{g}(\mathbf{x})$. Without loss of generality we drop the reaction term $\mathrm{r}_{1}$.

A backward Euler implicit step for the time discretization and a spatial finite difference discretization yields the semi-implicit evolution scheme

$$
\begin{equation*}
u^{k+1}=\left(I_{N_{d}}-\frac{\Delta t}{h^{2}} A\right)^{-1} u^{k}, \quad k=1,2, \ldots \tag{2.77}
\end{equation*}
$$

where $u^{k}$ is represented by a column vector of length $N^{d}$. The matrix $A$ is of size $N^{d} \times N^{d}$, it can be represented in tensor product notation as

$$
A=A_{1} \otimes A_{2} \otimes \ldots \otimes A_{d}
$$

where $A_{i}$ is the tridiagonal matrix corresponding to finite difference discretization of the partial differential operators $\left(\widetilde{g} u_{x_{i}}\right)_{x_{i}}$. Let us define the notation $\otimes$ : let

$$
A=\left(\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right)
$$

then

$$
A \otimes B=\left(\begin{array}{ccc}
a_{11} B & a_{12} B & a_{13} B \\
a_{21} B & a_{22} B & a_{23} B \\
a_{31} B & a_{32} B & a_{33} B
\end{array}\right)
$$

Since $A$ contains $2 d+1$ nonzero diagonals and has band width $d N$, the linear systems in each iteration steps are more difficult to solve than in one-dimensional case where the iteration matrices are tridiagonal and the Thomas algorithm does the job [127].

The AOS scheme provides an additive decomposition of the evolution matrix. The scheme proposes

$$
\begin{equation*}
u^{k+1}=\frac{1}{d} \sum_{i=1}^{d}\left(I_{N_{i}}-d \frac{\Delta t}{h^{2}} A_{i}\right)^{-1} u^{k}, \quad k=1,2, \ldots . \tag{2.78}
\end{equation*}
$$

In words, each iteration step requires the old iterate to be propagated in all coordinate direction separately. Then the new iteration is given by the average of these intermediate solutions. It is stated without proof in [127] that the AOS scheme is an $\mathscr{O}(\Delta t)+\mathscr{O}\left(h^{2}\right)$ accurate finite difference approximation to the original equation, hence equally accurate as the usual explicit and implicit schemes. And a proof is given in [89].

Theorem 2.7.1 The AOS scheme (2.78) with $d=2$ corresponding to the finite difference equation

$$
(\mathcal{F} \phi)^{k}:=\frac{1}{\Delta t} \phi^{k+1}-\frac{1}{2 \Delta t}\left(I-2 \frac{\Delta t}{h^{2}} A_{1}\right)^{-1} \phi^{k}-\frac{1}{2 \Delta t}\left(I-2 \frac{\Delta t}{h^{2}} A_{2}\right)^{-1} \phi^{k}=0,
$$

$k=0,1, \ldots$, is consistent in $l_{\infty}$-norm of first order in time and second order in space with the PDE (2.76).

Proof. Let $\phi$ be an arbitrary smooth function, for which we will examine the local truncation error

$$
T_{i j}^{k}(\phi)=(\mathcal{F} u)_{i j}^{k}-L(\phi)\left(t_{k}, x_{i j}\right),
$$

where $L$ is the spatial partial differential operator given by

$$
L(\phi)=\operatorname{div}(\widetilde{g} \nabla \phi)=\left(\widetilde{g} \phi_{x}\right)_{x}+\left(\widetilde{g} \phi_{y}\right)_{y}
$$

Besides the function $\phi$, we will need in each time step the function $\nu$ solving

$$
\begin{equation*}
\nu_{t}-2\left(\widetilde{g} \nu_{x}\right)_{x}=0 \quad \text { with initial condition } \quad \nu\left(t_{k}, .\right)=\phi\left(t_{k}, .\right) \tag{2.79}
\end{equation*}
$$

and the function $\omega$ solving

$$
\begin{equation*}
\omega_{t}-2\left(\tilde{g} \omega_{y}\right)_{y}=0 \quad \text { with initial condition } \quad \omega\left(t_{k}, .\right)=\phi\left(t_{k}, .\right) \tag{2.80}
\end{equation*}
$$

Both PDEs are supplied with usual Neumann boundary conditions. These equations are one-dimensional diffusion equations, which are accelerated by the factor 2 compared to the PDE (2.76). For ease of notation, we do not index $\nu$ and $\omega$ by time step $k$, even though it should be noted that these functions are different in each time step $k$ (since the initial condition of their PDEs differ in each step). Let $r$ be the function such that

$$
\phi=\frac{1}{2} \nu+\frac{1}{2} \omega+r \quad \text { in }\left[t_{k}, t_{k+1}\right] \times \Omega
$$

at each time step $n$. For the finite difference operator at time step $k$, we obtain

$$
\begin{aligned}
(\mathcal{F} \phi)^{k} & =\underbrace{\frac{1}{2 \Delta t} \mathbf{v}^{k+1}-\frac{1}{2 \Delta t}\left(I-2 \frac{\Delta t}{h^{2}} A_{1}\right)^{-1} \phi^{k}}_{F_{1}} \\
& +\underbrace{\frac{1}{2 \Delta t} \mathbf{w}^{k+1}-\frac{1}{2 \Delta t}\left(I-2 \frac{\Delta t}{h^{2}} A_{2}\right)^{-1} \phi^{k}}_{F_{2}}+\frac{1}{\Delta t} \mathbf{r}^{k+1}
\end{aligned}
$$

where $\phi^{k}, \phi^{k+1}, \mathbf{v}^{k+1}, \mathbf{w}^{k+1}, \mathbf{r}^{k+1}$ denote the vectors (reordered already by rows) containing the values $u$,vand $w$ on the spatial grid point at time steps $k$ and $k+1$ respectively. Consider $F_{1}$

$$
\frac{1}{2 \Delta t} \mathbf{v}^{k+1}-\frac{1}{2 \Delta t}\left(I-2 \frac{\Delta t}{h^{2}} A_{1}\right)^{-1} \phi^{k}
$$

which apart from the factor $\frac{1}{2}$ corresponds to the very first step of an implicit scheme for the PDE (2.79). Since $\nu$ is initialized to $\phi\left(t_{k},.\right)$ at time step $k$, this term is nothing else but the finite difference operator of the implicit scheme evaluated at the function $\nu$. But $\nu$ is also the solution of this PDE with initial data $\phi^{k}$, so that the local truncation error for the implicit scheme is of first order in time and second order in space i.e

$$
\left\|\frac{1}{2 \Delta t} \mathbf{v}^{k+1}-\frac{1}{2 \Delta t}\left(I-2 \frac{\Delta t}{h^{2}} A_{1}\right)^{-1} \mathbf{u}^{k}\right\|_{\infty}=\mathscr{O}(\Delta t)+\mathscr{O}\left(h^{2}\right)
$$

Of course, the same argument also applies to $F_{1}$, using the fact that $\omega$ solves the PDE (2.80). So we obtain

$$
\begin{equation*}
(\mathcal{F} \phi)_{i j}^{k}=\frac{1}{\Delta t} \mathbf{r}_{i j}^{k+1}+\mathscr{O}(\Delta t)+\mathscr{O}\left(h^{2}\right) \tag{2.81}
\end{equation*}
$$

where the constants in the order terms do not depend on $i, j$ or $k$.
It remains to take a look at $\mathbf{r}_{i j}^{k+1}$ :

$$
\mathbf{r}_{i j}^{k+1}=\phi_{i j}^{k+1}-\frac{1}{2} \mathbf{v}_{i j}^{k+1}-\frac{1}{2} \mathbf{w}_{i j}^{k+1}
$$

We use the Taylor expansion of $u, \nu$ and $\omega$ at time $k$ to give

$$
\begin{aligned}
\mathbf{r}_{i j}^{k+1} & =\phi_{i j}^{k}+\Delta t \phi_{t}\left(t_{k}, x_{i j}\right)+\mathscr{O}\left((\Delta t)^{2}\right) \\
& -\frac{1}{2}\left(\phi_{i j}^{k}+\Delta t \nu_{t}\left(t_{k}, x_{i j}\right)+\mathscr{O}\left((\Delta t)^{2}\right)\right. \\
& -\frac{1}{2}\left(\phi_{i j}^{k}+\Delta t \omega_{t}\left(t_{k}, x_{i j}\right)+\mathscr{O}\left((\Delta t)^{2}\right)\right. \\
& =\tau\left(\phi_{t}\left(t_{k}, x_{i j}\right)-\frac{1}{2} \nu_{t}\left(t_{k}, x_{i j}\right)-\frac{1}{2} \omega_{t}\left(t_{k}, x_{i j}\right)\right)+\mathscr{O}\left((\Delta t)^{2}\right)
\end{aligned}
$$

We shall put this into the expression (2.81) for the FD operator. Furthermore, we exploit the facts that $\nu$ and $\omega$ satisfy diffusion equations and that at time $t_{k}$, we have $\phi=\nu=\omega$. Hence, $\left(\widetilde{g} \phi_{x}\right)_{x}=\left(\widetilde{g} \nu_{x}\right)_{x}$ and $\left(\widetilde{g} \phi_{y}\right)_{y}=\left(\widetilde{g} \omega_{y}\right)_{y}$ and we obtain from (2.81) and the above

$$
\begin{aligned}
(\mathcal{F} \phi)_{i j}^{k} & =\phi_{t}\left(t_{k}, x_{i j}\right)-\frac{1}{2} \cdot 2\left(\widetilde{g} \phi_{x}\right)_{x}\left(t_{k}, x_{i j}\right) \\
& -\frac{1}{2} \cdot 2\left(\widetilde{g} \phi_{y}\right)_{y}\left(t_{k}, x_{i j}\right)+\mathscr{O}(\Delta t)+\boldsymbol{O}\left(h^{2}\right) \\
& =\phi_{t}\left(t_{k}, x_{i j}\right)-(\operatorname{div}(\widetilde{g} \phi))\left(t_{k}, x_{i j}\right)+\mathscr{O}(\Delta t)+\mathscr{O}\left(h^{2}\right)
\end{aligned}
$$

Putting this into the local truncation error yields the required consistency

$$
T_{i j}^{k}(\phi)=\mathscr{O}(\Delta t)+\mathscr{O}\left(h^{2}\right) .
$$

The corresponding assertion for the $l_{\infty}$-norm follows from the fact that the constants in the order terms do not depend on time or location. Finally, we mention that the ghost value technique inherent in the one-dimensioual implicit FD schemes ensures the second-order accuracy of the scheme with respect to the Neumann boundary conditions.

More details can be found in [89].
In summary, the explicit method is computationally very cheap. The computational and storage effort is linear in the number of pixels $N$. Since for explicit scheme we have $\Delta t<\frac{(\Delta x)^{2}}{2 a}$, this is often a very severe step size restriction. It means that the use of an explicit scheme is limited rather by its stability than its accuracy. In one dimension, the semi-implicit scheme requires to solve a diagonally dominant tridiagonal system of equations, and this is an unconditionally stable and we can get a desired accuracy without the need to choose small time steps for stability. In higher dimension the semi-implicit scheme remains absolutely stable but it is so laborious to solve the system of equations obtained from the discretization. Additive operator splitting schemes (AOS) split the mdimensional spatial operator into a sum of $m$ one dimensional space discretizations. The update of each grid point involves only two neighbors in each dimension, thus reducing the system to a set of tridiagonal system, which is similar to semi-implicit scheme in one dimension.

### 2.8 Basic Multigrid Methods

Practical multigrid methods were first introduced in the 1970s by Brandt [14]. These methods can solve elliptic PDEs discretized on $N=m_{1} \times m_{2}$ grid points in $\mathcal{O}(N)$ operations. The multigrid methods can solve general elliptic equations with nonconstant coefficients with hardly any loss in efficiency, even nonlinear equations can be solved with comparable speed. There is no single multigrid algorithm that solves all elliptic problems.

Rather there is a multigrid technique that provides the framework for solving these problems. To solve your own problem, one needs to adjust the various components of the algorithm within this framework. In this section we give some introduction of basic ideas behind the linear and nonlinear multigrid methods. To explain the various components of multigrid methods, we will consider the classic example of Poisson's equation on the unit square domain. See : $[14,39,68,118,97,128]$ and many references therein for more details.

### 2.9 Multigrid Method

Simple iterative methods (such as the Jacobi method and Gauss Seidel method) tend to damp out high frequency components of the error fastest. This has led people to develop methods based on the following heuristic:

1. Perform some steps of a basic method in order to smooth out the error.
2. Restrict the current state of the problem to a subset of the grid points, the so-called "coarse grid", and solve the resulting projected problem.
3. Interpolate the coarse grid solution back to the original grid, and perform a number of steps of the basic method again.
Steps 1 and 3 are called "pre-smoothing" and "post-smoothing" respectively; by applying this method recursively to step 2 it becomes a true "multigrid" method. Usually the generation of subsequently coarser grids is halted at a point where the number of variables becomes small enough that direct solution of the linear system is feasible. The method outlined above is said to be a "V-cycle" method, since it descends through a sequence of subsequently coarser grids, and then ascends this sequence in reverse order. A "W-cycle" method results from visiting the coarse grid twice, with possibly some smoothing steps in between.

An analysis of multigrid methods is relatively straightforward in the case of simple differential operators such as the Poisson operator on tensor product grids. In that case, each next coarse grid is taken to have the double grid spacing of the previous grid. In two dimensions, a coarse grid will have one quarter of the number of points of the corresponding fine grid. Since the coarse grid is again a tensor product grid, a Fourier analysis can be used. For the more general case of self-adjoint elliptic operators on arbitrary domains a more sophisticated analysis is needed. Many multigrid methods can be shown to have an (almost) optimal number of operations $\mathcal{O}(N)$, that is, the work involved is proportional to the number of variables $N$.

### 2.9.1 Elements of the Multigrid Method

The two main ingredients of multigrid method are error smoothing and coarse grid correction.

## Error Smoothing:-

Many basic relaxation schemes like Jacobi and Gauss Seidel methods when used to solve elliptic PDEs, discretized on Cartesian grids are slow to converge because of low frequency error components, however they do posses a smoothing property. These schemes are effective at removing the oscillatory Fourier modes of the error in an approximation but may not effective at removing the smooth ${ }^{8}$ modes of the error i.e they smooth the

[^5]error while not necessarily reducing its size greatly. A smooth quantity can however be well approximated on a coarser grid.
Coarse grid correction:-
Let us consider a linear system
\[

$$
\begin{equation*}
\mathcal{L} u=f \tag{2.82}
\end{equation*}
$$

\]

Let $v$ be an approximation to the solution $u$ then the error $e$ is given by

$$
e=u-v
$$

which give rise to a residual equation

$$
\begin{equation*}
\mathcal{L} e=f-\mathcal{L} v=r \tag{2.83}
\end{equation*}
$$

where $r$ is the residual. This residual equation is used to approximate the error $e$. Of course this equation is as expensive as the original one (2.82), but if we replace $\mathcal{L}$ by some simple approximation $\hat{\mathcal{L}}$ (for Jacobi method diagonal $D$ of $\mathcal{L}$ is used for approximation) an approximation of the error can be found relatively cheaply, then used to correct $v$. Then repeat the process until convergence. The following example will be used in subsequent discussion
Example 2.9.1 Let us consider the Poisson equation

$$
\left\{\begin{array}{cc}
-\Delta u(x, y)=f(x, y) & (x, y) \in \Omega=(0,1) \times(0,1),  \tag{2.84}\\
u(x, y)=f^{\Gamma}(x, y) & (x, y) \in \Gamma=\partial \Omega .
\end{array}\right.
$$

A discretized form of Poisson equation is

$$
\left\{\begin{array}{cc}
-\Delta_{h} u_{h}(x, y)=f_{h}(x, y) & (x, y) \in \Omega_{h}  \tag{2.85}\\
u_{h}(x, y)=f_{h}^{\Gamma}(x, y) & (x, y) \in \Gamma_{h}=\partial \Omega_{h}
\end{array}\right.
$$

with $h=1 / m_{1}, m_{1} \in \mathbb{N}$. The iteration formula of the classical lexicographical GaussSeidel method for Poisson equation is

$$
\begin{align*}
u_{h}^{k+1}\left(x_{i}, y_{j}\right) & =\frac{1}{4}\left[h^{2} f_{h}\left(x_{i}, y_{j}\right)+u_{h}^{k+1}\left(x_{i}-h, y_{j}\right)+u_{h}^{k}\left(x_{i}+h, y_{j}\right)\right. \\
& \left.+u_{h}^{k+1}\left(x_{i}, y_{j}-h\right)+u_{h}^{k}\left(x_{i}, y_{j}+h\right)\right], \tag{2.86}
\end{align*}
$$

where $\left(x_{i}, y_{j}\right) \in \Omega_{h}$ and $u_{h}^{k}$ and $u_{h}^{k+1}$ are the approximations of $u_{h}\left(x_{i}, y_{j}\right)$ before and after iteration, respectively. Consider the error

$$
e_{h}^{k}\left(x_{i}, y_{j}\right)=u_{h}\left(x_{i}, y_{j}\right)-u_{h}^{k}\left(x_{i}, y_{j}\right)
$$

Then (2.86) becomes

$$
\begin{align*}
e_{h}^{k+1}\left(x_{i}, y_{j}\right) & =\frac{1}{4}\left[e_{h}^{k+1}\left(x_{i}-h, y_{j}\right)+e_{h}^{k}\left(x_{i}+h, y_{j}\right)\right. \\
& \left.+e_{h}^{k+1}\left(x_{i}, y_{j}-h\right)+e_{h}^{k}\left(x_{i}, y_{j}+h\right)\right] . \tag{2.87}
\end{align*}
$$

Error smoothing is one of the two basic principles of the multigrid approach. Many classical iterative methods like Gauss-Seidel etc. if appropriately applied to discrete elliptic problems have a strong smoothing effect on the error of any approximation. A quantity that is smooth on a certain grid can also be approximated on a coarse grid (a grid with double size) without any essential loss of information. In other words the error become smooth after few iterations, then we can approximate this error on a coarse grid with fewer grid points. Thus we can say that coarse grid procedure is less expensive then a fine grid procedure.

### 2.9.2 Smoothing Analysis

Definition 2.9 .1 (Visible) A component $e^{\mathrm{i} \theta x / h}$ is visible on $\Omega_{h}$ if there is no frequency $\theta_{0}$ with $\left|\theta_{0}\right|<|\theta|$ such that

$$
e^{\mathrm{i} \theta_{0} x / h}=e^{\mathrm{i} \theta x / h} \quad \text { for all } x \in \Omega_{h} .
$$

A visible component does not coincide with any lower frequency on fine grid $\Omega_{h}$.

## 1D case:

On fine grid $\Omega_{h}$ only Fourier components $e^{i \theta x / h}$ with $\theta \in(-\pi, \pi]$ are "visible" In local mode analysis the notion of low- and high-frequency components on the grid $\Omega_{h}$ is related to a coarse grid $\Omega_{2 h}$. In this way $e^{1 \theta x / h}$ on $\Omega_{h}$ is said to be an high-frequency component, with respect to the grid $\Omega_{2 h}$, if its restriction to $\Omega_{2 h}$ is not visible there. Usually the high frequencies are those with $\frac{\pi}{2} \leqslant|\theta| \leqslant \pi$.
2D case:
Let us consider the vertex centered discretization of the domain $\Omega_{h}$, let $h_{1}, h_{2}$ in x-and $y$ - direction spatial step sizes respectively, then

$$
\Omega_{h}=\left\{\left(\ell_{1} h_{1}, \ell_{2} h_{2}\right): \ell_{1}, \ell_{2} \in \mathbb{N}\right\}
$$

$\theta=\left(\theta_{1}, \theta_{2}\right)$ is the "frequency". On fine grid $\Omega_{h}$, only Fourier components

$$
e^{\mathbf{i} \theta \mathbf{x} / \mathbf{h}}:=e^{\mathbf{i} \theta_{1} x / h_{1}} e^{\mathbf{i} \theta_{2} y / h_{2}}, \quad \mathbf{h}=\left(h_{1}, h_{2}\right)
$$

with $|\theta|:=\max \left(\left|\theta_{1}\right|,\left|\theta_{2}\right|\right) \leqslant \pi$ are "visible". The same idea can be extended to higher dimension.

We will consider 2D problem onwards, stencil notation of $\Delta_{h} u_{h}(\mathrm{x})$ is given by

$$
\Delta_{h} u_{h}(\mathbf{x})=\underbrace{\frac{1}{h^{2}}\left[\begin{array}{ccc} 
& 1 & \\
1 & -4 & 1 \\
& 1
\end{array}\right]}_{L_{h}} u_{h}(\mathbf{x})
$$

where $\mathbf{x}=(x, y) \in \Omega_{h}, \mathbf{i}=\sqrt{-1}$ and $h_{1}=h_{2}=h$. Applying a difference operator $L^{h}$ to Fourier components

$$
\begin{equation*}
L_{h} u_{h} e^{\mathrm{i} \theta \mathrm{x} / h}=\underbrace{\left(\sum_{\mu_{1} \in I} \sum_{\mu_{2} \in I} a_{\mu_{1} \mu_{2}} e^{\mathrm{i} \theta_{1} \mu_{1}} e^{\mathrm{i} \theta_{2} \mu_{2}}\right)}_{\tilde{L}_{h}(\theta)} \cdot e^{\mathrm{i} \theta \mathbf{x} / h} \tag{2.88}
\end{equation*}
$$

$\tilde{L}_{h}(\theta)$ is called the eigenvalue of $L_{h}$, and $e^{i \theta \mathbf{x} / h}$ are eigenfunctions. For example, let $\theta=\left(\theta_{1}, \theta_{2}\right)$ and

$$
\begin{gather*}
L_{h}=\Delta_{h}=\frac{1}{h^{2}}\left[\begin{array}{ccc} 
& 1 & \\
1 & -4 & 1 \\
& 1
\end{array}\right] \\
\widetilde{L}_{h}(\theta)=\frac{2}{h^{2}}\left(\cos \theta_{1}+\cos \theta_{2}-2\right) \tag{2.89}
\end{gather*}
$$

Example 2.9.2 Let us consider the linear problem

$$
L_{h} U_{h}(\mathbf{x})=f_{h} \quad \text { on } \Omega_{h}
$$

where $L_{h}$ is a difference operator, this problem is based on an operator splitting

$$
L_{h}=A_{h}+B_{h}
$$

where $A_{h}$ and $B_{h}$ are again difference operators. Let $u_{h}$ be the initial approximation which produces a new approximation $\bar{u}_{h}$ by solving

$$
A_{h} u_{h}(\mathbf{x})+B_{h} \bar{u}_{h}(\mathbf{x})=f_{h}(\mathbf{x})
$$

at each grid point $\mathbf{x} \in \Omega_{h}$. Let $e_{h}=U_{h}-u_{h}$ and $\bar{e}_{h}=U_{h}-\bar{u}_{h}$ be the error before and after relaxation sweep ${ }^{9}$ respectively, then we have the following error equation

$$
A_{h} e_{h}(\mathbf{x})+B_{h} \bar{e}_{h}(\mathbf{x})=0
$$

at each grid point $\mathbf{x} \in \Omega_{h}$. Also let $e_{h}=\mathcal{A} e_{10 \mathbf{x} / h}$ and $\bar{e}_{h}=\overline{\mathcal{A}} e^{1 \theta \mathbf{x} / h}, \mathcal{A}, \overline{\mathcal{A}} \in \mathbb{R}$ are the error amplitudes before and after relaxation respectively, then error equation becomes

$$
\begin{aligned}
& \widetilde{A}_{h}(\theta) \mathcal{A}+\widetilde{B}_{h}(\theta) \overline{\mathcal{A}}=0 \\
& \Rightarrow \overline{\mathcal{A}}=-\left(\frac{\widetilde{A}_{h}(\theta)}{\widetilde{B}_{h}(\theta)}\right) \mathcal{A}
\end{aligned}
$$

where $\widetilde{A}_{h}(\theta), \widetilde{B}_{h}(\theta)$ are the Fourier symbols of the difference operators $A_{h}, B_{h}$. Now

$$
\mu(\theta):=\left|\frac{\widetilde{A}_{h}(\theta)}{\widetilde{B}_{h}(\theta)}\right|
$$

is the amplification factor (or reduction factor) of the component $\theta$.
High and Low frequencies:
Let $\Omega_{h}$ be the fine grid and $\Omega_{2 h}$ (standard coarsening) be the coarse grid. Then a Fourier component on fine grid is called a high frequency if it restriction to the coarse grid is not visible there. Otherwise it is called a low frequency. First we consider one-dimensional standard coarsening:

$$
\Omega_{h}=\left\{\ell_{1} h: \ell_{1} \in \mathbb{Z}\right\}, \Omega_{2 h}=\left\{2 \ell_{1} h: k \in \mathbb{Z}\right\} .
$$

Let $|\theta| \leqslant \pi$, then by injection from fine to coarse grid:

$$
I_{h}^{2 h}\left(e^{\mathrm{i} \theta x / h}\right)=e^{\mathrm{i} 2 \theta x / 2 h}
$$

this component $e^{\mathrm{i} 2 \theta x / 2 h}$ is visible on coarse grid $\Omega_{2 h}$ only if $|2 \theta| \leqslant \pi$, i.e. $|\theta| \leqslant \frac{\pi}{2}$ the high frequencies on $\Omega_{h}$ are those with $\frac{\pi}{2} \leqslant|\theta| \leqslant \pi$. In 2-D, Fourier components $e^{\mathrm{i} \theta \mathrm{x} / h}=e^{\mathrm{i} \theta_{1} x / h} e^{\theta_{2} y / h}$, with $\theta=\left(\theta_{1}, \theta_{2}\right)$ and $|\theta|:=\max \left(\left|\theta_{1}\right|,\left|\theta_{2}\right|\right) \leqslant \pi$. Then

$$
\begin{array}{cl}
\text { High frequencies: } & \frac{\pi}{2} \leqslant|\theta| \leqslant \pi, \\
\text { Low frequencies: } & |\theta|<\frac{\pi}{2} .
\end{array}
$$

Definition 2.9.2 (Smoothing) Smoothing stands for the convergence of high frequency error components which cannot be approximated from the coarse grids in a multigrid cycle.
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Definition 2.9.3 (Smoother) An iterative method which is used to smooth the error.
Definition 2.9.4 (Smoothing rate) For a relaxation scheme with amplification factors $\mu(\theta)$ of Fourier components $e^{\mathrm{i} \theta \mathbf{x} / h}$ the smoothing rate $\bar{\mu}$ is defined by

$$
\bar{\mu}:=\max \{|\mu(\theta)|: \theta \in \text { high frequencies }\} .
$$

Smoothing rates are also known as smoothing factors.
Now to find the smoothing rate for Gauss-Seidel relaxation for Poisson's equation, consider

$$
\Delta_{h} U_{h}=\frac{1}{h^{2}}\left[\begin{array}{ccc} 
& 1 &  \tag{2.90}\\
1 & -4 & 1 \\
& 1
\end{array}\right] U_{h}=f_{h}
$$

Relaxation in error terms is given by


Amplification factors:

$$
\mu(\theta)=-\frac{\widetilde{A}_{h}(\theta)}{\widetilde{B}_{h}(\theta)}=-\frac{\left(e^{\mathbf{i} \theta_{1}}+e^{\mathrm{i} \theta_{2}}\right)}{\left(e^{-\mathrm{i} \theta_{1}}+e^{-\mathrm{i} \theta_{2}}-4\right)}
$$

## Smoothing rate:

$$
\mu=\max \left\{|\mu(\theta)|: \frac{\pi}{2} \leqslant|\theta| \leqslant \pi\right\}=0.5
$$

The high frequency error components are reduced by a factor of (at least) 0.5 per relaxation sweep.

Note 1 For low frequencies, the reduction per relaxation sweep is much worse:

$$
|\mu(\theta)| \rightarrow 1 \quad \text { if } \quad \theta \rightarrow 0
$$

### 2.10 Restriction and Interpolation for Vertex Centered Grids

The choice of restriction and interpolation operators $I_{h}^{2 h}$ and $I_{2 h}^{h}$, for the intergrid transfer of grid function, are closely related to the choice of the coarse grid. In this section we will introduce the restriction and interpolation operators for standard coarsening.

### 2.10.1 Restriction Operator

A restriction operator $I_{h}^{2 h}$ maps $h$-grid functions to $2 h$-grid functions. $\Lambda$ frequently used restriction operator is the full weighting (FW) operator, which is in stencil notation given by

$$
\frac{1}{16}\left[\begin{array}{lll}
1 & 2 & 1 \\
2 & 4 & 2 \\
1 & 2 & 1
\end{array}\right]_{h}^{2 h}
$$

Applying this operator to a grid function $u(x, y)$ at a coarse grid point $(x, y) \in \Omega_{2 h}$ means

$$
\begin{aligned}
u_{2 h}(x, y) & =I_{h}^{2 h} u_{h}(x, y) \\
& =\frac{1}{16}\left[4 u_{h}(x, y)+2 u_{h}(x+h, y)+u_{h}(x-h, y)+2 u_{h}(x, y+h)+2 u_{h}(x, y-h)\right. \\
& \left.+u_{h}(x+h, y+h)+u_{h}(x+h, y-h)+u_{h}(x-h, y+h)+u_{h}(x-h, y-h)\right] .
\end{aligned}
$$

Another restriction operator is known as half weighting (HW):

$$
\frac{1}{8}\left[\begin{array}{lll}
0 & 1 & 0 \\
1 & 4 & 1 \\
0 & 1 & 0
\end{array}\right]_{h}^{2 h}
$$

### 2.10.2 Interpolation

The interpolation operators (prolongation operators) map $2 h$-grid functions into $h$-grid functions. A very frequently used interpolation operator is the bilinear interpolation from $\Omega_{2 h}$ to $\Omega_{h}$, which is given by (with Figure 2.11):

$$
I_{2 h}^{h} e_{2 h}(x, y)= \begin{cases}e_{2 h}(x, y) & \text { for } \triangleleft  \tag{2.91}\\ \frac{1}{2}\left[e_{2 h}(x, y+h)+e_{2 h}(x, y-h)\right] & \text { for } \square \\ \frac{1}{2}\left[e_{2 h}(x+h, y)+e_{2 h}(x-h, y)\right] & \text { for } \diamond \\ \frac{1}{4}\left[e_{2 h}(x+h, y+h)+e_{2 h}(x+h, y-h)\right. & \\ \left.+e_{2 h}(x-h, y+h)+e_{2 h}(x-h, y-h)\right] & \text { for } \circ .\end{cases}
$$

### 2.10.3 Restriction and Interpolation for Cell Centered Grids

The cell-centered discretization uses unknowns located at the centers of the grid cells figure 2.12. In the case of Poisson equation, there is no difference in the order of accuracy of the solution of a vertex or a cell centered discretization. The treatment of boundary conditions is different in vertex and cell centered discretization. Efficient multigrid methods can also be developed for cell-centered discretization. The main difference in the multigrid algorithm is that the coarse grid points do not form a subset of fine grid points.

## Restriction:

If we use a cell-centered discretization, each cell of the coarse grid $\Omega_{2 h}$ contains within it 4 fine grid cells and each mesh point of $\Omega_{2 h}$ is surrounded by the 4 mesh points of $\Omega_{h}$. The four cell average restriction operator evaluates the value of a coarse grid function $u_{2 h}$ at a coarse grid point by taking the average value of the fine grid function $u_{h}$ at the


Figure 2.11: Left: A fine grid with symbols indicating the bilinear interpolation used for the transfer from the coarse grid ( $\triangleleft$ ). Right: The distribution process for the bilinear interpolation operator .
four fine grid points surrounding it. The restriction operator is given by

$$
\begin{aligned}
u_{2 h}(x, y) & =I_{h}^{2 h} u_{h}(x, y)=\frac{1}{4}\left[\begin{array}{lll}
1 & 1 \\
1 & & 1
\end{array}\right]_{h}^{2 h} u_{h}(x, y) \\
& =\frac{1}{4}\left[u_{h}\left(x-\frac{h}{2}, y-\frac{h}{2}\right)+u_{h}\left(x-\frac{h}{2}, y+\frac{h}{2}\right)\right. \\
& \left.+u_{h}\left(x+\frac{h}{2}, y-\frac{h}{2}\right)+u_{h}\left(x+\frac{h}{2}, y+\frac{h}{2}\right)\right] .
\end{aligned}
$$

## Interpolation:

The bilinear interpolation operator for cell centered discretization is given by:

$$
e_{h}=I_{2 h}^{h} e_{2 h}
$$

where

$$
\begin{aligned}
e_{h}^{2 i, 2 j} & =\frac{1}{16}\left[9 e_{2 h}^{i, j}+3\left(e_{2 h}^{i+1, j}+e_{2 h}^{i, j+1}\right)+e_{2 h}^{i+1, j+1}\right], \\
e_{h}^{2 i+1,2 j} & =\frac{1}{16}\left[9 e_{2 h}^{i+1, j}+3\left(e_{2 h}^{i, j}+e_{2 h}^{i+1, j+1}\right)+e_{2 h}^{i, j+1}\right], \\
e_{h}^{2 i, 2 j+1} & =\frac{1}{16}\left[9 e_{2 h}^{i, j+1}+3\left(e_{2 h}^{i, j}+e_{2 h}^{i, j+1}\right)+e_{2 h}^{i+1, j+1}\right], \\
e_{h}^{2 i+1,2 j+1} & =\frac{1}{16}\left[9 e_{2 h}^{i+1, j+1}+3\left(e_{2 h}^{i+1, j}+e_{2 h}^{i, j+1}\right)+e_{2 h}^{i, j}\right] .
\end{aligned}
$$

In stencil notation we have

$$
\left[\begin{array}{cccc}
1 & 3 & 3 & 1 \\
3 & 9 & 9 & 3 \\
3 & 9 & 9 & 3 \\
1 & 3 & 3 & 1
\end{array}\right]_{2 h}^{h}
$$

More details can be found in [39, 68, 118].
Order of Interpolation and Restriction


Figure 2.12: Cell-Centered discretization, ( $\circ$ ) denotes fine grid points and ( $\triangleleft$ ) are coarse grid points.

An interpolation operator is said to have an order $p+1$ if it can transfer exactly polynomials of order $p$ i.e. if the exact values of a polynomial are given at the coarse grid points, the exact value of the polynomial can be found at all fine grid points by interpolating with the given operator. The order of a restriction operator is equal to the order of its transpose. Bilinear interpolation in both the vertex and cell-centered cases has order 2, which means the full weighting restriction operator also has order 2 .

Remark 2.10.1 Let $p$ be the order of the operator $L$ in the differential equation $L u=f$. Let $p_{r}$ and $p_{i}$ are the orders of restriction and interpolation operators respectively, then the order of the transfer operators should fulfill [118]

$$
p_{r}+p_{i}>p .
$$

In this thesis we mainly solve PDES of order 2, so we use bilinear interpolation and full weighting restriction operators (both are of order 2) as they fulfill the above condition.

### 2.11 Coarse Grid correction

One idea to approximately solve the residual equation is to use an appropriate approximation $L_{2 h}$ of $L_{h}$ on a coarse grid $\Omega_{2 h}$. The residual equation becomes

$$
L_{2 h} \hat{e}_{2 h}^{n}=r_{2 h}^{n},
$$

assume that $L_{2 h}^{-1}$ exist.
Coarse Grid Correction: $u_{h}^{m} \rightarrow u_{h}^{m+1}$.

- Compute residual

$$
r_{h}^{m}=f_{h}-L_{h} u_{h}^{m} .
$$

- Restrict the residual to coarse grid $r_{2 h}^{m}=I_{h}^{2 h} e_{h}^{m n}$.
- Solve on coarse grid $\Omega_{2 h} \quad L_{2 h} \hat{e}_{2 h}^{m}=r_{2 h}^{m}$.
- Interpolate $\hat{e}_{2 h}^{m}$ to fine grid $\quad \hat{e}_{h}^{m}=I_{2 h}^{h} \hat{e}_{2 h}^{m}$.
- Compute the new approximation $\quad u_{h}^{m+1}=u_{h}^{m}+\hat{e}_{h}^{m}$.

The operator $L_{2 h}$ is usually the direct analogue of $L_{h}$ on the grid $\Omega_{2 h}$ i.e. the discrete operator which results from discretizing the continuous problem $\Omega_{2 h}$. An alternative is the Galerkin approach which defines $L_{2 h}$ as $I_{h}^{2 h} L_{h} I_{2 h}^{h}$. The Galerkin approach is often combined with more sophisticated, matrix dependent interpolation operators [28, 49, 48] used for more difficult problems in which the coarse grid operator is not well approximated by re-discretization, and within the purely black box algebraic multigrid methods to automatically define an accurate coarse grid problem.

### 2.12 Two Grid Algorithm

Each iteration (cycle) of multigrid method consists of pre-smoothing, a coarse grid correction and post smoothing steps. The algorithm is given below
Algorithm 3 (Two Grid Algorithm) $u_{h}^{m+1}=\operatorname{TWOGRID}\left(u_{h}^{m}, L_{h}, f_{h}, \nu_{1}, n u_{2}\right) \nu_{1}$ : No. of pre-smoothing steps.
$\nu_{2}$ : No. of post-smoothing steps.

- Smooth the solution on the fine grid using appropriate smoother i.e

$$
\tilde{u}_{h}^{m}=S M O O T H E R^{\nu_{1}}\left(L_{h}, u_{h}^{m}, f_{h}\right)
$$

- Compute the residual

$$
\bar{r}_{h}^{m}=f^{h}-L_{h} \bar{u}_{h}^{m}
$$

- Restrict $\bar{r}_{h}^{m}$ to coarse grid

$$
\bar{r}_{2 h}^{m}=I_{h}^{2 h} \bar{r}_{h}^{m}
$$

- Solve exactly on coarse grid $\Omega_{2 h}$,

$$
L_{2 h} \hat{e}_{2 h}^{m}=\bar{r}_{2 h}^{m}
$$

- Interpolate the correction

$$
\hat{e}_{h}^{m}=I_{2 h}^{h} \hat{e}_{2 h}^{m}
$$

- Compute the new approximation $u_{h}^{m}=\bar{u}_{h}^{m}+\hat{e}_{h}^{m}$.
- Apply $\nu_{2}$ steps of smoother (post-smoothing) i.e

$$
u_{h}^{m+1}=S M O O T H E R^{\nu_{2}}\left(L_{h}, u_{h}^{m}, f_{h}\right)
$$

### 2.13 Multigrid Algorithm

Recursive use of "Two Grid" method leads to a multigrid method. Consider the following grid sequence

$$
\Omega_{h}(\text { finest }) \supset \Omega_{2 h} \supset \Omega_{4 h} \supset \ldots \supset \Omega_{L h}(\text { coarsest })
$$

Solve the equations on the finest grid $\Omega_{h}$ iteratively, assuming that smoothing can be adequately done on all fine grids and we can afford to solve the coarsest grid equation on $\Omega_{L h}$ directly.


Figure 2.13: One cycle of Two Grid method [16].
Algorithm 4 (Multigrid Algorithm (MGM)) $u_{k}^{m+1}=\operatorname{MGM}\left(\gamma, \nu_{1}, \nu_{2}, u_{h}^{m}, L_{h}, f_{h}\right)$ : To solve a discretized PDE using multigrid method we need to set the following parameters;
$\nu_{1}$ : No. of pre smoothing steps before restriction on fine grid.
$\nu_{2}$ : No. of post smoothing steps after interpolation.
$\gamma$ : No. of multigrid cycles (for $V$-cycle $\gamma=1$ and for $W$-cycle $\gamma=2$ ).

- If $\Omega_{h}$ is coarsest grid, solve $L_{h} u_{h}=f_{h}$ and STOP. Else apply $\nu_{1}$ steps of smoother to relax the solution, i.e $\bar{u}_{h}^{m}=\operatorname{SMOOTHER} R^{\nu_{1}}\left(u_{h}^{m}, L_{h}, f_{h}\right)$.
- Compute residual

$$
\bar{r}_{h}^{m}=f^{h}-L_{h} \bar{u}_{h}^{m} .
$$

- Restrict $\bar{r}_{h}^{m}$ to coarse grid

$$
\bar{r}_{2 h}^{m}=I_{h}^{2 h} \bar{r}_{h}^{m}
$$

- Compute an approximate solution $\hat{e}_{2 h}^{m}$ of the residual equation on coarse grid $\Omega_{2 h}$,

$$
\begin{equation*}
L_{2 h} \hat{e}_{2 h}^{m}=\bar{r}_{2 h}^{m} \tag{2.92}
\end{equation*}
$$

$$
\left\{\begin{array}{c}
\text { On the coarsest grid, } \\
\text { solve (2.92) using any direct method. } \\
\text { Else } \\
\bar{e}_{2 h}^{m}=M G M\left(\gamma, \nu_{1}, \nu_{2}, 0, L_{2 h}, \bar{r}_{2 h}^{m}\right)
\end{array}\right.
$$

- Interpolate the correction

$$
\hat{e}_{h}^{m}=I_{2 h}^{h} \bar{e}_{2 h}^{m}
$$

- Compute the new corrected approximation on $\Omega_{h}$,

$$
u_{h}^{m}=\bar{u}_{h}^{m}+\hat{e}_{h}^{m}
$$

- Apply $\nu_{2}$ steps of smoother (post-smoothing) i.e

$$
u_{h}^{m+1}=S M O O T H E R^{\nu_{2}}\left(L_{h}, u_{h}^{m}, f_{h}\right)
$$

See Figure 2.14 which shows the V-cycle of a multigrid method

$$
\begin{aligned}
& \text { ond } \\
& w_{1}=k^{k}+e^{i} 0
\end{aligned}
$$

$$
\begin{aligned}
& 0\left(r^{3}+G^{n}\left(a^{n}, f^{2}\right)\right. \\
& u^{3}+\mu^{x}+e^{x} 0
\end{aligned}
$$

$$
\begin{aligned}
& 00^{n+2}+a^{n+1}+e^{n}
\end{aligned}
$$

Figure 2.14: One cycle of Multi Grid method [16]

### 2.14 Non-Linear Multigrid

In many cases local nonlinear relaxation methods such as Gauss-Seidel Newton have a similar smoothing effect on the error to their linear analogues and the same principles of recursive application of smoothing and coarse grid correction that are used to construct linear multigrid methods can also be applied to discrete nonlinear problems [14, 39].

### 2.14.1 Non-Linear Residual Equation

Assume that we have a discrete nonlinear equation

$$
N_{h}\left(u_{h}\right)=f_{h}
$$

on some fine grid $\Omega_{h}$, then the residual equation for non-linear discretized PDE on the fine grid $\Omega_{h}$ is

$$
N_{h}\left(u_{h}\right)-N_{h}\left(v_{h}\right)=N_{h}\left(v_{h}+e_{h}\right)-N_{h}\left(v_{h}\right)=r_{h},
$$

where $v_{h}$ is the approximation to $u_{h}, e_{h}$ is the error in $v_{h}$ and $r_{h}=f_{h}-N_{h}\left(v_{h}\right)$ is the residual. This residual equation on the coarse grid $\Omega_{2 h}$ becomes

$$
N_{2 h}\left(v_{2 h}+e_{2 h}\right)-N_{2 h}\left(v_{2 h}\right)=r_{2 h}
$$

The algorithm for nonlinear multigrid can be described in similar lines as done for the linear multigrid 2.13 .

### 2.15 Full Multigrid Method

When convergent, multigrid iterations typically converge at a rate independent of the problem size. They will thus provide a solution with prescribed accuracy in a fixed number of iterations, independent of how fine the mesh is. However, the finer the mesh, the better accuracy can be expected, and thus the more and more iterations are needed to apply to exploit the accuracy of the discretization. In total, this effect contributes a logarithmic factor to the complexity estimate. This changes, when better initial values are used to start the multigrid iteration. The natural technique is nested iteration, where a multigrid method on the coarser level is used to supply an initial guess by interpolating its result. If this is used recursively, the so-called full multigrid method results. It starts on the coarsest discretization with an exact solver. These results are interpolated to the next finer grid, where a few cycles ( V or W ) of the multigrid method are applied. The result is again interpolated to the next finer grid, where again a few cycles of multigrid suffice to produce a solution whose algebraic accuracy and differential accuracy match. This algorithmic scheme typically requires just one or two V-cycles on each level to maintain truncation error accuracy on each level. The resulting method has optimal complexity in the sense that it produces solutions at a cost proportional to the number of unknowns. In Figure 2.15, full multigrid scheme is given.


Figure 2.15: Full Multigrid scheme [16]. Blue arrow: Interpolation; Red arrow: High order interpolation; Black arrow: Restriction. On coarsest level, we solve the problem exactly and on finer level only we do only smoothing.

## Chapter 3

## Review of Variational Models in Image Processing

In the broadest sense, image processing is a form of information processing for which both the input and output are images, such as photographs or frames of video. Most image processing techniques involve treating the image as a two-dimensional (2-D) signal and applying standard signal processing techniques to it, where signal processing refers to the processing and interpretation of signals. In this chapter we mainly focus on the variational models for Image De-noising and Image Segmentation. Various existing numerical methods for the realization of these models will be discussed.

### 3.1 How do we define an Image?

In Digital (discrete) sense a grey image is a 2-D array of numbers (matrix), while a color image is a 2-D array of vectors (Red Green Blue, shortly RGB). In continuous sense a grey image is a 2-D function $z(x, y)$ and color image is a $2-\mathrm{D}$ vector function $(r(x, y), g(x, y), b(x, y))$. In this thesis we mainly work on grey value images, which normally take values in the range $[0,255]$. An image is usually divided into $m_{1} \times m_{2}$ parts, each part is called pixel. Each pixel value in the array represents the average light intensity over a small part (pixel) of the image. In Figure 3.1, examples of image are given which will be used for our experimental work in coming chapters. Images in first row are specially used for 2-phase image segmentation, images in second row are used for multiphase segmentation and the third row images are used for segmentation of special features in an image.

### 3.2 Variational Models and Partial Differential Equations

Digital images are representations of the visual world surrounding us. The common point between all digital images is the fact that they are defined in a discrete setting although they come from a continuous world. The transfer process is done by sampling and quantizing the "continuous images". Even if all image processing methods are developed for digital/discrete images, it is often more convenient to use continuous formulations. At the beginning of image processing history, the techniques used to process images such as filter theory or spectral analysis were based on a discrete setting. Nowadays, new techniques such as wavelets theory or variational models are based on a continuous setting.


Figure 3.1: Sample images used in our experiments. Images in top row are used for 2 -phase image segmentation, the images in second row are used for multiphase image segmentation and images in third row are used for segmentation under geometrical conditions.

In this thesis we develop fast numerical methods for solution of partial differential equations based models and variational models for solving image segmentation problems. Let us assume that an image processing problem can be formulated as

$$
\begin{equation*}
u^{*}=\operatorname{argmin}_{u \in S} F(u), \tag{3.1}
\end{equation*}
$$

where $u^{*}$, defined in an appropriate space $S$ for the given problem, is an optimizer of an energy functional $F(\cdot)$ which gives solution to the given image processing problem. If $F$ is continuous and differentiable, it is possible to compute the first variation to determine the Euler-Lagrange's equation

$$
\begin{equation*}
\frac{\partial F}{\partial u}=0, \tag{3.2}
\end{equation*}
$$

which gives a necessary condition for $u^{*}$ to be an optimizer of $F$ such that $\left.\frac{\delta F}{\delta u}\right|_{u^{*}}=0$. Then a way to compute an optimizer is to use the gradient descent (time marching) method by introducing an artificial time $t$ such that:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\frac{\partial F}{\partial u}, \tag{3.3}
\end{equation*}
$$

and look for the steady state solution. G. Sapiro in his book [104] proposes a nice (a simple) example to illustrate the previous ideas. If we want to de-noise an image, an example of variational model is

$$
\begin{equation*}
u^{*}=\operatorname{argmin}_{u \in L^{2}\left(\mathbf{R}^{2}\right)} F(u) \quad \text { where } F(u)=\int_{\mathbf{R}^{2}}|\nabla u|^{2} d x, \tag{3.4}
\end{equation*}
$$

where $F$ is in this case the Dirichlet functional. The Euler-Lagrange's equation of this functional is

$$
\begin{equation*}
\frac{\partial u^{*}}{\partial t}=\Delta u^{*} \tag{3.5}
\end{equation*}
$$

In this thesis we mainly consider the fundamental functionals like Rudin-Osher-Fatemi (ROF) total variation functional [99] and the Mumford-Shah functional [88].

### 3.3 Variational Image Segmentation Models

Image segmentation is a fundamental component towards automated vision systems and is useful in medical applications. Segmentation means dividing an image into a patchwork of regions, (domains) each of which is homogeneous, that is, they are same in some sense like intensity, texture, color etc, in other words distinguishing objects from the background or systematically select specific features out of an image that has many features $[33,6,87]$. For intensity based images, the non-equation based methods are the popular approaches: threshold techniques, region merging algorithms, the watershed segmentation techniques and so on. Most of them are based on a discrete setting, which makes them dependent on the parametrization. Moreover, they are not defined in rigorous mathematical framework, for more details see [111]. One may also view the task of distinguishing objects of interest from "the rest", is to identify the feature boundaries. In recent years, a class of image segmentation models based on variational approaches have been introduced. These are defined in continuous setting and are mathematically well studied. Two well known variational image segmentation models are the MumfordShah model [88] and the active contour model [75]. In the Mumford-Shah approach, the goal is to find a partition of the given image $z$ into different homogeneous regions, in
terms of intensity, color, texture etc. The $n$-dimension Mumford-Shah functional can be defined as

$$
\begin{equation*}
F^{M S}(u, K)=\beta \int_{\Omega}(u-z)^{2} d x d y+\int_{\Omega \backslash K}|\nabla u|^{2} d x d y+\alpha \mathcal{H}^{n-1}(K) \tag{3.6}
\end{equation*}
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^{n}, z: \Omega \rightarrow[0,1]$ is a given function (input grey level image), $\alpha$ and $\beta$ are positive (tuning) parameters, $\mathcal{H}^{n-1}$ is the ( $n-1$ )-dimensional Hausdorff measure (that is, the usual ( $n-1$ )-dimensional area in case of subsets of regular hyper surfaces, the length in the most relevant case $n=2$ ). The unknown function $u: \Omega \rightarrow \mathbb{R}$ is regular (say, of class $\mathcal{C}^{1}$ ) out of a closed singular set $K$, whose shape and location are not prescribed. In equation (3.6), the first term is the fitting (fidelity) term with respect to the given image $z$, it asks that $u$ approximates $z$. The second term is the regularization term which asks $u$ to be smooth inside the $\Omega \backslash K$ and the last term is the constraint on the set of discontinuities (edges) $K$ which asks the boundaries to be as short as possible. Theoretical results on the existence and regularity of minimizers of (3.6) can be found in $[88,87,86]$ and [58]. $\Lambda$ reduced case of the above model is obtained by assuming $u$ as a piecewise constant function inside each connected region say $\Omega_{i}$, i.e $u=c_{i}$ inside each connected region $\Omega_{i}$. Thus Mumford and Shah model is reduced to minimizing the following functional:

$$
\begin{equation*}
F_{R C}^{A S S}(u, K)=\beta \sum_{i} \int_{\Omega_{i}}\left(z-c_{i}\right)^{2} d x d y+\alpha|K| \tag{3.7}
\end{equation*}
$$

As we mainly consider problems in 2-dimension, the last term of (3.6) is the total length of the set of discontinuities $K$. For fixed $K$, minimizing (3.7) with respect to $c_{i}$ gives

$$
c_{i}=\frac{\int_{\Omega_{i}} z d x d y}{\int_{\Omega_{i}} d x d y} \equiv \operatorname{mean}(z) \quad \text { in } \quad \Omega_{i} .
$$

Hence (3.7) reduces to the following minimization problem

$$
\begin{equation*}
F_{R C}^{M S}(K)=\beta \sum_{i} \int_{\Omega_{i}}(z-\operatorname{mean}(z))^{2} d x d y+\alpha|K| \tag{3.8}
\end{equation*}
$$

Theoretical results for the existence and regularity of minimizers of (3.7) can be found for example in [88], [116] and references there in. In practice the functionals (3.6) and (3.7) are difficult to minimize because of the unknown set $K$, is of lower dimension and also the functionals are not convex. A possible solution to these problems will be addressed in Section 3.5 and in chapter 5.

Although the first segmentation model (3.6) proposed is to extract all significant parts in images, some specific parts of image can be more important than others depending on applications such as in medical imaging (look for tumor in a brain MRI). This makes the link with the second segmentation model, in the context of variational models, which aims at detecting edges in images. The active contour model proposes to detect the closest contour(s) from an initial position. The active contour/snake was initially introduced by Kass et. al in [75]. The active contour model locates sharp image intensity variations by deforming a curve $C$ towards the edges of objects in a given image $z$. The snake model has external constraint forces and the internal constraint forces in its energy functional. The image forces push the contour/snake toward image features like lines, edges etc, the internal forces impose the smoothness constraint and the external constraint forces put the contour/snake near the desired local minimum. The evolution equation (introducing
artificial time step) of the parametric planar curve $C(q)=(x(q), y(q)) \in \Omega, q \in[0,1]$ is given by the minimization of the following energy functional:

$$
\begin{equation*}
F_{K W T}(C(q))=\alpha \int_{0}^{1}\left|\frac{\partial C(q)}{\partial q}\right|^{2} d q+\beta \int_{0}^{1}\left|\frac{\partial^{2} C(q)}{\partial^{2} q}\right|^{2} d q+\lambda \int_{0}^{1} g^{2}\left(\nabla\left(z * G_{\sigma}\right)(c(q))\right) d q \tag{3.9}
\end{equation*}
$$

where $\alpha, \beta$ and $\lambda$ are positive constants. Also $g:\left[0,+\infty\left[\rightarrow \mathbb{R}^{+}\right.\right.$is called the edge detecting function, and is a strictly decreasing function which vanishes at $+\infty$ and is given by

$$
\begin{equation*}
g\left(\nabla\left(z * G_{\sigma}\right)\right)=\frac{1}{1+\gamma\left|\nabla\left(z * G_{\sigma}\right)\right|^{2}} \tag{3.10}
\end{equation*}
$$

where $G_{\sigma}(x, y)=\frac{1}{2 \pi \sigma^{2}} \exp \left(\left(x-\mu_{x}\right)^{2}+\left(y-\mu_{y}\right)^{2} / 2 \sigma^{2}\right)$ is the Gaussian function with standard deviation $\sigma$ and mean $\mu_{x}, \mu_{y}, z * G_{\sigma}$ is a smooth version of the original inage $z$ and $\gamma$ is a positive constant. $F_{K W T}$ is not convex [75], so the solution will not be unique and it has local minima. So the local minima of $F_{K W T}$ can be reached by solving the following Euler-Lagrange's equation

$$
\begin{equation*}
-\alpha \frac{\partial^{2} C}{\partial q^{2}}+\beta \frac{\partial^{4} C}{\partial q^{4}}+\lambda \nabla g^{2}=0 \tag{3.11}
\end{equation*}
$$

In [75], this fourth order equation (3.11) was numerically solved using finite differences. It provides a fast numerical algorithm but, in the case of closed curves, it does not allow changes of topology since the final curve has the same topology as the initial one. In other words, it is not possible to detect more than one object. Another drawback of the snake segmentation model is the dependence of the functional with respect to the parametrization of the curve $C$, i.e different parametrization of the curve may give different solutions for the same initial condition.

To overcome the limitation of the changes of topology, the powerful level set method [ $90,108,92$ ] may be used. The curve $C$ is then implicitly represented by a function of higher dimension $\phi$, called the level set function, and the curve evolution equation can be re-written in a level set formulation.

### 3.4 The Geodesic Active Contours Model

V. Casselles et al [21] proposed a new and improved energy, based on Kass et al [75] that is invariant with respect to a new curve parametrization [21, 103, 60, 100, 96]. The new energy is given by

$$
\begin{equation*}
F_{G A C}(C(q))=\int_{0}^{1} g(|\nabla z(C(q))|)\left|C^{\prime}(q)\right| d q \tag{3.12}
\end{equation*}
$$

Since $L(C)=\int_{0}^{1}\left|C^{\prime}(q)\right| d q=\int_{0}^{L(C)} d s$, where $d s$ is the Euclidean element of length and $L(C)$ is the Euclidean length of the curve $C$, hence equation (3.12) becomes

$$
\begin{equation*}
F_{G A C}(C(q))=\int_{0}^{L(C)} g(|\nabla z(C(q))|) d s \tag{3.13}
\end{equation*}
$$

Here the functional (3.13) is actually a new length obtained by weighting the Euclidean element of length $d s$ by the function $g$ which contains information concerning the boundaries of objects [7]. The function $g$ is the edge detecting function defined in (3.10). The
equivalence between minimizing $F_{G A C}$ and minimizing $F_{K W T}$ at $\beta=0$ was studied in [21]. Hence the direction for which $F_{G A C}$ decreases most rapidly provides us the following minimization flow: more details of its derivation can be found in [21]:

$$
\begin{equation*}
\frac{\partial C}{\partial t}=g \kappa \overrightarrow{\mathcal{N}}-(\nabla g \cdot \overrightarrow{\mathcal{N}}) \overrightarrow{\mathcal{N}} \tag{3.14}
\end{equation*}
$$

where $\kappa$ is the Euclidean curvature, and $\mathcal{N}$ is the unit normal vector. This equation shows how each point in the active contour $C$ should move in order to decrease the length $F_{G A C}$. The detected object is then given by the steady state solution of (3.14). In level set formulation, the evolution equation is:

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=|\nabla \phi|\left(\nabla \cdot\left(g \frac{\nabla \phi}{|\nabla \phi|}\right)+\nu_{1} g\right), \tag{3.15}
\end{equation*}
$$

$\phi$ is a Lipschitz function representing $C$ as a zero level set. The term $\nu_{1} g, \nu_{1}>0$ is added to increase the evolution speed and to attract the curve towards the boundary and constitute in fact an extra area-based speed.

These snakes/active contour models rely on the edge function $g$ which depends on the gradient of the image. These models can detect only objects with edges defined by gradient. Also, in practice the discrete gradients are bounded and then the stopping function $g$ is never zero at the edges, and the contour may pass through the image edges [35]. On the other hand if the given image is too noisy, then the smoothing Gaussian has to be strong (potentially distorted by noise), and which will smooth the edges too.

In the next section we describe another active model which does not depend on the edge function to stop the contour at edges. This is the Chan-Vese model [35], "Active Contour without Edges".

### 3.5 Active Contour without Edges

T. F Chan and L. A. Vese in [35] proposed a new energy based model for image segmentation, which does not use the gradient of image $z$ as a stopping process, but the stopping term is depending on Mumford-Shah segmentation technique [88]. This means that this model can detect contours with or without gradients. The basic idea of contour models or snakes is to evolve a curve, subject to constraints from a given image in order to detect objects in that image. Let $z$ be the given image, as a bounded function. Assume that $z$ is formed by two regions of approximately constant intensities of distinct values $z_{i}$ and $z_{o}$. Assume that the object to be detected is represented by the region with intensity $z_{i}$ and its boundary is $\Gamma_{0}$. Consider the 'fitting' term

$$
\begin{equation*}
E_{1}(\Gamma)=\int_{\text {inside }(\Gamma)}\left|z-c_{1}\right|^{2} d x d y+\int_{\text {outside }(\Gamma)}\left|z-c_{2}\right|^{2} d x d y \tag{3.16}
\end{equation*}
$$

where $\Gamma$ is the unknown evolving curve and $c_{1}$ and $c_{2}$ are the averages of the image $z$ inside and outside of $\Gamma$ respectively. In this case, it is obvious that $\Gamma_{0}$, the boundary of the object, is the minimizer of the energy. To minimize (3.16), some regularization is required. The regularization terms used in [35] are the length of $\Gamma$ and the area of the region inside $\Gamma$. Thus similar to (3.7) they consider the following energy:

$$
\begin{array}{r}
F\left(\Gamma, c_{1}, c_{2}\right)=\mu .(\text { length }(\Gamma))^{p}+\nu . \operatorname{area}(\text { inside }(\Gamma))+ \\
\lambda_{1} \int_{\text {inside }(\Gamma)}\left|z-c_{1}\right|^{2} d x d y+\lambda_{2} \int_{\text {outside }(\Gamma)}\left|z-c_{2}\right|^{2} d x d y \tag{3.17}
\end{array}
$$

where $c_{1}$ and $c_{2}$ are unknown constants, $\mu \geqslant 0, \nu \geqslant 0, \lambda_{1}, \lambda_{2}>0$ are fixed parameters. In [35] $\lambda_{1}=\lambda_{2}=1$ and $p>0$, in particular we take $p=1$. $\Gamma$ generally mean a hypersurface in $\mathbb{R}^{n}$ and "length $(\Gamma)$ " means the Hausdorff ( $n-1$ )-dimensional measure $\mathcal{H}^{n-1}(\Gamma)$. If the curve is forced to move only inside or outside then we take positive $\nu$ otherwise $\nu=0$. We ignore the area term in later chapters i.e. $\nu=0$.

Thus Chan and Vese in [35] proposed the following minimization problem

$$
\begin{equation*}
\inf _{\Gamma, c_{1}, c_{2}} F\left(\Gamma, c_{1}, c_{2}\right) . \tag{3.18}
\end{equation*}
$$

This functional is a special case of the piecewise constant Mumford and Shah segmentation model [88] (restricted to only two regions with constant average intensities).

## Level Set formulation of the Model:

Let $\phi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a Lipschitz function [92], then representing $\Gamma$ as a zero level set of $\phi$, such that

$$
\left\{\begin{array}{l}
\Gamma=\left\{(x, y) \in \mathbb{R}^{2}: \phi(x, y)=0\right\} \\
\text { inside }(\Gamma)=\left\{(x, y) \in \mathbb{R}^{2}: \phi(x, y)>0\right\} \\
\text { outside }(\Gamma)=\left\{(x, y) \in \mathbb{R}^{2}: \phi(x, y)<0\right\}
\end{array}\right.
$$

Thus the unknown lower dimensional variable curve $\Gamma$ is replaced by another unknown higher dimensional variable $\phi$. Let us define the Heaviside function $H$ and the 1dimensional Dirac measure $\delta$ concentrated at 0 , defined respectively by

$$
H(x)= \begin{cases}1 & \text { if } x \geqslant 0 \\ 0 & \text { if } x<0\end{cases}
$$

and

$$
\delta(x)=\frac{d}{d x} H(x) .
$$

Expressing each term of the energy $F$ in terms $\phi$ :

$$
\begin{aligned}
\text { length }\{\phi=0\} & =\int_{\Omega}|\nabla H(\phi)| d x d y=\int_{\Omega} \delta(\phi)|\nabla \phi| d x d y, \\
\text { area }\{\phi \geqslant 0\} & =\int_{\Omega} H(\phi) d x d y, \\
\int_{\phi \geqslant 0}\left|z-c_{1}\right|^{2} d x d y & =\int_{\Omega}\left|z-c_{1}\right|^{2} H(\phi) d x d y \\
\int_{\phi<0}\left|z-c_{2}\right|^{2} d x d y & =\int_{\Omega}\left|z-c_{2}\right|^{2}(1-H(\phi)) d x d y .
\end{aligned}
$$

In level set formulation equation (3.17) becomes:

$$
\begin{array}{r}
F\left(\phi, c_{1}, c_{2}\right)=\mu \int_{\Omega}|\nabla H(\phi)| d x d y+\nu \int_{\Omega} H(\phi) d x d y+ \\
\lambda_{1} \int_{\Omega}\left|z-c_{1}\right|^{2} H(\phi) d x d y+\lambda_{2} \int_{\Omega}\left|z-c_{2}\right|^{2}(1-H(\phi)) d x d y \tag{3.19}
\end{array}
$$

Once $\phi$ is obtained then the segmented image is given by

$$
u=c_{1} H(\phi)+c_{2}(1-H(\phi)) .
$$

Existence of minimizers is discussed in detail in Chan-Vese paper [35]. To minimize (3.19), we decouple the variables. Firstly keeping $\phi$ fixed and minimizing (3.19) with respect to $c_{1}$ and $c_{2}$ we have

$$
\begin{equation*}
c_{1}(\phi)=\frac{\int_{\Omega} z H(\phi) d x d y}{\int_{\Omega} H(\phi) d x d y} \tag{3.20}
\end{equation*}
$$

if $\int_{\Omega} H(\phi) d x d y>0$ (i.e the curve has a nonempty interior in $\Omega$ ) otherwise need to re-initialize $\phi$, and

$$
\begin{equation*}
c_{2}(\phi)=\frac{\int_{\Omega} z(1-H(\phi)) d x d y}{\int_{\Omega}(1-H(\phi)) d x d y} \tag{3.21}
\end{equation*}
$$

if $\int_{\Omega}(1-H(\phi)) d x d y>0$ (i.e the curve has a nonempty exterior in $\Omega$ ) otherwise re-initialize $\phi$.

Since $H$ is not differentiable at 0 , to find the Euler-Lagrange equation for the unknown function $\phi$ we need a regularized $H$ and $\delta$. Let us denote the regularized version of Heaviside $H$ and delta $\delta$ functions denoted by $H_{\epsilon}$ and $\delta_{\epsilon}$ respectively and defined as in [35] (see also [39, 11]):

$$
\begin{align*}
H_{\epsilon}(x) & =\frac{1}{2}\left(1+\frac{2}{\pi} \arctan \left(\frac{x}{\epsilon}\right)\right),  \tag{3.22}\\
\delta_{\epsilon}(x) & =H_{\epsilon}^{\prime}(x)=\frac{1}{\pi} \cdot\left(\frac{\epsilon}{\epsilon^{2}+x^{2}}\right) .
\end{align*}
$$

Thus the regularized functional denoted by $F_{\epsilon}$ will be:

$$
\begin{gather*}
F_{\epsilon}\left(\phi, c_{1}, c_{2}\right)=\mu \int_{\Omega}\left|\nabla H_{\epsilon}(\phi)\right| d x d y+\nu \int_{\Omega} H_{\epsilon}(\phi) d x d y+ \\
\lambda_{1} \int_{\Omega}\left|z-c_{1}\right|^{2} H_{\epsilon}(\phi) d x d y+\lambda_{2} \int_{\Omega}\left|z-c_{2}\right|^{2}\left(1-H_{\epsilon}(\phi)\right) d x d y \tag{3.23}
\end{gather*}
$$

And the minimization problem is

$$
\inf _{\phi, c_{1}, c_{2}} F_{\epsilon}\left(\phi, c_{1}, c_{2}\right) .
$$

To compute the Euler-Lagrange equation, let us keep $c_{1}$ and $c_{2}$ fixed, and minimize $F_{\epsilon}$ with respect to the unknown $\phi$. We proceed in the following way. Let us choose $\psi$ as a test function of the same type as $\phi$ and find the Gâteaux derivative of $F_{\epsilon}$ :

$$
\begin{gather*}
\lim _{t_{1} \rightarrow 0} \frac{1}{t_{1}}\left(F_{\epsilon}\left(\phi+t_{1} \psi, c_{1}, c_{2}\right)-F_{\epsilon}\left(\phi, c_{1}, c_{2}\right)\right)=0 \\
\Rightarrow \int_{\Omega} \mu\left(\delta_{\epsilon}^{\prime}(\phi)|\nabla \phi| \psi+\delta_{\epsilon}(\phi) \frac{\nabla \phi \cdot \nabla \psi}{|\nabla \phi|}\right) d x d y+ \\
\int_{\Omega} \delta_{\epsilon}(\phi)\left(\nu+\lambda_{1}\left(z-c_{1}\right)^{2}-\lambda_{2}\left(z-c_{2}\right)^{2}\right) \psi d x d y=0 \tag{3.24}
\end{gather*}
$$

where

$$
\int_{\Omega}\left|\nabla H_{\epsilon}(\phi)\right| d x d y=\int_{\Omega} \delta_{\epsilon}(\phi)|\nabla \phi| \cdot d x d y
$$

From Green's theorem we have

$$
\begin{array}{r}
\int_{\Omega} v \nabla \cdot \vec{w} d x=-\int_{\Omega} \nabla v \cdot \vec{w} d x+\int_{\partial \Omega} v \vec{w} \cdot \vec{n} d s . \\
\text { Let } \psi=v \quad \text { and } \quad \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi=\vec{w} .
\end{array}
$$

So

$$
\int_{\Omega} \psi \nabla \cdot\left(\frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi\right) d x d y=-\int_{\Omega} \nabla \psi \cdot \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi d x d y+\int_{\partial \Omega} \psi \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi \cdot \vec{n} d s
$$

which implies that

$$
\begin{equation*}
\int_{\Omega} \delta_{\epsilon}(\phi) \frac{\nabla \phi \cdot \nabla \psi}{|\nabla \phi|} d x d y=-\int_{\Omega} \psi \nabla \cdot\left(\frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi\right) d x d y+\int_{\partial \Omega} \psi \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n} d s \tag{3.25}
\end{equation*}
$$

where $\nabla \phi \cdot \vec{n}=\frac{\partial \phi}{\partial n}$. Thus (3.24) becomes

$$
\begin{array}{r}
\mu \int_{\Omega} \delta_{\epsilon}^{\prime}(\phi)|\nabla \phi| \psi-\mu \int_{\Omega} \psi \nabla \cdot\left(\frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi\right) d x d y+\mu \int_{\partial \Omega} \psi \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n} d s+ \\
\int_{\Omega} \delta_{\epsilon}(\phi)\left(\nu+\lambda_{1}\left(z-c_{1}\right)^{2}-\lambda_{2}\left(z-c_{2}\right)^{2}\right) \psi d x d y=0
\end{array}
$$

which implies that

$$
\begin{array}{r}
\mu \int_{\Omega} \delta_{\epsilon}^{\prime}(\phi)|\nabla \phi| \psi d x d y-\mu \int_{\Omega} \delta_{\epsilon}(\phi) \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right) \psi d x d y-\mu \int_{\Omega} \delta_{\epsilon}^{\prime}(\phi) \nabla \phi \cdot \frac{\nabla \phi}{|\nabla \phi|} \psi d x d y+ \\
\mu \int_{\partial \Omega} \psi \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n} d s+\int_{\Omega} \delta_{\epsilon}(\phi)\left(\nu+\lambda_{1}\left(z-c_{1}\right)^{2}-\lambda_{2}\left(z-c_{2}\right)^{2}\right) \psi d x d y=0 .
\end{array}
$$

Finally we obtain

$$
\begin{array}{r}
-\int_{\Omega} \mu \delta_{\epsilon}(\phi) \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right) \psi d x d y+\int_{\partial \Omega} \mu \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n} \psi d s+ \\
\int_{\Omega} \delta_{\epsilon}(\phi)\left(\nu+\lambda_{1}\left(z-c_{1}\right)^{2}-\lambda_{2}\left(z-c_{2}\right)^{2}\right) \psi d x d y=0 .
\end{array}
$$

for all test function $\psi$. Choosing $\psi \in C_{c}^{1}(\Omega)$ which is arbitrary, we deduce the following Euler-Lagrange's equation for $\phi$ :

$$
\left\{\begin{array}{l}
\delta_{\epsilon}(\phi)\left[\mu \nabla \cdot\left(\frac{\nabla \phi}{\nabla \nabla \phi}\right)-\nu-\lambda_{1}\left(z-c_{1}\right)^{2}+\lambda_{2}\left(z-c_{2}\right)^{2}\right]=0 \quad \text { in } \Omega  \tag{3.26}\\
\frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n}=0 \quad \text { or } \quad \frac{\partial \phi}{\partial n}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

In [35], the authors considered the following evolution problem, i.e the descent direction is parameterized by an artificial time $t$, and solve it to find the steady state solution of the following parabolic equation:

$$
\left\{\begin{array}{l}
\frac{\partial \phi}{\partial t}=\delta_{\epsilon}(\phi)\left[\mu \nabla \cdot\left(\frac{\nabla \phi}{\nabla \phi t}\right)-\nu-\lambda_{1}\left(z-c_{1}\right)^{2}+\lambda_{2}\left(z-c_{2}\right)^{2}\right] \quad \text { in } \Omega,  \tag{3.27}\\
\phi(t, x, y)=\phi_{0}(x, y) \\
\frac{\partial \phi}{\partial n}=0 \quad \text { in } \Omega
\end{array}\right.
$$

To extend the evolution to all level sets of $\phi, \delta_{\epsilon}(\phi)$ can be replaced by $|\nabla \phi|$ in equation (3.27) as done in [131]. This re-scaling does not affect the steady state solution, but it does remove the stiffness of the zero level sets of $\phi$. But we will use $\delta_{\epsilon}(\phi)$ as in [35]. In next section we derive the numerical approximation of the model and will discuss the existing methods used for solving the above evolution problem (3.27).

## Numerical Methods:

The following evolution problem will be solved numerically,

$$
\left\{\begin{array}{l}
c_{1}(\phi)=\frac{\int_{\Omega} z H_{\epsilon}(\phi) d x d y}{\int_{\Omega} H_{\epsilon}(\phi) d x d y} \quad c_{2}(\phi)=\frac{\int_{\Omega} z\left(1-H_{\epsilon}(\phi)\right) d x d y}{\int_{\Omega}\left(1-H_{\epsilon}(\phi)\right) d x d y}  \tag{3.28}\\
\frac{\partial \phi}{\partial t}=\delta_{\epsilon}(\phi)\left[\mu \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\nu-\lambda_{1}\left(z-c_{1}\right)^{2}+\lambda_{2}\left(z-c_{2}\right)^{2}\right] \quad \text { in } \Omega \\
\phi(0, x, y)=\phi_{0}(x, y) \quad \text { in } \Omega \\
\frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n}=0 \quad \text { on } \partial \Omega .
\end{array}\right.
$$

Equation (3.28) has 3 unknowns $c_{1}(\phi), c_{2}(\phi)$ and $\phi$, so we first compute $c_{1}(\phi)$ and $c_{2}(\phi)$ and then keep them fixed and then we solve the PDE for $\phi$. Once $\phi$ is found then update $c_{1}(\phi)$ and $c_{2}(\phi)$ and so on. To solve the above PDE in equation (3.28), we proceed in the following way:

Let us suppose that the size of $z$ is $m_{1} \times m_{2}$. Finite differences scheme is used for discretization. Let $x, y \in \Omega$ be the spatial variables, $h_{1}, h_{2}$ be the horizontal and vertical space step size and $\Delta t$ be the time step. Let $\left(x_{i}, y_{j}\right)=\left(i h_{1}, j h_{2}\right)$, for $i=1, \ldots, m_{1}$ and $j=1, \ldots, m_{2}$ be the grid points. Also let $\phi_{i, j}^{k}=\phi\left(k \Delta t, x_{i}, y_{j}\right)$ be an approximation of $\phi(t, x, y)$, where $k \geqslant 0$ and $\phi^{0}=\phi_{0}$ will be given (initial guess). The finite differences are denoted by

$$
\begin{align*}
& \triangle_{-}^{x} \phi_{i j}=\phi_{i j}-\phi_{i-1, j}, \triangle_{+}^{x} \phi_{i j}=\phi_{i+1, j}-\phi_{i j} \\
& \triangle_{-}^{y} \phi_{i j}=\phi_{i j}-\phi_{i, j-1}, \triangle_{+}^{y} \phi_{i j}=\phi_{i, j+1}-\phi_{i j} \tag{3.29}
\end{align*}
$$

For a given $\phi^{k}$, first compute $c_{1}\left(\phi^{k}\right)$ and $c_{2}\left(\phi^{k}\right)$ and then discretize the above parabolic PDE (3.28) and using semi implicit (SI) method to update $\phi^{k}$. Thus discretization leads to the following equation in $\phi$

$$
\begin{aligned}
\frac{\phi_{i j}^{k+1}-\phi_{i j}^{k}}{\triangle t} & =\delta_{\epsilon}\left(\phi_{i j}^{k}\right)\left[\frac{\mu}{h_{1}^{2}} \triangle_{-}^{x}\left(\frac{\triangle_{+}^{x} \phi_{i j}^{k+1}}{\sqrt{\left(\triangle_{+}^{x} \phi_{i j}^{k} / h_{1}\right)^{2}+\left(\left(\phi_{i, j+1}^{k}-\phi_{i, j-1}^{k}\right) / 2 h_{2}\right)^{2}}}\right)\right. \\
& +\frac{\mu}{h_{2}^{2}} \Delta_{-}^{y}\left(\frac{\Delta_{+}^{y} \phi_{i j}^{k+1}}{\sqrt{\left(\left(\phi_{i+1, j}^{k}-\phi_{i-1, j}^{k}\right) / 2 h_{1}\right)^{2}+\left(\triangle_{+}^{y} \phi_{i j}^{k} / h_{2}\right)^{2}}}\right) \\
& \left.-\nu-\lambda_{1}\left(z_{i j}-c_{1}\left(\phi^{k}\right)\right)^{2}+\lambda_{2}\left(z_{i j}-c_{2}\left(\phi^{k}\right)\right)^{2}\right]
\end{aligned}
$$

In this thesis we use $h_{1}=h_{2}=h=1$ in all of our experiments.

$$
\begin{aligned}
\frac{\phi_{i j}^{k+1}-\phi_{i j}^{k}}{\Delta t} & =\delta_{\epsilon}\left(\phi_{i j}^{k}\right)\left[\mu \left(\frac{\Delta_{+}^{x} \phi_{i j}^{k+1}}{\sqrt{\left(\triangle_{+}^{x} \phi_{i j}^{k}\right)^{2}+\left(\left(\phi_{i, j+1}^{k}-\phi_{i, j-1}^{k}\right) / 2\right)^{2}}}\right.\right. \\
& \left.-\frac{\Delta_{+}^{x} \phi_{i-1, j}^{k+1}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i-1, j}^{k}\right)^{2}+\left(\left(\phi_{i-1, j+1}^{k}-\phi_{i-1, j-1}^{k}\right) / 2\right)^{2}}}\right) \\
& +\mu\left(\frac{\Delta_{+}^{y} \phi_{i j}^{k+1}}{\sqrt{\left(\left(\phi_{i+1, j}^{k}-\phi_{i-1, j}^{k}\right) / 2\right)^{2}+\left(\triangle_{+}^{y} \phi_{i j}^{k}\right)^{2}}}\right. \\
& \left.-\frac{\Delta_{+}^{y} \phi_{i, j-1}^{k+1}}{\sqrt{\left(\left(\phi_{i+1, j-1}^{k}-\phi_{i-1, j-1}^{k}\right) / 2\right)^{2}+\left(\triangle_{+}^{y} \phi_{i, j-1}^{k}\right)^{2}}}\right) \\
& -\nu-\lambda_{1}\left(z_{\left.\left.i j-c_{1}\left(\phi^{k}\right)\right)^{2}+\lambda_{2}\left(z_{i j}-c_{2}\left(\phi^{k}\right)\right)^{2}\right]}\right.
\end{aligned}
$$

$$
\begin{aligned}
\Rightarrow \phi_{i j}^{k+1} & =\phi_{i j}^{k}+\Delta t \delta_{\epsilon}\left(\phi_{i j}^{k}\right)\left[\mu \left(\frac{\phi_{i+1, j}^{k+1}-\phi_{i, j}^{k+1}}{\sqrt{\left(\triangle_{+}^{x} \phi_{i j}^{k}\right)^{2}+\left(\left(\phi_{i, j+1}^{k}-\phi_{i, j-1}^{k}\right) / 2\right)^{2}}}\right.\right. \\
& \left.-\frac{\phi_{i, j}^{k+1}-\phi_{i-1, j}^{k+1}}{\sqrt{\left(\triangle_{+}^{x} \phi_{i-1, j}^{k}\right)^{2}+\left(\left(\phi_{i-1, j+1}^{k}-\phi_{i-1, j-1}^{k}\right) / 2\right)^{2}}}\right) \\
& +\mu\left(\frac{\phi_{i+1, j}^{k+1}-\phi_{i j}^{k+1}}{\sqrt{\left(\left(\phi_{i+1, j}^{k}-\phi_{i-1, j}^{k}\right) / 2\right)^{2}+\left(\Delta_{+}^{y} \phi_{i j}^{k}\right)^{2}}}\right. \\
& \left.-\frac{\phi_{i j}^{k+1}-\phi_{i, j-1}^{k+1}}{\sqrt{\left(\left(\phi_{i+1, j-1}^{k}-\phi_{i-1, j-1}^{k}\right) / 2\right)^{2}+\left(\Delta_{+}^{y} \phi_{i, j-1}^{k}\right)^{2}}}\right) \\
& \left.-\nu-\lambda_{1}\left(z_{i j}-c_{1}\left(\phi^{k}\right)\right)^{2}+\lambda_{2}\left(z_{i j}-c_{2}\left(\phi^{k}\right)\right)^{2}\right] .
\end{aligned}
$$

Let us denote the coefficients of $\phi_{i+1, j}^{k+1}, \phi_{i-1, j}^{k+1}, \phi_{i, j+1}^{k+1}, \phi_{i, j-1}^{k+1}$ by $A_{1}, A_{2}, A_{3}, A_{4}$ respectively, we get the following system of linear equations

$$
\begin{align*}
& \phi_{i j}^{k+1}\left[1+\mu \delta_{\epsilon}\left(\phi_{i j}^{k}\right)\left(A_{1}+A_{2}+A_{3}+A_{4}\right)\right] \\
= & \phi_{i j}^{k}+\Delta t \delta_{\epsilon}\left(\phi_{i j}^{k}\right)\left[\mu\left(A_{1} \phi_{i+1, j}^{k+1}+A_{2} \phi_{i-1, j}^{k+1}+A_{3} \phi_{i, j+1}^{k+1}+A_{4} \phi_{i, j-1}^{k+1}\right)\right.  \tag{3.30}\\
- & \left.\nu-\lambda_{1}\left(z_{i j}-c_{1}\left(\phi^{k}\right)\right)^{2}+\lambda_{2}\left(z_{i j}-c_{2}\left(\phi^{k}\right)\right)^{2}\right] .
\end{align*}
$$

This linear system of equation can be solved by using any iterative method. To prevent the level set function to become too flat and to make it a distance function, after some steps as discussed in Section 2.4.2, it is suggested to re-initialize the function $\phi$ by solving the following equation [114]:

$$
\left\{\begin{array}{l}
\frac{\partial \xi}{\partial t}=\operatorname{sgn}(\phi(t))(1-|\nabla \xi|)  \tag{3.31}\\
\xi(0, t)=\phi(t)
\end{array}\right.
$$

where $\phi(t,$.$) is the solution \phi$ at time $t$, see [35] for more details.

## Algorithm 5 (Chan-Vese (CV) algorithm for 2-phase image segmentation)

$$
\phi^{k+1} \rightarrow C V\left(\phi^{k}, \mu, t o l\right)
$$

1. For given $\phi_{0}$, compute $c_{1}$ and $c_{2}$ using equation (3.28).
2. Keep $c_{1}$ and $c_{2}$ fixed and solve the PDE in equation (3.28), to update $\phi^{k}$.
3. Compute $c_{1}$ and $c_{2}$ using $\phi^{k+1}$.
4. If $\left|\phi^{k+1}-\phi^{k}\right|<$ tol stop else.
5. Re-initialize $\phi$, by solving equation (3.31) and do step 2.

This algorithm was tested on different images, as found in [35]. As mentioned before, the non linear PDE (3.28) was solved using semi implicit (SI) method, which is unconditionally stable [126]. But for higher dimensions ( $n \geqslant 2$ ) there appears a problem: it is not possible to order the pixels in such a way that in the $i$-th row all non-vanishing elements of the system matrix can be found within the positions $\left[i, i-m_{1}\right]$ to $\left[i, i+m_{2}\right]$. Usually,
the matrix reveals a much larger bandwidth. Applying direct algorithms would destroy the zeros within the band and would lead to an immense storage and computation effort. On the other hand, typical iterative algorithms such as the Jacobi, Gauss-Seidel, etc methods have another limitation. For large time step, the system matrix has large condition number, which causes slow convergence. J. Weickert [81, 127] proposed an Additive Operator Splitting (AOS) method for non-linear diffusion filters discussed in Section 2.7.6 and then M. Jeon [72] extended this idea toward Chan-Vese model for image segmentation. Let us consider the PDE (3.28),

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\delta_{\epsilon}(\phi)\left[\mu \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\nu-\lambda_{1}\left(z-c_{1}\right)^{2}+\lambda_{2}\left(z-c_{2}\right)^{2}\right] \tag{3.32}
\end{equation*}
$$

The AOS method splits the $n$-dimensional spatial operator into a sum of $n$ one-dimensional space operators. As a result we get a tridiagonal system matrix. The Thomas algorithm [47] can be used to solve this tridiagonal system, resulting in a very fast and parallelizable algorithm. Let $k$ and $i$ represent time and spatial indices, respectively. Let $\phi_{i}^{k}=\phi(i, k)$, then at a grid the 1 -dimensional semi implicit discretization of (3.32) with spatial step $h=1$ is:

$$
\begin{equation*}
\frac{\phi_{i}^{k+1}-\phi_{i}^{k}}{\Delta t}=\delta_{\epsilon}\left(\phi_{i}^{k}\right)\left(\frac{\phi_{i+1}^{k+1}-\phi_{i}^{k+1}}{\left|\triangle_{+}^{x} \phi_{i}^{k}\right|}-\frac{\phi_{i}^{k+1}-\phi_{i-1}^{k+1}}{\left|\triangle_{+}^{x} \phi_{i-1}^{k}\right|}+F_{i}\right) \tag{3.33}
\end{equation*}
$$

where $F_{i}=\left[-\nu-\lambda_{1}\left(z_{i}-c_{1}\right)^{2}+\lambda\left(z_{i}-c_{2}\right)^{2}\right]$. Let

$$
A_{1}=\frac{1}{\left|\triangle_{+}^{x} \phi_{i}^{k}\right|} \text { and } A_{2}=\frac{1}{\left|\triangle_{+}^{x} \phi_{i-1}^{k}\right|},
$$

so equation (3.33) becomes

$$
\begin{equation*}
\phi_{i}^{k+1}=\phi_{i}^{k}+\Delta t \delta_{\epsilon}\left(\phi_{i}^{k}\right)\left(A_{1} \phi_{i+1}^{k+1}-\left(A_{1}+A_{2}\right) \phi_{i}^{k+1}+A_{2} \phi_{i-1}^{k+1}+F_{i}\right) . \tag{3.34}
\end{equation*}
$$

Thus with AOS method, solve problems in $x$-and $y$-directions with double time step to get two separate solutions say $\phi_{1}$ and $\phi_{2}$ and then find the average as

$$
\phi=\frac{1}{2}\left(\phi_{1}+\phi_{2}\right) .
$$

Although no stability constraint on the time-step is present when the AOS scheme is utilized, the size of the time-step cannot be very large because, splitting related artifacts associated with loss of rotational invariance will emerge. The practical implication of this is that the number of iterations needed for the contour to converge remains quite large. For images of large sizes, the methods discussed in this chapter are very slow in convergence. To avoid this problem, Multigrid method is the best option. In the next chapter we present a multigrid method for CV model [8].

### 3.6 Piecewise Linear and Smooth Segmentation

In this section we give the extension of two phase piecewise constant CV model to piecewise linear and smooth segmentation [119]. The piecewise linear segmentation is given by

$$
\begin{align*}
& \min _{a^{+}, b^{+}, c^{+}, a^{-}, b^{-}, c^{-}, \phi} \int_{\Omega}\left|z(x, y)-\left(a^{+} x+b^{+} y+c^{+}\right)\right|^{2} H(\phi(x, y)) d x d y  \tag{3.35}\\
+ & \int_{\Omega}\left|z(x, y)-\left(a^{-} x+b^{-} y+c^{-}\right)\right|^{2}(1-H(\phi(x, y))) d x d y+\mu \int_{\Omega}|\nabla H(\phi(x, y))| d x d y \\
+ & \eta \int_{\Omega}\left(\left(a^{+}\right)^{2}+\left(b^{+}\right)^{2}\right) H(\phi(x, y)) d x d y+\eta \int_{\Omega}\left(\left(a^{-}\right)^{2}+\left(b^{-}\right)^{2}\right)(1-H(\phi(x, y))) d x d y
\end{align*}
$$

where $a^{+}, b^{+}, c^{+}, a^{-}, b^{-}, c^{-}$are unknown (as coefficients of polynomials of degree 1) and $\mu, \eta$ are positive parameters. Once $\phi$ is obtained then the segmented image is given by

$$
\begin{equation*}
u(x, y)=\left(a^{+} x+b^{+} y+c^{+}\right) H(\phi(x, y))+\left(a^{-} x+b^{-} y+c^{-}\right)(1-I I(\phi(x, y))) . \tag{3.36}
\end{equation*}
$$

Minimization w.r.t $a^{+}, b^{+}, c^{+}, a^{-}, b^{-}, c^{-}, \phi$ leads to the following linear algebraic system of equations and a PDE for $\phi$. The algebraic system of equations for $a^{+}, b^{+}, c^{+}$is:

$$
\begin{array}{r}
a^{+} \int_{\Omega}\left(x^{2}+\eta\right) H(\phi(x, y)) d x d y+b^{+} \int_{\Omega} x y H(\phi(x, y)) d x d y+c^{+} \int_{\Omega} x H(\phi(x, y)) d x d y \\
=\int_{\Omega} x z(x, y) H(\phi(x, y)) d x d y \\
a^{+} \int_{\Omega} x y H(\phi(x, y)) d x d y+b^{+} \int_{\Omega}\left(y^{2}+\eta\right) H(\phi(x, y)) d x d y+c^{+} \int_{\Omega} y H(\phi(x, y)) d x d y \\
= \\
=\int_{\Omega} y z(x, y) H(\phi(x, y)) d x d y \\
a^{+} \int_{\Omega} x H(\phi(x, y)) d x d y+b^{+} \int_{\Omega} y(\phi(x, y)) d x d y+c^{+} \int_{\Omega} H(\phi(x, y)) d x d y \\
=\int_{\Omega} z(x, y) H(\phi(x, y)) d x d y
\end{array}
$$

A similar system of equations can be found for $a^{-}, b^{-}, c^{-}$by replacing $H(\phi(x, y))$ by ( $1-H(\phi(x, y))$ ), and the evolution problem for updating $\phi$ is given by

$$
\begin{aligned}
\frac{\partial \phi}{\partial t} & =\delta_{\epsilon}(\phi)\left[\mu \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\left|z(x, y)-\left(a^{+} x+b^{+} y+c^{+}\right)\right|^{2}\right. \\
& \left.+\left|z(x, y)-\left(a^{-} x+b^{-} y+c^{-}\right)\right|^{2}-\eta\left(\left(a^{+}\right)^{2}+\left(b^{+}\right)^{2}\right)+\eta\left(\left(a^{-}\right)^{2}+\left(b^{-}\right)^{2}\right)\right]
\end{aligned}
$$

Now we extend the idea of CV [35] to the two phase piecewise smooth approximation of the Mumford-Shah model [119]. We give some details of the piecewise smooth segmentation functional which is given below.

$$
\begin{align*}
\min _{\Gamma, s_{1}, s_{2}} F\left(\Gamma, s_{1}, s_{2}\right) & =\mu \operatorname{Length}(\Gamma)+\int_{I n s i d e(\Gamma)}\left(\left(z(x, y)-s_{1}(x, y)\right)^{2}+\eta\left|\nabla s_{1}(x, y)\right|^{2}\right) d x d y \\
& +\int_{\text {Outside }(\Gamma)}\left(\left(z(x, y)-s_{2}(x, y)\right)^{2}+\eta\left|\nabla s_{2}(x, y)\right|^{2}\right) d x d y \tag{3.37}
\end{align*}
$$

where $z(x, y)$ is a given image, $s_{1}$ and $s_{2}$ are two $C^{1}$ functions defined inside and outside the unknown contour $\Gamma$ respectively, $\mu>0$ controls the regularization of the length of the boundary of the smooth regions and $\eta>0$ controls the regularization of the intensities of smooth regions. Now we consider the level set formulation of the functional as discussed in Section 3.5 and replacing the Heaviside function $H$ by its regularized version $H_{\epsilon}$, thus (3.37) becomes:

$$
\begin{align*}
\min _{\phi, s_{1}, s_{2}} F_{\epsilon}\left(\phi, s_{1}, s_{2}\right) & =\mu \int_{\Omega}\left|\nabla H_{\epsilon}(\phi)\right|+\int_{\Omega}\left(\left(z(x, y)-s_{1}(x, y)\right)^{2}+\eta\left|\nabla s_{1}(x, y)\right|^{2} H_{\epsilon}(\phi) d x d y\right. \\
& +\int_{\Omega}\left(\left(z(x, y)-s_{2}(x, y)\right)^{2}+\eta\left|\nabla s_{2}(x, y)\right|^{2}\left(1-H_{\epsilon}(\phi)\right) d x d y\right. \tag{3.38}
\end{align*}
$$

Minimization leads to the following equations

$$
\begin{align*}
s_{1} & =z+\eta \triangle s_{1} \text { on }\{\phi>0\}, \frac{\partial s_{1}}{\partial \vec{n}}=0 \text { on }\{\phi=0\} \cup \partial \Omega, \\
s_{2} & =z+\eta \triangle s_{2} \text { on }\{\phi<0\}, \frac{\partial s_{2}}{\partial \vec{n}}=0 \text { on }\{\phi=0\} \cup \partial \Omega, \\
\frac{\partial \phi}{\partial t} & =\delta_{\epsilon}(\phi)\left[\nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-r_{1}(x, y)\right] \tag{3.39}
\end{align*}
$$

where $r_{1}(x, y)=\left(\left(z(x, y)-s_{1}(x, y)\right)^{2}-\left(z(x, y)-s_{2}(x, y)\right)^{2}+\eta\left|\nabla s_{1}\right|^{2}-\eta\left|\nabla s_{2}\right|^{2}\right)$.

### 3.7 Global Minimization of the Active Contour Model (CV2)

In this section we discuss the global minimization of the active contour without edges [35], proposed by T. F. Chan et al. [25]. Let us consider the 2-phase image segmentation model (CV2) (3.19)

$$
\begin{align*}
& \min _{\phi, c_{1}, c_{2}} F\left(\phi, c_{1}, c_{2}\right)=\mu \int_{\Omega}|\nabla H(\phi)| d x+\nu \int_{\Omega} H(\phi) d x+ \\
& \lambda_{1} \int_{\Omega}\left|z-c_{1}\right|^{2} H(\phi) d x+\lambda_{2} \int_{\Omega}\left|z-c_{2}\right|^{2}(1-H(\phi)) d x \tag{3.40}
\end{align*}
$$

This minimization problem is non-convex because of the length term $\int_{\Omega}|\nabla H(\phi)| d x d y$ [25]. Hence the optimization problem can have local minima, i.e the final segmented image might have wrong information. Despite of non-convex nature of (3.40), a natural way to a solution ( $\phi, c_{1}, c_{2}$ ) is a two step algorithm where $c_{1}$ and $c_{2}$ are firstly computed, and then look for best $\phi$ which minimize the energy $F\left(\phi, c_{1}, c_{2}\right)$. The gradient descent equation is

$$
\begin{align*}
\frac{\partial \phi}{\partial t} & =\delta_{\epsilon}(\phi)[\mu \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\underbrace{\left(\nu+\lambda_{1}\left(z-c_{1}\right)^{2}-\lambda_{2}\left(z-c_{2}\right)^{2}\right)}_{r(x, y)}] \\
\Rightarrow \frac{\partial \phi}{\partial t} & =\delta_{\epsilon}(\phi)\left[\nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\lambda r(x, y)\right] . \tag{3.41}
\end{align*}
$$

In [35], the CV algorithm chooses a non-compactly supported, smooth approximation $H_{\epsilon}$ for $H$. Thus the above gradient descent equation and the one given below have the same stationary solutions:

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\left[\nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\lambda r(x, y)\right], \tag{3.42}
\end{equation*}
$$

where the $\delta_{\epsilon}(\phi)$ is dropped. The above equation (3.42) is the gradient descent equation of the following convex energy

$$
\begin{equation*}
\int_{\Omega}|\nabla \phi|+\lambda \int_{\Omega} r(x, y) \phi d x d y \tag{3.43}
\end{equation*}
$$

This energy is homogeneous of degree 1 in $\phi$, so in general it does not have a minimizer, if we do not restrict the minimization to $\phi$ such as $0 \leqslant \phi \leqslant 1 \forall(x, y) \in \Omega$; see [25] for
more details. Thus consider the following minimization problem

$$
\min _{0 \leqslant \phi(x, y) \leqslant 1}\left(\int_{\Omega}|\nabla \phi| d x d y+\lambda \int_{\Omega} r(x, y) \phi d x d y\right),
$$

and the claim is that this minimization leads to the global minimizer from the following theorem:

Theorem 3.7.1 For any given fixed $c_{1}, c_{2} \in \mathbb{R}$, a global minimizer for $C V$ model can be found by carrying out the following convex minimization

$$
\begin{equation*}
\min _{0 \leqslant \phi(x, y) \leqslant 1}\left(\int_{\Omega}|\nabla \phi| d x d y+\lambda \int_{\Omega} r(x, y) \phi d x d y\right) . \tag{3.44}
\end{equation*}
$$

The proof and further details can be found in [25]. To minimize (3.44), they have the following claim
Claim: Let $r(x, y) \in L^{\infty}(\Omega)$, then the convex, constrained minimization problem (3.44) has the same set of minimizers as the following convex, unconstrained minimization problem

$$
\begin{equation*}
\min _{\phi}\left(\int_{\Omega}|\nabla \phi| d x d y+\lambda \int_{\Omega}(r(x, y) \phi+\omega v(\phi)) d x d y\right) \tag{3.45}
\end{equation*}
$$

where $v(\zeta):=\max \left\{0,2\left|\zeta-\frac{1}{2}\right|-1\right\}$, provided that $\omega>\frac{\lambda}{2}\|r(x, y)\|_{L^{\infty}(\Omega)}$. The proof can be found in [25]. The Euler Lagrange's equation is given by

$$
\frac{\partial \phi}{\partial t}=\left[\nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\lambda r(x, y)\right]-\omega v_{\epsilon_{2}}^{\prime}(\phi),
$$

where $v_{\epsilon_{2}}^{\prime}$ is the regularized version of $v^{\prime}$ with $v_{\epsilon_{2}}(\zeta)$ is given by [15]:

$$
v_{\epsilon_{2}}(\zeta)=\left\{\begin{array}{lll}
-\zeta & \text { if } \quad \zeta<-\epsilon_{2} / \sqrt{2},  \tag{3.46}\\
(1+\sqrt{2}) \zeta-\sqrt{\tan ^{2}(3 \pi / 8) \zeta^{2}-\left(\zeta-\epsilon_{2}\right)^{2}} & \text { if }-\epsilon_{2} / \sqrt{2} \leqslant \zeta<\epsilon_{2}, \\
0 & \text { if } \quad \epsilon_{2} \leqslant \zeta<1-\epsilon_{2}, \\
(1+\sqrt{2}) \zeta-\sqrt{\tan ^{2}(3 \pi / 8) \zeta^{2}-\left(\zeta-1+\epsilon_{2}\right)^{2}} & \text { if } \quad 1-\epsilon_{2} \leqslant \zeta<1+\epsilon_{2} / \sqrt{2}, \\
\zeta-1 & \text { if } \zeta \geqslant 1+\epsilon_{2} / \sqrt{2} .
\end{array}\right.
$$

An explicit scheme was used to solve this equation.
In [15], based on the energy (3.44), they proposed the following energy functional for minimization by introducing weighted TV

$$
\begin{equation*}
\min _{0 \leqslant \phi(x, y) \leqslant 1}\left(\int_{\Omega} g|\nabla \phi| d x d y+\lambda \int_{\Omega} r(x, y) \phi d x d y\right), \tag{3.47}
\end{equation*}
$$

where $g$ is an edge detector function and is defined as in (3.10) and $r(x, y)=\left(\nu+\lambda_{1}(z-\right.$ $\left.\left.c_{1}\right)^{2}-\lambda_{2}\left(z-c_{2}\right)^{2}\right)$. The minimization was carried out in similar way to [25]. Later on, they extended their discussion towards the global minimization of the active contour models based on the Mumford-Shah Model for the piecewise smooth case. To find the global minimizer of equation (3.39), same steps will be taken as discussed above, for more details see [15].

### 3.8 Geodesic Aided CV method

Geodesic active contours [21] are based on gradient to detect the boundary, which uses the local information. Firstly for images with fuzzy and discrete edges, it is difficult to get desirable results. Secondly, geodesic active contours are heavily affected by noisy inputs since the isotropic smoothing Gaussian must be strong, which will smooth the edges too. On the other hand, the CV method depends on the image information from homogenous regions which helps in detecting with fuzzy and discrete edges and also we do not need to de-noise the image, if the input image is noisy. The original CV method is unable to detect images with holes, i.e. the CV method has global minima deficiency. Also CV is based on the information of homogenous regions so the precise boundary may not be obtained. In [41], Li Chen et al introduced a new method to address the above mentioned problems by combining geodesic and CV methods. The CV PDE is

$$
\frac{\partial \phi}{\partial t}=\delta_{\epsilon}(\phi)\left[\mu \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\nu-\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}+\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right],
$$

where $z(x, y)$ is the given image, $\phi$ is the level set function and $c_{1}$ and $c_{2}$ are same as defined in Section 3.5. They made the following changes to the above partial differential equation. Firstly, they replace the delta term $\delta_{\epsilon}(\phi)$ by $|\nabla \phi|$, which then involves the whole image information. Secondly, the term $\nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)$ is replaced by $\nabla \cdot\left(g \frac{\nabla \phi}{|\nabla \phi|}\right)$, where $g$ is the edge detector function defined in (3.10). Thus the new equation becones

$$
\frac{\partial \phi}{\partial t}=|\nabla \phi|\left[\mu \nabla \cdot\left(g \frac{\nabla \phi}{|\nabla \phi|}\right)-\nu-\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}+\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right] .
$$

Since

$$
\nabla \cdot\left(g \frac{\nabla \phi}{|\nabla \phi|}\right)=g \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)+\nabla g \cdot \frac{\nabla \phi}{|\nabla \phi|},
$$

after some manipulations and approximations they solve the following partial differential equation:
$\frac{\partial \phi}{\partial t}=g|\nabla \phi|\left[\mu \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\nu-\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}+\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right]+\tau \nabla g \cdot \nabla z(x, y)$,
where they used $\tau=1, \lambda_{1}=\lambda_{2}=1$ and $\nu=0$ [41]. Also they extended their method towards color images.

### 3.9 Conclusion

In this chapter we mainly discussed some variational models used for image segmentation also numerical methods used for solving the parabolic PDE arisen from the minimization of CV model. Geodesic active contours based on gradient and curvature to detect boundary, in which local information of boundary is used, cannot get ideal results when dealing with fuzzy edges and discrete edges. Furthermore because of the local attributes and the dependence on gradient, geodesic active contours are heavily affected by heavy noise. On the other hand, the CV method depends on the image information derived from homogenous regions, therefore it can obtain favorable results in fuzzy and discrete
cases. De-noising process is also not necessary. The CV can detect objects in an image whose boundaries are not defined by gradient. Explicit scheme is popular in solving the parabolic PDEs, but due the Courant-Friedrichs-Lewy (CFL) condition which asserts that the numerical waves should propagate at least as fast as the physical waves [90], it requires very small time steps and therefore a large number of iterations required. Implicit scheme is stable for any time step, but for large time step the system matrix has a large condition number which causes slow convergence for iterative methods. The AOS scheme is also unconditionally stable like implicit scheme, for images of small sizes AOS is very efficient but very slow in convergence for inages of large sizes. This motivates us to develop the multigrid method for solving the PDEs discussed in the next chapter.

## Chapter 4

## The Multigrid method for Active Contour without Edges

In this chapter we develop the multigrid method for the CV 2-phase image segmentation model, as introduced in chapter 3 . We first work out multigrid method the piecewise constant model. Main references for this chapter are $[8,19,22,35,50,94,95,127,130]$

### 4.1 Introduction

Image segmentation is a central problem among image processing applications. The aim is to distinguish objects from background and to systematically select specific features out of an image that has many features $[87,6,33]$. For intensity-based images, the non-equationbased approaches are the most popular e.g threshold techniques, edge-based methods, region-based techniques, and connectivity-preserving relaxation method among others. One may also view the task of distinguishing objects of interest from "the rest" as one to identify the feature's boundaries. In recent years, a class of variational formulations offer us the ability to work out features with sharp boundaries - these are the new nonlinear approaches which require more sophisticated solution techniques [87, 33].

Let $\Omega$ be a bounded open subset of $\mathbb{R}^{2}$ with $\partial \Omega$ its boundary and let $z$ be the given image, which may be a clean image or contains Gaussian noise. Our aim is to extract a desirable image $u$ which represents features within $z$-more specifically $u$ is piecewise constant inside each extracted feature.

In this chapter we present a working multigrid algorithm for implementing the ChanVese (CV) variational model [35] and to highlight the algorithm's practical advantages.

Section 4.2 first reviews related variational models and then describes the active contour without edges model by Chan and Vese [35], including a discussion of unilevel solution methods of semi-implicit and additive operator splitting. Section 4.3 first review the nonlinear multigrid framework and then describes our choice of smoothers as well as the multigrid algorithm for solving the underlying differential equation of [35]. Section 4.4 gives some local Fourier analysis of the smoothers used, which forms a basis for multigrid convergence. We end this chapter in Section 4.5 with some numerical results and conclusions.

### 4.2 The model of active contour without edges and solution methods

Variational segmentation methods aim to find edges of (piecewise smooth) features in an image by directly minimizing some objective functional. Several methods choose such functionals differently [33, 87]. In the sequel, we illustrate two early and related methods.

Firstly, the Mumford and Shah segmentation model [88]

$$
\begin{equation*}
\min _{u, K} F_{1}(u, K)=\int_{\Omega-K}(u-z)^{2} d x d y+\alpha \int_{\Omega-K}|\nabla u|^{2} d x d y+\beta \int_{K} d \sigma \tag{4.1}
\end{equation*}
$$

where $\alpha$ and $\beta$ are nonnegative constants, $z$ is the given image, $u$ is the desired piecewise smooth image and $K \subset \Omega$ is the set of discontinuities, and $\int_{K} d \sigma$ is the length of $K$. This functional is clear but difficult to implement. Various attempts of approximating this formulation exist.

Secondly, the Ambrosio and Tortorelli model [4]

$$
\begin{equation*}
\min _{u, v} F_{2}(u, v)=\sigma \int_{\Omega}\left(\epsilon|\nabla v|^{2}+\frac{(1-v)^{2}}{4 \epsilon}\right) d x d y+\beta \int_{\Omega} v^{2}|\nabla u|^{2} d x d y+\lambda \int_{\Omega}(u-z)^{2} d x d y \tag{4.2}
\end{equation*}
$$

builds on the Modica and Mortola's $\Gamma$-convergence theory [85] of representing a two dimensional curve $\Gamma$ by solving for the phase field function $v(0 \leqslant v \leqslant 1)$

$$
\min _{v} \int_{\Omega}\left\{\epsilon|\nabla v|^{2}+\frac{(1-v)^{2}}{4 \epsilon}\right\} d x
$$

Clearly model (4.2) appears more amenable to numerical implementation. It turns out that the above representation is a good approximation of $\int_{K} d \sigma$ shown in the Mumford and Shah model when $\epsilon$ is small [33, 109].

It is of interest to mention two other variational models. The snake model of [75] aims to find the segmentation curve $C$ (a parameterized version of $\Gamma$ with $C(s):[0,1] \rightarrow \mathbb{R}^{2}$ ) by solving the problem

$$
\begin{equation*}
\min _{C} F_{3}(C)=\int_{0}^{1}\left(\alpha\left|C^{\prime}(s)\right|^{2}+\beta\left|C^{\prime \prime}(s)\right|-\lambda|\nabla z(C(s))|^{2}\right) d s \tag{4.3}
\end{equation*}
$$

where $\alpha, \beta$ and $\lambda$ are positive parameters. The geodesic contour model of [21] proposes to find $C$ by solving

$$
\begin{equation*}
\min _{C} F_{4}(C)=\int_{0}^{1}\left|C^{\prime}(s)\right|^{2} g(|\nabla z(C(s))|) d s \tag{4.4}
\end{equation*}
$$

where $g$ is an edge detection function e.g. for some $p \geqslant 1$ and a Gaussian $G_{\sigma}(x, y)$

$$
g(|\nabla z(x, y)|)=\frac{1}{1+\left|\nabla G_{\sigma}(x, y) * z(x, y)\right|^{p}}
$$

These models are discussed in chapter 3.
In this chapter our main focus is on developing multigrid method for solving PDE arisen from minimizing of CV model [35], which is already discussed in Section 3.5. Consider equation (3.23)

$$
\begin{align*}
F_{\epsilon}\left(\phi, c_{1}, c_{2}\right) & =\mu \int_{\Omega} \delta_{\epsilon}(\phi(x, y))|\nabla \phi| d x d y+\lambda_{1} \int_{\Omega}\left|z(x, y)-c_{1}\right|^{2} H_{\epsilon}(\phi(x, y)) d x d y \\
& +\lambda_{2} \int_{\Omega}\left|z(x, y)-c_{2}\right|^{2}\left(1-H_{\epsilon}(\phi(x, y))\right) d x d y \tag{4.5}
\end{align*}
$$

Minimization with respect to $c_{1}, c_{2}$ and $\phi$ we have the following equations

$$
\left\{\begin{array}{l}
c_{1}(\phi)=\frac{\int_{\Omega} z H_{\epsilon}(\phi) d x d y}{\int_{\Omega} H_{\epsilon}(\phi) d x d y}, c_{2}(\phi)=\frac{\int_{\Omega} z\left(1-H_{\epsilon}(\phi)\right) d x d y}{\int_{\Omega}\left(1-H_{\epsilon}(\phi)\right) d x d y}  \tag{4.6}\\
\delta_{\epsilon}(\phi)\left[\mu \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}+\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right]=0, \quad \text { in } \Omega \\
\phi(0, x, y)=\phi_{0}(x, y) \quad \text { (will be given), in } \Omega, \\
\frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n}=0, \quad \text { on } \partial \Omega .
\end{array}\right.
$$

For given $\phi$ we compute $c_{1}$ and $c_{2}$ and keep them fixed and solve the non linear PDE in equation (4.6) for $\phi$ using multigrid method, Once $\phi$ is updated we use new $\phi$ to compute $c_{1}$ and $c_{2}$ and so on. Details are given in next section.

### 4.3 A nonlinear multi-grid method

Our main focus in this chapter is to present a multigrid algorithm for solving the nonlinear PDE in equation (4.6) directly without involving artificial time steps (as done when using time marching methods). We are not aware of similar work done for segmentation models in the level set formulation. For image restoration models, there exist multigrid algorithms [24, 105].

Although without using the artificial variable $t$, we also denote the approximation at $(i, j)$ by $\phi_{i, j}=\phi\left(x_{i}, y_{j}\right)$. Let us consider the elliptic PDE:

$$
\begin{align*}
\delta_{\epsilon}(\phi)\left[\mu \operatorname{div}\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}+\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right] & =0 \\
\mu \operatorname{div}\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}+\lambda_{2}\left(z(x, y)-c_{2}\right)^{2} & =0 \tag{4.7}
\end{align*}
$$

Here equation (4.7), is Euler-Lagrange's equation of the functional

$$
\begin{equation*}
\mu \int_{\Omega}|\nabla \phi| d x d y+\int_{\Omega}\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right) \phi(x, y) d x d y \tag{4.8}
\end{equation*}
$$

Equation (4.8) and (4.5) have the same stationary points [25, 15]. But equation (4.8) is homogenous in $\phi$ of degree $1,[25]$. This means that this evolution equation does not have stationary solution, so need to restrict the minimization to $\phi$ such that $0 \leqslant|\phi| \leqslant 1$.

Using finite difference scheme to discretize the equation (4.7) for $\phi$. The equation at a grid point $(i, j)$ is given by

$$
\begin{aligned}
& {\left[\mu \left\{\frac{\Delta^{x}}{h_{1}}\left(\frac{\Delta_{+}^{x} \phi_{i, j} / h_{1}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j} / h_{1}\right)^{2}+\left(\Delta_{+}^{y} \phi_{i, j} / h_{2}\right)^{2}+\beta}}\right)\right.\right.} \\
+ & \left.\left.\frac{\Delta_{-}^{y}}{h_{2}}\left(\frac{\Delta_{+}^{y} \phi_{i, j} / h_{2}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j} / h_{1}\right)^{2}+\left(\Delta_{+}^{y} \phi_{i, j} / h_{2}\right)^{2}+\beta}}\right)\right\}-\lambda_{1}\left(z_{i, j}-c_{1}\right)^{2}+\lambda_{2}\left(z_{i, j}-c_{2}\right)^{2}\right]=0
\end{aligned}
$$

where $\beta>0$ is a small parameter to avoid zero denominator.

Remark 4.3.1 We have used different values of $\beta \in(0,1]$, it has no effect on the final results.

The above equation (4.9) implies that

$$
\begin{align*}
& {\left[\underline{\mu}\left\{\Delta_{-}^{x}\left(\frac{\Delta_{+}^{x} \phi_{i, j}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i, j}\right)^{2}+\bar{\beta}}}\right)+\lambda^{2} \Delta_{-}^{y}\left(\frac{\Delta_{+}^{y} \phi_{i, j}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i, j}\right)^{2}+\bar{\beta}}}\right)\right\}\right.} \\
- & \lambda_{1}\left(z_{i, j}-c_{1}\right)^{2}+\lambda_{2}\left(z_{i, j}-c_{2}\right)^{2}=0, \\
\Longrightarrow \quad & \underline{\mu}\left\{\Delta_{-}^{x}\left(\frac{\Delta_{+}^{x} \phi_{i, j}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i, j}\right)^{2}+\bar{\beta}}}\right)+\lambda^{2} \Delta_{-}^{y}\left(\frac{\Delta_{+}^{y} \phi_{i, j}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i, j}\right)^{2}+\bar{\beta}}}\right)\right\} \\
& =\lambda_{1}\left(z_{i, j}-c_{1}\right)^{2}-\lambda_{2}\left(z_{i, j}-c_{2}\right)^{2}, \tag{4.9}
\end{align*}
$$

where $\underline{\mu}=\mu / h_{1}, \bar{\beta}=h_{1}^{2} \beta$ and $\lambda=h_{1} / h_{2}$, with Neumann's boundary conditions

$$
\begin{array}{r}
\phi_{i, 0}=\phi_{i, 1}, \quad \phi_{i, m_{2}+1}=\phi_{i, m_{2}}, \quad \phi_{0, j}=\phi_{1, j}, \quad \phi_{m_{1}+1, j}=\phi_{m_{1}, j},  \tag{4.10}\\
\text { for } i=1, \ldots, m_{1}, \quad j=1, \ldots, m_{2} \text { and } 0 \leqslant\left|\phi_{i, j}\right| \leqslant 1 .
\end{array}
$$

Where in Eq. (4.9) left hand side resembles the denoising model by [99] using the total variation (TV) regularization. The parameter $\beta$ should be a small quantity to avoid the gradient becoming 0 as in [99, 122, 123]

### 4.3.1 The full approximation scheme

We first give a brief discussion of the 3 main ingredients of a nonlinear multigrid (MG) called the full approximation scheme (FAS) [68, 39, 24, 118], due to A. Brandt [14], and then concentrate on our choice of smoothers. Denote the system of non lincar equations described by equation (4.9) and (4.10) by

$$
\begin{equation*}
N^{h}\left(\phi^{h}\right)=f^{h} \tag{4.11}
\end{equation*}
$$

where $h_{1}=h_{2}=h, \phi^{h}$ and $f^{h}$ are grid functions on a $m_{1} \times m_{2}$ cell centered rectangular grid $\Omega^{h}$ with spacing ( $h_{1}, h_{2}$ ). Let $\Omega^{2 h}$ denote the $m_{1} / 2 \times m_{2} / 2$ cell centered grid which results from standard coarsening of $\Omega^{h}$. Let $e^{h}=\phi^{h}-\Phi^{h}$ be the solution error, where $\Phi^{h}$ is a good approximation to solution of (4.11) in the sense that $e^{h}$ is smooth. Such smoothness can only be achieved by a careful choice of suitable smoothers - a major task in developing a working multigrid method.

Let $r^{h}=f^{h}-N^{h}\left(\Phi^{h}\right)$ be the residual. Then the non-linear residual equation will be:

$$
\begin{equation*}
N^{h}\left(\Phi^{h}+e^{h}\right)-N^{h}\left(\Phi^{h}\right)=r^{h} \tag{4.12}
\end{equation*}
$$

If $e^{h}$ is smooth, it can be well approximated on $\Omega^{2 h}$. Therefore any iterative method which smooths the error on the fine grid can be improved by the use of the coarse grid correction, in which a coarse grid analogue of the residual equation is solved (the solution on a coarse grid is less expensive than on a fine grid) to obtain a coarse grid approximation of the error, which is then transferred back to the fine grid to correct the approximation $\Phi^{h}$. This is known as a two-grid cycle, and with recursive application can be extended to a multigrid method. Let us define the restriction and interpolation operators for transferring grid functions between $\Omega^{h}$ and $\Omega^{2 h}$ for cell-centered discretization:

## Restriction

$$
I_{h}^{2 h} \Phi^{h}=\Phi^{2 h}
$$

where

$$
\Phi_{i, j}^{2 h}=\frac{1}{4}\left(\Phi_{2 i-1,2 j-1}^{h}+\Phi_{2 i-1,2 j}^{h}+\Phi_{2 i, 2 j-1}^{h}+\Phi_{2 i, 2 j}^{h}\right), \quad 1 \leqslant i \leqslant m_{1} / 2, \quad 1 \leqslant j \leqslant m_{2} / 2
$$

is a full weighting operator $[39,118]$.

## Interpolation

$$
I_{2 h}^{h} \Phi^{2 h}=\Phi^{h}
$$

where

$$
\begin{aligned}
\Phi_{2 i, 2 j}^{h}= & \frac{1}{16}\left(9 \Phi_{i, j}^{2 h}+3 \Phi_{i+1, j}^{2 h}+3 \Phi_{i, j+1}^{2 h}+\Phi_{i+1, j+1}^{2 h}\right), \\
\Phi_{2 i-1,2 j}^{h}= & \frac{1}{16}\left(9 \Phi_{i, j}^{2 h}+3 \Phi_{i-1, j}^{2 h}+3 \Phi_{i, j+1}^{2 h}+\Phi_{i-1, j+1}^{2 h}\right), \\
\Phi_{2 i, 2 j-1}^{h}= & \frac{1}{16}\left(9 \Phi_{i, j}^{2 h}+3 \Phi_{i+1, j}^{2 h}+3 \Phi_{i, j-1}^{2 h}+\Phi_{i+1, j-1}^{2 h}\right), \\
\Phi_{2 i-1,2 j-1}^{h}= & \frac{1}{16}\left(9 \Phi_{i, j}^{2 h}+3 \Phi_{i-1, j}^{2 h}+3 \Phi_{i, j-1}^{2 h}+\Phi_{i-1, j-1}^{2 h}\right), \\
& \text { for } \quad 1 \leqslant i \leqslant m_{1} / 2, \quad 1 \leqslant j \leqslant m_{2} / 2 .
\end{aligned}
$$

is known as a bilinear interpolation operator [39, 118].
It remains to discuss the most important ingredient of a MG: smoothing. We will first discuss a local nonlinear smoother and then review the smoother introduced by Savage and Chen [105].

### 4.3.2 Smoother I: Local Smoother

In this method the system of nonlinear equations is linearized locally, by computing $D(\phi)$ on each grid $(i, j)$ locally. Then we get a system of linear equations. As the Gauss Seidel has a best smoothing property, we apply the Gauss-Seidel method to this system of linear equations to smooth the error. We are using a few steps of this smoother to smooth the error which ensure a convergent nonlinear multigrid. Equation (4.9) can be written as

$$
\begin{array}{r}
\quad \underline{\mu}\left\{\left[\frac{\Delta_{+}^{x} \phi_{i, j}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i, j}\right)^{2}+\bar{\beta}}}-\frac{\Delta_{+}^{x} \phi_{i-1, j}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i-1, j}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i-1, j}\right)^{2}+\bar{\beta}}}\right]\right. \\
+ \\
\left.\lambda^{2}\left[\frac{\Delta_{+}^{y} \phi_{i, j}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i, j}\right)^{2}+\bar{\beta}}}-\frac{\Delta_{+}^{y} \phi_{i, j-1}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j-1}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i, j-1}\right)^{2}+\bar{\beta}}}\right]\right\} \\
=\lambda_{1}\left(z_{i, j}-c_{1}\right)^{2}-\lambda_{2}\left(z_{i, j}-c_{2}\right)^{2} .
\end{array}
$$

Let the coefficients (intended below to be frozen in local linearization) be denoted by

$$
\begin{array}{r}
D(\phi)_{i, j}=\frac{1}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i, j}\right)^{2}+\bar{\beta}}} \\
D(\phi)_{i-1, j}=\frac{1}{\sqrt{\left(\Delta_{+}^{x} \phi_{i-1, j}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i-1, j}\right)^{2}+\bar{\beta}}} \\
D(\phi)_{i, j-1}=\frac{1}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j-1}\right)^{2}+\left(\lambda \Delta_{+}^{y} \phi_{i, j-1}\right)^{2}+\bar{\beta}}}
\end{array}
$$

so we have

$$
\begin{array}{r}
\underline{\mu}\left\{\left(D(\phi)_{i, j} \Delta_{+}^{x} \phi_{i, j}-D(\phi)_{i-1, j} \Delta_{+}^{x} \phi_{i-1, j}\right)+\lambda^{2}\left(D(\phi)_{i, j} \Delta_{+}^{y} \phi_{i, j}-D(\phi)_{i, j-1} \Delta_{+}^{x} \phi_{i, j-1}\right)\right\} \\
=\lambda_{1}\left(z_{i, j}-c_{1}\right)^{2}-\lambda_{2}\left(z_{i, j}-c_{2}\right)^{2}
\end{array}
$$

which implies

$$
\begin{array}{r}
\underline{\mu}\left\{\left[D(\phi)_{i, j}\left(\phi_{i+1, j}-\phi_{i, j}\right)-D(\phi)_{i-1, j}\left(\phi_{i, j}-\phi_{i-1, j}\right)\right]+\right. \\
\left.\lambda^{2}\left[D(\phi)_{i, j}\left(\phi_{i, j+1}-\phi_{i, j}\right)-D(\phi)_{i, j-1}\left(\phi_{i, j}-\phi_{i, j-1}\right)\right]\right\}  \tag{4.13}\\
=\lambda_{1}\left(z_{i, j}-c_{1}\right)^{2}-\lambda_{2}\left(z_{i, j}-c_{2}\right)^{2}=f_{i, j}
\end{array}
$$

Clearly $D(\phi)_{i, j}, D(\phi)_{i-1, j}$ and $D(\phi)_{i, j-1}$ all contains $\phi_{i, j} \underset{\sim}{\underset{\alpha}{t}}$ terms, which will be evaluated at past iterations in a coefficient-freezing process. Let $\tilde{\phi}$ be approximation to $\phi$. By putting the values of $\widetilde{\phi}$ at each grid point in equation (4.13) other than the grid point $(i, j)$ and also finding the value of $D$ at each grid point $(i, j)$, we get a linear equation in one variable $\phi_{i, j}$,

$$
\begin{aligned}
& \underline{\mu}\left\{\left[D(\widetilde{\phi})_{i, j}\left(\tilde{\phi}_{i+1, j}-\phi_{i, j}\right)-D(\widetilde{\phi})_{i-1, j}\left(\phi_{i, j}-\widetilde{\phi}_{i-1, j}\right)\right]+\right. \\
& \left.\quad \lambda^{2}\left[D(\widetilde{\phi})_{i, j}\left(\tilde{\phi}_{i, j+1}-\phi_{i, j}\right)-D(\widetilde{\phi})_{i, j-1}\left(\phi_{i, j}-\widetilde{\phi}_{i, j-1}\right)\right]\right\} \equiv f_{i, j}
\end{aligned}
$$

implies

$$
\begin{aligned}
& \left\{\left[D(\tilde{\phi})_{i, j}\left(\tilde{\phi}_{i+1, j}-\phi_{i, j}\right)-D(\widetilde{\phi})_{i-1, j}\left(\phi_{i, j}-\tilde{\phi}_{i-1, j}\right)\right]+\right. \\
& \left.\quad \lambda^{2}\left[D(\widetilde{\phi})_{i, j}\left(\widetilde{\phi}_{i, j+1}-\phi_{i, j}\right)-D(\widetilde{\phi})_{i, j-1}\left(\phi_{i, j}-\widetilde{\phi}_{i, j-1}\right)\right]\right\}=f_{i, j} / \underline{\mu} \equiv \bar{f}_{i, j}
\end{aligned}
$$

Our proposed algorithm solves this equation for $\phi_{i, j}$ to update the approximation at each pixel $(i, j)$ :

## Algorithm 6 (Algorithm for first smoother)

$$
\Phi^{h} \longleftarrow S \text { moother } 1\left(\Phi^{h}, \bar{f}^{h}, \text { maxit }, \text { tol }\right)
$$

where maxit is the maximum no of inner iterations.

$$
\text { for } i=1: m_{1}
$$

for $j=1: m_{2}$
for iter $=1$ :maxit
$\widetilde{\Phi}^{h} \leftarrow \Phi^{h}$
$\Phi_{i, j}=\frac{\left[\left\{D\left(\widetilde{\Phi}^{h}\right)_{i, j} \widetilde{\Phi}_{i+1, j}^{h}+D\left(\widetilde{\Phi}^{h}\right)_{i-1, j} \widetilde{\Phi}_{i-1, j}^{h}+\lambda^{2} D\left(\widetilde{\Phi}^{h}\right)_{i, j} \widetilde{\Phi}_{i, j+1}^{h}+\lambda^{2} D\left(\widetilde{\Phi}^{h}\right)_{i, j-1} \widetilde{\Phi}_{i, j-1}^{h}\right\}-\bar{f}_{i, j}\right]}{D\left(\widetilde{\Phi}^{h}\right)_{i, j}+D\left(\widetilde{\Phi}^{h}\right)_{i-1, j}+\lambda^{2}\left(D\left(\widetilde{\Phi}^{h}\right)_{i, j}+D\left(\widetilde{\Phi}^{h}\right)_{i, j-1}\right)}$
if $\left|\Phi_{i, j}-\widetilde{\Phi}_{i, j}^{h}\right|<$ tol then stop
end
end
end

### 4.3.3 Smoother II: Global Smoother

We now review the smoother proposed in [105] for a different image model. In this method the system of non linear equations is linearized globally at each step by computing $D(\phi)$ on each grid point $(i, j)$. To the resulting system of linear equations Gauss-Seidel relaxation is applied. This global smoother is different from the local smoother defined above. The algorithm proceeds as follows:

## Algorithm 7 (Algorithm for second smoother)

$$
\Phi^{h} \longleftarrow \operatorname{Smoother} 2\left(\Phi^{h}, \bar{f}^{h}, \text { maxit }, \text { tol }\right)
$$

for $i=1: m_{1}$
for $j=1: m_{2}$

$$
D\left(\Phi^{h}\right)_{i, j}=\left[\left(\triangle_{+}^{x} \Phi_{i, j}\right)^{2}+\left(\lambda \Delta_{+}^{y} \Phi_{i, j}\right)^{2}+\bar{\beta}\right]^{-\frac{1}{2}}
$$

end
end
$\varphi^{h}=\Phi^{h}$
for iter $=1:$ maxit
for $i=1: n$
for $j=1: m$
$\widetilde{\varphi}^{h} \leftarrow \varphi^{h}$

```
\(\varphi_{i, j}=\frac{\left[\left\{D\left(\Phi^{h}\right)_{i, j} \widetilde{\varphi}_{i+1, j}^{h}+D\left(\Phi^{h}\right)_{i-1, j} \tilde{\varphi}_{i-1, j}^{h}+\lambda^{2} D\left(\Phi^{h}\right)_{i, j} \tilde{\varphi}_{i, j+1}^{h}+\lambda^{2} D\left(\Phi^{h}\right)_{i, j-1} \widetilde{\varphi}_{i, j-1}^{h}\right\}-\bar{f}_{i, j}\right]}{D\left(\Phi^{h}\right)_{i, j}+D\left(\Phi^{h}\right)_{i-1, j}+\lambda^{2}\left(D\left(\Phi^{h}\right)_{i, j}+D\left(\Phi^{h}\right)_{i, j-1}\right)}\)
            end
    end
end
\(\Phi^{h} \leftarrow \varphi\)
```

Here updating to the coefficients needs to be done at the start of each smoothing step globally and to be stored for relaxation use. This was found to be necessary for the total-variation denoising model of [99].

Remark 4.3.2 The above smoothers are both fixed point based. Then one may consider two related ideas: (i) Newton methods - which are found not to perform satisfactorily for this problem and also previously for the TV denoising problem [105]. (ii) Line relaxation method - which are found to work well but the improvements over smoothers I and II are marginal (of course line relaxations are slightly more expensive to implement).

Yet there exist other smoothing ideas in the literature, e.g., the energy minimizing smoother of [124], the primal-dual smoother [31] and algebraic multigrid ideas [37, 38, 101] which remain to be tested for segmentation problems.

### 4.3.4 The multi-grid algorithm

To solve equation (4.11) by the multigrid method, the algorithm is as follows, sce [39, 118] and references therein :

Algorithm 8 (Multigrid Algorithm) Assume we have set up these multigrid parameters:
$\nu_{1} \quad$ pre-smoothing steps on each level
$\nu_{2} \quad$ post-smoothing steps on each level
$\gamma \quad$ the number of multigrid cycles on each level $(\gamma=1$ for $V$-cycling and $\gamma=2$ for W-cycling).
rr: Relative residual.
For given $\Phi^{h}$ compute $\bar{f}^{h}$ and keep it fixed. Here we present one step $V$-cycle of nonlinear
multigrid method for CV model.
FAS Multigrid Cycle
Start

$$
\Phi^{h} \longleftarrow F A S C Y C\left(\Phi^{h}, \bar{f}^{h}, \text { iter }, \nu_{1}, \nu_{2}, \gamma, t o l\right)
$$

$\Phi_{0}=\Phi^{h}$

1. If we are on the coarsest grid i.e $\Omega^{h}$ is coarsest grid, then solve equation (4.11) using time marching technique of [127] and then stop.
Else use the smoother i.e

$$
\Phi^{h} \longleftarrow \text { Smoother }{ }^{\nu_{1}}\left(\Phi^{h}, \bar{f}^{h}, \text { iter }, \nu_{1}, \nu_{2}, \gamma\right) . \quad \text { (Pre-Smoothing) }
$$

2. Restriction:

$$
\begin{gathered}
\Phi^{2 h}=I_{h}^{2 h} \Phi^{h}, \quad \bar{\Phi}^{2 h}=\Phi^{2 h} . \\
\bar{f}^{2 h}=I_{h}^{2 h}\left(\bar{f}^{h}-H^{h} \Phi^{h}\right)+N^{2 h}\left(\Phi^{2 h}\right) \\
\Phi^{2 h} \longleftarrow F A S C Y C_{\gamma}^{2 h}\left(\Phi^{h}, \bar{f}^{h}, i t e r, \nu_{1}, \nu_{2}, \gamma\right)
\end{gathered}
$$

3. Interpolation

$$
\Phi^{h} \longleftarrow \Phi^{h}+I_{2 h}^{h}\left(\Phi^{2 h}-\bar{\Phi}^{2 h}\right)
$$

4. 

$$
\Phi^{h} \longleftarrow \text { Smoother } \nu^{\nu_{2}}\left(\Phi^{h}, \bar{f}^{h}, \text { iter }, \nu_{1}, \nu_{2}, \gamma\right) . \quad \text { (Post-Smoothing) }
$$

Update $\bar{f}^{h}$
If $\mathbf{r r}=\frac{\left\|\Phi^{h}-\Phi_{0}\right\|_{2}}{\left\|\Phi_{0}\right\|_{2}}<$ tol Stop.
Else go to Start.

### 4.4 Local Fourier analysis of smoothers

The standard FAS multilevel algorithm (such as Algorithm 8) does not automatically converge for many problems, if simple smoothers are used (i.e. Gauss-Seidel for linear problems and Gauss-Seidel-Newton for nonlinear problems). The key for convergence lies in effective smoothers or reduction of residuals to a smoothed form (where high frequency components are small regardless of the overall error [39, 118]). Here we show some local Fourier analysis (LFA) results to suggest that our smoothers are effective.

It should be remarked that LFA is in general not applicable to nonlinear smoothers. Here for our linearized smoothers, the analysis can only be done for each individual smoothing iteration and the obtained smoothing rates change from iteration to iteration. However, we look for general trends e.g. if the three consecutive smoothing rates are $0.59,0.61,0.44$ (instead of a constant rate say 0.5 ), we say the underlying smoother is effective. Likewise, consecutive rates such as $1.2,0.89,0.99$ may indicate a poor smoother.

For simplicity, we consider the case of a square image $m=m_{1}=m_{2}$. Denote $h=h_{1}=h_{2}$. The typical grid equation on $\Omega^{h}$ is

$$
\begin{gathered}
D\left(\phi_{i, j}\right)\left(\phi_{i+1, j}-\phi_{i, j}\right)-D\left(\phi_{i-1, j}\right)\left(\phi_{i, j}-\phi_{i-1, j}\right)+ \\
\lambda^{2}\left[D\left(\phi_{i, j}\right)\left(\phi_{i, j+1}-\phi_{i, j}\right)-D\left(\phi_{i, j-1}\right)\left(\phi_{i, j}-\phi_{i, j-1}\right)\right]=\overline{f_{i, j}} .
\end{gathered}
$$

For the local smoother let $g_{1}=D(\widetilde{\phi})_{i-1, j}=D\left(\phi^{(k)}\right)_{i-1, j}, g_{2}=D(\widetilde{\phi})_{i, j}=D\left(\phi^{(k)}\right)_{i, j}$ and $g_{3}=D(\widetilde{\phi})_{i, j-1}=D\left(\phi^{(k)}\right)_{i, j-1}$, and for the global smoother $g_{1}=D(\widetilde{\Phi})_{i-1, j}, g_{2}=D(\widetilde{\Phi})_{i, j}$ and $g_{3}=D(\widetilde{\Phi})_{i, j-1}$ where $\widetilde{\Phi}$ is the iterate at the previous swecp (global fixed-point). Also as $h_{1}=h_{2}$, we have $\lambda^{2}=1$. Thus we obtain

$$
-\left(g_{1}+2 g_{2}+g_{3}\right) \phi_{i, j}+g_{1} \phi_{i-1, j}+g_{3} \phi_{i, j-1}+g_{2}\left(\phi_{i, j+1}+\phi_{i, j+1}\right)=\overline{f_{i, j}},
$$

or

$$
-\left(g_{1}+2 g_{2}+g_{3}\right) \phi_{i, j}^{k+1}+g_{1} \phi_{i-1, j}^{k+1}+g_{3} \phi_{i, j-1}^{k+1}+g_{2}\left(\phi_{i, j+1}^{k}+\phi_{i+1, j}^{k}\right)=\overline{f_{i, j}} .
$$

Now the exact solution $\phi_{i, j}$ will satisfy the discretized equation

$$
-\left(g_{1}+2 g_{2}+g_{3}\right) \phi_{i, j}+g_{1} \phi_{i-1, j}+g_{3} \phi_{i, j-1}+g_{2}\left(\phi_{i, j+1}+\phi_{i+1, j}\right)=\overline{f_{i, j}},
$$

as $\bar{f}_{i, j}$ is fixed thus we have

$$
\begin{equation*}
-\left(g_{1}+2 g_{2}+g_{3}\right) e_{i, j}^{k+1}+g_{1} e_{i-1, j}^{k+1}+g_{3} e_{i, j-1}^{k+1}+g_{2}\left(e_{i, j+1}^{k}+e_{i+1, j}^{k}\right)=0 \tag{4.14}
\end{equation*}
$$

where $e_{i, j}^{k+1}=\phi_{i, j}-\phi_{i, j}^{k+1}$ and $e_{i, j}^{k}=\phi_{i, j}-\phi_{i, j}^{k}$ are the local error functions after and before the pre(post) smoothing step respectively.

Recall that the local Fourier analysis (LFA) measures the largest amplification factor in a relaxation scheme $[14,39,118]$. Let the general Fourier component be

$$
B_{\theta_{1}, \theta_{2}}\left(x_{i}, y_{j}\right)=\exp \left(\mathbf{i} \alpha_{1} \frac{x_{i}}{h}+\mathbf{i} \alpha_{2} \frac{y_{j}}{h}\right)=\exp \left(\frac{2 \mathbf{i} \theta_{1} i \pi}{m}+\frac{2 \mathbf{i} \theta_{2} j \pi}{m}\right), \quad \mathbf{i}=\sqrt{-1} .
$$

Here $\alpha_{1}=\frac{2 \theta_{1} \pi}{m}, \alpha_{2}=\frac{2 \theta_{2} \pi}{m} \in[-\pi, \pi]$. The LFA involves expanding

$$
e^{k+1}=\sum_{\theta_{1}, \theta_{2}=-m / 2}^{m / 2} \psi_{\theta_{1}, \theta_{2}}^{k+1} B_{\theta_{1}, \theta_{2}}\left(x_{i}, y_{j}\right), \quad e^{k}=\sum_{\theta_{1}, \theta_{2}=-m / 2}^{m / 2} \psi_{\theta_{1}, \theta_{2}}^{k} B_{\theta_{1}, \theta_{2}}\left(x_{i}, y_{j}\right)
$$

in Fourier components. We shall estimate the maximum ratio

$$
\bar{\mu}=\max _{\theta_{1}, \theta_{2}} \mu\left(\theta_{1}, \theta_{2}\right)=\left|\psi_{\theta_{1}, \theta_{2}}^{k+1} / \psi_{\theta_{1}, \theta_{2}}^{k}\right|
$$

in the high frequency range $\left(\alpha_{1}, \alpha_{2}\right) \in[-\pi, \pi] \backslash\left[\frac{-\pi}{2}, \frac{\pi}{2}\right]$ which defines the smoothing rate [118]. Now we replace all grid functions by their Fourier series and essentially consider the so called amplification factor i.e. the ratio between $\psi_{\theta}^{k+1}$ and $\psi_{\theta}^{k}$ for each $\theta$ where $\theta=\left(\theta_{1}, \theta_{2}\right)$. Then for the Fourier component of the error functions $e_{i, j}^{k}$ and $e_{i, j}^{k+1}$ before and after relaxation sweep, let us consider

$$
\begin{equation*}
e_{i, j}^{k}=\psi_{\theta}^{k} e^{\mathbf{i}\left(2 \pi \theta_{1} i+2 \pi \theta_{2} j\right) / m} \quad \text { and } \quad e_{i, j}^{k+1}=\psi_{\theta}^{k+1} e^{\mathbf{i}\left(2 \pi \theta_{1} i+2 \pi \theta_{2} j\right) / m} \tag{4.15}
\end{equation*}
$$

so from equation (4.14) we have

$$
\begin{align*}
& -\left(g_{1}+2 g_{2}+g_{3}\right) \psi_{\theta}^{k+1} e^{\mathbf{i}\left(2 i \pi \theta_{1}+2 j \pi \theta_{2}\right) / m}+g_{1} \psi_{\theta}^{k+1} e^{\mathbf{i}\left(2 \pi(i-1) \theta_{1}+2 \pi j \theta_{2}\right) / m} \\
+ & g_{3} \psi_{\theta}^{k+1} e^{\mathbf{i}\left(2 \pi i \theta_{1}+2 \pi(j-1) \theta_{2}\right) / m} \\
+ & g_{2}\left[\psi_{\theta}^{k} e^{\mathbf{i}\left(2 \pi i \theta_{1}+2 \pi(j+1) \theta_{2}\right) / m}+\psi_{\theta}^{k} e^{\mathbf{i}\left(2 \pi(l+1) \theta_{1}+2 \pi j \theta_{2}\right) / m}\right]=0 \tag{4.16}
\end{align*}
$$

implies that

$$
\begin{align*}
& {\left[g_{1}+2 g_{2}+g_{3}-g_{1} e^{-\mathrm{i} \theta_{1}}-g_{3} e^{-\mathrm{i} \theta_{2}}\right] \psi_{\theta}^{k+1}=g_{2} \psi_{\theta}^{k}\left[e^{\mathrm{i} \theta_{1}}+e^{\mathrm{i} \theta_{2}}\right] . } \\
\Longrightarrow & \mu(\theta)=\left|\frac{\psi_{\theta}^{k+1}}{\psi_{\theta}^{k}}\right|=\left|\frac{g_{2}\left(e^{\mathrm{i} \theta_{1}}+e^{\mathrm{i} \theta_{2}}\right)}{\left(g_{1}+2 g_{2}+g_{3}-g_{1} e^{-\mathrm{i} \theta_{1}}-g_{3} e^{-\mathrm{i} \theta_{2}}\right)}\right| \\
= & \frac{\left|g_{2}\left(e^{\mathrm{i} \theta_{1}}+e^{\mathrm{i} \theta_{2}}\right)\right|}{\left|g_{1}+2 g_{2}+g_{3}-g_{1} e^{-\mathrm{i} \theta_{1}}-g_{3} e^{-\mathrm{i} \theta_{2}}\right|}=\frac{A}{B}, \tag{4.17}
\end{align*}
$$

where

$$
\begin{aligned}
A & =\left|g_{2}\left(e^{\mathrm{i} \theta}+e^{\mathrm{i} \theta}\right)\right|=\left|g_{2}\right|\left|\left(\cos \theta_{1}+\cos \theta_{2}\right)+\mathbf{i}\left(\sin \theta_{1}+\sin \theta_{2}\right)\right| \\
& =2 \sqrt{\left|g_{2}\right|} \cos \left(\frac{\theta_{1}-\theta_{2}}{2}\right) \text { and } \\
B & =\left|g_{1}+2 g_{+} g_{3}-g_{1} e^{-\mathrm{i} \theta_{1}}-e^{-\mathrm{i} \theta_{2}}\right| \\
& =\left|\left[\left(g_{1}+2 g_{2}+g_{3}\right)-\left(g_{1} \cos \theta_{1}+\cos \theta_{2}\right)\right]+\mathrm{i}\left[g_{1} \sin \theta_{1}+g_{3} \sin \theta_{2}\right]\right| \\
& =2 \sqrt{g_{1}\left(g_{1}+2 g_{2}\right) \sin ^{2} \frac{\theta_{1}}{2}+g_{3}\left(g_{3}+2 g_{2}\right) \sin ^{2} \frac{\theta_{2}}{2}+g_{2}^{2}+2 g_{1} g_{3} \cos \left(\frac{\theta_{1}-\theta_{2}}{2}\right) \sin \frac{\theta_{1}}{2} \sin \frac{\theta_{2}}{2}} .
\end{aligned}
$$

Define $|\theta|=\max \left(\left|\theta_{1}\right|,\left|\theta_{2}\right|\right)$. Here we are looking for smoothing factor $\bar{\mu}$, which is given by

$$
\vec{\mu}=\max _{\hat{\rho} \pi \leqslant|\theta| \leqslant \pi} \mu(\theta),
$$

where $\hat{\rho}$ is the mesh size ratio and the range $\hat{\rho} \pi \leqslant|\theta| \leqslant \pi$ is the suitable range of high frequency components, i.e. the range of components that cannot be approximated on the coarser grid. We are using standard coarsening so $\hat{\rho}=\frac{1}{2},[14]$. We will present smoothing factor $\bar{\mu}$ for both smoothers. To proceed with an analysis, we have to compute $g_{1}, g_{2}$ and $g_{3}$ or the function

$$
D(\phi)=\sqrt{\left(\triangle_{+}^{x} \phi\right)^{2}+\left(\triangle_{+}^{y} \phi\right)^{2}+\bar{\beta}},
$$

numerically and work out the smoothing factor $\bar{\mu}$ for each set of coefficients $g_{1}, g_{2}$ and $g_{3}$ within a smoother. In our earlier work, we select a special set of such coefficients. We use the complete set of coefficients $g_{1}, g_{2}$ and $g_{3}$ to compute the smoothing factors $\bar{\mu}$. We display the maximum of such factors

$$
\hat{\mu}=\max _{g_{1}, g_{2}, g_{3}} \bar{\mu}=\max _{g_{1}, g_{2}, g_{3}} \max _{\theta} \mu(\theta) .
$$

As such a linear analysis is based on freezing the nonlinear coefficients, our results should be viewed only as a guide to smoother's effectiveness and a way to distinguish smoothers.

Taking the test example of first image of third row from Fig. 3.1 page 60 with $m=32$, i.e. reducing the size to $32 \times 32$, we can display $\hat{\mu}$ in the first 4 cycles of our MG algorithm as in Table 4.1 where Pre-1 refers to the case of "pre-smoothing" and Post-1 to "postsmoothing" etc. If we instead consider the average rate from all pixels, the averages are respectively 0.49 and 0.71 for Smoothers I and II. Clearly in this example Smoother I appears to be more effective than Smoother II in terms of rates. Such a claim will be tested in the numerical results section.

Table 4.1: $\hat{\mu}$ in the first 4 cycles of out MG algorithm.

| MG cycle | Smoothing Steps | Rate I: $\hat{\mu}^{I}$ | Rate II: $\hat{\mu}^{I T}$ |
| :---: | :---: | :---: | :---: |
|  | Pre-1 | 0.4942 | 0.6776 |
|  | Pre-2 | 0.4941 | 0.9317 |
|  | Post-1 | 0.4942 | 0.9135 |
|  | Post-2 | 0.4942 | 0.9427 |
| 2 | Pre-1 | 0.6003 | 0.9561 |
|  | Pre-2 | 0.6003 | 0.9174 |
|  | Post-1 | 0.6003 | 0.9581 |
|  | Post-2 | 0.6003 | 0.9577 |
| 3 | Pre-1 | 0.7760 | 0.9533 |
|  | Pre-2 | 0.7760 | 0.9193 |
|  | Post-1 | 0.7757 | 0.9092 |
|  | Post-2 | 0.7749 | 0.9040 |
| 4 | Pre-1 | 0.6025 | 0.9594 |
|  | Pre-2 | 0.6026 | 0.9456 |
|  | Post-1 | 0.6026 | 0.9286 |
|  | Post-2 | 0.6026 | 0.9678 |

### 4.5 Numerical results

In this section, we shall discuss several aspects of multigrid method. First we demonstrate that using multigrid method we can get the improved solution for the global minimizer. Secondly, we illustrate the fast convergence of the method by presenting the relative residuals and CPU time with both smoothers. Lastly, we give a comparison of multigrid method with Additive Operator Splitting (AOS) and Semi Implicit (SI) methods by giving there CPU times.

### 4.5.1 Results using smoother I

This section gives some experimental results of our MG algorithm 8 with smoother I (local smoother). In Fig. 4.1 our MG algorithm is tested on an synthetic noisy image having different objects. The parameters used in this test are $\mu=0.1 \times(256)^{2}$ and $\lambda_{1}=\lambda_{2}=1$ are same for all images. Also $\beta=10^{-6}, \epsilon=1 \times 10^{-20}, \phi_{0}=-\sqrt{(x-150)^{2}+(y-140)^{2}}+$ 100. The top left figure is the original image with initial contour and top right is the initial segmented image. The 2nd row gives the results after one cycle ${ }^{1}$ and the 3 rd row presents the final results with 3 cycles with relative residual ${ }^{2} \mathrm{rr}=1.246 \times 10^{-15}$. For these experiments we used Matlab programming. The parameter $\epsilon$ can be set zero on fine levels as on fine levels $H_{\epsilon}$ is used to compute $c_{1}$ and $c_{2}$. But on coarsest level $\epsilon$ can not be zero. The chosen value of $\epsilon$ was found experimentally to be optimal for our images. In Fig. 4.2, our MG algorithm is tested on an artificial noisy image to see if the inner boundary of object could be detected. Clearly, the inner boundary of the object is detected. The top left figure is the original image with initial contour and the top right figure is the initial segmented image. The 2 nd row gives the results after one cycle and

[^7]3rd row shows the final results after 3 cycles with relative residual $\mathrm{rr}=2.016 \times 10^{-15}$. n . Fig. 4.3 our method is tested on a real cameraman image and is successfully segmented. The top left figure is the original image with initial contour and top left figure is the initial segmented image. 2nd row gives results after one cycle and 3rd row gives final results after 5 cycles to get relative residual $\mathrm{rr}=4.457 \times 10^{-15}$. In Fig. 4.4 and Fig. 4.5 our MG algorithm is tested on MRI images. In Fig. 4.6 and Fig. 4.7 MG algorithm 8 is tested on blurred images and are segmented successfully.


Figure 4.1: MG method with local smoother I for CV model, tested on an synthetic noisy image, $\mu=0.1 \times(256)^{2}, \mathrm{rr}=1.246 \times 10^{-15}, \beta=1 \times 10^{-6}, \epsilon=1 \times 10^{-20}, \phi_{0}=$ $\sqrt{(x-150)^{2}+(y-140)^{2}}-100$. Top left: Original image with initial contour. Top right: Initial segmented image. 2nd row: Results after 1 cycle. 3rd row: Final results in 3 cycles.


Figure 4.2: MG method with local smoother I for CV model, tested on an artificial noisy image, to see if the inner boundary is detected. Parameters used are $\mu=0.1 \times(256)^{2}, \mathrm{rr}=$ $2.016 \times 10^{-15}, \beta=1 \times 10^{-6}, \epsilon=1 \times 10^{-20}, \phi_{0}=\sqrt{(x-150)^{2}+(y-140)^{2}}-100$. Top left: Original image with initial contour. Top right: Initial segmented image. 2nd row: Results after 1 cycle. 3rd row: Final results in 3 cycles.


Figure 4.3: MG method with local smoother I for CV model, tested on a real image of cameraman, parameters used are $\mu=0.0331 \times(256)^{2}, \mathbf{r r}=4.457 \times 10^{-15}, \beta=1 \times 10^{-6}, \epsilon=$ $1 \times 10^{-20}, \phi_{0}=\sqrt{(x-150)^{2}+(y-140)^{2}}-100$. Top left: Original image with initial contour. Top right: Initial segmented image. 2nd row: Results after 1 cycle. 3rd row: Final results in 5 cycles.


Figure 4.4: MG method with local smoother I for CV model, tested on a real MRI image, parameters used are $\mu=0.0011 \times(256)^{2}, \mathrm{rr}=3.649 \times 10^{-14}, \beta=1 \times 10^{-6}, \epsilon=$ $1 \times 10^{-20}, \phi_{0}=\sqrt{(x-150)^{2}+(y-140)^{2}}-100$. Top left: Original image with initial contour. Top right: Initial segmented image. 2nd row: Results after 1 cycle. 3rd row: Final results in 5 cycles.


Figure 4.5: MG method with local smoother I for CV model, tested on a real MRI image, parameters used are $\mu=0.001 \times(256)^{2}, \mathbf{r r}=4.329 \times 10^{-14}, \beta=1 \times 10^{-6}, \epsilon=$ $1 \times 10^{-20}, \phi_{0}=\sqrt{(x-150)^{2}+(y-140)^{2}}-100$. Top left: Original image with initial contour. Top right: Initial segmented image. 2nd row: Results after 1 cycle. 3rd row: Final results in 5 cycles.


Figure 4.6: MG method with local smoother I for CV model, tested on an blurred image, parameters used are $\mu=0.0001 \times(256)^{2}, \mathbf{r r}=1.78 \times 10^{-12}, \beta=1 \times 10^{-6}, \epsilon=$ $1 \times 10^{-20}, \phi_{0}=\sqrt{(x-150)^{2}+(y-140)^{2}}-100$. Top left: Original image with initial contour. Top right: Initial segmented image. 2nd row: Results after 1 cycle. 3rd row: Final results in 6 cycles.


Figure 4.7: MG method with local smoother I for CV model, tested on an blurred image, parameters used are $\mu=0.0001 \times(256)^{2}, \mathbf{r r}=1.101 \times 10^{-12}, \beta=1 \times 10^{-6}, \epsilon=$ $1 \times 10^{-20}, \phi_{0}=\sqrt{(x-150)^{2}+(y-140)^{2}}-100$. Top left: Original image with initial contour. Top right: Initial segmented image. 2nd row: Results after 1 cycle. 3rd row: Final results in 6 cycles.


Figure 4.8: MG method with local smoother I for CV model, tested on an galaxy image, parameters used are $\mu=0.0001 \times(256)^{2}, \mathbf{r r}=3.05 \times 10^{-14}, \beta=1 \times 10^{-6}, \epsilon=$ $1 \times 10^{-20}, \phi_{0}=\sqrt{(x-150)^{2}+(y-140)^{2}}-100$. Top left: Original image with initial contour. Top right: Initial segmented image. 2nd row: Results after 2 cycles. 3rd row: Final results in 10 cycles.

### 4.5.2 Results using smoother II

In this section we test MG algorithm 8 with smoother II (global smoother). In Fig. 4.9, MG algorithm 8 with smoother II is tested on an synthetic noisy image. Parameters used are the same as used Fig. 4.1. The final results are given with relative residual $\mathrm{rr}=1.246 \times 10^{-15}$ in 4 cycles.


Figure 4.9: MG algorithm with smoother II for CV model, tested on a synthetic noisy image with $\mu=0.1 \times(256)^{2}, \mathrm{rr}=1.246 \times 10^{-15}$ obtained with 4 cycles.

### 4.5.3 Improved solution for global minimizers

Here we give some evidence of obtaining improved solution of the global minimizer. As in [15], X. Bresson et al discussed the drawbacks of the variational segmentation model, with the main one being the existence of local minima in the energy. In non-convex optimization, the local minima often lead to unsatisfactory results. In Fig. 4.10, 4.11 our MG algorithm on the problems addressed in $[25,15,41]$, which are segmented correctly with this particular initial guess $\phi_{0}$. On the other hand, in Fig. 4.12 we have displayed the results obtained by using AOS method, where the method gets stuck in a local minima with this particular initial guess given in Fig. 4.10, 4.11. The same sort of results are found using semi implicit (SI) method. We have tested this for many problems and see the same type of difference with the other methods like AOS and SI.

### 4.5.4 Convergence tests and full multigrid

Our preliminary results suggest that our MG (with smoother I) can converge for varying choices of the initial $\phi$ e.g specifying $\phi$ having a small circle at a fixed position. We have tried different initial guesses for instance a rectangle, a parallelogram etc., all of them work. For simple artificial images only $3-4 \mathrm{MG}$ cycles to get the relative residual below $10^{-12}$ and for real images like MRI images we need 7-8 MG cycles to get relative residuals less than $10^{-12}$.

However to eliminate the need of an initial guess, we consider the use of a full multigrid (FMG) idea [118] which starts the solution of Eq. (4.9) on the coarsest grid. Then each solution is interpolated onto the next fine grid to give an initial guess until we reach the finest grid where we start the MG algorithm.

To test on the scalability of MG, we display in Table 4.2 the number of steps needed to reach a desirable accuracy for the images 1 and 7 from Fig. 3.1. The CPU times (in seconds) are obtained from rumning Matlab on a Pentium PC for illustration purpose. Here FMG means that the initial guess of $\phi$ is obtained from a FMG method following


Figure 4.10: Improved solution towards global minimizer, tested on box image using MG algorithm 8 in 3 cycles. Top Row: Initial data. Bottom Row: Final results.


Figure 4.11: Another example for improved solution towards global minimizer, tested on box image using MG algorithm 8 in 3 cycles. Top Row: Initial data. Bottom Row: Final results.


Figure 4.12: These are the results obtained by using AOS method which is stuck at a local minimum i.e could not segment the images.
by the normal MG cycles. Clearly MG (with smoother I) is efficient. Our MG works the best with $\nu_{1}=\nu_{2}=2$, but it will not work well if much less smoothing steps are used e.g. $\nu_{1}=1, \nu_{2}=0$.

Table 4.2: Test of scalability of MG and FMG. CAM: Cameraman image and UOL: UOL image given in Fig 3.1

| Image | Method | Image size: | MG cycles | CPU (seconds) |
| :---: | :---: | :---: | :---: | :---: |
| CAM | MG | $128^{2}$ | 4 | 9 |
|  |  | $256^{2}$ | 5 | 15 |
|  |  | $512^{2}$ | 5 | 27 |
|  |  | $1024^{2}$ | 5 | 90 |
|  | FMG | $128^{2}$ | 3 | 15 |
|  |  | $256^{2}$ | 3 | 17 |
|  |  | $512^{2}$ | 3 | 27 |
|  |  | $1024^{2}$ | 3 | 83 |
|  | MG | $128^{2}$ | 2 | 5 |
|  |  | $256^{2}$ | 2 | 6 |
|  |  | $512^{2}$ | 2 | 12 |
|  |  | $1024^{2}$ | 2 | 50 |
|  | FMG | $128^{2}$ | 2 | 11 |
|  |  | $256^{2}$ | 2 | 13 |
|  |  | $512^{2}$ | 2 | 21 |
|  |  | $1024^{2}$ | 2 | 61 |

### 4.5.5 Comparison of complexity and CPU saving

Finally in this chapter we compare the speed of MG (with both smoothers) with semi implicit (SI) method and additive operator splitting (AOS) methods. We first estimate the computational complexity of the algorithms involved. To be concrete, we assume that the inner solver of a SI method is by a conjugate gradient method for 25 steps, and in the MG method $\nu_{1}=2$ and $\nu_{2}=1$. Then, consider segmenting some image of size $m \times m$. Then setup cost for the 4 main coefficients is about $4 \times 8 m^{2}=32 m^{2}$ operations for all methods per step. The cost of each step of SI method is thus $W_{1}=25 \times 5 m^{2}+32 m^{2}=$ $157 \mathrm{~m}^{2}$. For the AOS, solving each tridiagonal matrix costs $4 m^{2}$ operations so the cost of each step is $W_{2}=2 \times 4 \mathrm{~m}^{2}+32 \mathrm{~m}^{2}=40 \mathrm{~m}^{2}$. Finally the finest level smoothing cost for MG is $11 m^{2} \times\left(\nu_{1}+\nu_{2}\right)=33 m^{2}$ so the finest level cost is $33 m^{2}+32 m^{2}=65 m^{2}$. The cost per MG over all levels is $W_{3}=4 / 3 \times 65 \mathrm{~m}^{2} \approx 87 \mathrm{~m}^{2}$. Therefore the practical efficiency of these methods, although all of $\mathcal{O}(N)=\mathcal{O}(m \times m)$ complexity per step, will depend on the number of actual iterations steps used for achieving the same accuracy.

In Table 4.3 we have presented the comparison of our method with SI and AOS methods. The terms used in the heading of Table 4.3 have the following meanings:
Size:The size of given image $m \times n$.
Itr: Number of iterations used to get the required result.
CPU(s): Time in seconds required for CPU to perform these iterations.
SI: Semi Implicit method.
AOS: Additive Operator Splitting
MG: Multigrid Method.
ART: Artificial image, problem 7 in Fig. 3.1 and REAL: Real image like MRI, problem 5 in Fig. 3.1.

- : Results with high CPU or out of memory.


## S-I: Smoother I.

S-II: Smoother II.
AOS multi-resolution: AOS method is implemented in coarse to fine level manner, i.e AOS method is used to solve the problem on coarsest level and interpolate the solution to the fine level and use it as initial guess, to solve the problem on fine level using AOS method and so on until the finest level is reached.

From Table 4.3 we see that the MG method is as fast as the SI method and AOS method for images of small sizes, but it is more efficient for the large images, where the above mentioned methods are very slow or not working.

Table 4.3: Comparison of MG with SI and AOS methods

| Prob. | Size | AOS method |  | $\begin{gathered} \Lambda O S \\ \text { multi-resolution } \end{gathered}$ |  | SI Method |  | $\begin{aligned} & \text { MG Method } \\ & (\mathrm{S}-\mathrm{I}) \\ & \hline \end{aligned}$ |  | $\begin{gathered} \hline \text { MG Method } \\ \text { (S-II) } \\ \hline \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ART |  | Itr | CPU(s) | Itr | CPU(s) | Itr | CPU(s) | Itr | CPU(s) | Itr | CPU(s) |
|  | $128^{2}$ | 60 | 4.8 | 60 | 4.8 | 80 | 16.5 | 2 | 8.5 | 2 | 8 |
|  | $256{ }^{2}$ | 140 | 50 | 80 | 34 | 100 | 90.3 | 2 | 9.4 | 3 | 13.4 |
|  | $512^{2}$ | 280 | 421 | 170 | 277 | 439 | $1.3 \times 10^{4}$ | 2 | 13 | 3 | 17 |
|  | $1024{ }^{2}$ | 1200 | 7661 | 240 | 1630 | - | - | 2 | 27 | 3 | 32 |
|  | $2048^{2}$ | - | - | - | - | - | - | 2 | 90 | 3 | 100 |
| REAL | $128^{2}$ | 100 | 10.5 | 100 | 10.5 | 130 | 32.2 | 3 | 12.8 | 4 | 15 |
|  | $256{ }^{2}$ | 280 | 110.5 | 156 | 68 | 180 | 450 | 3 | 14 | 4 | 22.2 |
|  | $512^{2}$ | 800 | 1230 | 312 | 503 | - | $--\times 10^{4}$ | 3 | 19.2 | 4 | 22.2 |
|  | $1024{ }^{2}$ | - | - | - | - | - | - | 3 | 40.7 | 4 | 42 |
|  | $2048^{2}$ | - | - | - | - | - | - | 3 | 133 | 4 | 136.9 |

### 4.6 Conclusions

We have proposed an effective smoother for a nonlinear multigrid method to solve the Chan-Vese active contour without edges model. A linear Fourier analysis shows that our local smoother I is better than the global smoother II. For large images, as expected, our MG leads to much faster solutions than the uni-level methods of SI and AOS. A somewhat surprising observation is that our MG can reach closer to the global minimizer than the SI and AOS methods in all of our test cases.

## Chapter 5

## The Multigrid Algorithms for Variational Multiphase Image Segmentation

The main theme of this chapter is to develop fast iterative methods for solving multiphase image segmentation models. Firstly we extend the 2 phase image segmentation CV model [35] discussed in chapter 4 to a multiphase image segmentation model [120] and then extend the multigrid algorithm proposed in chapter 4 towards multiphase image segmentation.
The main references for this chapter are $[8,14,23,27,35,72,74,120,127]$.

### 5.1 Introduction

Segmentation, referring to separating image features from backgrounds, is one of the most important tasks arising from computer vision (e.g. detecting objects) and many image processing fields (e.g. picking out special cells in cell imaging). Segmentation methods fall into several categories, including histogram analysis, region growing, edge detection and PDE-based variational methods. Our main focus will be on nonlinear PDE based segmentation methods.

The PDE and variational based methods [87] are among the more recently developed tools for image segmentation. The snake model [75], the active contours model [21], the gradient vector flow method [129] and the curvature driven diffusion method [33] all belong to this class of PDE-based methods. In most situations, the level set method described in [90] proves to be an indispensable tool for analysis and implementation.

Our primary aim in this chapter is an extension of the Badshah-Chen multigrid method [8] (already discussed in chapter 4) to the Vese-Chan multiphase image segmentation [120]. Two problems are encountered in this work. Firstly a local Fourier analysis (LFA) of the generalized local smoother suggests that it is not effective if a small number (e.g. $2-3$ ) of smoothing steps is used. A closer study shows that this ineffectiveness is due to a few image pixels only, where the linearized coefficients differ greatly. We then propose a different smoothing (under-relaxation) strategy at these 'odd' pixels. The LFA shows that the modified smoother is effective. Secondly we found that the Vese-Chan multiphase model [120] may not segment images (i.e. may not converge to the desired level set functions) if good initial guesses are not provided; this problem is inherent in the model rather than the numerical solution methods. To overcome this latter problem we adopt the idea described in [72] to decouple the multiphase model into repented two
phase models in a hierarchical way. This prompts us to consider a multigrid method for each decoupled two phase problem. It turns out that this hierarchical approach leads to a fast algorithm that can segment an image for any (tested) initial guesses (including previously failed cases of initial guesses). Moreover, even when good initial guesses are available, the hierarchical approach is also faster (in number of iterations and CPU) than the multiphase multigrid method without the modified smoother; with the modified smoother, the two algorithms are comparable in speed. In Section 5.2, we describe the Vese-Chan multiphase model. In Section 5.3, we develop the multigrid method for solving partial differential equation arisen from the minimization of the multiphase model. We also give the Fourier analysis of the smoother. In Section 5.4, we implement the 2-phase image segmentation model in hierarchical way to get multiphase segmentation results. We end of the chapter with some numerical experiments and conclusion.

### 5.2 Multigrid algorithm I for multiphase segmentation (MG1)

The Vese-Chan multiphase segmentation model [120] is the extension of the 2 -phase Chan-Vese segmentation model [35] which has already been discussed in chapter 4. As described in [120], with one level set function, we can segment an image into two phases as one level set cannot represent more than two phases. In general, to divide an image into $n$ phases, we need $\log _{2} n$ level set functions. We remark that related work by Tai et al [78] and Ambrosio-Tortorelli [4] provides alternatives to these multiple level set functions.

Consider $p=\log _{2} n$ level set functions $\phi_{\ell}: \Omega \rightarrow \mathbb{R}$ for $\ell=1,2, \ldots, p$. The union of the zero level sets of all $\phi_{\ell}$ will represent the edges in the segmented image. For $1 \leqslant s \leqslant n=2^{p}$, denote by $c_{s}=\operatorname{mean}(z)$ the average value of image grey-scales in phase $s$ and by $\chi_{s}$ the characteristic function for phase $s$. Then the proposed minimization energy for multiphase segmentation by Vese-Chan [120] is the following:

$$
\begin{equation*}
F_{n}(c, \Phi)=\sum_{1 \leqslant s \leqslant n} \int_{\Omega}\left(z(x, y)-c_{s}\right)^{2} \chi_{s} d x d y+\mu \sum_{1 \leqslant \ell \leqslant p} \int_{\Omega}\left|\nabla H\left(\phi_{\ell}\right)\right| d x d y \tag{5.1}
\end{equation*}
$$

where $c=\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ and $\Phi=\left(\phi_{1}, \phi_{2}, \ldots, \phi_{p}\right)$; note $n=2^{p}$. In this chapter we mainly focus on the 4 -phase segmentation i.e. $n=4$ or $p=2$, which we denote by SEG4. But all the ideas will carry over to more phases.

We shall consider the following minimization problem:

$$
\begin{equation*}
\min _{c, \Phi} F_{4}(c, \Phi) \tag{5.2}
\end{equation*}
$$

where

$$
\begin{align*}
F_{4}(c, \Phi)= & \int_{\Omega}\left(z(x, y)-c_{11}\right)^{2} H\left(\phi_{1}\right) H\left(\phi_{2}\right) d x d y+\int_{\Omega}\left(z(x, y)-c_{10}\right)^{2} H\left(\phi_{1}\right)\left(1-H\left(\phi_{2}\right)\right) d x d y \\
& +\int_{\Omega}\left(z(x, y)-c_{01}\right)^{2}\left(1-H\left(\phi_{1}\right)\right) H\left(\phi_{2}\right) d x d y+\mu \int_{\Omega}\left|\nabla H\left(\phi_{1}\right)\right| d x d y \\
& +\int_{\Omega}\left(z(x, y)-c_{00}\right)^{2}\left(1-H\left(\phi_{1}\right)\right)\left(1-H\left(\phi_{2}\right)\right) d x d y+\mu \int_{\Omega}\left|\nabla H\left(\phi_{2}\right)\right| d x d y \tag{5.3}
\end{align*}
$$

where $c=\left(c_{11}, c_{10}, c_{01}, c_{00}\right)$ and $\Phi=\left(\phi_{1}, \phi_{2}\right)$. Here the phase domains will be interlaced by the zero level sets of $\phi_{1}, \phi_{2}$ i.e. $\Omega_{1}=\left\{(x, y): \phi_{1}>0, \phi_{2}>0\right\}, \Omega_{2}=\left\{(x, y): \phi_{1}>\right.$ $\left.0, \phi_{2}<0\right\}$. Once $\Phi$ is found, the segmented image $u$ is

$$
u=c_{11} H\left(\phi_{1}\right) H\left(\phi_{2}\right)+c_{10} H\left(\phi_{1}\right)\left(1-H\left(\phi_{2}\right)\right)+c_{01}\left(1-H\left(\phi_{1}\right)\right) H\left(\phi_{2}\right)+c_{00}\left(1-H\left(\phi_{1}\right)\right)\left(1-H\left(\phi_{2}\right)\right)
$$

Minimizing (5.2) with respect to $c$ and $\Phi$, we have:

$$
\begin{gathered}
c_{11}(\phi)=\frac{\int_{\Omega} z H\left(\phi_{1}\right) H\left(\phi_{2}\right) d x d y}{\int_{\Omega} H\left(\phi_{1}\right) H\left(\phi_{2}\right) d x d y}, \\
c_{10}(\phi)=\frac{\int_{\Omega} z H\left(\phi_{1}\right)\left(1-H\left(\phi_{2}\right)\right) d x d y}{\int_{\Omega} H\left(\phi_{1}\right)\left(1-H\left(\phi_{2}\right)\right) d x d y}, \\
c_{01}(\phi)=\frac{\int_{\Omega} z\left(1-H\left(\phi_{1}\right)\right) H\left(\phi_{2}\right) d x d y}{\int_{\Omega}\left(1-H\left(\phi_{1}\right)\right) H\left(\phi_{2}\right) d x d y},
\end{gathered} \quad c_{00}(\phi)=\frac{\int_{\Omega} z\left(1-H\left(\phi_{1}\right)\right)\left(1-H\left(\phi_{2}\right)\right) d x d y}{\int_{\Omega}\left(1-H\left(\phi_{1}\right)\right)\left(1-H\left(\phi_{2}\right)\right) d x d y} .
$$

and the following Euler-Lagrange's equations

$$
\left\{\begin{array}{l}
\delta_{\epsilon}\left(\phi_{1}\right)\left[\mu \nabla \cdot \frac{\nabla \phi_{1}}{\left|\nabla \phi_{1}\right|}-\left[T_{1} H_{\epsilon}\left(\phi_{2}\right)+T_{2}\left(1-H_{\epsilon}\left(\phi_{2}\right)\right)\right]\right]=0  \tag{5.4}\\
\delta_{\epsilon}\left(\phi_{2}\right)\left[\mu \nabla \cdot \frac{\nabla \phi_{2}}{\left|\nabla \phi_{2}\right|}-\left[T_{1} H_{\epsilon}\left(\phi_{1}\right)+T_{2}\left(1-H_{\epsilon}\left(\phi_{1}\right)\right)\right]\right]=0
\end{array}\right.
$$

with Neumann boundary conditions, where $T_{1}=\left(z-c_{11}\right)^{2}-\left(z-c_{01}\right)^{2}$ and $T_{2}=(z-$ $\left.c_{10}\right)^{2}-\left(z-c_{00}\right)^{2}$. We shall shortly discuss how to solve (5.4) efficiently.

An easy but less efficient alternative is to solve the following evolution problem

$$
\left\{\begin{array}{l}
\frac{\partial \phi_{1}}{\partial t}=\delta_{\epsilon}\left(\phi_{1}\right)\left[\mu \nabla \cdot \frac{\nabla \phi_{1}}{\left|\nabla \phi_{1}\right|}-\left[T_{1} H_{\epsilon}\left(\phi_{2}\right)+T_{2}\left(1-H_{\epsilon}\left(\phi_{2}\right)\right)\right]\right]  \tag{5.5}\\
\frac{\partial \phi_{2}}{\partial t}=\delta_{\epsilon}\left(\phi_{2}\right)\left[\mu \nabla \cdot \frac{\nabla \phi_{2}}{\left|\nabla \phi_{2}\right|}-\left[T_{1} H_{\epsilon}\left(\phi_{1}\right)+T_{2}\left(1-H_{\epsilon}\left(\phi_{1}\right)\right)\right]\right]
\end{array}\right.
$$

with initial conditions $\phi_{1}(0, x, y)=\phi_{1,0}(x, y), \phi_{2}(0, x, y)=\phi_{2,0}(x, y)$. In [120] these parabolic equations were solved using the additive operator-splitting (AOS, semi-implicit) method (details are given in chapter 4) which will be used later for comparison.

### 5.3 Multigrid algorithm I

Instead of solving (5.5), we consider solving (5.4). Let $\left(\phi_{\ell}\right)_{i, j}=\phi_{\ell}\left(x_{i}, y_{j}\right)$, for $\ell=1,2$. Using finite differences schemes to discretize (5.4) for $\phi_{\ell}$, the equations at a pixel point $(i, j)$ are given by

$$
\left\{\begin{array}{l}
\delta_{\epsilon}\left(\phi_{1}\right)_{i, j}\left\{\frac{\Delta_{-}^{x}}{h_{1}} \frac{\mu \Delta_{+}^{x}\left(\phi_{1}\right)_{i, j} / h_{1}}{\sqrt{\left(\Delta_{+}^{x}\left(\phi_{1}\right)_{i, j} / h_{1}\right)^{2}+\left(\Delta_{+}^{y}\left(\phi_{1}\right)_{i, j} / h_{2}\right)^{2}+\beta}}-\left(T_{1}\right)_{i, j} H_{\epsilon}\left(\phi_{2}\right)_{i, j}+\right.  \tag{5.6}\\
\left.\frac{\triangle_{-}^{y}}{h_{2}} \frac{\mu \Delta_{+}^{y}\left(\phi_{1}\right)_{i, j} / h_{2}}{\sqrt{\left(\Delta_{+}^{x}\left(\phi_{1}\right)_{i, j} / h_{1}\right)^{2}+\left(\triangle_{+}^{y}\left(\phi_{1}\right)_{i, j} / h_{2}\right)^{2}+\beta}}-\left(T_{2}\right)_{i, j}\left(1-H_{\epsilon}\left(\phi_{2}\right)_{i, j}\right)\right\}=0 \\
\delta_{\epsilon}\left(\phi_{2}\right)_{i, j}\left\{\frac{\Delta_{-}^{x}}{h_{1}} \frac{\mu \Delta_{+}^{x}\left(\phi_{2}\right)_{i, j} / h_{1}}{\sqrt{\left(\triangle_{+}^{x}\left(\phi_{2}\right)_{i, j} / h_{1}\right)^{2}+\left(\Delta_{+}^{y}\left(\phi_{2}\right)_{i, j} / h_{2}\right)^{2}+\beta}}-\left(T_{1}\right)_{i, j} H_{\epsilon}\left(\phi_{1}\right)_{i, j}+\right. \\
\left.\frac{\triangle_{-}^{y}}{h_{2}} \frac{\mu \triangle_{+}^{y}\left(\phi_{2}\right)_{i, j} / h_{2}}{\sqrt{\left(\triangle_{+}^{x}\left(\phi_{2}\right)_{i, j} / h_{1}\right)^{2}+\left(\Delta_{+}^{y}\left(\phi_{2}\right)_{i, j} / h_{2}\right)^{2}+\beta}}-\left(T_{2}\right)_{i, j}\left(1-H_{\epsilon}\left(\phi_{1}\right)_{i, j}\right)\right\}=0
\end{array}\right.
$$

where $\left(T_{1}\right)_{i, j}=\left(z_{i, j}-c_{11}\right)^{2}-\left(z_{i, j}-c_{01}\right)^{2}$ and $\left(T_{2}\right)_{i, j}=\left(z_{i, j}-c_{10}\right)^{2}-\left(z_{i, j}-c_{00}\right)^{2}$.
Let $\underline{\mu}=\mu / h_{1}, \bar{\beta}=h_{1}^{2} \beta$ and $\lambda=h_{1} / h_{2}$. Also denote $\left(f_{1}\right)_{i, j}=\left(T_{1}\right)_{i, j} H_{\epsilon}\left(\phi_{2}\right)_{i, j}+$ $\left.T_{2}\right)_{i, j}\left(1-H_{\epsilon}\left(\phi_{2}\right)_{i, j}\right)$ and $\left.\left(f_{2}\right)_{i, j}=\left(T_{1}\right)_{i, j} H_{\epsilon}\left(\phi_{1}\right)_{i, j}+T_{2}\right)_{i, j}\left(1-H_{\epsilon}\left(\phi_{1}\right)_{i, j}\right)$. For given $\phi_{1}$ and $\phi_{2}$ we compute $f_{1}$ and $f_{2}$, keeping $f_{1}$ and $f_{2}$ fixed and we solve coupled PDEs in equation (5.6) for $\phi_{1}$ and $\phi_{2}$ using multigrid method. Once $\phi_{1}$ and $\phi_{2}$ are found we update $f_{1}$ and
$f_{2}$ and so on. For $\ell=1,2$, denote the coefficients (to be frozen) by

$$
\begin{array}{r}
D_{\ell}\left(\phi_{\ell}\right)_{i, j}=\frac{1}{\sqrt{\left(\Delta_{+}^{x}\left(\phi_{\ell}\right)_{i, j}\right)^{2}+\left(\lambda \Delta_{+}^{y}\left(\phi_{\ell}\right)_{i, j}\right)^{2}+\bar{\beta}}}, \\
D_{\ell}\left(\phi_{\ell}\right)_{i-1, j}=\frac{1}{\sqrt{\left(\Delta_{+}^{x}\left(\phi_{\ell}\right)_{i-1, j}\right)^{2}+\left(\lambda \Delta_{+}^{y}\left(\phi_{\ell}\right)_{i-1, j}\right)^{2}+\bar{\beta}}}, \\
D_{\ell}\left(\phi_{\ell}\right)_{i, j-1}=\frac{1}{\sqrt{\left(\Delta_{+}^{x}\left(\phi_{\ell}\right)_{i, j-1}\right)^{2}+\left(\lambda \Delta_{+}^{y}\left(\phi_{\ell}\right)_{i, j-1}\right)^{2}+\bar{\beta}}} .
\end{array}
$$

We can simplify equation (5.6) to

$$
\begin{align*}
& {\left[D_{\ell}\left(\phi_{\ell}\right)_{i, j}\left(\left(\phi_{\ell}\right)_{i+1, j}-\left(\phi_{\ell}\right)_{i, j}\right)-D_{\ell}\left(\phi_{\ell}\right)_{i-1, j}\left(\left(\phi_{\ell}\right)_{i, j}-\left(\phi_{\ell}\right)_{i-1, j}\right)\right] } \\
+ & \lambda^{2}\left[D_{\ell}\left(\phi_{\ell}\right)_{i, j}\left(\left(\phi_{\ell}\right)_{i, j+1}-\left(\phi_{\ell}\right)_{i, j}\right)-D_{\ell}\left(\phi_{\ell}\right)_{i, j-1}\left(\left(\phi_{\ell}\right)_{i, j}-\left(\phi_{\ell}\right)_{i, j-1}\right)\right]=\left(\bar{f}_{\ell}\right)_{i, j} \tag{5.7}
\end{align*}
$$

where $\bar{f}_{\ell}=f_{\ell} / \underline{\mu}$, with the boundary conditions

$$
\begin{equation*}
\left(\phi_{\ell}\right)_{i, 0}=\left(\phi_{\ell}\right)_{i, 1}, \quad\left(\phi_{\ell}\right)_{i, m_{2}+1}=\left(\phi_{\ell}\right)_{i, m_{2}}, \quad\left(\phi_{\ell}\right)_{0, j}=\left(\phi_{\ell}\right)_{1, j}, \quad\left(\phi_{\ell}\right)_{m_{1}+1, j}=\left(\phi_{\ell}\right)_{m_{1}, j} \tag{5.8}
\end{equation*}
$$

Let $\tilde{\phi}_{\ell}$ be the approximation to $\phi_{\ell}$ at the current iteration. Then from equation (5.7), pursuing only local unknowns $\phi_{\ell}$ at $(i, j)$, we have the following linear equations

$$
\begin{align*}
& {\left[D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i, j}\left(\left(\tilde{\phi}_{\ell}\right)_{i+1, j}-\left(\phi_{\ell}\right)_{i, j}\right)-D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i-1, j}\left(\left(\phi_{\ell}\right)_{i, j}-\left(\tilde{\phi}_{\ell}\right)_{i-1, j}\right)\right] } \\
+ & \lambda^{2}\left[D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i, j}\left(\left(\widetilde{\phi}_{\ell}\right)_{i, j+1}-\left(\phi_{\ell}\right)_{i, j}\right)-D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i, j-1}\left(\left(\phi_{\ell}\right)_{i, j}-\left(\widetilde{\phi}_{\ell}\right)_{i, j-1}\right)\right]=\left(\bar{f}_{\ell}\right)_{i, j} \tag{5.9}
\end{align*}
$$

Our proposed algorithm solves these equations for $\left(\phi_{\ell}\right)_{i, j}$ to update $\left(\tilde{\phi}_{\ell}\right)_{i, j}$ which leads to updating the coefficients locally and further iterations (before moving to the next pixel in a Gauss-Seidel fashion). Denote the system of non-linear equations from (5.7) by

$$
\left\{\begin{array}{l}
N_{1}^{h}\left(\phi_{1}^{h}\right)=\bar{f}_{1}^{h},  \tag{5.10}\\
N_{2}^{h}\left(\phi_{2}^{h}\right)=\bar{f}_{2}^{h},
\end{array}\right.
$$

where $\phi_{\ell}^{h}$ and $\bar{f}_{\ell}^{h}$ are grid functions on an $m_{1} \times m_{2}$ cell centered rectangular grid $\Omega^{h}$ with spacing $h=\left(h_{1}, h_{2}\right)$ and $l=1,2$.

We shall first summarize this local smoother and then present our algorithm I.
Algorithm 9 (Smoother for multiphase model) Let a smoothing step for (5.7) via (5.9) be

$$
\phi_{\ell}^{h} \longleftarrow S \text { moother }\left(\phi_{\ell}^{h}, \bar{f}_{\ell}^{h}, \text { maxit }, \text { tol }\right)
$$

where $\ell=1,2$ and $h$ is the step size on level $\Omega^{h}$.
for $i=1: m_{1}$
for $j=1: m_{2}$

$$
\begin{aligned}
& \text { for iter }=1: \text { maxit } \\
& \tilde{\phi}_{\ell}^{h} \leftarrow \phi_{\ell}^{h}, \quad A_{\ell}=D_{\ell}\left(\tilde{\phi}_{\ell} \ell_{i, j}^{h}\left(\tilde{\phi}_{\ell}\right)_{i+1, j}^{h}+D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i-1, j}^{h}\left(\tilde{\phi}_{\ell} \tilde{i}_{i-1, j}^{h},\right.\right. \\
& B_{\ell}=D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i, j}^{h}\left(\tilde{\phi}_{\ell}\right)_{i, j+1}^{h}+D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i, j-1}^{h}\left(\phi_{\ell}\right)_{i, j-1}^{h}, \\
& \left(\phi_{\ell}\right)_{i, j}^{h}=\frac{A_{\ell}+\lambda^{2} B_{\ell}-\bar{f}_{\ell i, j}}{D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i, j}^{h}+D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i-1, j}^{h}+\lambda^{2}\left(D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i, j}^{h}+D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i, j-1}^{h}\right)}
\end{aligned}
$$

        if \(\left|\left(\phi_{\ell}\right)_{i, j}^{h}-\left(\tilde{\phi}_{\ell}\right)_{i, j}^{h}\right|<\) tol Stop
        end
    end
    end

Multigrid Algorithm: Equation (5.10) will be solved by the following multigrid algorithm $[8,14,39,118]$. This is the full approximation scheme of Brandt [14].
Algorithm 10 (Multigrid Algorithm) Assume we have set up these multigrid parameters:
$\nu_{1} \quad$ pre-smoothing steps on each level
$\nu_{2} \quad$ post-smoothing steps on each level
$\gamma \quad$ the number of multigrid cycles on each level $(\gamma=1$ for $V$-cycling and $\gamma=2$ for
$W$-cycling). Set tol $=0.1$. Here we present one step $V$-cycle of the nonlincar multigrid method for SEG4. First for $\ell=1,2$ compute $f_{\ell}^{h}$ using given $\phi_{\ell}^{h}$. A multigrid cycle refers to one call to the procedure
Start

$$
\phi_{\ell}^{h} \longleftarrow F A S C Y C^{h}\left(\phi_{\ell}^{h}, \bar{f}_{\ell}^{h}, \nu_{1}, \nu_{2}, t o l\right)
$$

1. If $\Omega^{h}$ is the coarsest grid, then solve equation (5.10) using a time marching technique (the AOS method) and then stop.
Else do the Pre-Smoothing step:

$$
\phi_{\ell}^{h} \longleftarrow S \text { moother }\left(\phi_{\ell}^{h}, \bar{f}_{\ell}^{h}, \nu_{1}, t o l\right)
$$

2. Restriction:

$$
\begin{gathered}
\phi_{\ell}^{2 h}=I_{h}^{2 h} \phi_{\ell}^{h}, \quad \bar{\phi}_{\ell}^{2 h}=\phi_{\ell}^{2 h}, \\
\bar{f}_{\ell}^{2 h}=I_{h}^{2 h}\left(\bar{f}_{\ell}^{h}-N_{\ell}^{h} \phi_{\ell}^{h}\right)+N_{\ell}^{2 h} \phi_{\ell}^{2 h}, \\
\phi_{\ell}^{2 h} \longleftarrow F A S C Y C^{2 h}\left(\phi_{\ell}^{2 h}, \bar{f}_{\ell}^{2 h}, \nu_{1}, \nu_{2}\right)
\end{gathered}
$$

## 3. Interpolation

$$
\phi_{\ell}^{h} \longleftarrow \phi_{\ell}^{h}+I_{2 h}^{h}\left(\phi_{\ell}^{2 h}-\bar{\phi}_{\ell}^{2 h}\right)
$$

4. Implement the Post-Smoothing step:

$$
\phi_{\ell}^{h} \longleftarrow S m o o t h e r\left(\phi_{\ell}^{h}, \bar{f}_{\ell}^{h}, \nu_{2}, t o l\right) .
$$

Once $\phi_{\ell}^{h}$ for $\ell=1,2$ is found update $f_{\ell}$.
If $\mathbf{r r}<$ tol Stop
Else go to Start.
Here the restriction operator $I_{h}^{2 h}$ is by full weighting and the interpolation $I_{2 h}^{h}$ by the bilinear operator [118].

As we know, an effective multigrid algorithm relies on two necessary ingredients: Smooth residual errors on fine levels and effective error corrections from coarse levels. In practice, the effectiveness of a smoother in smoothing errors is the key to success. In the next section we give the local Fourier analysis of our smoother in Algorithm 9.

### 5.3.1 Local Fourier analysis and a modified smoother

Local Fourier analysis (LFA) is a suitable tool to analyze the convergence rate of any iterative method for linear equations. However our underlying equations are nonlinear so a LFA will consider a linearized equation, and as linearization occurs locally at each pixel, we shall look for the maximum rate from all pixel locations.

Consider Algorithm 9 in the case of a square image with $m=m_{1}=m_{2}$ and also $h_{1}=h_{2}=h$ for simplicity; then $\lambda=1$. Given the previous iterate at step $k, \widetilde{\phi}_{\ell}=$ $\phi_{\ell}^{(k)}$, denote $a_{1}=D_{1}\left(\widetilde{\phi_{1}}\right)_{i-1, j}, a_{2}=D_{1}\left(\widetilde{\phi_{1}}\right)_{i, j}, a_{3}=D_{1}\left(\widetilde{\phi_{1}}\right)_{i, j-1}, b_{1}=D_{2}\left(\widetilde{\phi_{2}}\right)_{i-1, j}, b_{2}=$ $D_{2}\left(\widetilde{\phi_{2}}\right)_{i, j}, b_{3}=D_{2}\left(\widetilde{\phi_{2}}\right)_{i, j-1}$ which are to be considered as local constants. From (5.7), the grid equation at $(i, j)$ is the following

$$
\left\{\begin{align*}
&-\left(a_{1}+2 a_{2}+a_{3}\right)\left(\phi_{1}\right)_{i, j}+a_{1}\left(\phi_{1}\right)_{i-1, j}+a_{3}\left(\phi_{1}\right)_{i, j-1}+a_{2}\left[\left(\phi_{1}\right)_{i+1, j}+\right.\left.\left(\phi_{1}\right)_{i, j+1}\right]  \tag{5.11}\\
&=\left(\bar{f}_{1}\right)_{i, j} \\
&-\left(b_{1}+2 b_{2}+b_{3}\right)\left(\phi_{2}\right)_{i, j}+b_{1}\left(\phi_{2}\right)_{i-1, j}+b_{3}\left(\phi_{2}\right)_{i, j-1}+b_{2}\left[\left(\phi_{2}\right)_{i+1, j}+\left(\phi_{2}\right)_{i, j+1}\right] \\
&=\left(\bar{f}_{2}\right)_{i, j} .
\end{align*}\right.
$$

And our local smoother can be written as

$$
\left\{\begin{align*}
&-\left(a_{1}+2 a_{2}+a_{3}\right)\left(\phi_{1}\right)_{i, j}^{(k+1)}+a_{1}\left(\phi_{1}\right)_{i-1, j}^{(k+1)}+a_{3}\left(\phi_{1}\right)_{i, j-1}^{(k+1)}+a_{2}\left[\left(\phi_{1}\right)_{i+1, j}^{(k)}+\left(\phi_{1}\right)_{i, j+1}^{(k)}\right]  \tag{5.12}\\
&=\left(\bar{f}_{1}\right)_{i, j}, \\
&-\left(b_{1}+2 b_{2}+b_{3}\right)\left(\phi_{2}\right)_{i, j}^{(k+1)}+b_{1}\left(\phi_{2}\right)_{i-1, j}^{(k+1)}+b_{3}\left(\phi_{2}\right)_{i, j-1}^{(k+1)}+b_{2}\left[\left(\phi_{2}\right)_{i+1, j}^{(k)}+\left(\phi_{2}\right)_{i, j+1}^{(k)}\right] \\
&=\left(\bar{f}_{2}\right)_{i, j} .
\end{align*}\right.
$$

Define the error functions by $e_{1}^{(k)}=\phi_{1}-\phi_{1}^{(k)}$ and $e_{2}^{(k)}=\phi_{2}-\phi_{2}^{(k)}$. Then using (5.11) and (5.12) with freezed $\left(\bar{f}_{1}\right)_{i, j}$ and $\left(\bar{f}_{2}\right)_{i, j}$, the error equations are

$$
\left\{\begin{array}{l}
a_{1}\left(e_{1}\right)_{i-1, j}^{(k+1)}+a_{3}\left(e_{1}\right)_{i j-1}^{(k+1)}+a_{2}\left[\left(e_{1}\right)_{i+1, j}^{(k)}+\left(e_{1}\right)_{i, j+1}^{(k)}\right]-\left(a_{1}+2 a_{2}+a_{3}\right)\left(e_{1}\right)_{i, j}^{(k+1)}=0  \tag{5.13}\\
b_{1}\left(e_{2}\right)_{i-1, j}^{(k+1)}+b_{3}\left(e_{2}\right)_{i, j-1}^{(k+1)}+b_{2}\left[\left(e_{2}\right)_{i+1, j}^{(k)}+\left(e_{2}\right)_{i, j+1}^{(k)}\right]-\left(b_{1}+2 b_{2}+b_{3}\right)\left(e_{2}\right)_{i, j}^{(k+1)}=0 .
\end{array}\right.
$$

Recall that the LFA measures the largest amplification factor in a relaxation scheme [14, 39, 118]. Let a general Fourier component be

$$
\Theta_{\alpha, \beta}\left(x_{i}, y_{j}\right)=\exp \left(\mathbf{i} \theta_{\alpha} \frac{x_{i}}{h}+\mathbf{i} \theta_{\beta} \frac{y_{j}}{h}\right)=\exp \left(\frac{2 \mathrm{i} \alpha i \pi}{m}+\frac{2 \mathbf{i} \beta j \pi}{m}\right)
$$

Note that $\theta_{\alpha}, \theta_{\beta} \in[-\pi, \pi]$. The LFA expands

$$
e_{1}^{(k)}=\sum_{\alpha, \beta=-m / 2}^{m / 2}\left(\psi_{1}^{(k)}\right)_{\alpha, \beta} \Theta_{\alpha, \beta}\left(x_{i}, y_{j}\right), \quad e_{2}^{(k)}=\sum_{\alpha, \beta=-m / 2}^{m / 2}\left(\psi_{2}^{(k)}\right)_{\alpha, \beta} \Theta_{\alpha, \beta}\left(x_{i}, y_{j}\right)
$$

in Fourier components. We look for the largest spectral radius (maximum eigenvalue) of the amplification matrix $\mathcal{A}_{\alpha, \beta}[31,118]$ :

$$
\left[\begin{array}{l}
\left(\psi_{1}^{(k+1)}\right)_{\alpha, \beta} \\
\left(\psi_{2}^{(k+1)}\right)_{\alpha, \beta}
\end{array}\right]=\mathcal{A}_{\alpha, \beta}\left[\begin{array}{l}
\left(\psi_{1}^{(k)}\right)_{\alpha, \beta} \\
\left(\psi_{2}^{(k)}\right)_{\alpha, \beta}
\end{array}\right]
$$

After substituting these components into (5.13) for $e_{1}^{(k+1)}, e_{1}^{(k)}$ and $e_{2}^{(k+1)}, e_{2}^{(k)}$, we have:

$$
\mathcal{A}_{\alpha, \beta}=\left[\begin{array}{cc}
\frac{a_{2}\left(e^{\frac{2 i+\pi}{m} \pi}+e^{\frac{2 i \beta \pi}{m}}\right)}{\left(a_{1}+2 a_{2}+a_{3}-a_{1} e^{\frac{-2 i n \pi}{m}}-a_{3} e^{\frac{-2 i \beta \pi}{m}}\right)} & 0 \\
0 & \left.\frac{b_{2}\left(e^{\frac{2 i \omega \pi}{m}}+e^{\frac{21 \beta \pi}{m}}\right)}{\left(b_{1}+2 b_{2}+b_{3}-b_{1} e^{\frac{2 i n \pi}{m}}-b_{3} c\right.} \frac{-\frac{21, \beta \pi}{m}}{m}\right)
\end{array}\right] .
$$

At the $k$ th iteration, each rate $\bar{\mu}^{(k)}(i, j)=\max _{\alpha, \beta} \rho\left(\mathcal{A}_{\alpha, \beta}\right)$ in the high frequency range $\left(\theta_{\alpha}, \theta_{\beta}\right) \in[-\pi, \pi] \backslash\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, measuring the effectiveness of a smoother [14], is dependent on $a_{\ell}, b_{\ell}, \ell=1,2,3$, which in turn depend on the pixel location $(i, j)$. Therefore we should look for the largest smoothing rate for all $i, j$ (i.e. among all such pixels):

$$
\hat{\mu}=\max _{a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}} \bar{\mu}^{(k)}(i, j) .
$$

However, due to the high nonlinearity, we found it useful to define the smoothing rate as the maximum of the above accumulated rates out of all $s$ relaxation steps by

$$
\hat{\mu}_{s}=\max _{i, j} \bar{\mu}^{(1)}(i, j) \bar{\mu}^{(2)}(i, j) \cdots \bar{\mu}^{(s)}(i, j) .
$$

Clearly for linear equations, where $a_{\ell}, b_{\ell}$ are constants, $\bar{\mu}=\bar{\mu}^{(k)}$ is a constant so $\hat{\mu}_{s}=\bar{\mu}^{(s)}$. Here, as $a_{\ell}, b_{\ell}$ are not constants, with this particular definition, we would allow the possibility of $\bar{\mu}^{(k)}(i, j) \approx 1$ for some $i, j, k$. As long as $\hat{\mu}_{s} \ll 1$, we would say a smoother is effective.


Figure 5.1: Segmentation of the top left image into the bottom right image.
In Table 5.1, we take the particular example of Figure 5.1 of segmenting an artificial image. We use the image size $m=32$; note that, similar results are obtained with

Table 5.1: The smoothing rate for a local smoother with 3 inner iterations

| Outer <br> iterations $s$ | The smoothing rate <br> $\hat{\mu}_{s}$ | The smoothing rate <br> taking out "odd pixels" <br> $\hat{\mu}_{s}^{*}$ |
| :---: | :---: | :---: |
| 1 | 0.6862 | 0.5720 |
| 2 | 0.6861 | 0.3170 |
| 3 | 0.6861 | 0.2747 |

$m=64$. Here, in Table 5.1, the "odd pixels" refer to positions where the relative ratios between $a_{2}$ and $\max \left(a_{1}, a_{3}\right)$, or the ratios between $b_{2}$ and $\max \left(b_{1}, b_{3}\right)$, are quite large. Clearly our smoother is ineffective overall due to these odd pixels. This prompted us to consider how to improve the overall smoothing rate (Column 2 in Table 5.1).

A modified smoother. To motivate the idea, consider the particular case of an odd pixel assigned with

$$
\begin{equation*}
a_{1}=0.3536, a_{2}=10000, a_{3}=0.3536, b_{1}=0.3536, b_{2}=10000, b_{3}=0.3536 \tag{5.14}
\end{equation*}
$$

for which LFA as described above gives a local (large) rate of $\mu=0.99996$. Now we propose, as an alternative to (5.12), the following under-relaxation smoothing scheme at these odd pixels:

$$
\left\{\begin{array}{l}
a_{1}\left(\phi_{1}\right)_{i-1, j}^{(k+1)}+a_{3}\left(\phi_{1}\right)_{i, j-1}^{(k+1)}+a_{2}\left[\left(\phi_{1}\right)_{i+1, j}^{(k)}+\left(\phi_{1}\right)_{i, j+1}^{(k)}\right]  \tag{5.15}\\
-\left(a_{1}+2 a_{2}+a_{3}\right)(1+\omega)\left(\phi_{1}\right)_{i, j}^{(k+1)}+\omega\left(a_{1}+2 a_{2}+a_{3}\right)\left(\phi_{1}\right)_{i, j}^{(k)}=\left(\bar{f}_{1}\right)_{i, j} \\
b_{1}\left(\phi_{2}\right)_{i-1, j}^{(k+1)}+b_{3}\left(\phi_{2}\right)_{i, j-1}^{(k+1)}+b_{2}\left[\left(\phi_{2}\right)_{i+1, j}^{(k)}+\left(\phi_{2}\right)_{i, j+1}^{(k)}\right] \\
-\left(b_{1}+2 b_{2}+b_{3}\right)(1+\omega)\left(\phi_{2}\right)_{i, j}^{(k+1)}+\omega\left(b_{1}+2 b_{2}+b_{3}\right)\left(\phi_{2}\right)_{i, j}^{(k)}=\left(\bar{f}_{2}\right)_{i, j}
\end{array}\right.
$$

for some $0 \leqslant \omega \leqslant 1$ (note $\omega=0$ reduces to the previous local smoother). The new error equation is

$$
\left\{\begin{array}{l}
a_{1}\left(e_{1}\right)_{i-1, j}^{(k+1)}+a_{3}\left(e_{1}\right)_{i, j-1}^{(k+1)}+a_{2}\left[\left(e_{1}\right)_{i+1, j}^{(k)}+\left(e_{1}\right)_{i, j+1}^{(k)}\right]  \tag{5.16}\\
\quad-\left(a_{1}+2 a_{2}+a_{3}\right)(1+\omega)\left(e_{1}\right)_{i, j}^{(k+1)}+\omega\left(a_{1}+2 a_{2}+a_{3}\right)\left(e_{1}\right)_{i, j}^{(k)}=0 \\
b_{1}\left(e_{2}\right)_{i-1, j}^{(k+1)}+b_{3}\left(e_{2}\right)_{i, j-1}^{(k+1)}+b_{2}\left[\left(e_{2}\right)_{i+1, j}^{(k)}+\left(e_{2}\right)_{i, j+1}^{(k)}\right] \\
\quad-(1+\omega)\left(b_{1}+2 b_{2}+b_{3}\right)\left(e_{2}\right)_{i, j}^{(k+1)}+\omega\left(b_{1}+2 b_{2}+b_{3}\right)\left(e_{2}\right)_{i, j}^{(k)}=0
\end{array}\right.
$$

Then the corresponding new Fourier amplification matrix is
$\mathcal{A}_{\alpha, \beta}=\left[\begin{array}{cc}\frac{a_{2}\left(e^{\frac{2 \alpha \pi}{m}}+e^{\frac{21 \beta \pi}{m}}\right)+\omega\left(a_{1}+2 a_{2}+a_{3}\right)}{\left((1+\omega)\left(a_{1}+2 a_{2}+a_{3}\right)-a_{1} e^{\frac{-21 \alpha \pi}{m}}-a_{3} e^{\frac{-21 \beta \pi}{m}}\right)} & 0 \\ 0 & \frac{b_{2}\left(e^{\frac{21 \alpha \pi}{m}}+e^{\frac{21 \beta \pi}{m}}\right)+\omega\left(b_{1}+2 b_{2}+b_{3}\right)}{\left((1+\omega)\left(b_{1}+2 b_{2}+b_{3}\right)-b_{1} e^{\frac{-21 \alpha \pi}{m}}-b_{3} e^{\frac{-21 \beta \pi}{m}}\right)}\end{array}\right]$.
Equation (5.15) with $\omega=0.7$, this new scheme yields a much better rate of $\mu=0.75026$. The choice of $\omega=0$ is based on numerical experience.

Therefore, our new smoother will be (5.15) using a variable $\omega$ written in a form similar to (5.9) as

$$
\begin{align*}
& D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i, j}\left[\left(\tilde{\phi}_{\ell}\right)_{i+1, j}-(1+\omega)\left(\phi_{\ell}\right)_{i, j}+\omega\left(\tilde{\phi}_{\ell}\right)_{i, j}\right] \\
&-D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i-1, j} {\left[(1+\omega)\left(\phi_{\ell}\right)_{i, j}-\omega\left(\tilde{\phi}_{\ell}\right)_{i, j}-\left(\tilde{\phi}_{\ell}\right)_{i-1, j}\right] } \\
&+\lambda^{2} D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i, j} {\left[\left(\tilde{\phi}_{\ell}\right)_{i, j+1}-(1+\omega)\left(\phi_{\ell}\right)_{i, j}+\omega\left(\tilde{\phi}_{\ell}\right)_{i, j}\right] } \\
&\left.-\lambda^{2} D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i, j-1}\left[(1+\omega)\left(\phi_{\ell}\right)_{i, j}-\omega\left(\tilde{\phi}_{\ell}\right)_{i, j}-\left(\tilde{\phi}_{\ell}\right)_{i, j-1}\right)\right]=\left(\bar{f}_{\ell}\right)_{i, j} \tag{5.17}
\end{align*}
$$

It may be stated as follows.
Algorithm 11 (Modified smoother for multiphase model) Denote a smoothing step for (5.10), using (5.17), by

$$
\phi_{\ell}^{h} \longleftarrow \operatorname{Smoother}\left(\phi_{\ell}^{h}, \bar{f}_{\ell}^{h}, \text { maxit }, \omega, K, t o l\right)
$$

where $\ell=1,2$ and $h$ is the step size on level $\Omega^{h}$. Set $K=100$.
for $i=1: m_{1}$
for $j=1: m_{2}$
for iter $=1:$ maxit
if $\left|D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i, j}^{h}\right| \geqslant K \max \left(\left|D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i-1, j}^{h}\right|,\left|D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i, j-1}^{h}\right|\right)$ for any $\ell$, set $\omega=0.7$; otherwise set $\omega=0$. $\widetilde{\phi}_{\ell}^{h} \leftarrow \phi_{\ell}^{h}$, $A_{\ell}=D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i, j}^{h}\left(\left(\widetilde{\phi}_{\ell}\right)_{i+1, j}^{h}+\omega\left(\widetilde{\phi}_{\ell}\right)_{i, j}^{h}\right)+D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i-1, j}^{h}\left(\left(\tilde{\phi}_{\ell}\right)_{i-1, j}^{h}+\omega\left(\widetilde{\phi}_{\ell} \tilde{\sim}_{i, j}^{h}\right)\right.$, $B_{\ell}=D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i, j}^{h}\left(\left(\widetilde{\phi}_{\ell}\right)_{i, j+1}^{h}+\omega\left(\widetilde{\phi}_{\ell}\right)_{i, j}^{h}\right)+D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i, j-1}^{h}\left(\left(\widetilde{\phi}_{\ell}\right)_{i, j-1}^{h}+\omega\left(\widetilde{\phi}_{\ell}\right)_{i, j}^{h}\right)$, $\left(\phi_{\ell}\right)_{i, j}^{h}=\frac{A_{\ell}+\lambda^{2} B_{\ell}-\bar{f}_{\ell, j}}{(1+\omega)\left(D_{\ell}\left(\tilde{\phi}_{\ell}\right)_{i, j}^{h}+D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i-1, j}^{h}+\lambda^{2}\left(D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i, j}^{h}+D_{\ell}\left(\widetilde{\phi}_{\ell}\right)_{i, j-1}^{h}\right)\right)}$
if $\left|\left(\phi_{\ell}\right)_{i, j}^{h}-\left(\tilde{\phi}_{\ell}\right)_{i, j}^{h}\right|<$ tol Stop
end
end
end
We now repeat the smoothing analysis as was done in Table 5.1 and show the new results in Table 5.2. Clearly the new rates are much more acceptable (note the accumulated number of smoothing steps is $3 s$ since we use 3 inner iterations for each outer step). In Section 5.5, we shall compare the performance of the two smoothers in MG1.

Table 5.2: The smoothing rate for a modified local smoother

| Outer <br> iterations $s$ | The smoothing rate <br> $\hat{\mu}_{\text {s }}$ |
| :---: | :---: |
| 1 | 0.5720 |
| 2 | 0.3170 |
| 3 | 0.2747 |

### 5.4 Multigrid algorithm II for multiphase segmentation (MG2)

As previously remarked, a time marching solution scheme is employed in the original work of Vese-Chan [120]. Realizing that this scheme is extremely slow to converge, Jeon et al [72] proposed a hierarchical image segmentation method which essentially abandoned this multiphase model in favour of the earlier Chan-Vese [35] model. The idea of Jeon et al [72] is the following. We first use the two-phase model [35] to segment the given image $z$ into two phases (a domain and its complement) using a single level set function $\phi$. We then segment one of the phases using the two-phase model [35] again and this process is repeated until the desired number of phases is archived. Here there are two key decisions made: (i) The domain having the larger intensity variation will be the next segmentation target; (ii) The domain having the smaller intensity variation will be replaced by a uniform intensity equal to the average intensity of the larger intensity domain. This gives rise to a new image $z_{\text {new }}$, a modified image of $z$. This new image $z_{\text {new }}$ will be segmented. Here the purpose of (ii) is to avoid re-segmenting the domain with the smaller intensity variation.

The aim of this section is to combine the multigrid algorithm [8] for two-phase segmentation with this unsupervised hierarchical image segmentation algorithm [72] and then to assess if any advantage can be gained over Algorithm 10. Our motivation stems from an observation in [8] that the multigrid algorithm can help reach a global minimizer of a two-phase model (i.e. less dependent on initial guesses) while it is not true with the multiphase model (using Algorithm 10).

We first review the important definition used in steps (i-ii) above and then present the combined hierarchical multigrid algorithm. We shall denote by

$$
\left[\phi, c_{1}, c_{2}\right] \leftarrow M G M(\phi, z)
$$

the process of utilizing the multigrid algorithm [8] to segment a given image $z$ by working out the desired level set function $\phi$, and the two associated constants $c_{1}, c_{2}$.

Definition 5.4.1 (Intensity Variation [72]) Let $z$ be the given image and $S_{1}, S_{2}$ denote a partition of $z$, obtained by segmentation using one level set function. Then the intensity variation across $S_{i}$ is given by

$$
\operatorname{Var}\left(S_{i}\right)=\frac{1}{M_{i}} \sum_{\ell=1}^{M_{i}}\left(z\left(x_{\ell}, y_{\ell}\right)-C_{\ell}\right)^{2},
$$

where $C_{\ell}$ represents the average intensity of $S_{i}$ and $M_{i}$ is the number of pixels in $S_{i}$.
Algorithm 12 (Hierarchical segmentation by multigrid method)
Let $n$ be the required number of segmentation phases and $z$ the given image.
Assume $\phi_{0}$ is an initial contour (which can be a simple pattern or may be worked out by a full multigrid idea as in (8]).
for $i=1, \ldots, n-1$
$\phi_{i} \leftarrow \phi_{0}$
$\left[\phi_{i}, c_{i 1}, c_{i 2}\right] \leftarrow M G M\left(\phi_{i}, z\right)$, using the 2-phase multigrid method.
Define $S_{1}=\left\{(k, \ell) \mid\left(\phi_{i}\right)_{k, \ell}<0\right\}$ and $S_{2}=\left\{(k, \ell) \mid\left(\phi_{i}\right)_{k, \ell} \geqslant 0\right\}$. Compute $\operatorname{Var}\left(S_{1}\right), \operatorname{Var}\left(S_{2}\right)$.
Find $j=\operatorname{argmin}_{\ell} \operatorname{Var}\left(S_{\ell}\right)$ and denote $q=\{1,2\} \backslash\{j\}$.
Save $C_{i}=c_{i j}$ and $w_{i}=j \quad$ (Note $j, q=1$ or 2 .)
Set $z\left(S_{j}\right)=c_{i q}$ since $S_{q}$ is the domain with the larger variation.
end
Set $\phi_{n}=\phi_{n-1}, C_{n}=c_{i q}, w_{n}=q$.
We remark that the main algorithm presented in [72, p.1465] has a major typo, where 'smallest' should mean 'largest', and also the loop should end at $n-1$ rather than $n$.

Finally once the algorithm is completed, the segmented image will be

$$
\begin{equation*}
u=\sum_{j=1}^{n} C_{j}\left[\left(w_{j}-1\right)-\left(1-H\left(\phi_{i}\right)\right)\right](-1)^{w_{j}} \tag{5.18}
\end{equation*}
$$

which is similar to the two-phase case with $n=2$, and $w_{j}=1,2$ from Algorithm 12. For instance, if $w_{1}=1, w_{2}=2, w_{3}=1, w_{4}=2$ for SEG4 (i.e. $n=4$ ), then

$$
u=\left(1-H\left(\phi_{1}\right)\right) C_{1}+H\left(\phi_{2}\right) C_{2}+\left(1-H\left(\phi_{3}\right)\right) C_{3}+H\left(\phi_{4}\right) C_{4} .
$$

Clearly for $n$ phases, we now require altogether $n-1$ level set functions, while the previous multiphase method [120] only requires $\log _{2} n$ level set functions. For small $n$, the difference is small; however for large $n$ MG2 will have to store many level set functions (matrices) than MG1.

### 5.5 Numerical Results

In this section we present experimental results to illustrate the two multigrid algorithms (MG1 and MG2) versus the time marching method i.e.

MG1 - Algorithm 10 with the local smoother (Algorithm 9);
MG1m - Algorithm 10 with the modified local smoother (Algorithm 11);
MG2 - Algorithm 12 with the hierarchical segmentation
AOS - The additive operator splitting method (time-marching).
We shall first compare the qualitative results of segmentation and then compare these solvers in speed of segmentation (iteration steps and CPU time). Although we have done many test examples, we show one artificial image and one real life image here, as shown in Figure 5.2.

Segmentation results. The main parameter $\mu$ in the segmentation model balances the regularization term and the fitting term (fitting a phase domain with its average gray-scale levels). Here for Problems 1 and 2 we take $\mu=\left(\right.$ size of image) ${ }^{2} / 12$ and $\mu=$ (size of image) $)^{2} / 500$ respectively. To detect small objects in an image, smaller the value of $\mu$ required and only for larger objects large value of $\mu$ is required.

In Figure 5.3, Problem 1 (an image size of $128 \times 128$ ) is solved with MG1, MG1ın, MG2 and AOS. Even for this small image, we give these computational details to get an impression of these methods: MG1 takes 15 iterations (MG cycles) with CPU time of 12 seconds. MG1m takes 10 iterations with CPU time of 9 seconds. MG2 takes 10 iterations with CPU time of 10 seconds. In the last row final results with $A O S$ are obtained in 230 iterations with CPU time of 64 seconds. Clearly all segmented images are similar to each other while all MG algorithm performances are similar to each other and are faster than AOS.

In Figure 5.4, Problem 2 is solved with MG1, MG1m, MG2 and AOS. The same summary can be made.

In Figure 5.6, we show that MG1 and MG1m does not work very well, and can get wrong solution with some initial guesses. In other words we say that the model ( 5.2 can stuck at local minima because of its non-convexity. Left figure is the result with MG1


Figure 5.2: Test Problems 1 and 2 with the initial guess contours for MG1, MG1m, AOS methods. For MG2, the initial guesses are for a two-phase model.


Figure 5.3: Problem 1 solved by MG1, MG1m, MG2, AOS methods. Top row: results with MG1; row 2: results with MG1m; row 3: the results with MG2; and row 4: results with AOS. In row 3 the left image is the three phase segmentation and the right image is the final segmented image.


Figure 5.4: Problem 2 solved by MG1, MG1m, MG2, AOS methods. $\Lambda$ s with Figure 5.3 Top row: results with MG1, row 2: results with MG1m, row 3: the results with MG2 and row 4: results with AOS. In row 3 the left image is the three phase segmentation and the right image is the final segmented image.


Figure 5.5: Initial guess, where MG1 and MG1m fails to get the desired results.


Figure 5.6: Final results from MG1 and MG1m with condition given in Fig 5.5: Left: Results with MG1. Right: Results with MG1m.
and the right figure is the result with MG1m. Clearly we could see that the results from MG1m is better than the results from MG1. In Figure 5.7, gives the results obtained using MG2. Left figure gives the original data and the right figure gives the final results, which is satisfactory. We have tried different initial guesses and got the results.

Performance comparison. In Table 5.3 we compare the methods discussed in this chapter, by CPU times tested on the image in Fig 5.1 in different (larger) sizes. With MG2, in the 8th column of the table we use the notation $p(q)$ implying that $p$ itcrations used for the first segmentation and $q$ iterations for the second segmentation. Even for images of small sizes, there is some benefit in using MG algorithms. However, for large sizes, one could see a huge difference in CPU times, with MG algorithms outperforming the AOS by many order of magnitude. MG algorithms yields a computation time of $\mathcal{O}(N \log N)$ where $N=m_{1} \times m_{2}$ [84]. This can be seen in figure 5.8 .

### 5.6 Conclusions

In this chapter we have introduced two multigrid algorithms for multiphase variational image segmentation. As expected of a multigrid method, both algorithms are much


Figure 5.7: Final results using MG2. Left: Initial guess for MG2. Right: Final results with MG2.

Table 5.3: Comparison of MG1, MG1m and MG2 with AOS methods in number of iterations ('Itr') and CPU time ('CPU'). Here ' - implies no convergence (to the tolerance) was achieved with 24 hours.

| Image <br> Size | AOS |  | MG1 |  | MG1m |  | MG2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Itr | CPU | Itr | CPU | Itr | CPU | Itr | CPU |
| $128 \times 128$ | 80 | 22 | 3 | 5 | 2 | 2 | $2(2)$ | 11 |
| $256 \times 256$ | 150 | 193 | 4 | 13 | 2 | 7 | $2(2)$ | 15 |
| $512 \times 512$ | 1500 | 42600 | 4 | 74 | 2 | 33 | $3(3)$ | 43 |
| $1024 \times 1024$ | - | - | 4 | 525 | 2 | 148 | $3(3)$ | 154 |



Figure 5.8: MG algorithms yields computation time of $\mathcal{O}(N \log N)$. Left: MGI CPU vs $N \log N$. Right: MG1m CPU vs $N \log N$
faster than the Additive Operator Splitting (AOS) method. To deliver an acceptable segmentation, MG1 requiring less level set functions can be dependent of initial guesses while MG2 requiring more level set functions is practically independent on the initial guess. Future work will consider models that require only one level set function [4, 78] as well as other models [21, 109].

## Chapter 6

## An Optimization-based Multilevel Method for Variational Image Segmentation Models

In this chapter we develop an optimization based multilevel method for the CV model discussed in chapter 4 for image segmentation. In this chapter we mainly concern about developing multilevel method for optimization CV models [35], and then will extend it to the models of T. F. Chan et el [25] and X. Bresson et al [15]. We get an improved minimizer with multilevel method and found this is as fast as $A O S$ method compared by CPU time.

### 6.1 Introduction

The variational formulation has become a well established technique for modeling a class of image processing problems [ $3,12,26,99$ ]. In chapter 4 , we have developed a fast solver (in particular multigrid method) to solve the associated nonlinear partial differential equation (PDE), from the Euler-Lagrange solution of the CV model [35]. Other methods used for solving the PDE are also discussed in chapter 4.

In this chapter we propose an alternative to the PDE appronch to solve the image minimization problem directly. The problems to overcome in this study include the treatment of the non-differentiable functional in the minimization problems, by using local minimization (and hence dimension reduction), and the stagnation problem with the primal relaxation, by using coarse levels in a multilevel scheme.

### 6.2 Model I: The Chan-Vese Two-phase (CV2) Image Segmentation Model:

In level set formulation Chan and Vese [35] proposed the following model (details can be found in Section 3.5)

$$
\begin{align*}
F\left(\phi, c_{1}, c_{2}\right) & =\mu . l e n g t h(\phi=0)+\lambda_{1} \int_{\phi>0}\left|z(x, y)-c_{1}\right|^{2} d x d y \\
& +\lambda_{2} \int_{\phi<0}\left|z(x, y)-c_{2}\right|^{2} d x d y \\
& =\mu \int_{\Omega}|\nabla H(\phi)| d x d y+\lambda_{1} \int_{\Omega}\left|z(x, y)-c_{1}\right| H(\phi) d x d y \\
& +\lambda_{2} \int_{\Omega}\left|z(x, y)-c_{2}\right|^{2}(1-H(\phi)) d x d y \tag{6.1}
\end{align*}
$$

Keeping $\phi$ fixed and minimizing equation (6.1) with respect to $c_{1}$ and $c_{2}$ we have

$$
\begin{cases}c_{1}=\frac{\int_{\Omega} z(x, y) H(\phi) d x d y}{\int_{\Omega} H(\phi) d x d y}, & \text { with } \int_{\Omega} H(\phi) d x d y>0  \tag{6.2}\\ c_{2}=\frac{\int_{\Omega} z(x, y)(1-H(\phi)) d x d y}{\int_{\Omega}(1-H(\phi)) d x d y}, & \text { with } \int_{\Omega}(1-H(\phi)) d x d y>0\end{cases}
$$

In order to formally differentiate (6.1), introduce the regularized Heaviside and Dirac delta functions:

$$
H_{\epsilon}(x)=\frac{1}{2}\left(1+\frac{2}{\pi} \arctan \left(\frac{x}{\epsilon}\right)\right) \quad \text { and } \quad \delta_{\epsilon}(x)=H_{\epsilon}^{\prime}(x)=\frac{\epsilon}{\pi\left(x^{2}+\epsilon^{2}\right)}
$$

The regularized functional $F_{\epsilon}$ of $F$ becomes

$$
\begin{align*}
F_{\epsilon}\left(\phi, c_{1}, c_{2}\right) & =\mu \int_{\Omega}\left|\nabla H_{\epsilon}(\phi)\right| d x d y+\lambda_{1} \int_{\Omega}\left|z(x, y)-c_{1}\right|^{2} H_{\epsilon}(\phi) d x d y \\
& +\lambda_{2} \int_{\Omega}\left|z(x, y)-c_{2}\right|^{2}\left(1-H_{\epsilon}(\phi)\right) d x d y \tag{6.3}
\end{align*}
$$

For given $\phi$ we compute $c_{1}(\phi)$ and $c_{2}(\phi)$ using equation (6.2) and then keep them fixed to update $\phi$ and then using this new $\phi$ to update $c_{1}(\phi)$ and $c_{2}(\phi)$ and so on.

Variations of (6.3) with respect to $\phi$ (details can be found in chapter 3) gives the following gradient descent scheme

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=H_{\epsilon}^{\prime}(\phi)\left\{\mu \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right)\right\} \tag{6.4}
\end{equation*}
$$

In this chapter we develop a new type of multilevel method applied directly to the minimization problem (6.3) to update $\phi$. In the next section we first develop optimization based multilevel method for CV (two phase) model (Model I).

### 6.3 An Optimization Multilevel method (ML1) for CV2

In (6.3), suppose we work out $c_{1}, c_{2}$ first using equation (6.2). Then to update $\phi$, consider the following problem

$$
\begin{align*}
\min _{\phi} F_{\epsilon}(\phi) & =\mu \int_{\Omega}|\nabla \phi| \delta_{\epsilon}(\phi) d x d y+\lambda_{1} \int_{\Omega}\left|z(x, y)-c_{1}\right|^{2} H_{\epsilon}(\phi) d x d y \\
& +\lambda_{2} \int_{\Omega}\left|z(x, y)-c_{2}\right|^{2}\left(1-H_{\epsilon}(\phi)\right) d x d y \tag{6,5}
\end{align*}
$$

Let $z$ be the given image on some finest level with $m_{1} \times m_{2}$ pixels so the discrete problem of equation (6.5) is the following

$$
\begin{aligned}
& \min _{\left\{\phi_{i, j}\right\}^{\prime}} F\left(\phi_{1,1}, \phi_{2,1}, \ldots, \phi_{m_{1}-1, m_{2}}, \phi_{m_{1}, m_{2}}\right) \\
= & \mu \sum_{i=1}^{m_{1}-1} \sum_{j=1}^{m_{2}-1} \sqrt{\left(\frac{\phi_{i+1, j}-\phi_{i, j}}{h}\right)^{2}+\left(\frac{\phi_{i, j+1}-\phi_{i, j}}{h}\right)^{2}} \cdot \delta_{\epsilon}\left(\phi_{i, j}\right) h^{2} \\
+ & \sum_{i=1}^{m_{1}-1} \sum_{j=1}^{m_{2}-1}\left[\lambda_{1}\left(z_{i, j}-c_{1}\right)^{2} H_{\epsilon}\left(\phi_{i, j}\right)+\lambda_{2}\left(z_{i, j}-c_{2}\right)^{2}\left(1-H_{\epsilon}\left(\phi_{i, j}\right)\right)\right] \cdot h^{2} . \\
= & \underline{\mu} \sum_{i=1}^{m_{1}-1} \sum_{j=1}^{m_{2}-1} \sqrt{\left(\phi_{i+1, j}-\phi_{i, j}\right)^{2}+\left(\phi_{i, j+1}-\phi_{i, j}\right)^{2}} \cdot \delta_{\epsilon}\left(\phi_{i, j}\right) \\
+ & \sum_{i=1}^{m_{1}-1} \sum_{j=1}^{m_{2}-1}[\underbrace{\lambda_{2}\left(z_{i, j}-c_{1}\right)^{2}-\lambda_{2}\left(z_{i, j}-c_{2}\right)^{2}}_{r(x, y)}] H_{\epsilon}\left(\phi_{i, j}\right)+\text { terms independent of } \phi(6.6)
\end{aligned}
$$

where $\underline{\mu}=\mu / h$ and the minimization is with respect to $\phi$ so the last term will be dropped in further calculations.

In this section, we consider standard coarsening of of the contimuous optimization problem into $L+1$ levels, i.e $k=1$ (finest), $2, \ldots, L, L+1$ (coarsest). Different from a geometric multigrid method, each coarse level optimization problem will be directly reformulated from finest level as done in $[10,30,29]$ for another imaging problem.

First we consider the fine level local minimization which is essentially a coordinate descent method [30, 24].

### 6.3.1 The finest level local minimization ( $k=1$ )

Let $\widetilde{\phi}$ be the current iterate. Then our idea is to solve a series of subproblems of the form

$$
\min _{C} F_{\epsilon}(\tilde{\phi}+C)
$$

where $C$ is a local and piecewise constant function. Consider a particular pixel $(i, j)$. Clearly if only $\phi_{i, j}$ is allowed to vary, we simply consider the local subproblem

$$
\begin{aligned}
\min _{\phi_{i, j}} F^{l o c a l}\left(\phi_{i, j}\right) & =\underline{\mu}\left[\sqrt{\left(\phi_{i j}-\widetilde{\phi}_{i+1, j}\right)^{2}+\left(\phi_{i j}-\widetilde{\phi}_{i, j+1}\right)^{2}} \delta_{\epsilon}\left(\phi_{i, j}\right)\right. \\
& +\sqrt{\left(\phi_{i j}-\widetilde{\phi}_{i-1, j}\right)^{2}+\left(\widetilde{\phi}_{i-1, j}-\widetilde{\phi}_{i-1, j+1}\right)^{2}} \delta_{\epsilon}\left(\widetilde{\phi}_{i-1, j}\right) \\
& \left.+\sqrt{\left(\phi_{i j}-\widetilde{\phi}_{i, j-1}\right)^{2}+\left(\widetilde{\phi}_{i, j-1}-\widetilde{\phi}_{i+1, j-1}\right)^{2}} \delta_{\epsilon}\left(\widetilde{\phi}_{i, j-1}\right)\right]+r_{i j} H\left(\widetilde{\phi}_{i j}\right)
\end{aligned}
$$

where $r_{i, j}=\lambda_{1}\left(z_{i, j}-c_{1}\right)^{2}-\lambda_{2}\left(z_{i, j}-c_{2}\right)^{2}$. Starting from $\phi_{i, j}^{\text {old }}=\tilde{\phi}_{i, j}$, we can iterate the following (Richardson type) scheme to obtain an approximation for $\phi_{i, j}$ :

$$
\begin{equation*}
\phi_{i, j}^{\text {new }}=R H S / L H S, \tag{6.7}
\end{equation*}
$$

where

$$
\begin{aligned}
R H S & =\underline{\mu}\left[\frac{\left(\tilde{\phi}_{i+1, j}+\tilde{\phi}_{i, j+1}\right)}{L_{1}} \delta_{\epsilon}\left(\phi_{i, j}^{o l d}\right)+\frac{\tilde{\phi}_{i-1, j} \delta_{\epsilon}\left(\widetilde{\phi}_{i-1, j}\right)}{L_{2}}+\frac{\tilde{\phi}_{i, j-1} \cdot \delta_{\iota}\left(\widetilde{\phi}_{i, j-1}\right)}{L_{3}}\right]+r_{i, j} \delta_{\epsilon}\left(\tilde{\phi}_{i, j}\right), \\
L H S & =\underline{\mu}\left[\frac{2 \delta_{\epsilon}\left(\phi_{i, j}^{\text {old }}\right)}{L_{1}}+\frac{2 \epsilon L_{1}}{\pi\left(\epsilon^{2}+\phi_{i, j}^{\text {old }}\right)^{2}}+\frac{\delta_{\epsilon}\left(\widetilde{\phi}_{i-1, j}\right)}{L_{2}}+\frac{\delta_{\epsilon}\left(\widetilde{\phi}_{i, j-1}\right)}{L_{3}}\right] \\
L_{1} & =\sqrt{\left(\phi_{i j}^{\text {old }}-\widetilde{\phi}_{i+1, j}\right)^{2}+\left(\phi_{i j}^{\text {old }}-\widetilde{\phi}_{i, j+1}\right)^{2}+\beta} \\
L_{2} & =\sqrt{\left(\phi_{i j}^{\text {old }}-\widetilde{\phi}_{i-1, j}\right)^{2}+\left(\widetilde{\phi}_{i-1, j}-\widetilde{\phi}_{i-1, j+1}\right)^{2}+\beta} \\
L_{3} & =\sqrt{\left(\phi_{i j}^{\text {old }}-\widetilde{\phi}_{i, j-1}\right)^{2}+\left(\widetilde{\phi}_{i, j-1}-\widetilde{\phi}_{i+1, j-1}\right)^{2}+\beta}
\end{aligned}
$$

and $\gamma>0$ is a regularizing parameter. Equation (6.7)is usually done for few steps only to update $\widetilde{\phi}_{i, j}$.

### 6.3.2 The General level $k$ local minimization ( $1<k \leqslant L$ )

On a general level $k$, we consider the following minimization subproblem

$$
\begin{equation*}
\min _{C} F(\tilde{\phi}+C), \tag{6.8}
\end{equation*}
$$

where $C$ is a local and piecewise constant function of support $\tau_{k} \times \tau_{k}=2^{k-1} \times 2^{k-1}$ at each block $(i, j)$ of pixels. Formally we may denote the subproblem on level $k$ by

$$
\begin{equation*}
\hat{c}=\arg \min _{c \in \mathbb{R}^{\top} x_{k} \tau_{k}} F\left(\tilde{\phi}+I_{k} B_{k} c\right), \quad C_{k}=I_{k} B_{k} \hat{c}, \tag{6.9}
\end{equation*}
$$

where $B_{k}: \mathbb{R} \rightarrow \mathbb{R}^{\tau_{k} \times \tau_{k}}$ duplicates a constant to a block of constants, and $I_{k}: \mathbb{R}^{\tau_{k} \times \tau_{k}} \rightarrow$ $\mathbb{R}^{n \times n}$ is the interpolation operator so $C_{k} \in \mathbb{R}^{n \times n}$. Here we may illustrate $C_{k}=I_{k} B_{k} \hat{c}$ as follows [30]
$C_{k}=\left[\begin{array}{cc|ccc|cc}0 & 0 & \ldots & \ldots & \ldots & 0 & 0 \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ \hline 0 & \ldots & c & \ldots & c & \ldots & 0 \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ 0 & \ldots & c & \ldots & c & \ldots & 0 \\ \hline \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ 0 & 0 & \ldots & \ldots & \ldots & 0 & 0\end{array}\right]$ to approximate $\left[\begin{array}{cc|ccc|cc}c_{11} & \ldots & \ldots & \ldots & \ldots & \ldots & c_{1 n} \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ \hline c_{i 1} & \ldots & c_{i i} & \ldots & c_{i j} & \ldots & c_{i n} \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ c_{j 1} & \ldots & c_{j i} & \ldots & c_{j j} & \ldots & c_{j n} \\ \hline \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ c_{n 1} & \ldots & \ldots & \ldots & \ldots & \ldots & c_{n n}\end{array}\right]$.
Next we give some details of solving the local minimization subproblem (6.9). Set on level $k, b=\tau_{k}=2^{k-1}, k_{1}=(i-1) b+1, k_{2}=i b, \ell_{1}=(j-1) b+1, \ell_{2}=j b$. Firstly we shall note that on level $k$, there are only $m_{1} / \tau_{k} \times m_{2} / \tau_{k}$ subproblems each of which is essentially one dimensional (mimicking a coarsegrid of a geometric multigrid method). Secondly we shall show the Richardson type iterative method adopted for each subproblem.

At each block $(i, j)$ of pixels, we solve (6.9) for $c_{i, j}$. Observe that each TV term $|\nabla \phi|$ does not change within the interior pixels of each block on level $k$ because

$$
\begin{array}{r}
\sqrt{\left[\left(c_{i, j}+\tilde{\phi}_{k, \ell}\right)-\left(c_{i, j}+\widetilde{\phi}_{k+1, \ell}\right)\right]^{2}+\left[\left(c_{i, j}+\widetilde{\phi}_{k, \ell}\right)-\left(c_{i, j}+\widetilde{\phi}_{k, \ell+1}\right)\right]^{2}} \\
=\sqrt{\left[\tilde{\phi}_{k, \ell}-\widetilde{\phi}_{k+1, \ell}\right]^{2}+\left[\widetilde{\phi}_{k, \ell}-\widetilde{\phi}_{k, \ell+1}\right]^{2}} \equiv T_{k, \ell} .
\end{array}
$$

So it remains to consider the contribution to the TV term stemming from the boundary pixels (of the block) and the contribution of all interior pixels to the $\delta_{\epsilon}$ term. Thus solving (6.9) is equivalent to solving the following $(i, j)$ block local minimization problem

$$
\begin{align*}
& \min _{\boldsymbol{c}_{i, j}} F\left(\widetilde{\phi}_{i, j}+I_{k} B_{k} c_{i, j}\right) \\
& =\underline{\mu} \sum_{\ell=\ell}^{\ell_{2}} \sqrt{\left[c_{i, j}-\left(\tilde{\phi}_{k_{1}-1, \ell}-\widetilde{\phi}_{k_{1}, \ell}\right)\right]^{2}+\left[\tilde{\phi}_{k_{1}-1, \ell}-\widetilde{\phi}_{k_{1}-1, \ell+1}\right]^{2}} \cdot \delta_{\ell}\left(c_{i, j}+\tilde{\phi}_{k_{1}-1, \ell}\right) \\
& +\underline{\mu} \sum_{k=k_{1}}^{k_{2}-1} \sqrt{\left[c_{i, j}-\left(\tilde{\phi}_{k, l_{2}+1}-\widetilde{\phi}_{k, \ell_{2}}\right)\right]^{2}+\left[\tilde{\phi}_{k, \ell_{2}}-\widetilde{\phi}_{k+1, \ell_{2}}\right]^{2}} . \delta_{\epsilon}\left(c_{i, j}+\widetilde{\phi}_{k, \ell_{2}}\right) \\
& +\underline{\mu} \sqrt{\left[c_{i, j}-\left(\tilde{\phi}_{k_{2}, \ell_{2}+1}-\tilde{\phi}_{k_{2}, \ell_{2}}\right)\right]^{2}+\left[c_{i, j}-\left(\widetilde{\phi}_{k_{2}+1, \ell_{2}}-\tilde{\phi}_{k_{2}, \ell_{2}}\right)\right]^{2}} . \delta_{\epsilon}\left(c_{i, j}+\tilde{\phi}_{k_{2}, \ell_{2}}\right) \\
& +\underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}-1} \sqrt{\left[c_{i, j}-\left(\tilde{\phi}_{k_{2}+1, \ell}-\widetilde{\phi}_{k_{2}, \ell}\right)\right]^{2}+\left[\widetilde{\phi}_{k_{2}, \ell}-\tilde{\phi}_{k_{2}, \ell+1}\right]^{2}} . \delta_{\epsilon}\left(c_{i, j}+\tilde{\phi}_{k_{2}, \ell}\right)  \tag{6.10}\\
& +\underline{\mu} \sum_{k=k_{1}}^{k_{2}} \sqrt{\left[c_{i, j}-\left(\tilde{\phi}_{k, \ell_{1}-1}-\widetilde{\phi}_{k, \ell_{1}}\right)\right]^{2}+\left[\tilde{\phi}_{k, \ell_{1}-1}-\tilde{\phi}_{k+1, \ell_{1}-1}\right]^{2}} \cdot \delta_{k}\left(c_{i, j}+\tilde{\phi}_{k, \ell_{1}}\right) \\
& +\sum_{k=k_{1}+1}^{k_{2}-1} \sum_{\ell=\ell_{1}+1}^{\ell_{2}-1} T_{k, \ell}, \delta_{\epsilon}\left(c_{i, j}+\tilde{\phi}_{k, \ell}\right)+\sum_{\ell=\ell_{1}}^{\ell_{2}} \sum_{k=k_{1}}^{k_{2}} r(k, \ell) H_{\epsilon}\left(c_{i, j}+\tilde{\phi}_{k, \ell}\right) .
\end{align*}
$$

To simplify the formulae, let

$$
\Phi_{k, \ell}=\tilde{\phi}_{k, \ell+1}-\widetilde{\phi}_{k, \ell}, \quad \Theta_{k, \ell}=\tilde{\phi}_{k+1, \ell}-\tilde{\phi}_{k, \ell},
$$

and

$$
P_{k, \ell}=\frac{\Phi_{k, \ell}+\Theta_{k, \ell}}{2}, \quad Q_{k, \ell}=\frac{\Phi_{k, \ell}-\Theta_{k, \ell}}{2} .
$$

Using the identity

$$
\sqrt{(c-a)^{2}+(c-b)^{2}}=\sqrt{2} \sqrt{\left(c-\frac{a+b}{2}\right)^{2}+\left(\frac{a-b}{2}\right)^{2}}
$$

we may rewrite (6.10) as the following problem

$$
\begin{aligned}
\mathcal{F}\left(c_{i, j}\right) & =\underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}} \sqrt{\left(c_{i, j}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}} \cdot \delta_{\epsilon}\left(c_{i, j}+\widetilde{\phi}_{k_{1}-1, \ell}\right) \\
& +\underline{\mu} \sum_{k=k_{1}}^{k_{2}-1} \sqrt{\left(c_{i, j}-\Phi_{k, \ell_{2}}\right)^{2}+\Theta_{k, \ell_{2}}^{2}} \delta_{\epsilon}\left(c_{i, j}+\tilde{\phi}_{k, \ell_{2}}\right) \\
& +\underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}-1} \sqrt{\left(c_{i, j}-\Theta_{k_{2}, \ell}\right)^{2}+\Phi_{k_{2}, \ell}^{2}} \delta_{\epsilon}\left(c_{i, j}+\tilde{\phi}_{k_{2}, \ell}\right) \\
& +\underline{\mu} \sum_{k=k_{1}}^{k_{2}} \sqrt{\left(c_{i, j}-\Phi_{k, \ell_{1}}\right)^{2}+\Theta_{k, \ell_{1}}^{2}} \delta_{\epsilon}\left(c_{i, j}+\tilde{\phi}_{k, \ell_{1}}\right) \\
& +\underline{\mu} \sqrt{2} \sqrt{\left(c_{i, j}-P_{k_{2}, \ell_{2}}\right)^{2}+\left(Q_{k_{2}, \ell_{2}}\right)^{2}} \delta_{\epsilon}\left(c_{i, j}+\tilde{\phi}_{k_{2}, \ell_{2}}\right) \\
& +\underline{\mu} \sum_{k=k_{1}+1}^{k_{2}-1} \sum_{\ell=\ell_{1}+1}^{\ell_{2}-1} T_{k, \ell} \cdot \delta_{\epsilon}\left(c_{i, j}+\tilde{\phi}_{k, \ell}\right)+\sum_{k=k_{1}}^{k_{2}} \sum_{\ell=\ell_{1}}^{\ell_{2}} r_{k, \ell} H_{\epsilon}\left(c_{i, j}+\tilde{\phi}_{k, \ell}\right) .
\end{aligned}
$$

The first order condition for $\mathcal{F}^{\prime}\left(c_{i, j}\right)=0$ will take the form

$$
\begin{aligned}
& \Rightarrow \underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}} \sqrt{\left(c_{i, j}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}} \cdot \delta_{\epsilon}^{\prime}\left(c_{i, j}+\widetilde{\phi}_{k_{1}-1, \ell}\right) \\
& +\underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}} \frac{\left(c_{i, j}-\Theta_{k_{1}-1, \ell}\right)}{\sqrt{\left(c_{i, j}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}}} . \delta_{\epsilon}\left(c_{i, j}+\widetilde{\phi}_{k_{1}-1, \ell}\right)+\ldots \\
& +\underline{\mu} \sum_{k=k_{1}+1}^{k_{2}-1} \sum_{\ell=\ell_{1}+1}^{\ell_{2}-1} T_{k, \ell} \cdot \delta_{\epsilon}^{\prime}\left(c_{i, j}+\widetilde{\phi}_{k, \ell}\right)+\sum_{k=k_{1}}^{k_{2}} \sum_{\ell=\ell_{1}}^{\ell_{2}} r_{k, \ell} \delta_{\epsilon}\left(c_{i, j}+\widetilde{\phi}_{k, \ell}\right)=0
\end{aligned}
$$

Since

$$
\delta_{\epsilon}\left(c_{i, j}+\widetilde{\phi}_{k, \ell}\right)=\frac{\epsilon}{\pi\left(\epsilon^{2}+\left(c_{i, j}+\widetilde{\phi}_{k, \ell}\right)^{2}\right)}
$$

and

$$
\delta_{\epsilon}^{\prime}\left(c_{i, j}+\widetilde{\phi}_{k, \ell}\right)=\frac{-2 \epsilon\left(c_{i, j}+\widetilde{\phi}_{k, \ell}\right)}{\pi\left(\epsilon^{2}+\left(c_{i, j}+\widetilde{\phi}_{k, \ell}\right)^{2}\right)^{2}}
$$

thus we have

$$
\begin{aligned}
& -2 \underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}} \sqrt{\left(c_{i, j}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}} \cdot \frac{\left(c_{i, j}+\tilde{\phi}_{k_{1}-1, \ell}\right)}{\left(\epsilon^{2}+\left(c_{i, j}+\widetilde{\phi}_{k_{1}-1, \ell}\right)^{2}\right)^{2}} \\
& +\underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}} \frac{\left(c_{i, j}-\Theta_{k_{1}-1, \ell}\right)}{\sqrt{\left(c_{i, j}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}}} \cdot \frac{1}{\left(\epsilon^{2}+\left(c_{i, j}+\widetilde{\phi}_{k_{1}-1, \ell}\right)^{2}\right)}+\ldots \\
& -2 \underline{\mu} \sum_{k=k_{1}+1}^{k_{2}-1} \sum_{\ell=\ell, 1}^{\ell_{2}-1} T_{k, \ell} \frac{\left(c_{i, j}+\widetilde{\phi}_{k, \ell}\right)}{\left(\epsilon^{2}+\left(c_{i, j}+\widetilde{\phi}_{k, \ell} \ell^{2}\right)^{2}\right.}+\sum_{k=k_{1}}^{k_{2}} \sum_{\ell=\ell_{1}}^{\ell_{2}} r_{k, \ell} \frac{1}{\left(\epsilon^{2}+\left(c_{i, j}+\widetilde{\phi}_{k, \ell}\right)^{2}\right)}=0 .
\end{aligned}
$$

Now linearizing the last term in the last equation and solving the following equation for $c_{i, j}^{n e w}=c_{i, j}$, we get

$$
\begin{aligned}
& -2 \underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}} \sqrt{\left(c_{i, j}^{\text {old }}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}} \cdot \frac{\left(c_{i, j}^{\text {new }}+\widetilde{\phi}_{k, \ell}\right)}{\left(\epsilon^{2}+\left(c_{i, j}^{\text {old }}+\widetilde{\phi}_{k_{1}-1, \ell}\right)^{2}\right)^{2}} \\
& +\underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}} \frac{\left(c_{i, j}^{n e w}-\Theta_{k_{1}-1, \ell}\right)}{\sqrt{\left(c_{i, j}^{\text {old }}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}}} \cdot \frac{1}{\left(\epsilon^{2}+\left(c_{i, j}^{\text {old }}+\widetilde{\phi}_{k_{1}-1, \ell}\right)^{2}\right)}+\ldots \\
& -2 \underline{\mu} \sum_{k=k_{1}+1}^{k_{2}-1} \sum_{\ell=\ell_{1}+1}^{\ell_{2}-1} T_{k, \ell} \frac{\left(c_{i, j}^{n e w}+\widetilde{\phi}_{k, \ell}\right)}{\left(\epsilon^{2}+\left(c_{i, j}^{\text {old }}+\widetilde{\phi}_{k, \ell}\right)^{2}\right)^{2}} \\
& +\sum_{k=k_{1}}^{k_{2}} \sum_{\ell=\ell_{1}}^{\ell_{2}} r_{k, \ell} \cdot\left[\frac{-2 c_{i, j}^{n e w} \widetilde{\phi}_{k, \ell}}{\left(\epsilon^{2}+\phi_{k, \ell}^{2}\right)^{2}}+\frac{2 c_{i, j}^{\text {old }} \widetilde{\phi}_{k, \ell}}{\left(\epsilon^{2}+\phi_{k, \ell}^{2}\right)^{2}}+\frac{1}{\left(\epsilon^{2}+\left(c_{i, j}^{o l d}+\widetilde{\phi}_{k, \ell}\right)^{2}\right)}\right]=0
\end{aligned}
$$

After some manipulations we get the following iterative scheme for $c_{i, j}^{n e w}$,

$$
\begin{equation*}
c_{i, j}^{\text {new }}=R H S^{o l d} / L H S^{o l d} \tag{6.11}
\end{equation*}
$$

where we start from $c_{i, j}^{\text {old }}=0$,

$$
\begin{aligned}
R H S^{o l d} & =2 \underline{\mu} \sum_{\ell=\ell}^{\ell_{2}} \frac{\widetilde{\phi}_{k_{1}-1, \ell} \sqrt{\left(c_{i, j}^{\text {old }}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}}}{\left(\epsilon^{2}+\left(c_{i, j}^{\text {old }}+\widetilde{\phi}_{k_{1}-1, \ell}\right)^{2}\right)^{2}} \\
& +\underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}} \frac{\Theta_{k_{1}-1, \ell}}{\left(\epsilon^{2}+\left(c_{i, j}^{\text {old }}+\widetilde{\phi}_{k_{1}-1, \ell}\right)^{2}\right)^{2} \sqrt{\left(c_{i, j}^{\text {old }}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}}} \\
& +\ldots+2 \underline{\mu} \sum_{k=k_{1}+1}^{k_{2}-1} \sum_{\ell=\ell_{1}+1}^{\ell_{2}-1} T_{k, \ell} \cdot \frac{\tilde{\phi}_{k, \ell}}{\left(\epsilon^{2}+\left(c_{i, j}^{\text {old }}+\widetilde{\phi}_{k, \ell}\right)^{2}\right)^{2}} \\
& -\sum_{k=k_{1}}^{\left.\sum_{\ell=\ell_{1}}^{\ell_{2}} r_{k, \ell} \cdot \frac{2 \widetilde{c}_{i, j}^{\text {old }} \tilde{\phi}_{k, \ell}}{\left(\epsilon^{2}+\phi_{k, \ell}^{2}\right)^{2}}+\frac{1}{\left(\epsilon^{2}+\left(c_{i, j}^{\text {old }}+\tilde{\phi}_{k, \ell}\right)^{2}\right)}\right]}
\end{aligned}
$$

and

$$
\begin{aligned}
L H S^{o l d} & =-2 \underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}} \frac{\sqrt{\left(c_{i, j}^{\text {old }}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}}}{\left(\epsilon^{2}+\left(c_{i, j}^{\text {old }}+\widetilde{\phi}_{k_{1}-1, \ell}\right)^{2}\right)^{2}} \\
& +\underline{\mu} \sum_{\ell=\ell_{1}}^{\ell_{2}} \frac{1}{\left(\epsilon^{2}+\left(c_{i, j}^{\text {old }}+\widetilde{\phi}_{k_{1}-1, \ell}\right)^{2}\right)^{2} \sqrt{\left(c_{i, j}^{\text {old }}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}}} \\
& +\cdots-2 \underline{\mu} \sum_{k=k_{1}+1}^{\sum_{\ell=\ell_{1}+1}^{\ell_{2}-1}} \frac{T_{k, \ell}^{\ell_{2}-1}}{\left(\epsilon^{2}+\left(c_{i, j}^{\text {old }}+\widetilde{\phi}_{k, \ell}\right)^{2}\right)^{2}}-2 \sum_{k=k_{1}}^{\sum_{\ell=\ell_{1}}^{\ell_{2}} \sum_{k, \ell} \frac{\widetilde{\phi}_{k, \ell}}{\left(\epsilon^{2}+\widetilde{\phi}_{k, \ell}^{2}\right)^{2}}} .
\end{aligned}
$$

Once we have obtained $c_{i, j}$ after a few iterations, $\tilde{\phi}_{k, \ell}$ is updated by

$$
\phi_{k, l}=\widetilde{\phi}_{k, \ell}+c_{i, j}
$$

to the full $(i, j)$ block.

### 6.3.3 The coarsest level minimization ( $k=L+1$ )

On the coarsest level the whole image is considered to be a single block, so contribution for updating the constant will only come form the delta function term $\delta_{l}(\phi)$, i.e no contribution from the TV term. Thus we consider the following local minimization problem on the coarsest level

$$
\min _{c} F\left(\tilde{\phi}+I_{k} B_{k} c\right)=\min _{c} \underline{\mu} \sum_{i=1}^{m_{1}} \sum_{j=1}^{m_{2}} T_{i, j} \delta_{\epsilon}\left(\tilde{\phi}_{i, j}+c\right)+\sum_{i=1}^{m_{1}} \sum_{j=1}^{m_{2}} r_{i, j} H_{\epsilon}\left(\tilde{\phi}_{i, j}+c\right)
$$

Taking variation with respect to $c$ and equating to 0 we have

$$
\begin{align*}
& -\underline{\mu} \sum_{i=1}^{m_{1}} \sum_{j=1}^{m_{2}} T_{i, j} \frac{\widetilde{\phi}_{i, j}+c^{n e w}}{\left(\epsilon^{2}+\left(\widetilde{\phi}_{i, j}+c\right)^{2}\right)^{2}} \\
& +\sum_{i=1}^{m_{1}} \sum_{j=1}^{m_{2}} r_{i, j}\left[\frac{2 c^{\text {old }} \widetilde{\phi}_{i, j}}{\left(\epsilon^{2}+\widetilde{\phi}_{i, j}^{2}\right)^{2}}+\frac{1}{\left(\epsilon^{2}+\left(c^{o l d}+\tilde{\phi}_{i, j}\right)^{2}\right)}-\frac{2 c^{n e w} \widetilde{\phi}_{i, j}}{\left(\epsilon^{2}+\widetilde{\phi}_{i, j}^{2}\right)^{2}}\right]=0 . \tag{6.12}
\end{align*}
$$

Linearizing and solving this equation for $c^{\text {new }}$ and then updating $\tilde{\phi}$ will be similuty doue as above.

In summary, we reach at the following algorithm
Algorithm 13 (2D multilevel algorithm (ML1)) $\left[\phi, c_{1}, c_{2}\right] \leftarrow O_{p}$ Multilevell( $(\phi, z)$
Given the image $z$ and an initial guess $\phi=\phi$ with $L+1$ levels, our multile w'l algorithm proceeds as follows:

## Start

set $\phi_{0}=\tilde{\phi}$ and compute $c_{1}, c_{2}$.
for level $k=1,2, \ldots, L+1$.
If $k=1$, for finest level
solve(6.7).
Elseif $k=L+1$ i.e on coarsest level.
Else on all other levels
Update $\phi=\widetilde{\phi}+I_{k} B_{k} c$.
end
Go to Start with $\tilde{\phi}=\phi$ unless $\left\|\phi-\phi_{0}\right\|<t o l$.
In fig. 6.1 the initial data are given: original tested images and the initial ghesses are shown. We tested with different initial guesses and we get the same results with different initial guess. In fig. 6.2, the results obtained by applying ML1 method to different test. images. Left images are the final segmented images and the right imnges are the originul image with final contours. In the top image ML1 is tested on an noisy inage which has segmented it very efficiently, where the semi implicit and AOS methods fails to segment. it, i.e stuck at local minima $[25,15]$.

### 6.4 Model II: Global formulation of CV Model

In this section we discuss the modified model for CV2 and then develop the multilevel method for this new formulation. The CV2 minimization model has a non-convex comstraint $H(\phi)$, so the functional (6.1) may get stuck at local minima if oue uses the standard algorithms [25] (e.g. a gradient decent method) ${ }^{1}$. This nen-convex constraint. can be dropped in the following way: The equation (6.4) and the below equation have the same stationary solutions:

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\mu \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-r_{2}\right)^{2}\right) . \tag{6.13}
\end{equation*}
$$

Note that $c_{1}$ and $c_{2}$ are computed for given $\phi$ using equation (6.2) and then krep them fixed to update $\phi$ and then update them using updated $\phi$. Equation (6.13) is the gradient. descent equation for the following energy [25]

$$
\begin{equation*}
\mu \int_{\Omega}|\nabla \phi|+\int_{\Omega}\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right) \phi d \cdot d \cdot d y \tag{6.11}
\end{equation*}
$$

This functional is homogeneous in $\phi$ of degree 1, as a result it does not have a minimiar in general. If the evolution is carried out for a long time, the level set function $\phi$ wombld tends to $\infty$ in positive direction and $-\infty$ in negative direction. Thus we re-scale $\phi$ such
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Figure 6.1: Initial data: Left:- Original image for three problems with different initial contour. Right:- Segmented image with different initial contour. Problem 1 is artificial noisy image, problem 2 is a real cameraman image and problem 3 is an real life Mla image


Figure 6.2: Experimental results of (ML1). The left images are the segmented image and the right images are the original image with final contour.
that $-1 \leqslant \phi(\mathbf{x}) \leqslant 1$ for all $\mathbf{x} \in \Omega$ see [25]. Let $r(x, y)=\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}$, then we have the following constraint minimization problem

$$
\begin{equation*}
\min _{-1 \leqslant \phi \leqslant 1} F(\phi)=\mu \int_{\Omega}|\nabla \phi|+\int_{\Omega} r(x, y) \phi . \tag{6.15}
\end{equation*}
$$

Euler Lagrange equation for (6.15) is given below

$$
\begin{equation*}
\operatorname{div}\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-r(x, y)=0 \tag{6.16}
\end{equation*}
$$

where $r(x, y)$ is as above. To solve (6.16), an additive operator splitting (AOS) method [127] has been used previously to solve the following until steady state

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\operatorname{div}\left(\frac{\nabla \phi}{|\nabla \phi|}\right)-r(x, y) \tag{6.17}
\end{equation*}
$$

In next section we will solve the minimization problem (6.15) without using variations for $\phi$ using multilevel method see [30] to get the improved global minima, but $c_{1}$ and $c_{2}$ will be computed from original CV problem (6.1).

### 6.4.1 An Optimization Multilevel Method (ML2) for Model II

The discretized form of (6.15), is

$$
\begin{align*}
& \quad \min _{-1 \leqslant \phi_{i, j} \leqslant 1} F(\phi(i, j))=\mu \sum_{i=1}^{m_{1}-1} \sum_{j=1}^{m_{2}-1} \sqrt{\left(\frac{\phi_{i+1, j}-\phi_{i, j}}{h}\right)^{2}+\left(\frac{\phi_{i, j+1}-\phi_{i, j}}{h}\right)^{2}} \cdot h^{2} \\
& +\sum_{i=1}^{m_{1}-1} \sum_{j=1}^{m_{2}-1} r_{i j} \phi_{i, j} h^{2} . \tag{6.18}
\end{align*}
$$

Assume that $\tilde{\phi} \in \mathbb{R}^{m_{1} \times m_{2}}$ is the initial approximation to equation (6.16). We look for the best piecewise constant function $C \in \mathbb{R}^{n \times n}$ which minimize the following functional

$$
\begin{equation*}
\min _{C} F(\tilde{\phi}+C) \tag{6.19}
\end{equation*}
$$

First consider $C$ to be local constant at $(i, j)$ and 0 elsewhere (finest level). With the same type of calculations as in previous section, we have the following iterative scheme on fine level

$$
\begin{equation*}
\phi_{i, j}^{\text {new }}=R H S^{o l d} / L H S^{o l d} \tag{6.20}
\end{equation*}
$$

where

$$
\begin{aligned}
L H S^{o l d}= & \underline{\mu}\left(2 / L_{1}+1 / L_{2}+1 / L_{3}\right) \\
& \text { and } \\
R H S^{\text {old }}= & \underline{\mu}\left[\left(\widetilde{\phi}_{i+1, j}+\widetilde{\phi}_{i, j+1}\right) / L_{1}+\widetilde{\phi}_{i-1, j} / L_{2}+\widetilde{\phi}_{i, j-1} / L_{3}\right]-r_{i j}
\end{aligned}
$$

and

$$
\begin{aligned}
& L_{1}=\sqrt{\left(\phi_{i j}^{\text {old }}-\widetilde{\phi}_{i+1, j}\right)^{2}+\left(\phi_{i j}^{\text {old }}-\widetilde{\phi}_{i, j+1}\right)^{2}+\beta} \\
& L_{2}=\sqrt{\left(\phi_{i j}^{\text {old }}-\widetilde{\phi}_{i-1, j}\right)^{2}+\left(\widetilde{\phi}_{i-1, j}-\widetilde{\phi}_{i-1, j+1}\right)^{2}+\beta} \\
& L_{3}=\sqrt{\left(\phi_{i j}^{\text {old }}-\widetilde{\phi}_{i, j-1}\right)^{2}+\left(\widetilde{\phi}_{i, j-1}-\widetilde{\phi}_{i+1, j-1}\right)^{2}+\beta}
\end{aligned}
$$

where $\gamma>0$ is a small regularizing parameter. As an iterative method, the scheme (6.20) for (6.19) may still converge to some non-stationary minimizer, so we need to use multilevel method to improve on the obtained minimizer towards getting the global minimum of the functional (6.18).

Second consider $C$ to be a local constant at block $(i, j)$ on general level $k$. Similar to ML1, we solve the following equation for $c_{i, j}$ to update $\phi$ iteratively ( $\widetilde{\phi} \rightarrow \Phi \rightarrow c_{i, j} \rightarrow$ $\widetilde{\phi} \ldots$ )

$$
\begin{equation*}
(L H S) \mathbf{c}_{\mathbf{i}, \mathrm{j}}-R H S=0, \tag{6.21}
\end{equation*}
$$

where

$$
\begin{aligned}
L H S & =\underline{\mu}\left(\sum_{\ell=\ell_{1}}^{\ell_{2}} 1 / \sqrt{\left(c_{i, j}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}}+\sum_{k=k_{1}}^{k_{2}-1} 1 / \sqrt{\left(c_{i, j}-\Phi_{k, \ell_{2}}\right)^{2}+\Theta_{k, \ell_{2}}^{2}}\right. \\
& +\sum_{\ell=\ell_{1}}^{\ell_{2}-1} 1 / \sqrt{\left(c_{i, j}-\Theta_{k_{2}, \ell}\right)^{2}+\Phi_{k_{2}, \ell}^{2}}+\sum_{k=k_{1}}^{k_{2}} 1 / \sqrt{\left(c_{i, j}-\Phi_{k, \ell_{1}}\right)^{2}+\Theta_{k, \ell_{1}}^{2}} \\
& \left.+\sqrt{2} / \sqrt{\left(c_{i, j}-P_{k_{2}, \ell_{2}}\right)^{2}+\left(Q_{k_{2}, \ell_{2}}\right)^{2}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
R H S & =\underline{\mu}\left(\sum_{\ell=\ell_{1}}^{\ell_{2}} \Theta_{k_{1}-1, \ell} / \sqrt{\left(c_{i, j}-\Theta_{k_{1}-1, \ell}\right)^{2}+\Phi_{k_{1}-1, \ell}^{2}}+\sum_{k=k_{1}}^{k_{2}-1} \Phi_{k, \ell_{2}} / \sqrt{\left(c_{i, j}-\Phi_{k, \ell_{2}}\right)^{2}+\Theta_{k, \ell_{2}}^{2}}\right. \\
& +\sum_{\ell=\ell_{1}}^{\ell_{2}-1} \Theta_{k_{2}, \ell} / \sqrt{\left(c_{i, j}-\Theta_{k_{2}, \ell}\right)^{2}+\Phi_{k_{2}, \ell}^{2}}+\sum_{k=k_{1}}^{k_{2}} \Phi_{k, \ell_{1}} / \sqrt{\left(c_{i, j}-\Phi_{k, \ell, \ell}\right)^{2}+\Theta_{k, \ell_{1}}^{2}} \\
& \left.+\sqrt{2} P_{k_{2}, \ell_{2}} / \sqrt{\left(c_{i, j}-P_{k_{2}, \ell_{2}}\right)^{2}+\left(Q_{k_{2}, \ell_{2}}\right)^{2}}\right)-\sum_{k=k_{1}}^{k_{2}} \sum_{\ell=\ell_{1}}^{\ell_{2}} r_{k, \ell} .
\end{aligned}
$$

Solving for $c_{i, j}$, we arrive at the following Richardson type iteration scheme

$$
\begin{equation*}
\mathbf{c}_{i, \mathrm{j}}=R H S / L H S \tag{6.22}
\end{equation*}
$$

$R H S$ and $L H S$ are computed using values $c_{i, j}$ from previous iteration.
As with ML1, on the coarsest Level, the TV term is independent of $c_{i, j}$. We solve the following minimization problem on the coarsest level

$$
\begin{equation*}
\min _{c} \mathcal{F}(c)=\underline{\mu} \sum_{k=1}^{m_{1}} \sum_{\ell=1}^{m_{2}} \sqrt{\left(\tilde{\phi}_{k+1, l}-\widetilde{\phi}_{k, \ell}\right)^{2}+\left(\widetilde{\phi}_{k, \ell+1}-\widetilde{\phi}_{k, \ell}\right)^{2}}+\sum_{k=1}^{m_{1}} \sum_{\ell=1}^{m_{2}} r_{k, \ell} \cdot\left(\tilde{\phi}_{k, \ell}+c\right),( \tag{6.23}
\end{equation*}
$$

with constraint $-1 \leqslant \tilde{\phi}_{k, \ell}+c \leqslant 1$ or $-\left(1+\tilde{\phi}_{k, \ell}\right) \leqslant c \leqslant 1-\tilde{\phi}_{k, \ell}$. This is a linear functional so has minimum value at one of the end points of the interval, i.e at $c=-\left(1+\tilde{\phi}_{k, \ell}\right)$ or $c=1-\widetilde{\phi}_{k, \ell}$.

Algorithm 14 (2D multilevel algorithm ML2) $[\phi] \leftarrow$ Opt Multilevel $(\tilde{\phi}, z, c)$
Given an image $z$ and an initial guess $\widetilde{\phi}$ with $L+1$ levels. Our 2D multilevel algorithm ML2 proceeds as follows:
Start
set $\phi_{0}=\widetilde{\phi}$ and compute $c_{1}, c_{2}$.
for level $k=1,2, \ldots, L+1$.
If $k=1$, on finest level solve (6.20).
Elseif $k=L+1$ i.e on the coarsest level,
Else for other levels,
Update $\widetilde{\phi}=\widetilde{\phi}+I_{k} B_{k} c$.
end
Go to Start with $\widetilde{\phi}=\phi$ unless $\left\|\phi-\phi_{0}\right\|<$ tol .
solve (6.23).
solve (6.22).

Go to Startur $\dot{\phi}=\phi$ ness $\delta$.
We remark that there exist other similarly modified models to the above discussed model which may be solved by adapting ML2. Bresson et al [15] considered the following minimization problem for image segmentation by using weighted TV given below

$$
\begin{equation*}
\min _{-1 \leqslant \phi \leqslant 1} F_{1}(\phi)=\mu \int_{\Omega} g|\nabla \phi|+\int_{\Omega} r(x, y) d x d y, \tag{6.24}
\end{equation*}
$$

where $r(x, y)$ is same as defined above and $g$ is edge detector function defined in Eq. (3.10). Minimization of (6.24), Euler Lagrange's equation is given by

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\mu \nabla \cdot\left(g \frac{\nabla \phi}{|\nabla \phi|}\right)-r(x, y), \tag{6.25}
\end{equation*}
$$

where $-1 \leqslant \phi \leqslant 1$ and $r(x, y)=\lambda_{1}\left(z-c_{2}\right)^{2}-\lambda_{2}\left(z-c_{2}\right)^{2}$.

### 6.5 An Optimization Multilevel Method (ML3) for Multiphase image segmentation

As already discussed in chapter 5 and [9], an effective framework for multiphase segmentation is based on the idea of Jeon et al [72]. We first use the two phase model [35] to segment the given image $z$ into two phases (a domain and its complement) using a single level set function $\phi$. We then segment of the phases using the two phase model [35] again and this process is repeated until the desirable number of phases is archived. Here the domain having the larger intensity variation will be the next segmentation target. Details can be found in chapter 5.

In this section we combine our method ML1 with this framework.

## Algorithm 15 (Hierarchical segmentation by optimization multilevel (ML1) method)

Let $s$ be the required number of segmentation phases and $z$ the given image. Assume $\phi_{0}$ is an initial contour.
for $i=1, \ldots, s-1$
$\phi_{i} \leftarrow \phi_{0}$
$\left[\phi_{i}, c_{i 1}, c_{i 2}\right] \leftarrow$ Opt Multilevel $\left(\phi_{i}, z, c\right)$ using ML1, using the 2-phase Optimization based multilevel method.

Define $S_{1}=\left\{(k, \ell) \mid\left(\phi_{i}\right)_{k, \ell}<0\right\}$ and $S_{2}=\left\{(k, \ell) \mid\left(\phi_{i}\right)_{k, \ell} \geqslant 0\right\}$.
Compute $\operatorname{Var}\left(S_{1}\right), \operatorname{Var}\left(S_{2}\right)$.
Find $j=\operatorname{argmin}_{\ell} \operatorname{Var}\left(S_{\ell}\right)$ and denote $q=\{1,2\} \backslash\{j\}$.
Save the index set $W_{i}=S_{j} . \quad$ (Note $j, q=1$ or 2.)
If $i>1$, find the true index set by modifying $W_{i}=\left(W_{z} \backslash W_{i-1}\right) \cup W_{i}$ else continue.

Set $z\left(S_{j}\right)=c_{i q}$ since $S_{q}$ is the domain with the larger variation.
end
Set the final (phase) index set $W_{s}=\left(W_{z} \backslash W_{s-2}\right) \cup S_{q}$.
Here assume that $W_{z}$ denotes the index set of all pixels so the quantity $\left(W_{z} \backslash W_{i-1}\right)$ singles out the index set being segmented. Also we can only use the sets $S_{1}, S_{2}$ to identify the domain with the larger variation (to proceed) but its complement (phase $i$ ) must be found through ( $W_{z} \backslash W_{i-1}$ ).

Finally once the algorithm is completed, the segmented image will be separated by the index sets $W_{1}, W_{2}, \ldots, W_{s}$ from which we compute the mean gray values $C_{j}$ 's, by

$$
C_{j}=\sum_{(i, k) \in W_{j}} z_{j} / M_{j}
$$

where $M_{j}$ is the cardinality of $W_{j}$. Further the (piecewise) segmented image can be written as $u=\left(u_{i, k}\right)$ with

$$
\begin{equation*}
u_{i, k}=C_{j} \quad \text { if }(i, k) \in W_{j} \text { for all }(i, k) \in W_{z}=W_{1} \cup \cdots \cup W_{n}, \tag{6.26}
\end{equation*}
$$

which is similar to the two-phase case with $s=2$.

### 6.6 Results and comparison

In this section we give experimental results of the multilevel and additive operator splitting methods on two models discussed in above sections.

- ML1: Optimization based multilevel method for CV model (Model I).
- ML2: Optimization based multilevel method for modified CV model (Model II).
- ML3 Optimization based multilevel level method for the multiphase segmentation.
- AOS1: AOS method for the CV model (Model I).
- AOS2: AOS method for the modified CV model (Model II).
(1) Qualitative Results. Results for AOS1 are given in chapter 4 figure 4.12, which stuck at local minima i.e this method can fail to isolate the small box with some initial guesses. In Fig. 6.3 we give the results by using AOS2 with time step $t=0.6$. This method is tested on 3 different problems, left figure is the original image with final contour and the right image is the final segmented image. In figure 6.4 results are given from implementation of ML2. Figure 6.5, are the results obtained from using $\Lambda$ OS solving parabolic PDE (6.25) and Figure 6.6 gives experimental results of multilevel method implemented on minimization model (modified CV model with weighted TV) (6.24).

In Figure (6.7) the implementation of ML3 for multiphase inage segmentation on three different problems is presented. First problem is artificial image need to be segmented into three phases and second problem is the noisy image and is tested for three phase segmentation while the third problem is the real MRI image, segmented in 4 phases. Left figures are the original image with final contour and the right figures are the final segmented images.
(2) Quantitative results. Generally speaking, comparing solutions of different optimizations is not trivial (even though the models are for modeling the same problem),
because different functionals are involved. Here we check an obtained solution against all candidate energy functionals (for fairness) and have shown in Table 6.1 the final values of the functionals (6.3) and (6.15). The results in Table 6.1 are for problem 1-2 in Fig. 6.1. Clearly, from Table 6.1, we could see that with our multilevel methods ML1 and ML2 give better results than AOS1 and AOS2 methods.
Note 2 We use binary images $z$ which normally take values in the range [0,255]. The functional (6.3) contains the term $\lambda_{1} \int_{\Omega}\left|z-c_{1}\right|^{2} H(\phi) d x d y+\lambda_{2} \int_{\Omega}\left|z-c_{2}\right|^{2}(1-H(\phi)) d x d y$ and functional (6.15) contains the term $\lambda_{1} \int_{\Omega}\left|z-c_{1}\right|^{2} d x d y-\lambda_{2} \int_{\Omega}\left|z-c_{2}\right|^{2} d x d y$, which can lead to large values as in table 6.1.

Table 6.1: Minimum values of the functionals (6.3) and (6.15) using the final $\phi$.

| Methods/ <br> Functionals | $F_{\epsilon}$ (Model I) <br> Box | $F$ (Model II) <br> Box | $F_{\epsilon}$ (Model I) <br> Cameraman | $F$ (Model II) <br> Cameraman |
| :---: | :---: | :---: | :---: | :---: |
| AOS1 (Model I) | $1.6204 \times 10^{8}$ | $-1.1194 \times 10^{8}$ | $4.0508 \times 10^{7}$ | $-4.3651 \times 10^{6}$ |
| ML1 (Model I) | 0.0339 | $-7.8715 \times 10^{8}$ | $3.9146 \times 10^{7}$ | $-1.1011 \times 10^{9}$ |
| AOS2 (Model II) | 0.0366 | $-7.5593 \times 10^{8}$ | $4.8192 \times 10^{7}$ | $-6.0192 \times 10^{8}$ |
| ML2 (Model II) | 0.0333 | $-7.8638 \times 10^{8}$ | $3.9146 \times 10^{7}$ | $-1.1011 \times 10^{7}$ |

(3) Speed comparisons. Finally we show in Table 6.2 speed information from segmentation of a synthetic and a real image in several resolutions. There the "**" notation indicates that an entry takes too long to obtain a result or the memory requirement is too high to get a result. Clearly our multilevel methods ML1 and ML2 are much faster that AOS type methods.

Table 6.2: Speed comparison of multilevel methods ML1 and ML2 with $\Lambda$ OS1 and $\Lambda$ OS2 methods.

| Problem | Image | ML1 |  | ML2 |  | $\Lambda$ OS1 |  | $\Lambda$ OS2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | size | Cycles | CPU | Cycles | CPU | Iterations | CPU | Iterations | CPU |
| Synthetic | $128^{2}$ | 4 | 1.6 | 3 | 1.2 | 60 | 4.8 | 22 | 1.3 |
|  | $256^{2}$ | 4 | 6.6 | 3 | 4.8 | 140 | 50 | 27 | 7.4 |
|  | $512^{2}$ | 5 | 25.9 | 3 | 19.7 | 280 | 421 | 30 | 36.6 |
|  | $1024^{2}$ | 6 | 107.3 | 3 | 80.9 | 1200 | 7661 | 31 | 15.5 |
|  | $2048^{2}$ | 6 | 421.6 | 4 | 323.95 | $* *$ | $* *$ | $* *$ | $* *$ |
|  | $128^{2}$ | 7 | 1.7 | 7 | 1.3 | 100 | 10.6 | 38 | 1.6 |
|  | $256^{2}$ | 8 | 6.9 | 8 | 5.6 | 280 | 110.4 | 50 | 13.4 |
|  | $512^{2}$ | 9 | 27.9 | 9 | 23 | 800 | 1230 | 55 | 60.1 |
|  | $1024^{2}$ | 12 | 119.1 | 12 | 103.5 | $* *$ | $* *$ | 56 | 288.8 |
|  | $2048^{2}$ | 14 | 497 | 14 | 487.12 | $* *$ | $* *$ | $* *$ | $* *$ |

### 6.7 Conclusion

In this chapter we have presented an optimization based multilevel method for two variational inage segmentation models. An mentioned in [25, 15], CV model can easily get

## AOS METHOD

 WITH TV

Figure 6.3: Final Results: Left:- Original image with final contour. Right:- Final segmented image. Results from implementation of AOS method for solving parabolic PDE (6.17).

## MULTILEVEL METHOD WITH TV



Figure 6.4: Final Results: Left:- Original image with final contour. Right:- Final segmented image. Results from multilevel method for minimization of model (6.15)

## AOS METHOD WITH WEIGHTED TV



Figure 6.5: Final Results: Left:- Original image with final contour. Right:- Final segmented image. Results obtained from implementation of AOS method to parabolic PDE 6.25 .

## MULTILEVEL

METHOD WITH WEIGHTED TV


Figure 6.6: Final Results: Left:- Original image with final contour. Right:- Final seg mented image. Experimental results from implementing multilevel method to the mini mization problem 6.24.


Figure 6.7: Final Results: Left:- Original image with final contour. Right:- Final multiphase segmented image. Experimental results from implementing multilevel method for multiphase image segmentation in hierarchical way.
stuck at local minima discussed in chapter 4, but using this multilevel method ML1 appears to be able to reach the global minimum in all test cases tried, including the problem mentioned in their papers. We applied our developed method to the modified CV model with TV and weighted TV, developed in $[25,15]$ and found that the new algorithm ML2 can also achieve the global minimum as well as multilevel efficiency. Finally we gave a multiphase segmentation algorithm through repeated use of ML1. Our multilevel algorithms are efficient in speed over other methods like AOS.

## Chapter 7

## Features Selection in an Image Using an Active Contours Approach

In this chapter we propose a new model for segmentation of an image under some geometrical constraints to automatically detect special features (region of interest ROI) in an image. The model developed by C. Gout et. al in [61, 65] based on the geodesic active contours model can perform such a task in several cases but it is very sensitive to a model parameters. We combine this idea with CV model. The main references for this chapter are $[5,8,21,20,32,34,35,61,62,63,65,66,67,127]$.

### 7.1 Introduction

An important problem in image processing is the segmentation of a picture representing a real scene, into classes or categories, corresponding to different objects and the background in the image. In the end, each pixel should belong to one class and only one. In other words, we look for a partition of the image into distinct segments. $\Lambda$ variety of different techniques have been developed to solve the problem of image segmentation, such as region growing and emerging [2], watershed algorithms [121], miuimum description length criteria [76], and Mumford-Shah energy minimization [88]. Recently, PDE-based active contour models [75] (or curve evolution techniques) have been popular for image segmentation. Some of these methods are discussed in detail in chapter 3. Curve evolution means to evolve deformable contours subject to constraints towards the boundary of the object to be detected. This deformation is made trying to minimize a functionnl depending on the curve and defined so that a local minimum is obtained at the boundary of the object. Casselles et al [21] have shown, for example, that setting one of the regularization parameters to zero in the classical active contour model is equivalent to finding a geodesic curve in a Riemann space whose metric depends on the image content [65], because an edge in an image is the locus of points for which the image gradient rapidly varies. However, when data acquisition cannot be performed in an optimal manner (e.g the liver in medical imaging), this criterion can no longer be applied. Sometimes the image data is missing or of poor quality, or some occultation occurs or two objects are very close to each other, so have homogeneous intensity, texture etc, and therefore it is hard to clearly identify the interface between them without supplying additional information to a model. Thus the additional information is some geometrical constraints to a model in order to help the segmentation process. Here we consider constraints consisting of a set
of points belonging to the contour of interest (the a priori knowledge of the physician on the nature and shape of the organ under consideration is therefore crucial, for example liver in medical imaging).

Gout et al [65] proposed a model based on geodesic active contours with in this set of constraints. The Geodesic active contour model uses image gradient information $|\nabla z|$, to stop the contour evolution. This model can only detect objects with edges defined by gradient- otherwise it needs some geometrical constraints. On the other hand, if the given image $z$ is very noisy, then the isotropic smoothing Gaussian has to be strong, which will smooth the edges too. We modify their model by introducing the fitting term of the Chan-Vese model [35], which helps in segmenting noisy innges without an isotropic smoothing Gaussian. It also helps in segmenting images with fuzzy boundaries.

This chapter is organized in the following way. Section 7.2 contains a review of the existed model of Gout et al [65]. In Section 7.3 we present our proposed new model and give details of the minimization to get the Euler-Lagrange equation. In Section 7.4 we describe semi implicit method and the AOS method for solving the PDE. In Section 7.5 we give some experimental results.

### 7.2 Image Segmentation Under Geometrical Conditions (M1)

We shall first introduce the geometrical conditions before introducing the model by C . Gout et al [65]. Let $z(x, y)$ be the given image defined on a rectangular domain $\Omega$. Thry have combined the geodesic active contour model [21] with some geometrical constraints such as a set of points near the boundary of object to be detected. Let $A=\left\{\left(x_{i}^{*}, y_{i}^{*}\right) \in\right.$ $\left.\Omega, \quad 1 \leqslant i \leqslant n_{1}\right\} \subset \Omega$ be the set of $n_{1}$ distinct points near the object boundary to be detected in the given image $z(x, y)$. The aim is to find an optimal contour $\Gamma^{\prime} \subset \Omega 2$ that best approaches the points from the set $A$ while detecting the desire object in an image. To proceed with this, let $g$ be the edge detector function, as defined in equation (3.10), (other forms can be found in $[21,36]$ ). In equation (3.10), the edge detector function is given by

$$
g(w)=\frac{1}{1+w^{2}} .
$$

Clearly $g(|\nabla z(x, y)|)$ is zero on edges in an image and is 1 in flat regions. The purpose of the edge detector function $g$ is to stop the evolving curve on edges of the objects in an image. Another function $d$ will be required to stop the evolving curve when approaching the points from set $A$. Let us define the function $d$ in the following way [65]:

$$
\begin{equation*}
\forall(x, y) \in \Omega, \quad d(x, y)=\prod_{i=1}^{n_{1}}\left(1-e^{\left.-\frac{\left(x-x_{i}^{*}\right)^{2}}{2 \sigma^{2}} e^{-\frac{\left(y-y_{i}^{*}\right)^{2}}{2 \sigma^{2}}}\right) . . . . . . .}\right. \tag{7.1}
\end{equation*}
$$

Other option for $d$ is

$$
d(x, y)=\operatorname{distance}((x, y), A)=\min _{\left(x_{i}^{*}, y_{i}^{*}\right) \in A}\left|(x, y)-\left(x_{i}^{*}, y_{i}^{*}\right)\right|
$$

for all $(x, y) \in \Omega$ and $i=1,2, \ldots n_{1}$ used in [61]. We use the first one. Clearly $d$ net.s locally and will be approximately 0 in the neighborhood of points of $A$. The aim of this model is to find a contour $\Gamma$ such that $d \simeq 0$ or $g \simeq 0$ along it. They proposed the following energy for this purpose

$$
\begin{equation*}
F(\Gamma)=\int_{\Gamma} d(x, y) g(|\nabla z(x, y)|) d s \tag{7.2}
\end{equation*}
$$

The contour $\Gamma$ will stop at local minima where $d \simeq 0$ (in the neighborhood of points for A) or $g \simeq 0$ (near object boundaries).

### 7.2.1 Level Set Formulation of the Model

To extend the domain of the integral in (7.2) to the whole image other than $\Gamma$, they used the level set [92, 90, 108]. Let $\phi: \Omega \rightarrow \mathbb{R}$ be a Lipschitz continuous function. $\Gamma$ will be considered as the zero level set of $\phi$ i.e

$$
\Gamma=\{(x, y) \in \Omega: \phi(x, y)=0\}
$$

with $\phi<0$ inside $\Gamma$ and $\phi>0$ outside $\Gamma$. In terms of the level set formulation, cquation (7.2) becomes

$$
F(\phi)=\int_{\Omega} d(x, y) g(|\nabla z(x, y)|)|\nabla H(\phi(x, y))| d x d y
$$

where $H$ is the one-dimensional Heaviside function and $\int_{\Omega}|\nabla H(\phi(x, y))| d x d y$ is the length of $\Gamma$. Thus we have the following minimization problem

$$
\min _{\phi(x, y)} F(\phi(x, y))
$$

Since the Heaviside function is not differentiable at the origin, we consider the regularized version of $H$ denoted by $H_{\epsilon}$ and is defined in equation (3.22). Thus the minimization problem becomes

$$
\begin{equation*}
\min _{\phi(x, y)} F_{\epsilon}(\phi(x, y)), \tag{7.3}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\epsilon}(\phi(x, y))=\int_{\Omega} d(x, y) g(|\nabla z(x, y)|) \delta_{\epsilon}(\phi)|\nabla \phi(x, y)| d x d y . \tag{7.4}
\end{equation*}
$$

Minimization with respect to $\phi(x, y)$ leads to the following Euler-Lagrange equation (details can be found in the next section)

$$
-\delta_{\epsilon}(\phi(x, y)) \nabla \cdot\left(d(x, y) g(|\nabla z(x, y)|) \frac{\nabla \phi(x, y)}{|\nabla \phi(x, y)|}\right)=0
$$

Gout et al [65] considered the following evolution equation with artificial time step $t$ :

$$
\begin{equation*}
\frac{\partial \phi(x, y)}{\partial t}=\delta_{\epsilon}(\phi(x, y)) \nabla \cdot\left(d(x, y) g(|\nabla z(x, y)|) \frac{\nabla \phi(x, y)}{|\nabla \phi(x, y)|}\right) \tag{7.5}
\end{equation*}
$$

with the boundary condition

$$
\frac{\partial \phi(x, y)}{\partial \vec{n}}=0,
$$

where $\vec{n}$ is the outward unit normal to the boundary $\partial \Omega$. Clearly the quantity $\frac{\partial \phi(. x, y)}{\partial t}$ tends to 0 when a local minimum is achieved- In other words if the model converges, the curve will not evolve any more since a steady state has been reached. $\Lambda$ re-scaling can be made so that the motion is applied to all level sets by replacing $\delta_{\epsilon}(\phi(x, y))$ by
$|\nabla \phi(x, y)|$. Furthermore, it makes the flow independent of the scaling of $\phi[3,132]$. Thus they considered the following evolution problem

$$
\begin{align*}
\phi(x, y, 0) & =\phi_{0}(x, y) \\
\frac{\partial \phi(x, y)}{\partial t} & =|\nabla \phi(x, y)| \nabla \cdot\left(d(x, y) g(|\nabla z(x, y)|) \frac{\nabla \phi(x, y)}{|\nabla \phi(x, y)|}\right),  \tag{7.6}\\
\frac{\partial \phi(x, y)}{\partial \vec{n}} & =0 \quad \text { on } \partial \Omega
\end{align*}
$$

where $\phi_{0}(x, y)$ is the initial value of $\phi(x, y)$. To speed the convergence of the model they added an extra term $\alpha d(x, y) g(|\nabla z(x, y)|)$ known as a "balloon term" [46] to the evolution equation of a level set, where $\alpha$ is any constant. This term prevents the curve from stopping on a non significant local minimum and is also of importance when initializing the process with a curve inside the object to be detected. Thus the evolution problem becomes

$$
\begin{align*}
\phi(x, y, 0) & =\phi_{0}(x, y) \\
\frac{\partial \phi(x, y)}{\partial t} & =|\nabla \phi(x, y)| \nabla \cdot\left(d(x, y) g(|\nabla z(x, y)|) \frac{\nabla \phi(x, y)}{|\nabla \phi(x, y)|}\right) \\
& +\alpha d(x, y) g(|\nabla z(x, y)|| | \nabla \phi(x, y) \mid  \tag{7.7}\\
\frac{\partial \phi(x, y)}{\partial n} & =0 \quad \text { on } \partial \Omega .
\end{align*}
$$

The main equation in (7.7) can be written as

$$
\begin{align*}
\frac{\partial \phi(x, y)}{\partial t} & =|\nabla \phi(x, y)| d(x, y) g(|\nabla z(x, y)|) \nabla \cdot\left(\frac{\nabla \phi(x, y)}{|\nabla \phi(x, y)|}\right)  \tag{7.8}\\
& +\nabla(d(x, y) g(|\nabla z(x, y)|)) \cdot \nabla \phi+\alpha d(x, y) g(|\nabla z(x, y)|| | \nabla \phi(x, y) \mid
\end{align*}
$$

The Additive Operator Splitting method [127] was used to solve this evolution prohlem.

This model is based on geodesic active contours, which use gradient information of the image as discussed above, and curvature to detect the boundary, in which only local information of the boundary is used. Thus it is difficult to get ideal results when dealing with fuzzy edges and discrete edges. Furthermore, because of the local attributes and the dependence on gradient, geodesic active contours are heavily affected by noisy inputs: it is hard to detect objects from a noisy image which is a generic problem with all edge detectors. One can use isotropic Gaussian smoothing $K_{\sigma} * z$, but this will smooth the edges too, see Figure 7.1, we have used the following filter

$$
K_{\sigma}=1 / 9\left[\begin{array}{lll}
1 & 1 & 1  \tag{7.9}\\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]
$$

other options are Gaussian filter or Laplacian. We propose a new model whose stopping term is based on Mumford and Shah segmentation techniques [88]. With this new model we can detect objects in a noisy images without using isotropic Gaussian smoothing.


Figure 7.1: Left: Original synthetic noisy image. Right: Smoothing of the original image $K_{\sigma} * z$.

### 7.3 Proposed Model (M-2)

The Chan-Vese (CV) model is a special case of the piecewise constant Mumford and Shah model (restricted to only 2 regions). The CV model is not based on the gradient of the image $z(x, y)$ for the stopping process. It can detect contours both with and without gradients. Also there is no need to smooth the image in the case of a noisy image. To use the advantages of the CV model [35], we add $\lambda_{1} \int_{\text {inside }(\Gamma)}\left|z(x, y)-c_{1}\right|^{2} d x d y+$ $\lambda_{2} \int_{\text {outside (Г) }}\left|z(x, y)-c_{2}\right|^{2} d x d y$ to the model (7.2) where $\lambda_{1}, \lambda_{2}$ are some constants and $c_{1}, c_{2}$ are average values of the given image $z(x, y)$ inside and outside $\Gamma$. Thus we propose the following minimization problem

$$
\begin{equation*}
\min _{\phi(x, y), c_{1}, c_{2}} F\left(\phi(x, y), c_{1}, c_{2}\right), \tag{7.10}
\end{equation*}
$$

where

$$
\begin{align*}
F\left(\Gamma, c_{1}, c_{2}\right)= & \mu \int_{\Gamma} d(x, y) g(|\nabla z(x, y)|) d s+ \\
& \lambda_{1} \int_{\text {inside }(\Gamma)}\left|z(x, y)-c_{1}\right|^{2} d x d y+\lambda_{2} \int_{\text {outside }(\Gamma)}\left|z(x, y)-c_{2}\right|^{2} d x d y, \tag{7.11}
\end{align*}
$$

where $\mu$ is a positive parameter. Clearly if $\lambda_{1}=\lambda_{2}=0$ and $\mu=1$ then minimization problem (7.11) reduces to minimization problem (7.2).

The level set formulation of the functional (7.11) is:

$$
\begin{array}{r}
F\left(\phi(x, y), c_{1}, c_{2}\right)=\mu \int_{\Omega} d(x, y) g(|\nabla z(x, y)|)|\nabla H(\phi(x, y))| d x d y \\
+\lambda_{1} \int_{\Omega}\left|z(x, y)-c_{1}\right|^{2} H(\phi(x, y)) d x d y+  \tag{7.12}\\
\lambda_{2} \int_{\Omega}\left|z(x, y)-c_{2}\right|^{2}(1-H(\phi(x, y))) d x d y
\end{array}
$$

where $H$ is the Heaviside function.
Again using the regularized Heaviside function $H_{\epsilon}$, we consider the following minimization problem

$$
\begin{equation*}
\min _{\phi(x, y), c_{1}, c_{2}} F_{\epsilon}\left(\phi(x, y), c_{1}, c_{2}\right), \tag{7.13}
\end{equation*}
$$

where

$$
\begin{array}{r}
F_{\epsilon}\left(\phi(x, y), c_{1}, c_{2}\right)=\mu \int_{\Omega} d(x, y) g(|\nabla z(x, y)|) \delta_{\epsilon}(\phi(x, y))|\nabla \phi(x, y)| d x d y+ \\
\lambda_{1} \int_{\Omega}\left|z(x, y)-c_{1}\right|^{2} H_{\epsilon}(\phi(x, y)) d x d y+\lambda_{2} \int_{\Omega}\left|z(x, y)-c_{2}\right|^{2}\left(1-H_{\epsilon}(\phi(x, y))\right) d x d y . \tag{7.14}
\end{array}
$$

Keeping $\phi(x, y)$ fixed and minimizing with respect to $c_{1}$ and $c_{2}$ we have the following equations for computing $c_{1}$ and $c_{2}$ :

$$
\begin{equation*}
c_{1}(\phi(x, y))=\frac{\int_{\Omega} z(x, y) H_{\epsilon}(\phi(x, y)) d x d y}{\int_{\Omega} H_{\epsilon}(\phi(x, y)) d x d y} \tag{7.15}
\end{equation*}
$$

if $\int_{\Omega} H_{\epsilon}(\phi(x, y)) d x d y>0$ (i.e if the curve has a nonempty interior in $\Omega$ ), and

$$
\begin{equation*}
c_{2}(\phi(x, y))=\frac{\int_{\Omega} z(x, y)\left(1-H_{\epsilon}(\phi(x, y))\right) d x d y}{\int_{\Omega}\left(1-H_{\epsilon}(\phi(x, y))\right) d x d y} \tag{7.16}
\end{equation*}
$$

if $\int_{\Omega}\left(1-H_{\epsilon}(\phi(x, y))\right) d x d y>0$ (i.e if the curve has a nonempty exterior in $\left.\Omega\right)$.
Now keeping $c_{1}$ and $c_{2}$ fixed, we minimize (7.13) with respect to $\phi(x, y)$. To minimize $F_{\epsilon}$, we use the Gateaux derivatives to find the first first variation of the functional $F_{\epsilon}$ with respect to $\phi$

$$
\begin{array}{cc} 
& \lim _{h \rightarrow 0} \frac{1}{h}\left(F_{\epsilon}\left(\phi+h \psi, c_{1}, c_{2}\right)-F_{\epsilon}\left(\phi, c_{1}, c_{1}\right)\right)=0 \\
\text { i.e } \quad & \mu \int_{\Omega} d(x, y) g(|\nabla z(x, y)|)\left(\delta_{\epsilon}^{\prime}(\phi)|\nabla \phi| \psi+\delta_{\epsilon}(\phi) \frac{\nabla \phi \cdot \nabla \psi}{|\nabla \phi|}\right) d x d y \\
+ & \int_{\Omega} \delta_{\epsilon}(\phi)\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right) \psi d x d y=0 \tag{7.17}
\end{array}
$$

where $\psi$ is a test function of the same type as $\phi$. To complete we use $\phi$ in place of $\phi(x, y)$ in these calculations and similarly for $\psi$. From Green's Theorem we have

$$
\begin{aligned}
& \qquad \int_{\Omega} v \nabla \cdot \vec{w} d x=-\int_{\Omega} \nabla v \cdot \vec{w} d x+\int_{\partial \Omega} v \vec{w} \cdot \vec{n} d s \\
& \text { Hence taking } \psi=v \quad \text { and } \quad G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi=\vec{w},
\end{aligned}
$$

where $G(x, y)=d(x, y) g(|\nabla z(x, y)|)$. We have
$\int_{\Omega} \psi \nabla \cdot\left(G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi\right) d x=-\int_{\Omega} \nabla \psi \cdot G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi d x+\int_{\partial \Omega} \psi G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi \cdot \vec{n} d s$, implies that
$\int_{\Omega} G(x, y) \delta_{\epsilon}(\phi) \frac{\nabla \phi \cdot \nabla \psi}{|\nabla \phi|} d x=-\int_{\Omega} \psi \nabla \cdot\left(G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \nabla \phi\right) d x+\int_{\partial \Omega} \psi G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial \vec{n}} d s$,
where $\nabla \phi \cdot \vec{n}=\frac{\partial \phi}{\partial \vec{n}}$. Thus equation (7.17) becomes

$$
\begin{aligned}
& \int_{\Omega} \mu G(x, y) \delta_{\epsilon}^{\prime}(\phi)|\nabla \phi| \psi d x d y+\int_{\partial \Omega} \mu G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial \vec{n}} \psi d s \\
- & \int_{\Omega} \mu \nabla \cdot\left(\delta_{\epsilon}(\phi) G(x, y) \frac{\nabla \phi}{|\nabla \phi|}\right) \psi d x d y \\
+ & \int_{\Omega} \delta_{\epsilon}(\phi)\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right) \psi d x d y=0 .
\end{aligned}
$$

$$
\begin{aligned}
\Rightarrow & \int_{\Omega} \mu G(x, y) \delta_{\epsilon}^{\prime}(\phi)|\nabla \phi| \psi d x d y+\int_{\partial \Omega} \mu G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial \vec{n}} \psi d s \\
- & \int_{\Omega} \mu \delta_{\epsilon}(\phi) \nabla \cdot\left(G(x, y) \frac{\nabla \phi}{|\nabla \phi|}\right) \psi d x d y-\int_{\Omega} \mu \delta_{\epsilon}^{\prime}(\phi) G(x, y) \nabla \phi \cdot \frac{\nabla \phi}{|\nabla \phi|} \psi d x d y \\
+ & \int_{\Omega} \delta_{\epsilon}(\phi)\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right) \psi d x d y=0 .
\end{aligned}
$$

This gives

$$
\begin{aligned}
& -\int_{\Omega} \mu \delta_{\epsilon}(\phi) \nabla \cdot\left(G(x, y) \frac{\nabla \phi}{|\nabla \phi|}\right) \psi d x d y \\
+ & \int_{\partial \Omega} \mu G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial \vec{n}} \psi d s \\
+ & \int_{\Omega} \delta_{\epsilon}(\phi)\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right) \psi d x d y=0 .
\end{aligned}
$$

This holds for all test functions $\psi$. Thus we have the following Euler-Lagrange equation for $\phi$ :

$$
\begin{align*}
& \delta_{\epsilon}(\phi) \mu \nabla \cdot\left(G(x, y) \frac{\nabla \phi}{|\nabla \phi|}\right) \\
- & \delta_{\epsilon}(\phi)\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right)=0, \quad \text { on } \Omega \\
& G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial \vec{n}}=0, \quad \text { on } \partial \Omega . \tag{7.18}
\end{align*}
$$

To solve this PDE we consider the following evolution equation

$$
\begin{align*}
\frac{\partial \phi}{\partial t} & =\delta_{\epsilon}(\phi) \mu \nabla \cdot\left(G(x, y) \frac{\nabla \phi}{|\nabla \phi|}\right) \\
& -\delta_{\epsilon}(\phi)\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right) \tag{7.19}
\end{align*}
$$

with the boundary condition

$$
\left.G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial \vec{n}}\right|_{\partial \Omega}=0,
$$

where $\vec{n}$ is the unit normal vector to the boundary of $\Omega$. At steady state $\frac{\partial \phi}{\partial t}=0$, which means the local minimum has been reached. To extend the motion to all level sets one can replace the delta function $\delta_{\epsilon}(\phi)$ by the gradient $|\nabla \phi|$ - this will make the flow independent of the scaling of $\phi[132]$. But we would $\operatorname{keep} \delta_{\epsilon}(\phi(x, y))$ in the equation. Thus we consider the following evolution problem

$$
\left\{\begin{array}{l}
\phi(x, y, 0)=\phi_{0}(x, y)  \tag{7.20}\\
\frac{\partial \phi}{\partial t}=\mu \delta_{\epsilon}(\phi(x, y)) \nabla \cdot\left(G(x, y) \frac{\nabla \phi}{|\nabla \phi|}\right) \\
-\delta_{\epsilon}(\phi)\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right) \\
\left.G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n}\right|_{\partial \Omega}=0
\end{array}\right.
$$

A term $\alpha G(x, y)|\nabla \phi|$ (known as a balloon term) could be added to speed up the convergence of the evolution equation as done in model M-1, where $\alpha$ is a constant [45]. This term prevents the curve from stopping on a non significant local minimum and is also of importance when initializing the process with a curve inside the object to be detected [65]. Thus equation (7.20) with balloon term can be written as

$$
\left\{\begin{array}{l}
\phi(x, y, 0)=\phi_{0}(x, y)  \tag{7.21}\\
\frac{\partial \phi}{\partial t}=\mu \delta_{\epsilon}(\phi(x, y)) \nabla \cdot\left(G(x, y) \frac{\nabla \phi}{|\nabla \phi|}\right) \\
-\delta_{\epsilon}(\phi)\left(\lambda_{1}\left(z(x, y)-c_{1}\right)^{2}-\lambda_{2}\left(z(x, y)-c_{2}\right)^{2}\right)+\alpha G(x, y)|\nabla \phi|, \\
\left.G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n}\right|_{\partial \Omega}=0
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
\phi(x, y, 0)=\phi_{0}(x, y)  \tag{7.22}\\
\frac{\partial \phi}{\partial t}=\mu \delta_{\epsilon}(\phi(x, y)) G(x, y) \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)+\mu \delta_{\epsilon}(\phi(x, y)) \nabla G(x, y) \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right) \\
-\delta_{\epsilon}(\phi)\left(\lambda_{1}\left(z-c_{1}\right)^{2}-\lambda_{2}\left(z-c_{2}\right)^{2}\right)+\alpha G(x, y)|\nabla \phi|, \\
\left.G(x, y) \frac{\delta_{\epsilon}(\phi)}{|\nabla \phi|} \frac{\partial \phi}{\partial n}\right|_{\partial \Omega}=0 .
\end{array}\right.
$$

Existence and uniqueness of the solution can be proved along similar lines to [65].

### 7.4 Numerical Methods

In this section we present some numerical methods for solving PDE (7.22).

### 7.4.1 Semi-Implicit method

For given $\phi$ compute $c_{1}(\phi)$ and $c_{2}(\phi)$ using equations (7.15) and (7.16) respectively and then keep them fixed to update $\phi$ using equation (7.22). And then use the new $\phi$ to update $c_{1}$ and $c_{2}$ and so on. Let us consider the PDE in (7.22), and let $f(x, y)=$ $\delta_{\epsilon}(\phi)\left(-\lambda_{1}\left(z-c_{1}\right)^{2}+\lambda_{2}\left(z-c_{2}\right)^{2}\right)+\alpha G(x, y)|\nabla \phi|$, we have

$$
\frac{\partial \phi}{\partial t}=\mu \delta_{\epsilon}(\phi(x, y))\left[G(x, y) \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)+\nabla G(x, y) \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)\right]+f(x, y) .
$$

Using the differences $\triangle_{+}^{x}, \Delta_{-}^{x}, \ldots$ defined in equation (3.29), the discretized form of equation (7.23) is:

$$
\begin{aligned}
\frac{\phi_{i, j}^{k+1}-\phi_{i, j}^{k}}{\Delta t} & =\mu \delta_{\epsilon}\left(\phi_{i, j}^{k}\right) G_{i, j}\left[\frac{1}{h_{1}^{2}} \Delta_{-}^{x}\left(\frac{\Delta_{+}^{x} \phi_{i, j}^{k+1}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}^{k} / h_{1}\right)^{2}+\left(\triangle_{+}^{y} \phi_{i, j}^{k} / h_{2}\right)^{2}}}\right)\right. \\
& \left.+\frac{1}{h_{2}^{2}} \Delta_{-}^{y}\left(\frac{\Delta_{+}^{y} \phi_{i, j}^{k+1}}{\sqrt{\left(\triangle_{+}^{x} \phi_{i, j}^{k} / h_{1}\right)^{2}+\left(\triangle_{+}^{y} \phi_{i, j}^{k} / h_{2}\right)^{2}}}\right)\right] \\
& +\mu \frac{\delta_{\epsilon}\left(\phi_{i, j}^{k}\right)}{\left|\nabla \phi_{i, j}^{k}\right|}\left\{\frac{1}{h_{1}^{2}} \Delta_{+}^{x} G(x, y) \Delta_{+}^{x} \phi_{i, j}^{k+1}+\frac{1}{h_{2}^{2}} \Delta_{+}^{y} G(x, y) \Delta_{+}^{y} \phi_{i, j}^{k+1}\right\}+f_{i, j}
\end{aligned}
$$

We usually use $h_{1}=h_{2}=1$, so we have

$$
\begin{aligned}
\frac{\phi_{i, j}^{k+1}-\phi_{i, j}^{k}}{\Delta t} & =\mu \delta_{\epsilon}\left(\phi_{i, j} G_{i, j}^{k}\right)\left[\left(\frac{\Delta_{+}^{x} \phi_{i, j}^{k+1}}{\sqrt{\left(\triangle_{+}^{x} \phi_{i, j}^{k}\right)^{2}+\left(\triangle_{+}^{y} \phi_{i, j}^{k}\right)^{2}}}\right)\right. \\
& -\left(\frac{\Delta_{+}^{x} \phi_{i-1, j}^{k+1}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i-1, j}^{k}\right)^{2}+\left(\Delta_{+}^{y} \phi_{i-1, j}^{k}\right)^{2}}}\right) \\
& +\left(\frac{\Delta_{+}^{y} \phi_{i, j}^{k+1}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}^{k}\right)^{2}+\left(\Delta_{+}^{y} \phi_{i, j}^{k}\right)^{2}}}\right) \\
& \left.-\left(\frac{\Delta_{+}^{y} \phi_{i, j-1}^{k+1}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j-1}^{k}\right)^{2}+\left(\Delta_{+}^{y} \phi_{i, j-1}^{k}\right)^{2}}}\right)\right] \\
& +\mu \frac{\delta_{\epsilon}\left(\phi_{i, j}^{k}\right)}{\left|\nabla \phi_{i, j}^{k}\right|}\left\{\Delta_{+}^{x} G(x, y) \Delta_{+}^{x} \phi_{i, j}^{k+1}+\Delta_{+}^{y} G(x, y) \Delta_{+}^{y} \phi_{i, j}^{k+1}\right\}+f_{i, j} .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\frac{\phi_{i, j}^{k+1}-\phi_{i, j}^{k}}{\Delta t} & =\mu \delta_{\epsilon}\left(\phi_{i, j}^{k}\right) G_{i, j}\left[\left(\frac{\phi_{i+1, j}^{k+1}-\phi_{i, j}^{k+1}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}^{k}\right)^{2}+\left(\Delta_{+}^{y} \phi_{i, j}^{k}\right)^{2}}}\right)\right. \\
& -\left(\frac{\phi_{i, j}^{k+1}-\phi_{i-1, j}^{k+1}}{\sqrt{\left(\triangle_{+}^{x} \phi_{i-1, j}^{k}\right)^{2}+\left(\Delta_{+}^{y} \phi_{i-1, j}^{k}\right)^{2}}}\right) \\
& +\left(\frac{\phi_{i, j+1}^{k+1}-\phi_{i, j}^{k+1}}{\sqrt{\left(\Delta_{+}^{x} \phi_{i, j}^{k}\right)^{2}+\left(\Delta_{+}^{y} \phi_{i, j}^{k}\right)^{2}}}\right) \\
& \left.-\left(\frac{\phi_{i, j}^{k+1}-\phi_{i, j-1}^{k+1}}{\sqrt{\left(\triangle_{+}^{x} \phi_{i, j-1}^{k}\right)^{2}+\left(\triangle_{+}^{y} \phi_{i, j-1}^{k}\right)^{2}}}\right)\right] \\
& +\mu \frac{\delta_{\epsilon}\left(\phi_{i, j}^{k}\right)}{\left|\nabla \phi_{i, j}^{k}\right|}\left\{\Delta_{+}^{x} G(x, y) \Delta_{+}^{x} \phi_{i, j}^{k+1}+\Delta_{+}^{y} G(x, y) \triangle_{+}^{y} \phi_{i, j}^{k+1}\right\}+f_{i, j} .
\end{aligned}
$$

Let

$$
\begin{align*}
D_{i-1, j} & =1 / \sqrt{\left(\triangle_{+}^{x} \phi_{i-1, j}^{k}\right)^{2}+\left(\Delta_{+}^{y} \phi_{i-1, j}^{k}\right)^{2}}, \\
D_{i, j} & =1 / \sqrt{\left(\Delta_{+}^{x} \phi_{i, j}^{k}\right)^{2}+\left(\triangle_{+}^{y} \phi_{i, j}^{k}\right)^{2}} \\
D_{i, j-1} & =1 / \sqrt{\left(\Delta_{+}^{x} \phi_{i, j-1}^{k}\right)^{2}+\left(\Delta_{+}^{y} \phi_{i, j-1}^{k}\right)^{2}} . \tag{7.23}
\end{align*}
$$

With the above notation the discretized equation becomes:

$$
\begin{align*}
\frac{\phi_{i, j}^{k+1}-\phi_{i, j}^{k}}{\triangle t} & =\mu \delta_{\epsilon}\left(\phi_{i, j}^{k}\right) G_{i, j}\left[\left(\phi_{i+1, j}^{k+1}-\phi_{i, j}^{k+1}\right) D_{i, j}-\left(\phi_{i, j}^{k+1}-\phi_{i-1, j}^{k+1}\right) D_{i-1, j}\right. \\
& \left.+\left(\phi_{i, j+1}^{k+1}-\phi_{i, j}^{k+1}\right) D_{i, j}-\left(\phi_{i, j}^{k+1}-\phi_{i, j-1}^{k+1}\right) D_{i, j-1}\right]  \tag{7.24}\\
& +\mu \frac{\delta_{\epsilon}\left(\phi_{i, j}^{k}\right)}{\left|\nabla \phi_{i, j}^{k}\right|}\left\{\triangle_{+}^{x} G(x, y)\left(\phi_{i+1, j}^{k+1}-\phi_{i, j}^{k+1}\right)+\Delta_{+}^{y} G(x, y)\left(\phi_{i, j+1}^{k+1}-\phi_{i, j}^{k+1}\right)\right\}+f_{i, j} .
\end{align*}
$$

As the coefficients $D_{i-1, j}, D_{i, j}$ and $D_{i, j-1}$ has been freezed at $k$, equation (7.24) gives a linear system of equations which can be solved by any iterative method. The implicit method is stable for large time steps but the main drawback is the computational cost [126]. Hence we use Additive Operator Splitting (AOS) [127] to solve the PDE (7.21). The details are given in the next section.

### 7.4.2 The Additive Operator Splitting (AOS) Method

Let us consider equation (7.21) and let $f=-\delta_{\epsilon}(\phi)\left(\lambda_{1}\left(z-c_{1}\right)^{2}-\lambda_{2}\left(z-c_{2}\right)^{2}\right)+\alpha G(x, y)|\nabla \phi|$ and $F=\frac{G}{|\nabla \phi|}$ we have

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\mu \delta_{\epsilon}(\phi) \nabla \cdot(F \nabla \phi)+f \tag{7.25}
\end{equation*}
$$

The additive operator splitting scheme (AOS) [127] splits the $m$-dimensional spatial operator into a sum of $m$ one-dimensional space discretizations. Therefore we consider the following one dimensional problem to be solved first

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\mu \delta_{\epsilon}(\phi)\left(\partial_{x}\left(F \partial_{x} \phi\right)+\partial_{y}\left(F \partial_{y} \phi\right)\right)+f \tag{7.26}
\end{equation*}
$$

and the discretization gives with spatial step size ( $h_{1}, h_{2}=1$ )

$$
\begin{gather*}
\frac{\phi_{i}^{k+1}-\phi_{i}^{k}}{\Delta t}=\mu \delta_{\epsilon}(\phi)\left(\left(\frac{F_{i}^{k}+F_{i+1}^{k}}{2}\right)\left(\phi_{i+1}^{k+1}-\phi_{i}^{k+1}\right)-\left(\frac{F_{i}^{k}+F_{i-1}^{k}}{2}\right)\left(\phi_{i}^{k+1}-\phi_{i-1}^{k+1}\right)\right)+f_{i}  \tag{7.28}\\
\Rightarrow \phi_{i}^{k+1}=\phi_{i}^{k}+\mu \Delta t\left(c_{1} \phi_{i+1}^{k+1}-c_{2} \phi_{i}^{k+1}+c_{3} \phi_{i-1}^{k+1}\right)+f_{i}, \tag{7.27}
\end{gather*}
$$

where

$$
c_{1}=\delta_{\epsilon}(\phi) \frac{F_{i}^{k}+F_{i+1}^{k}}{2}, \quad c_{2}=\delta_{\epsilon}(\phi) \frac{F_{i-1}^{k}+2 F_{i}^{k}+F_{i+1}^{k}}{2}, \text { and } c_{3}=\delta_{\epsilon}(\phi) \frac{F_{i}^{k}+F_{i-1}^{k}}{2} .
$$

We solve the system of equations (7.28) with double time step $\Delta t$ in the $x, y$-direction and then average the two solutions. In matrix notation equation (7.28) can be written as: for $l=1,2$ we have

$$
\begin{array}{r}
\left(I-2 \Delta t A_{l}\left(\phi^{k}\right)\right) \phi_{l}^{k+1}=f^{k} \\
\phi^{k+1}=\frac{1}{2} \sum_{l=1}^{2} \phi_{l}^{k+1}
\end{array}
$$

where $I$ is the identity matrix and $A_{l}$ for $l=1,2$ are tridiagonal matrices derived from (7.28).

### 7.5 Experimental Results

In this section firstly we present some examples where M-1 does not work very well. Secondly we show that our model M-2 works on these examples. We further test our model on real images. Lastly we give evidence that our model M-2 is faster than M-1 in convergence in terms of number of iterations and CPU time. In figure 7.2, M-1 is tested on synthetic noisy image to detect the rectangle in the image with 4 markers shown in the figure with red dots. This model clearly fails to detect the rectangle.
Top left figure is the original image with initial data (red dots are the markers) and top
right is the result after 1000 iterations (hardly any improvement).
Bottom left is the result after 6000 iterations and bottom right is the final result after 20000 iterations where the level set function $\phi$ does not move any more.
Parameters: $\phi_{0}=\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-25$ where $x_{0}=\frac{\sum x \text {-comp of markers }}{\text { no. of markers }}$ and $y_{0}=\frac{\sum y \text {-comp of markers }}{\text { no. of markers }}$ and $\sigma=4, \alpha=-0.00151, \Delta t=1$.


Figure 7.2: Results M-1 tested on synthetic noisy image with 4 markers and initial guess $\phi_{0}=\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-25$, where $x_{0}, y_{0}$ are the averages of $x, y$-components of the markers, $\alpha=-0.00151$ (different $\alpha$ have been used) and $\sigma=4$. Top Left: Original image with initial data. Top Right: Result after 1000 iterations. Bottom Left: Result after 6000 iterations. Bottom Right: Result after 20000 iterations.

In figure 7.3, M-1 is tested on synthetic noisy image, where the image is filtered first. The initial condition is $\phi_{0}=\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-25$, where $x_{0}, y_{0}$ are the averages of $x, y$-components of the markers. Top left figure is the original image with initial contour and the top right figure is the result after 800 iterations. Bottom left figure is the result after 6000 iterations and bottom right figure is the final result after 16000 iterations. The final result is not very satisfactory.

In figure $7.4, \mathbf{M}-1$ is tested on an artificial image. Here it is only able to detect the outer boundary of the letter O .

In figure 7.5 our model $\mathrm{M}-2$ is tested on an artificial image to detect the object X with 3 markers and initial condition is $\phi_{0}=\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-r_{0}$, where $x_{0}, y_{0}$ are defined as above and $r_{0}=\min _{\mathbf{y}}\|\mathbf{x}-\mathbf{y}\|$ where $\mathbf{x}=\left(x_{0}, y_{0}\right)$ and $\mathbf{y} \in A$. Top left image is the original image with initial data and top right figure is the result after 1 iteration. Bottom left figure is the result after 4 iterations and bottom right figure is the final result in 14 iterations. The object X is segmented successfully.

In figure 7.6, M-2 is tested on synthetic noisy image with 4 markers and initial guess is $\phi_{0}=\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-25$ with parameters $\mu=10, \alpha=-0.01, \lambda_{1}=0.01$, $\lambda_{2}=0.01$ and $\sigma=4$. Top left figure is the original image with initial data and top right is the result after 15 iteration. Bottom left is the result after 30 iterations and bottom right figure is the final result after 130 iterations, the required object is successfully detected without filtering the noise (i.e we use the original image with noise).


Figure 7.3: Results of M-1 tested on filtered $\left(z * K_{\sigma}\right.$, where $K_{\sigma}$ may be Laplace or Gaussian filter) synthetic noisy image with 4 markers with initial guess $\phi_{0}=$ $\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-25$, where $x_{0}, y_{0}$ are the averages of $x, y$-components of the markers, $\alpha=-0.0011$ and $\sigma=4$. Top Left: Original image with initial data. Top Right: Result after 800 iterations. Bottom Left: Result after 6000 iterations. Bottom Right: Result after 16000 iterations.


Figure 7.4: Experimental results of M-1 on an artificial image. Only able to detect the outer boundary and unable to find the inner boundary of the letter O. Left: Original image with initial data. Right: Final result after 1000 iterations.


Figure 7.5: We first test M-2 on an artificial image. Our new model is used to detect the object X in an artificial image with 3 markers with initial guess $\phi_{0}=$ $\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-r_{0}, x_{0}, y_{0}$ are the averages of the $x, y$-components of the markers and $r_{0}=\min _{\mathbf{y}}\|\mathbf{x}-\mathbf{y}\|$ where $\mathbf{x}=\left(x_{0}, y_{0}\right)$ and $\mathbf{y} \in A, \mu=10, \alpha=-0.01$ and $\sigma=4$. Top Left: Original image with initial data. Top Right: Result after 1 iteration. Bottom Left: Result after 4 iterations. Bottom Right: Result after 14 iterations.


Figure 7.6: To detect the rectangle in noisy image with 4 markers with initial guess $\phi_{0}=\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-25$ where $x_{0}, y_{0}$ are same as defined above, $\mu=10$, $\alpha=-0.01, \lambda_{1}=0.01, \lambda_{2}=0.01$ and $\sigma=4$.

In figure $7.7 \mathrm{M}-2$ is tested on an artificial image and segmented the image successfully M-1 did not do very well as shown in figure 7.4. Initial condition is $\phi_{0}=$ $\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-r_{0}$, where $x_{0}$ and $y_{0}$ are the average of $x, y$-components of the markers respectively and $r_{0}$ is the same as defined above. Other parameters are $\mu=(\text { size of } z)^{2} / 1400, \lambda_{1}=0.00951, \lambda_{2}=0.0095, \alpha=-5.1 \times 10^{-4}$ and $\sigma=4$. Top left figure is the original image with initial data and the top right is the result after 35 iterations. Bottom left is the result after 90 iterations and bottom right is the final result after 250 iterations. In figure 7.8 , it is shown that if the markers are not exactly on


Figure 7.7: To detect the letter O in the image UOL with 4 markers with initial guess $\phi_{0}=$ $\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-r_{0}$, where $x_{0}$ and $y_{0}$ are the average of $x, y$-components of the markers respectively. $\mu=(\text { size of } z)^{2} / 1400, \lambda_{1}=0.00951, \lambda_{2}=0.0095, \alpha=-5.1 \times 10^{-4}$ and $\sigma=4$.
boundary, the object can be detected. The same data is used as in the above example.
In figure 7.9, we show results where M-1, M-2 fail to segment the image if the initial guess $\phi_{0}$ is far from the markers (away from the object to be detected). In figure 7.10 our model is tested on a real brain MRI image to detect a tumor with 4 markers. The initial condition is $\phi_{0}=\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-r_{0}$, where $x_{0}$ and $y_{0}$ are the average of $x, y$-components of the markers respectively. The other parameters used are $\mu=(\text { size of } z)^{2} / 10, \lambda_{1}=0.0001, \lambda_{2}=0.0001, \alpha=-1.51 \times 10^{-2}$ and $\sigma=4$. Top left figure is the original image with initial data and top right figure is the result after 10 iterations. Bottom left figure is the result after 40 iterations and bottom right figure is the final result after 200 iterations.

In figure 7.11, we test the model on real knee MRI image with 3 markers (also work with 2 markers), the initial condition is $\phi_{0}=\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-r_{0}$, where $x_{0}$ and $y_{0}$ are the average of $x, y$-components of the markers respectively with the following parameters $\mu=(\text { size of } z)^{2} / 10, \lambda_{1}=0.000051, \lambda_{2}=0.000051, \alpha=-1.51 \times 10^{-3}$ and $\sigma=4$. Top left figure is the original image with initial data and top right figure is the result after 20 iterations. Bottom left figure is the result after 40 iterations and bottom right figure is the final result after 120 iterations.

Lastly, we compare results by number of iterations. In figure 7.12, results obtained from applying M-1 method on an artificial image to detect the disc in the image, where


Figure 7.8: To detect the letter O in the image UOL with 4 markers placed away from the boundaries with initial guess $\phi_{0}=\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-20$, where $x_{0}$ and $y_{0}$ are the average of $x, y$-components of the markers respectively. $\mu=(\text { size of } z)^{2} / 1400, \lambda_{1}=$ $0.00951, \lambda_{2}=0.0095, \alpha=-5.1 \times 10^{-4}$ and $\sigma=4$.


Figure 7.9: $\phi_{0}$ should be inside the markers. Results if the initial guess is outside the markers.


Figure 7.10: To detect a tumor in a real brain MRI image with 4 markers with initial guess $\phi_{0}=\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-r_{0}$, where $x_{0}$ and $y_{0}$ are the average of $x, y$-components of the markers respectively. $\mu=(\text { size of } z)^{2} / 10, \lambda_{1}=0.0001, \lambda_{2}=0.0001, \alpha=-1.51 \times 10^{-2}$ and $\sigma=4$. This task can be done using geodesic active contours.


Figure 7.11: A real knee MRI image with 3 markers with initial guess $\phi_{0}=$ $\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}-r_{0}$, where $x_{0}$ and $y_{0}$ are the average of $x, y$-components of the markers respectively. $\mu=(\text { size of } z)^{2} / 10, \lambda_{1}=0.000051, \lambda_{2}=0.000051, \alpha=-1.51 \times 10^{-3}$ and $\sigma=4$.
the boundary is not defined by the gradient, the disc is successfully detected in 500 iterations. In figure 7.13, our model M-2 is tested on the same image and the final result is obtained in 100 iterations.


Figure 7.12: To detect the disc in the disc-rectangle image using M-1, the disc and rectangle have the same intensity and the boundary can not be defined by gradient. Using 3 markers with initial guess $\phi_{0}=\sqrt{(x-150)^{2}+(y-145)^{2}}-25, \alpha=-0.025$ and $\sigma=4$. Top Left: Original image with initial data. Top Right: Result after 20 iterations. Bottom Left: Result after 100 iterations. Bottom Right: Result after 500 iterations.

### 7.6 Conclusion

In this chapter we presented a new model based on geodesic active contours and the Chan-Vese model. Our proposed model is good for noisy images without Gaussian filter. We also tested the new model on real images. Our model is also faster then the existing model of Gout et al in term of number of iterations. The model works if the markers are not on the desired boundary i.e we can detect an object if the markers are apart from its boundary. This model is dependent on the initial guess- the initial guess should be inside the markers which is shown in the numerical experiments.


Figure 7.13: To detect the disc in the disc-rectangle image using our model M-2, the disc and rectangle have the same intensity and the boundary can not be defined by gradient. Using 3 markers with initial guess $\phi_{0}=\sqrt{(x-150)^{2}+(y-145)^{2}}-25, \mu=$ size of image ${ }^{2} / 5000, \alpha=-0.1$ and $\sigma=4$. Top Left: Original image with initial data. Top Right: Result after 5 iterations. Bottom Left: Result after 15 iterations. Bottom Right: Result after 100 iterations.

## Chapter 8

## Conclusion and Further Directions

This thesis presented four new algorithms for solving image segmentation problems. All are mainly based on the Chan-Vese segmentation model (active contour without edges).

### 8.1 Achievements

The first model discussed in this thesis is the Chan-Vese model [35] "Active Contour without Edges", a special case of piecewise constant Mumford and Shah model [88] with level set formulation (2 phase segmentation). A non linear multigrid method was developed for solving the partial differential equation arising from the minimization of the above mentioned Chan-Vese model [35]. Then the main advantage of this method is the speed of convergence in terms of CPU time. Moreover it was found that multigrid method with the smoother discussed in this thesis can get improved solution for global minimum of the functional. And this is shown by giving some experimental results. The effectiveness of smoother is checked by using local Fourier analysis. Smoothing analysis of the two different smoothers (local and global smoother) is also presented in this thesis.

Secondly, we have discussed multiphase image segmentation model [120]. A non linear multigrid method, developed for 2 phase image segmentation, was generalized to multiphase image segmentation model, but the results were not very good, which was observed from the smoothing analysis of the smoother. A new modified smoother is introduced which improved the results improvement in sense of quality of the segmented image and CPU time. Nevertheless multiphase image segmentation model [120] is dependent on initial condition. To avoid this problem we proposed an algorithm which implement 2 phase multigrid algorithm in hierarchical way to get multiphase image segmentation results. We presented the comparison of different methods.

Thirdly, we developed a new optimization based multilevel technique [30] for the 2 phase image segmentation model [35]. We have described a model proposed by Chan et al [25] and Bresson et al [15] for finding global minimum of the CV model. This new multilevel algorithm allowed us to reach global minimum of the original CV functional by comparing the minimum values with the values obtained from the functional mentioned above. We have also applied this technique to the global minimization model for CV model to improve the results. Minimum values and experimental results are presented for comparison.

Finally, we proposed a new model for image segmentation under geometrical conditions like set of points. In this model we combined geodesic contour model with CV
model, which allowed the new model to be useful on noisy input images. As expected, the new model can detect objects of interest in very noisy images. This model is also very fast in implementation by the number of iterations. For solving the PDE arising from the minimization of the new model additive operator splitting (AOS) method is applied.

### 8.2 Future Work

- We will develop a multigrid algorithm and an optimization based multilevel method for 2 phase piecewise smooth approximation of Mumford and Shah model. Such a model is more general than CV [35].
- We will develop a multigrid algorithm and an optimization base multilevel method for the model developed for image segmentation under geometrical conditions. Selective segmentation work is new to the literature. There are few published results.
- We will work on joint image segmentation and image registration. This will save processing time for video images.
- Of course, it is of interest to consider 3D segmentation models and fast algorithms..
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[^0]:    ${ }^{1}$ The space $S$ is said to be reflexive if $\left(S^{\prime}\right)^{\prime}$ is isomorphic to $S$.
    ${ }^{2}$ A space $S$ is separable if it contains a countable dense subset.
    ${ }^{3} F$ is said to be coercive if $\lim _{|x| \rightarrow+\infty} F=+\infty$.

[^1]:    ${ }^{4}$ The support of a function $f$ is the closure of $\{x: f(x) \neq 0\}$ and is denoted by $\operatorname{supp}(f)$.

[^2]:    ${ }^{5}$ A complete space with a positive definite inner product is known as a Hilbert space

[^3]:    ${ }^{6}$ Occam's razor principle states that the explanation of any phenomenon should make as few assumptions as possible, eliminating those that make no difference in the observable predictions of the explanatory hypothesis or theory.

[^4]:    ${ }^{7}$ A square matrix $A$ is said to be convergent if $\lim _{k \rightarrow \infty} A^{k}=0$.

[^5]:    ${ }^{8}$ A function is called smooth if its Fourier coefficients are decaying, i.e it is essentially in a span of some low frequency Fourier basis functions.

[^6]:    ${ }^{9}$ Relaxation sweep means one step of error smoothing

[^7]:    ${ }^{1}$ Here cycle means outer loop.
    ${ }^{2}$ If $\phi^{k}$ and $\phi^{k+1}$ are values of $\phi$ in two consecutive cycles then the relative residual is $\mathbf{r r}=\frac{\left\|\phi^{k+1}-\phi^{k}\right\|_{2}}{\left\|\phi^{k}\right\|_{2}}$

[^8]:    ${ }^{1}$ We remark that the multigrid method as [8] can find the global minimizer for (:V2 und dincussed in chapter 4 and so can the ML1 algorithm from the section before.

