Appendix I (i): Spatial and Geometrical Measures of Crime Series Employed in the Present Study

Data Identifiers
· Dataset
· an alpha-numeric variable indicating which of the twelve datasets a crime series belonged to

· Dataset Identifier
· a coding variable to indicate which of the twelve datasets a crime series belonged to

· Offence Category 

· a coded variable indicating whether a crime series was comprised of serial burglaries, serial sex offences or serial murders
· Offender Number/Identifier
· a numeric variable to indicate which of the offender’s in a particular sample committed a particular offence series
· Number of Crimes in Series
· the total number of crimes comprising an offence series

Distance Measures

NB: unless otherwise stated, all distance measures represent Euclidean (or ‘Crow-Flight’) distances; the shortest possible distance between any two points

Whilst it has been argued that it may be inappropriate to use such distance measures as they will be unrepresentative of the actual routes taken during the commission of the offences (see, for example; Phillips, 1980), there is strong evidence to suggest that they is a high correlation between street distances and straight-line distances (Canter and Youngs, 2008a). Moreover, Canter (2004) argues that there ‘are good psychological reasons for working with straight lines, because these capture the mental processes of relating locations in space rather better than actual routes do’ (p.161).

Gabor and Gottheil (1984) argue that straight-line distances are preferable to other measurement methods as; “without conferring with the offender, we have no way of knowing the distance he actually travelled because the route he selects to arrive at the crime site is unknown. He may also visit friends or tend to other matters en route. Thus, he may have several preliminary destinations before arriving at the crime site. Despite those unknowns, a knowledge of an offender’s radius of activity is important. Given those unknowns, the use of areal distances in measurement may be more appropriate that sophisticated methods because it is a systematically biased estimator of distance travelled”.


Essentially, as both Gabor and Gottheil (1984) and Groff and McEwen (2005) observe; street distance will always longer than Euclidean distance, but because there is a strong and constant linear relationship between the two, with it being possible to predict one from the other, within such a research context it is more than acceptable to rely on those distances that can be determined with the greatest degree of accuracy (i.e. Euclidean straight-line distances).
· Mean Home to Crime Distance for Series
· the arithmetic mean of the distances between the perpetrator’s home and all crime locations comprising a offence series; i.e. the sum of all of the home-crime distances divided by the total number of home-crime distances.

· Home to Crime Distances - Standard Deviation
· the square root of the variance of the data from the mean home-crime distance for the sample;


σ = standard deviation


Σ = ‘the sum of’


 x = the mean of x    



 n = the number of cases/observations

· Median Home to Crime Distance for Series
· the median distance between the perpetrator’s home and all crime locations comprising a series; i.e. the middle home-crime distance value in an ordered list of all home-crime distance values.

· Minimum Home to Crime Distance

· the minimum distance between the offender’s home and any offence in their crime series

· Maximum Home to Crime Distance
· the maximum distance between the offender’s home and any offence in their crime series

· Mean Crime to Crime Distance for Series

· the arithmetic mean of the distances between all of the crimes comprising an offence series (between every crime location and every other crime location); i.e. the sum of all of the crime-crime distances divided by the total number of crime-crime distances.

· Crime to Crime Distances - Standard Deviation

· the square root of the variance of the data from the mean home-crime distance for the sample;
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· Median Crime to Crime Distance for Series
· the median distance between all of crime locations comprising a series; i.e. the middle crime-crime distance value in an ordered list of all crime-crime distance values.

· Minimum Crime to Crime Distance
· the minimum distance between any two offences in a crime series

· Maximum Crime to Crime Distance

· the maximum distance between any two offences in a crime series
· Mean for Adjacent Crime to Crime Distances

· the arithmatic mean inter-crime distance for offences that were committed in sequential chronological order (e.g. 1-2, 2-3, 3-4 etc.)

· Median for Adjacent Crime to Crime Distances

· the median inter-crime distance for offences that were committed in sequential chronological order (e.g. 1-2, 2-3, 3-4 etc.)
· Mean for Opposite Crime to Crime Distances

· the arithmetic mean inter-crime distances between offences that were committed at alternate intervals over the duration of the offence series (e.g. 1-3, 2-4. 2-5 etc).
· Median for Opposite Crime to Crime Distances

· the median inter-crime distances between offences that were committed at alternate intervals over the duration of the offence series (e.g. 1-3, 2-4. 2-5 etc).

Geometrical Measures
· Geometric Mean

· calculated by multiplying all home-crime distance measurements (N being the total number of home-crime distance measurements) and taking the Nth root of the total.


Thus, the Geometric Mean = ((X1)(X2)(X3)........(XN))1/N

where: 
              X = a home-crime distance measurement
              N = the total number of home-crime distance measurements
· Variance

· the average squared deviation of each home-crime distance from the mean home-crime distance, taking the form:
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σ2 = the variance value


μ  =  mean home-crime distance


n  = the total number of home-crime distance measurements

· Kurtosis

· a measure of the extent to which the distribution of home-crime distances for any given offence series is peaked or flat, relative to a normal distribution, as defined by the following:
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where Y is the mean home-crime distance, S is the standard deviation of home-crime 


distances and N is the total number of home-crime distance measurements.
· Skewness

· a measure of the extent to which the distribution of home-crime distances for any given offence series is symmetrical, or rather skewed away from a central point (normality), calculated using the following formula:
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where Y is the mean home-crime distance, S is the standard deviation of home-crime 


distances and N is the total number of home-crime distance measurements.
· Slope of Regression Line

· the gradient value of the slope of a regression line fitted to all of the offences in the series
· Intersect of Regression Line

· the value of the point at which a regression line fitted to all of the offences in a series crossed the x-axis intercept of the plot of those crimes
Spatial Measures

· Home to Crime Range
· the value produced when the minimum home-crime distance for an offence series was subtracted from the maximum home-crime distance for an offence series

· Crime to Crime Range
· the value produced when the minimum crime-crime distance for an offence series was subtracted from the maximum crime-crime distance for an offence series

· Home to Crime Range/Crime to Crime Range (R)
· the index value produced when the crime-crime range was divided by the home-crime range

· Mean Inter-Point Distance for Series

· The Mean Inter-Point Distance (MID) for a series was calculated by dividing all added distances between a) every crime and every other crime, and b) every crime and the offender’s home location by the total number of distances measured (i.e. was the arithmetic mean of all inter-point distances)
· Relationship Between Mean Home to Crime and Mean Crime to Crime Distance

· a dichotomous variable indicating whether mean home to crime distance was greater than mean crime to crime distance (0), or if mean crime to crime distance was greater than mean home to crime distance (1)
· Commuter or Marauder?

· a coded variable identifying whether, according to Canter & Larkin’s ‘Circle Hypothesis’, the offender was classified as a ‘commuter’ (1) or a ‘marauder’ (2). In other words, if the offender’s home fell outside of a circle, the diameter of which was the distance between the two offences in a series that were the furthest apart, then they were classified as a ‘commuter’; if their home fell inside of the same circle they were classified as a ‘marauder’
· Degree of Marauding (M)

· The M value, indicating the degree of marauding that an offender exhibited in their spatial behaviour, is mean home to crime distance/mean crime to crime distance. In essence, this value is indicative of whether the offender’s home range fell within the parameters of his criminal range; if less than 1 then the home range fell within the criminal range, and if more than 1 then the home range fell outside of the criminal range.
· Distance from Home to Centroid

· the distance of the home or base of the perpetrator of the crime series to centre of gravity, or ‘Centroid’, of the offence locations. The centre of gravity is the point which is simultaneously the minimum possible distance from each of the crime sites.


The centre of gravity for a set of crime locations [image: image5.png]L1y oo



, is thus calculated 
using the formula:
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Dragnet-Based Measures

The following measures are derived on the basis of calculations performed when the Dragnet geographical profiling system produces a prioritised probability schematic of where the perpetrator of a series of offences might be most likely to be located on the basis of the distribution of all crime locations. As such, they are measures that are unique to analyses utilising the Dragnet software, and as such cannot be treated as independent measures in their own right.
· Distance from Home to Point of Highest Probability

· the distance of the home or base of the perpetrator of the crime series to the point assigned the highest probability of containing the offenders home, on the basis of the spatial distribution of the offences, by the Dragnet geographical profiling system.
· The P-Value of Perpetrator’s Home Location

· the probability value assigned by the Dragnet geographical profiling system, on the basis of the spatial distribution of the offences, to the home or base of the perpetrator of the crime series.
Search Cost Measures


The ‘search cost’ is one possible measure of the effectiveness of the geographical profiling system Dragnet, and is the primary one employed in the present work. It is defined as the proportion of the total area needing to be searched in order to locate the perpetrator of that offence series.
The total area constitutes a rectangle for which the maximum inter-crime distance is the horizontal width. This rectangle is enlarged by 20% to ensure that all locations are incorporated into the Dragnet analysis, even in the case of more extreme or unusual distributions. The ‘total area’ is given in km2.
The search area is the overall amount of the total area needing to be searched, starting from the point assigned the highest probability of containing the offender’s home or base by Dragnet, in order to locate the actual home/base of the perpetrator of that offence series. The ‘search area’ is given in km2.
Search Cost = Search Area / Total Area.

The following variables examined search cost values under a number of different conditions;
· Search Cost When MID Used as Normalisation Parameter

· the search cost value produced for the series when  the range over which the offences occurred was normalised within the calculations performed by Dragnet using the Mean Inter-Point Distance (detailed previously)

· Search Cost When Q-Range Used as Normalisation Parameter

· the search cost value produced for the series when the range over which the offences occurred was normalised within the calculations performed by Dragnet using the ‘Q-Range’; a measure of the average distribution of offences around a notional axis (Canter et al., 2000). This axis is constructed by calculating the linear regression of the crime scene co-ordinates within an offence distribution. The distances between each of the crime locations and this regressional axis are then summed, and the square root of the resultant value is the ‘Q-Range’. Thus, the Q-Range may be defined as the square root of the sum of the deviations of each crime location from an axis that is the linear regression of the crime-scene co-ordinates.
· Search Cost When Euclidean Metric Used

· the search cost produced for a crime series when the distance measure employed by the geographical profiling system is the ‘Euclidean’ metric; that being the crow-flight or minimum direct distance between two points. 


It is calculated using Pythagoras’ Theorum, such that the distance between two points, 


(x1, y1) and (x2, y2), is determined using the following formula: 
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The Euclidean Distance Metric:        


· Search Cost When Manhattan Metric Used

· the search cost produced for a crime series when the distance measure employed by the geographical profiling system is the ‘Manhattan’ metric; whereas the Euclidean metric employs straight-line distance measures, the Manhattan adjusts the search patterns for areas characterised by city blocks and uniform street networks. The Manhattan distance is therefore calculated as if a grid-like path were followed, measured along axes at right angles.

The Manhattan distance between two points, X (X1, X2) and Y (Y1, Y2) = 
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where n is the number of variables, and X1 and Y1 are the values of the ith variable, at 


points X and Y, respectively.





The Manhattan Distance Metric:



· Search Cost When A Linear Function Used

· the search cost produced for a crime series when a linear distance decay function of the form f(x) = mx + b was utilised by Dragnet to assign probabilities to the regions around the crime sites in a series. 

· Search Cost When A Quadratic Function Used

· the search cost produced for a crime series when a quadratic decay function of the form  f(x) = ax2 + bx + c  was utilised by Dragnet to assign probabilities to the regions around the crime sites in a series.

· Search Cost When An Exponential Function Used

· the search cost produced for a crime series when an exponential decay function of the form f(x) = ax was utilised by Dragnet to assign probabilities to the regions around the crime sites in a series. This is the default function employed by the system.

· Search Cost When A Logarithmic Function Used

· the search cost produced for a crime series when a logarithmic decay function of the form f(x) = loga (x) was utilised by Dragnet to assign probabilities to the regions around the crime sites in a series.

Appendix I (ii): Descriptive Statistics For All Crime Series Attributes
	 
	N
	Range
	Minimum
	Maximum
	Mean
	Std. Deviation

	Offence Category
	603
	2
	1
	3
	1.74
	.854

	Number of Crimes in Series
	603
	133
	2
	135
	7.62
	9.394

	Mean Home to Crime Distance for Series
	603
	1302.6968
	.0516
	1302.7484
	24.826146
	95.4126945

	Median Home to Crime Distance for Series
	603
	990.1500
	.0000
	990.1500
	20.915143
	80.9598742

	Minimum Home to Crime Distance
	603
	836.37
	.00
	836.37
	9.5611
	52.71343

	Home to Crime Range
	603
	3825.08
	.10
	3825.18
	53.9757
	234.71750

	Mean Crime to Crime Distance for Series
	603
	1915.0035
	.0000
	1915.0035
	36.006286
	135.4559132

	Median Crime to Crime Distance for Series
	603
	2750.0010
	.0000
	2750.0010
	37.158607
	163.9608627

	Minimum Crime to Crime Distance
	603
	500.40
	.00
	500.40
	6.1627
	33.10311

	Criminal Range
	603
	3826.10
	.00
	3826.10
	71.0715
	252.38193

	Variance
	603
	2202958.72
	.00
	2202958.72
	6914.1659
	95234.00519

	Kurtosis
	603
	45.52
	-5.99
	39.54
	1.2494
	4.36263

	Skewness
	603
	8.86
	-2.87
	5.99
	.5741
	1.30911

	Geometric Mean
	603
	974.94
	.00
	974.94
	17.7667
	73.77725

	Mean Inter-Point Distance for Series
	603
	1869.143
	.000
	1869.143
	34.34240
	112.280295

	Home to Crime Range/Crime to Crime Range
	603
	7454.3800
	-3816.1700
	3638.2100
	-17.095791
	245.1004848

	Slope of Regression Line
	603
	556.087
	-525.538
	30.549
	-.97289
	22.653715

	Intersect of Regression Line
	603
	2904.928
	-945.108
	1959.820
	45.53630
	174.201778

	Angle of Offence Distribution
	603
	359
	1
	360
	120.77
	82.764

	Commuter or Marauder?
	571
	1
	1
	2
	1.66
	.473

	Degree of Marauding
	590
	2119.4372
	.0014
	2119.4386
	7.722016
	99.4958018

	Distance from Home to Centroid
	561
	1155.75
	.00
	1155.75
	19.3413
	67.17315

	Distance from Home to Point of Highest Probability
	561
	758.54
	.00
	758.54
	15.4260
	43.40257

	P-Value of Home
	561
	19.712
	.047
	19.759
	.22870
	.859630

	Search Cost When MID Used as Normalisation Parameter
	539
	.995414
	.000075
	.995489
	.23529064
	.289354723

	Search Cost When Q-Range Used as Normalisation Parameter
	537
	.995339
	.000150
	.995489
	.23754064
	.293202104

	Search Cost When Euclidean Metric Used
	539
	.995414
	.000075
	.995489
	.23529064
	.289354723

	Search Cost When Manhattan Metric Used
	539
	.995489
	.000075
	.995564
	.32482711
	.297724858

	Search Cost When Linear Function Used
	539
	.998647
	.000075
	.998722
	.25596021
	.307502039

	Search Cost When Quadratic Function Used
	539
	.995414
	.000075
	.995489
	.24287763
	.294093634

	Search Cost When Exponential Function Used
	539
	.995414
	.000075
	.995489
	.23529064
	.289354723

	Search Cost When Logarithmic Function Used
	539
	.995414
	.000075
	.995489
	.23329461
	.288920633

	Mean for Adjacent Crime to Crime Distances
	591
	2128.3857
	.0000
	2128.3857
	30.858574
	126.1440076

	Median for Adjacent Crime to Crime Distances
	591
	2750.0010
	.0000
	2750.0010
	24.495291
	133.5893865

	Mean for Opposite Crime to Crime Distances
	551
	1918.8445
	.0000
	1918.8445
	35.054896
	123.2455715

	Median for Opposite Crime to Crime Distances
	551
	1918.8445
	.0000
	1918.8445
	30.723589
	113.7985678
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