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Abstract

This thesis is concerned with the development of fast iterative methods for the numerical solu-
tion of nonlinear partial differential equations, which result from the application of Tikhonov
regularization to image restoration problems. ’

The majority of the work is concerned with image denoising using the total variation
regularization functional, well known for its edge capturing properties. A nonlinear multigrid
(FAS) method with a new smoother is developed. Numerical results showing the effectiveness
of the method over nonlinear multigrid with other smoothers and over other existing iterative
methods are presented. Unfortunately the nonlinear multigrid method does not perform well
when a perturbing parameter 3 is taken too small. A method which is more robust with
respect to [ is the fixed point method with algebraic multigrid linear solver, a technique for
accelerating this method by recycling algebraic multigrid setup data is also presented.

In later chapters an attempt is made to extend the use of the nonlinear multigrid method
to several other denoising models, which use alternative regularization functionals designed
to reduce the staircasing effect seen in images denoised using the total variation regularization
functional. The nonlinear multigrid method is shown to be particularly effective in one of
the cases. Also presented are iterative methods for solving the equations associated with the
deblurring and denoising of an image with total variation regularization. Results showing
the possible advantage of these methods in problems with heavy noise and moderate blur are

presented.
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Chapter 1

Introduction

A picture paints a thousand words is an often used phrase which alludes to the power that
images have. In today’s modern society images are all around us, they have the power to
spark controversy across the world, to diagnose illnesses and to catch criminals. We are
all it seems, constantly being captured on CCTV, speed cameras and mobile phones and
possessing the wrong type of image can land you in a lot of trouble. It is not surprising then
that there is a large amount of mathematical research being carried out which relates in some
way to images. In image registration (or matching) a reference image is mapped into a target
image, in medical imaging for example the images could be two images of the same part of
the body obtained using two different scanning techniques or two scans taken at two different
times, registration can also be used to map two images of the same scene taken at different
angles into each other. In image segmentation the task is to pick out features of interest in
an image from the rest of the image (the background), in image tracking the task is to track
a particular image feature across several scenes, for example tracking the movement of an
individual or vehicle on CCTV footage. In image recognition two images are compared and
the task is to determine whether they are of the same thing, e.g fingerprint matching, facial
recognition software.

A precursor to many of these applications and an important application in itself, is the
task of restoring degraded images. The degradation in the image usually results from two
phenomena, the first is blurring which can occur because of imperfections in the recording
device or light having to pass through some medium e.g the earths atmosphere in astronomical
imaging. The operator which causes this blurring effect is usually known. The second is the
phenomena of random noise which can be added during the transmission of the image or be
due to problems with the recording device. There are several different types of noise which
may occur, each requiring different restoration techniques. The image restoration problem is
an example of an inverse problem and is often also ill-posed. It is important to note here that

the original image will never be restored exactly and some loss of information is inevitable.



Research in the field of image restoration, broadly falls in to two categories, the design
of new models for accurately restoring degraded images and the efficient solution of the re-
sulting equations (obviously many works encompass both of these). The work in this thesis
falls into the latter category and is concerned mainly with the popular Tikhonov regulariza-
tion approach to restoring blurred and noisy images using the total-variation regularization
functional proposed originally by Rudin Osher and Fatemi {78}, which is well known for
its excellent edge recovering properties. In Chapter 3 a more thorough introduction to this
method is given but for the purpose of introducing the research problem I give a very brief
introduction here. The blurred noisy image is modeled by z = Ku + n where, the blurring
operator denoted K is assumed to be either the identity (no blurring) or a fredholm integral
operator of the first kind and the noise to be additive Gaussian white noise. The problem is

to minimize the functional
J(u) = /Qav [Vul2 + 8 + 1/2(Ku — 2)%dzdy. (1.1)

The Euler-Lagrange equation which gives the solution to the variational problem is:

Vu .
—aV. (——l\/w_—-'.ﬂ—) + K (K’U, - Z) =0. (12)

Due to the discrete nature of images the equation is discretized using finite difference meth-
ods. The equation is highly nonlinear and the number of unknowns can be large (typically
2562-10242), the construction of fast iterative methods for solving the discrete equation has
therefore been an active area of research over the last decade or so [7, 17, 18, 19, 20, 24, 25,
29, 32, 34, 39, 48, 55, 61, 71, 78, 79, 93, 94, 95, 96, 97] and is the main focus of this thesis.

Multigrid methods [12, 23, 44, 43, 66, 92, 102, 103] based on the recursive application
of error smoothing and coarse grid correction have been demonstrated to be efficient solvers
for a wide range of (linear and nonlinear) partial differential equations discretized on regular
domains (grids) and can also be applied more generally via the black box algebraic multigrid
methods [9, 11, 80, 92, 99]. The primary aim of my work was to develop a nonlinear multigrid
method for solving the discrete Euler-Lagrange equation of the total-variation problem in the
pure denoising (K = I) case but I have also proposed a technique for accelerating the existing
fixed point method, when algebraic multigrid is used as the linear solver, extended the work
on nonlinear multigrid to other denoising models and proposed an alternative iterative solver
for the deblurring problem.

The thesis is organized as follows:

o Chapter 2 covers various background material which is useful in the chapters that

follow, it includes:

— Useful preliminary definitions and theorems.



— A brief discussion of inverse problems and regularization needed for the introduc-
tion of denoising techniques in chapter 3.

— A discussion of the discretization of partial differential equations (PDEs) on reg-
ular domains using finite difference methods.

— A review of stationary iterative methods for solving discrete linear systems and

nonlinear analogues.

— An introduction to geometric multigrid methods as iterative solvers for discrete

elliptic PDEs including algorithms for linear and nonlinear multigrid methods.
— An introduction to the black box algebraic multigrid methods for linear problems.
e Chapter 3 is an introduction to various aspects of image restoration using the Total
Variation (TV) regularization functional, it includes:
— An introduction to the restoration problem.

— An introduction to regularization techniques used in image restoration, including

the Total Variation regularization method.

— A brief review of some of the mathematical analysis of Total-Variation regulariza-

tion.
— A review of the properties of Total-Variation denoising.

— Details of the discretization scheme that I use when solving the TV denoising

problem and a review of alternative discretization schemes.
— A review of the iterative solvers currently available for solving the TV denoising

problem.

e Chapter 4 details our attempts to develop a nonlinear multigrid method for solving
the discrete TV denoising problem, it includes:

— A discussion of the various smoothers that we have used, including our new
smoother FPGS.
— The algorithm for the nonlinear multigrid method being used.

— A comparison of FPGS against other smoothers, which demonstrates its advan-
tage.

— An investigation into the effect of applying Krylov acceleration to the nonlinear
multigrid method.

— A comparison of nonlinear multigrid with FPGS against other iterative solvers,

showing its advanatage in certain situations.

— Details of the disadvantage of the nonlinear multigrid method, poor performance
for small 3.



e Chapter 5 details a method for reducing the overall cost of the fixed point method

when algebraic multigrid (AMG) is used as the inner linear solver, it includes:

— A brief review of linear solvers used within the fixed point method, including a
demonstration of the better convergence properties of AMG vs geometric multigrid
for small 3.

— A discussion of our idea to recycle AMG setup data, within the fixed point method

including preliminary tests which motivate the final algorithm.
— Tests showing the effectiveness of the new method, in reducing the overall cost of

the fixed point method.

e Chapter 6 is an extension of the work on nonlinear multigrid in chapter 4 to other
denoising models, which reduce the staircasing effect, it includes:
— A review of staircase-reducing models, focusing on 4 models in particular.

— A discretization scheme for the models in question and algorithms for the nonlinear

multigrid method and other iterative solvers which are tested.

— Details of the implemntation of the nonlinear multigrid method for each of the

four models and comparison with other iterative solvers.
— A focus on one particular model, which gives good quality reconstructions and a
demonstration of the effectiveness of nonlinear multigrid for this model.

e Chapter 7 details some of our recent work on image deblurring, it includes:

— An introduction to some topics specific to the TV deblurring problem, including
the discrete fourier transform, fast fourier transform and Toeplitz and Circulant

matrices.

— Details of the discretization of the TV deblurring problem and a review of iterative

methods for solving the discrete problem.
— A proposal for an alternative deblurring model, which is still under development.

— Details of two alternative iterative solvers for the TV deblurring problem, which
are shown to potentially have an advantage over the fixed point method when the
level of blurring is relatively low and the level of noise relatively high.

e Chapter 8 covers possible future research directions.

e Appendix A covers various topics from optimization, which although useful through-
out the discussion are somewhat peripheral to my own work, it includes:

— A definition of constrained and unconstrained optimization and local and global

minima.



— Conditions for the existance of minima of functionals on Hilbert spaces.

— Discussion of the optimality conditions for unconstrained problems based on the

Frechet and Gateaux derivatives.
— Statement of the KKT optimality conditions for constrained problems on R™.

— A review of the steepest descent and conjugate gradient optimization methods for

quadratic and more general nonlinear functionals on R™.

— A discussion of multilevel techniques used in optimization.

e Appendix B details some cost estimates for the AMG method of chapter 5 imple-
mented in MATLAB.

All experiments presented in the thesis were run in MATLAB on a Sun Fire 880.



Chapter 2

Mathematical Preliminaries and
Multigrid Methods

Main Reference Material: [2]-[4],[9, 11, 12, 14, 23, 35, 43, 44, 45, 47, 54, 57, 66, 72, 80,
81, 92, 99, 100, 103, 105)

This chapter introduces various material which will be useful throughout the rest of the thess.
The first two sections introduce some useful definitions and concepts related to normed spaces
and operators. The material is meant mainly for reference, a thorough introduction to the
topics presented can be found, for example, in [54, 105] from which much of the material
has been taken.

§2.3 gives a brief introduction to ill-posed inverse problems and the regularization tech-
niques which are used to approximately solve such problems, this material will be useful in
the introduction of image restoration techniques in Chapter 3.

The Main aim of the rest of the chapter is to introduce multigrid methods as jterative
solvers for discrete (linear and nonlinear) elliptic partial differential equations (PDEs). §24
introduces some techniques and notation associated with the discretization of continuous
PDEs on regular domains, §2.5 introduces the stationary iterative methods, which are the
building blocks of multigrid methods, §2.6 gives a brief introduction to the principles on
which multigrid methods are based and details algorithms for linear and nonlinear multigrid
schemes and finally §2.7 covers black box algebraic multigrid methods which can be applied
more generally to discrete linear problems. Nonlinear multigrid methods will be applied to
the discrete Euler-Lagrange equation of the Total-Variation denoising problem in Chapter

4 and to other denoising problems in Chapter 6, linear (geometric) multigrid methods and



algebraic multigrid methods have been employed within the fixed point method (§3.6.2) as
linear solvers and the acceleration of fixed point with algebraic multigrid will be investigated
in Chapter 5.

2.1 Normed Spaces

Definition 2.1.1 (Vector Space)
A vector or linear space over a field F (usually the real or complex numbers) is a set S to-
gether with the operations of vector addition and scalar multiplication such that, the following

conditions hold:
1. Closure of vector addition: Ifue€ S andv € S, thenu+v € S.
2. Commutativity of addition: u+v=v+u
3. Associativity of addition: (u+v)+w=u+(v+w)

4. Eristence of additive inverse: For each u € S, there exists (—u) € S such that u +
(~u)=0

5. Closure of Scalar multiplication: If A\€ F andu € S then Au € S.
6. Associativity of scalar multiplication: Ifu € S, X,0 € F then A(Ou) = (\8)u.

7. Scalar multiplication is distributive: If u,v € S, A\,v € F then (A + 8)u = Au + v and
Mu+v) = Au+ Av.

A subset of a vector space V which is also a vector space under the same operators of addition
and scalar multiplication is called a subspace of V/, it is said to be a proper subspace if it is
not V itself and a non-trivial subspace if it contains non zero elements.

Example

Examples of vector spaces are
e The spaces R™ and C".

o The space C'(Q) of all functions on the domain Q@ C R™ whose partial derivatives of
order up to ! are continuous on  and the space C}() of all functions in C!(2) with

compact support.

e Thespace LP(Q) of all Lebesgue measurable functions on 2 C R™ for which fn lu(x)|Pdx <
0o. The precise definition of a Lebesgue measurable function will not be covered here it
can be found in, for example [2]. Strictly speaking the elements of LP() are not indi-
vidual functions but equivalence classes of functions which are equal almost everywhere
in §, but I will ignore this distinction here.



e The Sobolev Space W™? of functions u € L? whose weak partial derivatives up to

order m also belong to LP, see [2] for more details.

Definition 2.1.2 (Linear Dependance)
A set of vectors {vy,..,vn} is said to be linearly dependant if there is a set of scalars cy, .., Cy,
not all zero such that 37, civ; = 0. If a set of vectors are not linearly dependant they are

said to be linearly independent.

Definition 2.1.3 ( Linear Combination)
A linear combination of a finite set of vectors vy, .., vy is a vector of the form ayv1+, .., +a,v,

where the a; are scalars.

Definition 2.1.4 (Space Spanned by a Subspace)
IfY = {y1,.,Yn} is a set of vectors in a vector space V, then the set of all linear combinations

of elements of Y is called the subspace spanned by Y and is denoted span{y,..,yn}-

Definition 2.1.5 (Finite Basis)
A set {y1,..,yn} is called a finite basis for a vector space V if it is linearly independent and

V = span{y1,-+Yn}

Example
Any linearly independent set of n vectors in R" is a basis for R™. "

Definition 2.1.6 (Dimension of a Vector Space)
A vector space 18 said to be n-dimensional if it has a finite basis of n elements. A vector
space with no finite basis is said to be infinite dimensional.

An operator or a mapping from one vector space U into another V (or from a subset of
U into a subset of V) A : U — V is just a rule which given an element u € U produces
A(u) € V. The simplest type of operator is a functional which maps a vector space to the

real or complex numbers. A functional mapping R™ to R is usually called a function.

Definition 2.1.7 (Norm)

A norm on a vector space S is a real-valued functional ||.|| on S such that
1. Jjul] >0 ifu#0.
2. ||Aull = |A|{|ul| for all scalars X and vectors w.

3 Nlu+v| < |ul| + vl forallu,ve S

A seminorm is defined similarly to above except that axiom 1 is replaced by flull >0, it is
therefore possible for a seminorm to be equal to zero for some u # 0.



Definition 2.1.8 (Normed Space)

A Normed space is a vector space S provided with a norm ||.||s.
A special type of normed space is an inner product space.

Definition 2.1.9 (Inner Product)

An inner product on the vector space S is a functional (.,.)s on S x S which satisfies:

1. (w,v)s = (v, u)g for allu,v € S.
2. (Mu,v)s = A, v)s

3. (u+v,w)s = (u,w) + (v,w)

4. (u,u)s >0 whenu #0.

Any inner product induces a norm, which is defined as follows ||ul| = (u,u)/2.

Example

The classic example of a norm is the Euclidean norm on R™ defined by [x||s = m this
is sometimes also written |x| and is induced by the Euclidean inner product (x,y)s = yTx.
An example of a normed space, which is not an inner product space is the space of all bounded

continuous complex valued functions on 2 C R™ together with the supremum norm defined

by [|fllee = SUPxeq |f(X)}- .

Theorem 2.1.1 The Cauchy Schwarz Inequality
For any inner product (.,.)

|(u, 2)] < Julijo]l. (2.1)

2.1.1 Sequences and Convergence

Definition 2.1.10 (Cauchy Sequence)
A sequence {v} in a normed space is said to be a cauchy sequence if for all € > 0 there exits
a K such that any k > K and any l > K implies that ||vg — v|| < e.

If a sequence is a cauchy sequence then we can force the terms to be as close to each other

as we choose by taking k sufficiently large.

Definition 2.1.11 (Convergent Sequence)
A sequence {vx} in a normed space is said to converge to v (denoted v — v as k — oo or

limg—co vk = v) if for all € > 0 there ezits a K such that k > K implies that |lvx — v|| <.

If a sequence converges to v then we can force the terms to be as close to v as we choose by
taking k sufficiently large.



Definition 2.1.12 (Weak Convergence)
A sequence {vi} in an inner product space V is said to converge weakly to v (denoted vy, — v

as k — o0 ) if for all w € V, the sequence (vg,w) converges to (v, w).

Strong convergence implies weak convergence since by the Cauchy Schwartz inequality |(v, w)—
(vk, w)| < |lv — villllw]| and |jv — vi]| — 0 as k& — oo if vk converges to v.

2.1.2 Open and Closed Sets

Definition 2.1.13 (Open Set)
A subset S of a normed space N is said to be open if for each u € S there exists a 6 > 0 such
that |lu—v|| < é forallve §.

This definition says that any point in an open set can be surrounded by a ball centered at
that point which lies entirely in S.
Example

An example of an open set in R™ is the set {x|||x — all2 <7} forsomeac R andr€R. =

Definition 2.1.14 (Limit Point)
v is said to be a limit point of a subset S of a normed space N if there exists a sequence {v,}

of elements of S such that v, converges to v and v is not a member of the sequence {v,}.

Definition 2.1.15 (Closed Set)
A subset S of a normed space N is said to be closed if all of it’s limit points are contained
insS.

It can be shown that S is closed if and only if its complement N — S is open. Subsets S can
be both closed and open, the obvious example being the normed space N itself, or neither.

Definition 2.1.16 (Closure)
The closure of a subset S of a normed space N is the union of S and all its limit points and
is denoted S.

2.1.3 Banach and Hilbert Spaces

A normed space in which every Cauchy sequence converges (a complete normed space) is
known as a Banach space, similarly a complete inner product space is known as a Hilbert
space, see [105] for more details.

Example

Two relevant examples of Hilbert spaces are the space R™ together with the Euclidean in-
ner product and the space L?(2) together with the inner product defined by (f/,9)L2q) =

Ja f(x)g(x)dx. -
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Definition 2.1.17 (Orthogonal Set)
A set of vectors {z;} in an inner product space is called an orthogonal set if (z,-,:rj) =0 for

i#jandnoz; =0.

A set of vectors is called orthonormal if in addition (z;,z;) = 1 for all 1. It is clear that any
finite orthogonal set is linearly independent since if we were to take the inner product of both

sides of Y 1 ; i = 0 with x; for any j we would have ¢;(z;,z;) =0 and hence ¢; = 0.

Definition 2.1.18 (Orthogonal Basis)
An orthogonal basis for an inner product space S is a (possibly infinite) orthogonal set {ey}

such that for any u € S there exists scalars ¢, such that u =73, cpe,.

If u =), cne, then we can see from the orthogonality of the e, that ¢; = (u,e;)/(e;,€;) or
just (u,e) if the e, are orthonormal. Furthermore if the basis is infinite, these coefficients
will also minimize the distance |lu = 3°X_ ¢ e, || between u and the truncated sum involving
N terms. In some books a Hilbert space is defined more strongly than above as a complete
inner product space with an orthogonal basis.

Definition 2.1.19 (Orthogonal Complement)
If S is a subset of a Hilbert space H, then the orthogonal complement of S is defined to be
the set S+ = {u € H|(u,v) =0, for allv € S}.

If U is a subspace of a Hilbert space H with an orthogonal basis, then any element y € H
can be written uniquely as y = u + v, where u € U and v € U+, this is sometimes written

H=U+U*.

2.2 Operators

Recall from above that an operator A : X — Y is a rule which takes any element of a subset
X of a vector space V and produces an element of a subset Y of a vector space U. The
domain of A denoted D(A) is just X , the image of z € X under A is A(z), and the range
of A denoted R(A) is {A(x)|z € X}, clearly R(A) C Y. The Null space of an operator A
denoted N(A) is all the elements of X which are mapped to 0 by Aie {re X |A(z) = 0}.

Definition 2.2.1 (Identity Operator)

The identity operator I mapping a vector space U into itself is the operator which maps every
element of U to itself.

Definition 2.2.2 (Inverse Operator)

The operator A : U — V is invertible if for each v € V' there is one and only one u € U such
that A(u) = v. The Inverse operator of A is denoted A~ :V - U.

If the inverse of an operator exists then clearly A7'A4 = AA-! =],

11



2.2.1 Linear Operators

Definition 2.2.3 (Continuous Operator)

An operator A: S — M, where S is a subset of N and N and M are normed spaces, is said
to be continuous at & € S if for any € > 0 there exists a 6§ > 0 such that | A(u) — A(v)]| <€
for allv € N such that ||[u—v| < 8. A is continuous on S if it is continuous at all points in
S.

Definition 2.2.4 (Linear Operator)
An operator A : V. — W, where V and W are vector spaces is linear if A(avy + bvg) =
aA(vy) + bA(v2) for allvi,v3 € V, and all scalars a,b.

Example
A linear operator mapping R™ to R™ is defined by a matrix of A size m x n, then given
x e R*, y=Axe€R™, n

Theorem 2.2.1 If a linear operator A : N — M is continuous at a single point in N it is

continuous on M.

Definition 2.2.5 (Operator Norm)
The norm of an operator A : N — M, where N and M are normed spaces is defined as

Jollows
IAll = sup{llA(w)]|/llu]l : v € N,u # 0}. (2.2)

Definition 2.2.6 (Bounded Operator)
An Operator A : N — M, where N and M are normed spaces is bounded if there erits a
number 0 such that |A(u))| < O||lul| for allue N ie. ||A|| <L6.

Theorem 2.2.2 A linear operator is bounded if and only if it is continuous.

Theorem 2.2.3 The set of all bounded linear operators from N to M, where N,M are
normed spaces is itself a normed space under the norm of definition 2.2.5 and the operators
of addition and scalar multiplication defined respectively by (A+ B)u = Au+Bu and (cA)u =
c(Au) for bounded linear operators A and B, scalar ¢ and u € N. This normed space is
denoted B(N, M) and furthermore is a Banach space if M is a Banach space.

Definition 2.2.7 (Dual)
The dual of a vector space V is the set of all linear functionals f : V — R and is denoted V*.

Definition 2.2.8 (Bilinear Mapping)
A bilinear mapping B:U x U — V, where U and V are vector spaces is a rule which given
any two elements uy,ug of U produces B(uy,u2) € V such that

B(au; + bug,u3) = aB(ui,us) + bB(uz,u3) (2.3)
B(uy,aup + buz) = aB(u1,ug) + bB(uy, u3) (2.4)

12



for all scalars a,b and all uy,uz,uz €U.

Example
A bilinear mapping from R™ x R™ into R is defined by an nxn matrix A, and B(u,v) = v7 Au

2.2.2 Compact Operators

Definition 2.2.9 (Compact Set)
A subset S of a normed space N is compact if every infinite sequence of elements of S has a

subsequence which converges to an element of S.

Definition 2.2.10 (Relatively Compact Set)
A subset S of N is relatively compact if every sequence in S has a subsequence converging to

an element of N.

Definition 2.2.11 (Bounded Set)
A subset S of a normed space N is called bounded if there is a number 6 such that ||z|| < 6
forallz € S.

Definition 2.2.12 (Compact Operator)
An operator is compact on a normed space if it maps every bounded set into a relatively

compact set.

Any bounded operator on a finite dimensional space is compact, since bounded operators map
bounded sets into bounded sets and a bounded set in a finite dimensional space is relatively

compact.

2.2.3 Operators on Hilbert Spaces

Theorem 2.2.4 Reisz Representation Theorem If f : H — R is a continuous linear
functional and H is a Hilbert space, then there erists a unique v € H such that f(u) = (u,v)
forallu€ H.

Definition 2.2.13 (Eigenvectors and Eigenvalues)

If A: V =V is a linear operator mapping a vector space V into itself, then v € V is said to
be an eigenvector of A if Av = Av. The number A is known as an eigenvalue corresponding
to the eigenvector v.

Theorem 2.2.5 Let A € B(H1, H2), where H1 and H2 are Hilbert spaces, then there exists
a unique operator A* € B(H2,H1) called the adjoint of A such that (Au,v)pa = (u, A*0)m
for allu € H1 and v € H2.

13



If H1 = H2 and A* = A then A is said to be self-adjoint. If A: V — H is an operator on a
dense subspace V of H then A is symmetric if (u, Av) = (Av,u) for all u,v € V. Symmetry is

a generalization of self-adjointness and any bounded self-adjoint operator on H is symmetric.

Theorem 2.2.6
If A is a self adjoint operator on a Hilbert space, then all it’s eigenvalues are real and it’s
eigenvectors form an orthogonal set.

Proof

If Av = v, then A||v||? = A(v,v) = (Av,v), since A is self-adjoint this equal to (v, Av) =
(v, Av) = A||v||? i.e X = X and hence ) is real. If in addition Au = ou, then since (v, Au) =
(Av, ), o(v,u) = A(v,u) and so (v,u) = 0 when XA # 0. -

Theorem 2.2.7 Let A be a compact self-adjoint operator on a Hilbert space H, then H
has a basis (e,) consisting of orthonormal eigenvectors of A. If H is infinite dimensional
then the corresponding eigenvalues A, tend to zero as n — o0 and if y = ) cnen then
Ay =3, AnCnén.

This is equivalent to saying that the eigenvectors of A form a complete set, a complete set
of vectors being a set such that the only vector orthogonal to all members of the set is the

zero vector.

Definition 2.2.14 (Positive Definite Operator)
An operator A on an inner product space is called positive definite if (u, Au) > 0 for allu # 0
and positive semidefinite if (u, Au) > 0 for all u, similar definitions erist for negative definite

and negative semidefinite operators.

Theorem 2.2.8
The eigenvalues of a positive definite operator are positive.

Proof
If Av = Av and (v, Av) > 0 then A(v,v) > 0 hence X is real and positive. [

Theorem 2.2.9
If the eigenvectors of an operator A form a complete orthogonal set, and all the eigenvalues
of A are positive then A is positive definite.

Definition 2.2.15 (Strongly Positive Operator)
A symmetric operator A on an inner product space V is said to be strongly positive if (v, Av) >
6(v,v) for allv € V. In this case § is said to be a lower bound for A.

Theorem 2.2.10 If A is a symmetric operator with a complete set of eigenvectors, then A
is strongly positive if there erists a @ > 0 such that all eigenvalues of A are greater than or

equal to 6.
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From this result it is clear that for operators on a finite dimensional space who’s eigenvectors
form a complete set, strong positivity is equivalent to positive definiteness. From Theorem
2.2.7 it is also clear that compact operators on infinite dimensional Hilbert spaces are not

strongly positive.

2.3 Inverse and Ill-Posed Problems and Regularization

An Inverse Problem is a problem in which one is given the output data from a system and
wishes to find the unknown input which created this data as opposed to the direct problem in
which one generates the output from the input. As an example in image processing problems
seen later, one is given a blurred image contaminated with random noise and wishes to find the
true image from this data and knowledge of the blurring operator. In reality inverse problems
are often ill-posed and small errors in the data can lead to very large errors in the solution,
regularization methods to find an approximation to the solution are then required. In this
section I give a very brief introduction to the concepts of ill-posedness and regularization,
focusing on compact operators. For a more thorough treatment of the topics of ill-posed

problems and regularization see [47, 56, 97].
2.3.1 Ill-Posed Problems and the Generalized Inverse
Definition 2.3.1 (Well-Posedness)
If K : Hy — H where H; and Hz are Hilbert Spaces then the problem K(u) = z is said to
be well-posed, in the sense of Hadamard, if
1. For each z € H; there exists a u € Hy such that K(u) = z holds.
2. u is unique.

3. The solution is stable with respect to perturbations in the data, that is given u* € H;
and z* € Hy such that K(u*) = z* then for every € > 0 there exists a § > 0 such that
| K (v) — 2*|| < & implies that Jjlu — u*|| <e.

A Problem that is not well-posed is said to be ill-posed.

The first condition is equivalent to the requirement that the range of K, R(K) is equal to
H,. In the case of linear operators, the second condition is equivalent to requiring that
N(K) = {0} where N(K) is the null space of K i.e if Ku = z then K(u +v) = z if and only
if v = 0. If the first two conditions hold then the inverse of K exists and the third condition
says that the inverse should be continuous. From now on we will focus on linear operators

only.
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In cases where z ¢ R(K) one may still be interested in finding some solution that ap-
proximately solves the problem, similarly if the solution to the problem is not unique one
may want to find some specific solution, this can be achieved via the generalized inverse (or

pseudoinverse) of the problem.

Definition 2.3.2 (The Generalized Inverse)
The Generalized inverse Kt of K € B(Hy, H,) is defined as the unique linear extension of
K~! to the domain of Kt

D(K') = R(K) + R(K)* (2.5)
with
N(K') = R(K)* (2.6)
where
K = K|n): : N(K)* = R(K). (2.7)

To see that Kt is well defined consider the following; The domain of K is N (K)*, there-
fore if w € D(K), (w,v) = 0 for all v € Hy such that Kv = 0. Given that N(K) =
{w € D(K)|Kw = 0} any w € N(K) must satisfy (w,w) = 0. This is only possible if
w = 0, hence N(K) = {0}, furthermore since H, can be written as N(K) + N(K)L and any
w € N(K) by definition satisfies Kw = 0 we see that the range of K is the same as the range
of K, hence K1 exists.

Now K is required to be the linear extension of K~ to the domain of K = R(K) +
R(K)* and any z € R(K) + R(K)* = H, can be uniquely defined by z = z1 + 2z with
z1 € R(K) and z; € R(K)*. Since we also require that N(K1) = R(K)* we must have
Ktz = K~1z,. Obviously if z € R(K), then KKtz = 2.

The generalized inverse can be characterised via the idea of least squares solutions of

Ku=2z.

Definition 2.3.3 (Least Squares Solution)
Let K € B(Hy,Hz) where Hy and Hy are Hilbert spaces, then u* € Hy is called a least
squares solution of Ku = z if

[Ku” — z|| b, = inf{|| Ku — 2|| m, [u € Hy}. (2.8)

u* € H, is called the best approrimate solution of Ku = z if u is a least squares solution of

Ku=2z and
Nu*lla, = inf{||v|||v is a least squares solution of Ku = z}. (2.9)

With this definition we can introduce the following theorem, the proof of which can be found
in [47].
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Theorem 2.3.1 Ifz € D(K?) then Ku = z has a unique best approzimate solution given by
ul = Ktz (2.10)

and the set of all least squares solutions is given by u! + N(K).

2.3.2 Compact Operators and Singular Systems

Recall that a compact operator (Definition 2.2.12) is a bounded linear operator which maps
any bounded set into a relatively compact set. An example of a compact operator which is of
particular interest here is the Fredhlom first kind integral operator mapping L?(2) — L3(Q)
defined by

(Ku)(x) = /n k(x,y)u(x)dy, xeq. (2.11)

where [, [, k(x,y)?dzdy < co.

It can be shown that for any compact operator K on infinite-dimensional Hilbert spaces
Ku = z is an ill-posed problem. If R(K) is infinite dimensional, this is because the first and
third conditions on a well-posed problem are violated, if R(K) has finite dimension then the
second condition is violated.

For any compact operator K, K*K is a self adjoint compact operator. From the eigende-
composition of K*K (see Theorem 2.2.7) a singular system for K defined as below, can be

found.

Definition 2.3.4 (Singular System)
A singular system for a compact linear operator K : Hy — H; is a countable set of triplets

{u;,04,v;}; with the following properties
1. The right singular vectors v; form an orthonormal basis for N(K)+t
2. The left singular vectors u; form an orthonormal basis for the closure of R(K)

3. The singular values o; are positive real numbers and are in nonincreasing order oy >
03> ...>0.

4. For each j, Kvj = oju;.
5. For each j, K*u; = a;v;.
In addition if R(K) is infinite dimensional then lim;_,. o; = 0.

Using the singular system we can write

Ku= Zoj(u,vj)yluj (2.12)
J

17



and
K*z= ZG’_—,’(Z, uj)szj’ (2.13)
J

furthermore it can be shown that the generalized inverse has the following representation

Z,U;
K'z=%" &) a;)H’ vj. (2.14)
J

If the range of K is infinite dimensional then the sums in all three cases will be infinite.

From the representation of the generalized inverse in (2.14) we can see that small errors
in z can be amplified by the application of the generalized inverse due to the division by
small singular values (particularly if R(K) is infinite dimensional). For example if we take
2 = z+ by for some ! and § > 0 and small, then we see that ||Z - z|| g, = ||6u;)|x, = & (since
(w1, w)n, = 1), on the other hand we have

Kfi,:z:wﬂj)ﬂvj =Kiz+ ivl (2.15)
3j gj ]

and hence ||Kt: — Ktz||g, = %, as | goes to infinity this error becomes infinitely large. In

order to prevent this happening we can filter the singular values i.e we can replace 1 /oj in

(2.14) by ¢(02)/0;, two such filters are the truncated singular value decomposition (TSVD)

filter function defined as follows

2y} 1if a® > a
¢(0%) = { 0ifo? < o (2.16)
and the Tikhonov filter function defined by
2
g
$(0%) = ——. (2.17)

These filtering schemes are examples of regularization schemes. In each case we see that
#(0?) depends on a, which is a positive constant known as the regularization parameter.
The choice of the regularization parameter will be important in determining the quality of
the solution, choose a too small and to many small singular values remain, choose a too
large and the solution will be inaccurate because too many large singular values have been

filtered out. In the following the precise definition of a regularization scheme is given.

2.3.3 Regularization Schemes

In the following it is assumed that for the equation K(u) = z where K : H 1 — Hj there
exists an operator R, that assigns to each v € R(K) a unique vector R,(v) € H; such
that K(R.(v)) = v. In the linear case discussed above R, is the generalized inverse. A
regularization scheme is given by a family of operators R, : H; — H;, where a lies in an

index set I. The regularization scheme converges to R, if the following two conditions hold:
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1. For each a € I, R, is continuous.

2. Given any z € R(K), for any sequence {2,} C H» that converges to z there is a
sequence {an} C I such that R, (z,) converges to R.(2) as n — oo.

In the case that R is the linear operator defined by

Roz = Z d’a(a]z‘)(za u]')Hz

o v, (2.18)

J

we see from the orthogonality of the v; that

2 . 3
Rl = \‘Z (*——*—%(a’ = u’)"z) s (S‘;P S )> el (219)

k) M

For both the TSVD filter and the Tikhonov filter sup,sq$a(0?)/0 = 1/\/a (in the TSVD
case this is trivial in the Tikhonov case it can be seen using simple calculus) and so R, is
bounded and thus continuous for every a. To see that the second condition holds for these
two schemes let {z,} be a sequence that converges to z with ||z, — z|| < J,, where 6, — 0 as

n — oo, we have

|Ran2n — Rezllm, = |Ran2n + Ran 2 — Ra,z — Ruz|n,
< ||Ronz = Ruz|H, + |Ra,2n — Ran 2|,
< |Ranz — Rzl oy + (| Ranllllzn — 2llH,
< |[Ranz = Ruz||lH, + || Ra,[[0n.

(2.20)

Since R, is bounded and Ro — R, as a — 0 by taking {a,} = {4,} we will have Rq, 2,

converging to R.z as n — oo.

2.3.4 Generalized Tikhonov Regularization

The Tikhonov regularization scheme introduced above can be alternatively written in the
following form
minJ(u) - J(u) = 1/2Ku = 2lig, + o/2uly, (2:21)

To see this let us first find the first variation (§A.3.2)
3 3w+ t0)limo = (Ku =2, Ko, + s, ), (222)
Using the adjoint of K this can be rewritten
%J(u +tv)e=0 = (K*(Ku - 2),v)n, + a(u,v)y,. (2.23)
If u is the minimum of J(u) then the first variation is zero for any v (§A.3.3) i.e

K*Ku+ou=K"*z. (2.24)
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Using the singular system we can write this in the form

Z(U.? + a)(u’v.’i)Hlvj = Z o;(2, Uj) H, V5 (2.25)
J J
Taking the inner product of both sides with v; for a given ! gives us
(o} + a)(u,v)m, = a1(z,w)H,. (2.26)
and so (
oj(z,u;
u=Y (4,0)mv; =Y. Lrﬂvj, (2.27)
3 7 site

which is the same as what we had above.

Written in the form (2.21) Tikhonov regularization can be viewed as a scheme for finding
a solution which balances between the need for a solution for which Ku is a good fit to
z and one that has minimal H; norm, with the value of the regularization parameter a
determining how much weight is given to each requirement. In a more general form of
Tikhonov regularization, the first term in J(u) can be any fidelity term p(Kwu, z) which some
how measures how closely Ku matches z and the second term a general penalty term R(u)
which penalizes against certain artifacts in the solution. Generalized Tikhonov regularization

is used in the image processing problems seen in Chapter 3.

2.4 Discrete PDEs and Notation

In many situations one has to solve a discrete version of a continuous partial differential
equation, because the equation can not be solved analytically or because data is only known
at a certain number of discrete locations. A continuous linear boundary value problem in d

dimensions is denoted by
Lnu(Il, vy (l'd) = fQ(xl, ..,:l:d) for (:81,..,.’134) €. (2.28)

Lru(xl9 "71:(1) = fr(xla ")zd) for (xl) "l'd) € I. (2.29)

where Q is a bounded and open domain in R% and T is its boundary.

Example
One such example would be Poisson’s equation in two dimensions with Dirichlet boundary

conditions
-Au(z,y) = f¥(z,y) in Q (2.30)
u(z,y) = f(z,y) on T (2.31)
[ ]
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I introduce this example here as it is the classic example of an equation to which multigrid
methods can be applied successfully and will be used to illustrate various important concepts
in the next two sections.

Similarly a continuous Nonlinear boundary value problem is defined by
N (u(zy,..,Ta)) = fxy, wxq) for (z1,..,24) € Q. (2.32)

Ltu(zy,..,zq) = fF(xy,..,24) for (z;, ~zg) € T (2.33)

Example

An example of a nonlinear equation which will be seen in later chapters is the equation

Vu(z,y)
—aV. —————em—ee—————— + UN\T, y = 2 z’ ,
(\/IVu(_m, i) (234)
with Neumann boundary condition 22%%) = 0 on T. -

There are various ways that a continuous PDE can be discretized, for example using the
finite element method or the finite volume method. In our work the domain € R? is
usually rectangular and the values of f known at uniformally distributed points in the domain
therefore the most natural discretization method to use is the finite difference method. From
now on we restrict our discussion to 2 dimensions, although it easy to extend to higher
dimensions. Assuming that = (a,b) x (c, d) is rectangular we impose a cartesian grid (or
mesh) with grid spacing h = (b—a)/n in the z direction and k = (d—c)/m in the y direction.
In a vertex-centered discretization grid points are placed at the vertices of the mesh so that
there are (n+1) x (m+ 1) grid points including points on the boundary with grid point (z, j)
located at (x;,y;) = (th,jk) for 0 < i < n and 0 < j < m. In a cell-centered discretization
grid points are placed at the centre of the grid cells so that there are n x m grid points (none
lying on the boundary) and grid point (i,3) is located at (z;,y;) = (a + 21'—2‘1h,c+ 2-72‘—1k)
for 1 <i<nandl < j< m The interior of the discrete grid is denoted Q" and the
boundary by I'*. Figure 2.1 shows examples of vertex and cell-centered discretizations of a
square domain.

Once the grid is in place the operators in the PDE can be approximated locally using
Taylor series expansion, for example using the expansions

h h h2a2 h3 83 4
u(z + h,y) = u(z,y) + (r y)+—ﬂ( &Y+ 5752 3(z,y) 5 4(e+,y) (2.35)

and

6u h? 8%y h3 63 h4 64
withz—-h <e_ <z <€y <x+h,the operator ~ at the grid point (4, ]) can be approximated
in 3 ways, the first order forward and backward dlﬁerence operators defined respectively by

0wy _ wipr =Wy Uiy Ui =iy
ij _ , o Wij— Ui—1 5
5 p and == h (2.37)
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Figure 2.1: Vertex-centered (left) and cell-centered (right) discretizations of a square domain

or the second order central difference approximation

&uij _ ui+l,j
2h ~ 2h

where iqj = u(xi:yj) is the value of u at the grid point (i, j). Approximations to higher order

(2.38)

derivatives can be constructed in a similar way for example a second order approximation to
at (i,j) is given by

vi+ld ~ ~uij t
1/j2 - {¢-63)

The discrete analogue of the continuous problem on the discrete domain is denoted by
L%uh{xi,..,xd) = fh(xi,..,xd) for (xu ..,xd) e fi\ (2.40)
Lhuh(xu ..,xd) =f£ {xu ..,xd) for (xi,..xd) € T (2.41)

where uh is a grid function on ShUTh, and Lh are operators on the space of grid functions
and f* and are discrete analogues of f n and / r. Usually the boundary condition can be

eliminated and (2.40) and (2.41) can be written simply as

Lh~h —fh- (2.42)

Example

By way of an example consider Poisson’s equation on the unit square with Dirichlet, boundary
condition. Assume that the domain is discretized using a vertex centered grid with h - k =
I/n then at interior grid points not adjacent to the boundary a second order central difference
approximation is given by

{LhUh)ij __4ujj  uitij o oui-ijoo ouij+l o ouiGj-i _ ju 43)
At points adjacent to the right boundary, for example, ui+hj will be replaced by the boundary
value /£ < so we have

4tjj Uj-13 Ujd+l - it Lnj

N =—
(LhUhnij h2 Jj+

(2.44)
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Similar considerations give Lnup, at other points adjacent to the boundary, therefore we have

Lyup = fr, where uy, is a grid function on the interior grid points only. ]

2.4.1 Stencil Notation

Let p € Z% define a grid point on a d-dimensional grid G. In stencil notation the left hand
side of the discrete equation Lyup, = fp, at p is defined by:

(Lhun)p = D Lpq(un)p4q. (2.45)

g€eZd
The stencil entry Ly 4 is non-zero when Lyuy, at grid point p € G is dependant on the value of
uy, at grid point p+ g, the structure of an operator L is defined as all ¢ such that there exists
a p € G such that Ly 4 is non-zero and is denoted Sp. The stencil for L, at p is displayed as

an array containing all non-zero L, 4 e.g a typical stencil in 2 dimensions has the form

0 Lpoy 0
va(-lvo) va(ovo) LP)(er)
O va(o’-l) 0

Example
Returning to the example we saw above at grid points not adjacent the boundary we can

write
) 0 -1 0
Lun(@y) =53 [ -1 4 -1 un(z,y) = f(z,y) = fa(z,y) (2.46)
0 -1 0
\
and, for example, at points adjacent to the right boundary
) 0 -1 0
1
Lun(e,y) =37 | -1 4 0 | (@) =fl@0)+ 5HA00) = filzy).  (247)
0 -1 0
.

2.4.2 Matrix Notation

It may sometimes also be useful to write Lyup = f, in matrix notation. This is done by
stacking the grid function uy into a vector up, this is usually done in lexicographical order;
up, is stacked along rows of the grid starting at the bottom left point and ending at the top
right. The right hand side vector is stacked in a similar manner into a vector f,. The discrete

linear equation can then be written as Ayuy = fj.
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Example

In the example of Poisson’s equation considered previously we see that in general row I of
Ap, will have ay = 4/h* and au-1 = @141 = @1 4(no1) = Qy-(n-1) = —1/h2 with all other
entries in the row zero, with appropriate modifications for boundary points. h2A, is therefore
the (n — 1) x (n — 1) block tridiagonal matrix with blocks of size (n — 1) x (n — 1) where the
off diagonal blocks are the negative Identity and the diagonal blocks are tridiagonal with 4
on the diagonal and —1 on the off diagonals. =

2.4.3 Boundary Conditions

So far I have only mentioned Dirichlet Boundary conditions on a vertex centered grid, I
briefly now describe how to deal with Neumann Boundary conditions and cell-centered grids.

Neumann for Vertex Centered Grids

Lets assume that we have a Neumann boundary condition g—z = fT(z,y) on the right bound-
ary of a vertex centered grid. We assume that the equation L{u(z,y) = I (z,y) extends
to the points on the right boundary. The equation at these grid points will involve 'ghost’
grid points outside the domain. These ’ghost points’ can be eliminated using the Neumann
Boundary condition

L (2.48)
Example
If we take the example of Poissons equation on the unit square then at the right boundary

0 -1 0
1 2
Lh‘dh(x, y) = Eﬁ -2 4 0 uh(:c,y) = f)?(l‘, y) + Effl:(lay) = fh(-’l‘, y) (249)
0 -1 0
where up now includes points on the right boundary. -

Cell-Centered Grids

In the case of a cell-centered grid we have no points on the boundary, so in general the
equation at interior points which are adjacent to the boundary will involve ghost points
outside of the domain, which need to be eliminated using the boundary condition. If we have
a Dirichlet boundary condition at the right boundary, for example we can write it as

1 r
5 (”ﬂ,J' + un+1‘]’) = fn+1/2‘j (2.50)
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and use it to eliminate the ghost point value uny1,; from Lus(z,y) = f(z,y). Similarly if
we have a Neumann boundary condition at this right boundary we have

Un+1,j — Un,j
__n___gh_u = 1I;+1/2,j' (2.51)

2.4.4 Nonlinear Equations

Nonlinear PDEs are treated in much the same way as linear equations, the various operators
in the equation are approximated locally on a discrete grid using the finite difference method.

The discrete nonlinear equation is denoted by
N (un (21, 2a)) = f (21, 2a) for (z1,..,24) € Q. (2.52)

LYu(zy,..,z4) = fr (z1,..,24) for (z1,..z4) € T. (2.53)
Again the boundary conditions are usually eliminated and the discrete Nonlinear equation
written simply as
Nu(un) = fa. (2.54)
It may be possible to write the Nonlinear equation in a stencil Notation, but some of the
stencil entries will depend on uy. Similarly if a matrix notation is used we will have something
of the form Ap(up)up = .
The discretization of the specific nonlinear operator in (2.34) which is used in our work
will be detailed in §3.5. v
For more on finite difference methods for partial differential equations see for example
[72, 88].

2.5 Basic Iterative Methods

This section introduces a class of iterative methods for solving a linear system of equations
Ax=b. (2.55)

Where x is of size N and A is an N x N matrix. These Iterative methods, which are known
as the basic or stationary iterative methods start with some initial approximation x(® and

generate a sequence {x(k)}:il via the relation
x®) = Txlk=D 4 ¢ (2.56)

The iteration matrix T and the vector ¢ come from a splitting A = M — N of the matrix 4
where M is nonsingular. With this splitting the original system (2.55) can then be written
(M-N)x=b
< Mx=Nx+b
< x=M"INx+M"1b
& x=Tx+c

(2.57)

25



where T=M-"IN=1-M"1Aand c=M-1b.
Each application of an iterative method which updates x*=1 to x(®) is known as an

iteration or a relaxation sweep.

Remark 2.5.1 I introduce the basic iterative methods in the context of solving a general
linear system of equations, using for ease of presentation a matriz notation, however I mainly
use them for solving discrete Linear PDEs discretized on structured grids and later I discuss
the implementation of these methods in such cases, where a grid function notation may be

more useful.

2.5.1 The Jacobi Method

The first iterative method considered is the Jacobi Method. The Jacobi Method consists of
solving the ith equation of Ax = b for z; to get

N
—Qij T b; .
z; = 99 4+ 2 fori=1,..,N.
Z:( P ) ~ (2.58)
i=1
Jj#i

Then given x*~1) for k > 1, z,(-k) is generated by:

N (k-1)
(k) _ ~Ai5T 4 b;
o= ) (—_—a~,~ ) + = (2.59)
j =1 T (2}
G

Note that we require a;; # 0 for each i = 1,.., N. If one or more a;; = 0 and the system is
nonsingular then a reordering can be performed so that no a;; equals 0. To write Ax = b
in the form x = Tx + ¢ we write A as A = D — L — U where D is a diagonal matrix whose
diagonal is the same as that of A, —L is the strictly lower triangular part of A4 and -U is
the strictly upper triangular part of A. We then have

(D-L-U)x=b
e Dx=(L+U)x+b (2.60)
< x=D"1L+U)x+D b

i.e we use matrix splitting A = M — N where M =D and N = L + U. The matrix form of
the Jacobi Method is then given by:

xF = Tyxk-1 4 ;. (2.61)

where Ty = D~' (L +U) and ¢; = D™'b.
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Algorithm for Jacobt Method

The Jacobi Algorithm for finding an approximate solution to Ax = b given an initial ap-
proximation x(® is given below (Algorithm 1). A maximum number of iterations MAX to
be performed and a tolerance TOL to stop the algorithm must be specified.

Algorithm 1 Jacobi Method

x = JAC(A,b,x9, MAX, TOL)
1. Set k =1, n =size(x(?)
2. While k < MAX do steps 3-5
3. Fori=1,..,n
set T = i -— i (a._z(.o)) + b
Qi Rt '
j=1
J#i
4. If ||x = x@|| < TOL then STOP.
5 Setk=k+1, x=x©

6. OUTPUT Maximum number of iterations exceeded STOP

Weighted Jacobi Method

In the Weighted Jacobi Method, given the current approximation x(*~1) the new Jacobi

iterates are computed using

N (k-1)
" ~Qi; T b,
=y ( ua; _) + = (2.62)

for i = 1,..., N as before, however x* is now just an intermediate value. The new approxi-
mation x¥) is given by:
x® = (1 - wx{ + wx” (2.63)

where w is a weighting factor to be chosen. Of course when w = 1 we have the original Jacobi
Method. In matrix form the weighted Jacobi Method is:

x*®) = ((1 —w)I +wTy)x*-D 4 wD- b, (2.64)
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which is equivalent to
x® =T,x*-D 4 ¢, (2.65)

where T, = (1 —w)I + wD~Y(L + U) and ¢, = wD-1b. Weighting of the Jacobi method
can be important, when it is used within a multigrid framework, see §2.6.4 for an example
of this.

2.5.2 Gauss Seidel Method

When computing xgk) in the Jacobi Method we have already computed a:gk), o, 2™ which

Y YE—-1
. . k-1 -
should be better approximations to x,...,z;_; than z(l ), AN zgfl n, Therefore the Jacobi

Method should be improved if we rewrite the equation for zsk) as

i—1 (k N k-
m(k) _ _E;=1 (aljx] )) - Ej=i+1 (al]x; 1)) + b‘l
v Qi

i=1,...,N. (2.66)

This is known as the Gauss-Seidel Method. Rewriting the above equation as

-1 N
(k) k -
a;;T; 0 + Za,-,-mg. )= - Z (aijx;-k 1) + b; (2.67)
j=1 j=i+1

we see that the matrix form of the Gauss-Seidel Method is
(D - L)x® = yx*-1 4 p, (2.68)

or equivalently
x®) = Toex®-D 4 cqg (2.69)

where Tgs = (D — L)™'U and cgg = (D — L)~'b. Gauss Seidel is therefore based on a
matrix splitting with M =D —-Land N =U.

Algorithm for Gauss-Seidel

The algorithm for the Gauss-Seidel Method is the same as the algorithm for the Jacobi
Method, except that step 3 is replaced by
Fori=1,...,n
-1
- Z;'=1 ai;Tj — Z?_—.i+1 aijrﬁo) + b;
Q54

set r; =

Backward Gauss-Seidel

In each relaxation sweep of G-S the latest components of the approximation x(*) are used to
update other components of x(¥), The order in which the components are updated therefore
becomes significant. A backward G-S method can be defined by calculating the components

28



of x(¥) in the order N,N —1,...,2,1 instead of the order 1,... » N used earlier ( forward G-S

} we then have
(D=U)x®) = [x*=1 4 p, (2.70)

x® = (D -U)"'Lx® 4+ (D - U)~'p, (2.711)

A symmetric G-S iteration consists of a forward sweep followed by a backward sweep.

2.5.3 SOR Methods

In Successive Over Relaxation or SOR methods given values :z:fk_” the intermediate values

z7 are computed using Gauss Seidel and these values used to evaluate x(*) ag follows:
x®) = wx* 4 (1 — w)xk-D (2.72)

where w is a positive constant. If 0 < w < 1 this is called under-relaxation and is used to
obtain convergence when G-S does not converge. If w > 1 it is called over-relaxation and it
is used to accelerate convergence of systems which are convergent by G-S. SOR is based on
the matrix splitting

wA =(D-wL) ~ (wU + (1 — w)D) (2.73)

and can be defined by the recurrence
x®) = Tsopx*=1 4 csop (2.79)

where TSOR = (D - (.AJL)-l((UU + (1 - W)D) and CSOR = UJ(D -wL)_lb.
A backward SOR method can be defined analogously to the backward G-S method. A
symmetric SOR or SSOR iteration consists of a forward SOR sweep followed by a backward

SOR sweep.

2.5.4 Block Methods

Assume that the vector x is partitioned into several disjoint sub-vectors (not necessarily of

equal size)

X = (X1,Xg,... ,xs)T (2.75)
Then Ax = b can be written in the block form
An Az . Ag X1 b;
An Az . Ay X2 bs
S N (2.76)
Asi Az . Ay Xs b,

where the block Ay is of size n, x ngy (n, being the size of xp) and the vector b, is size

np. Assuming that the diagonal blocks are nonsingular the Jacobi and Gauss-Seidel methods
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can easily be extended to the block level. In the Block Jacobi method for i = 1,...,s, x; is
updated as follows:

8
k - k-
xP =AY A ). (2.77)
i=1
i
Similarly in the Block Gauss-Seidel method x; is updated as
) i-1 s
- k -
X, = Aﬂ-1 Z—A,‘jx; )+ Z —Aijxg.k 1) +bi) . (278)
j=1 j=i+l

Obviously we now have to invert the matrix A;; in order to update x; and the larger the
vectors Xx; are, the more expensive each step of the method is likely to be, on the other hand
the payoff may be faster convergence of the iterative method.

If we define Dy, Ug and Lp as block analogues of D, U and L then the block Jacobi
method can be described by the recurrence

x® = DEY(Us + Lg)x*~V 4+ D3'b (2.79)
and similarly Block Gauss-Seidel by the recurrence

x® = (Dg — Lp) 'Upx*~Y 4 (Dp — Lg)~'b. (2.80)

2.5.5 Convergence

The methods considered in this section all define a sequence of iterates x¥) = Tx(k=1) 4 ¢

b
which upon convergence produce a solution of the original system Ax = b. In the following
it is shown that the iteration x*) = Tx*~1) 4 ¢ converges if and only if the spectral radius

of T is less than one. First the definition of a convergent matrix is needed.

Definition 2.5.1 (Convergent Matrix)
A square matriz A is said to be convergent if limy_,oo A¥ = 0.

The following theorem, the proof of which can be found in [81], is also needed.

Theorem 2.5.1 A matriz A is convergent if and only if p(A) < 1.

Finally we need the following lemma.

Lemma 2.5.1 If the spectral radius p(T) < 1 then (I-T)~! erists and (I-T)~! = 12, T

Proof
If A is an eigenvalue of T then (1 — }) is an eigenvalue of (I - T). Since p(T) < 1, 1 is not

an eigenvalue of T. Hence 0 is not an eigenvalue of (I — T) and (I — T) is not singular i.e
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(I - T) 1! exists.
For the second part of the proof let

Sn=I+T+T?+... +TT (2.81)
then
(I-T)Sn=(T+T+T*+..+T™) = (T+T?+ ..+ T =TT (2.82)

Using Theorem 2.5.1, p(T") < 1 implies that T is convergent and

i - = 1i +1y
A (I = T)Sm = lim (I -T™") = 1. (2:83)
Thus
-1 . >2 ;
(I=T)7 = lim 5n=3 T/ (2:84)
7=0
and the proof is complete. .

The main theorem on convergence can now be proved.
Theorem 2.5.2 For any @ € R™ the sequence {a(M}2 defined by «*) = Talk-1 4
¢ for each k > 1 converges to the unigue solution of x =Tz + ¢ if and only if p(T) < 1.

Proof

Assume that p(T) < 1, we have

x®) = T(Tx*-2) 4 ¢) + ¢
x®) = T2x(*k=2) 4 (T - I)c (2.85)

x®) = Tkx©® 4 (T*-1 4 4+ T2+ T+ I)c.
Using (2.85), Theorem 2.5.1 and the fact that p(T) < 1 we have

k-1
. (k) IR T i
X = (Z OT’) ° (2.86)
J=

which by lemma 2.5.1 is equal to (I — T)~’c. The sequence {x¥)}22 therefore converges
to the unique solution of x = (I — T)~c or x = Tx + ¢. Conversely assume that x* is the
unique solution of x = T'x + ¢. If ¢ = 0 then x* is the unique solution of x = Tx, now let
z € R™ be an arbitrary vector and take intial guess x(®) = x* — z, we have
limg oo T%2 = lim oo TH(x* — X@) = limy_ oo TF-1(Tx* — Tx(®)
= limpooo TF1(x* — x(M))

= limg— 0o (x* — x(F)) = 0.
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Since z € R™ was arbitrary, the matrix T must be convergent, Theorem 2.5.1 then implies
that p(T) < 1, which completes the proof. -

Corollary 2.5.1 If |T|| < 1 for any natural matriz norm and ¢ is a given vector , then
{2®}22, defined by 2% = Talk=1) + ¢ converges for any a®to a vector & which is the
unique solution of x = Tx + ¢ and the following bounds hold

l=* — a®( < |T)*|=@ - 2*|. (2.88)
and T .

s _ o< MTIE_ oy _ (o)
Proof

The first part of the corollary follows from the fact that p(T') < ||T|| for any matrix norm.
To prove the first bound observe that

x* = x®) =Tx* + ¢ — (Tx*-V +¢)
= T(x* — x(k-1)
= T?(x* — x(*-2) (2.90)
= Tk(xt _ x(o))_
we therefore have
[l* = x®f| = IT*(x" — x@)|| < |T[*)1x@ - x*. (2.91)

To prove the second bound observe that

x@ — x* = x©@ — x4 xM — x* = x@ _ x4 P(x© - x*), (2.92)
Therefore
I® = x| < @ = x O] + |7 x© ~ x|
A =TI — x| < %@ — x@)) (2.93)
I — ) < I - xDJ.
Combining (2.93) with (2.91) gives the desired result. -

Convergence factor
Define the error in the approximation x(*) to the solution of Ax = b as
k)

(k) — y* _ !
e =x*-x (2.94)
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where x* is the actual solution. The general convergence factor for an iterative method is

defined as
p= lim ( sup ”—e(-’-c-)ﬂ)l/k, =
koo \e@ern €] (2.95)
Given that

e(k) = x* — x(k)
=Tx*+c¢— (Tx*1 4 ¢)
= T‘(x'l _ x(k_l))

= Telk-1) (2.96)
= Tke(o)’
this is equivalent to
. k () 1/k
p = limg_,oo (SUPe(O)e!R" J'L’rﬁeﬁr‘u)

= limp—oo (IT*1)"* = p(T).

. . 1/k
(using the fact that limy.0 (|| 4*[)) "= p(4) for any matrix norm). Therefore the optimal
iterative method is the one whose iteration matrix 7" has minimal spectral radius.

More Convergence Results

Below some useful theorems on convergence are stated without proofs.

Theorem 2.5.3 If a matriz A has positive diagonal entries and all other entries negative
or zero then only one of the following statements holds

1. 0< p(Tas) < p(Ty) < 1
2. 1< p(T) < p(Tgs)
3. p(T5) = p(Tes) =0
4. p(Ts) = p(Tgs) =1
where T; and Tgs are the iteration matrices for Jacobi and Gauss-Seidel respectively.

This theorem implies that for such matrices if one of Jacobi or Gauss-Seidel converges then
so does the other and similarly divergence of one implies divergence of the other. If both
converge then G-5 converges faster than Jacobi. For the next theorem we need to define a

regular splitting of A.

Definition 2.5.2 (Regular Splitting)
A =M — N is a regular splitting of A if M is nonsingular and Af~! qnd N are nonegative
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Theorem 2.5.4 If M and N are a regular splitting of A and T = M~!N then p(T) < 1 if
and only if A is nonsingular and A~ is nonegative.

Theorem 2.5.5 If all the diagonal elements of A are non-zero then p(Tsor) > |w — 1| and
hence SOR converges only when 0 < w < 2.

Theorem 2.5.6 If A is positive definite i.e z¥ Az > 0 for any = and 0 < w < 2 then the
SOR method converges for any initial guess (0,

Theorem 2.5.7 If A is positive definite and tridiagonal then p(Tgs) = p(Ty)? and the

optimal w for SOR is .

vT 1+ /1 - p(Ty)?

(2.98)

for which p(Tsor) =w — 1.

2.5.6 Implementation

If we have a system of equations Au = f arising from the discretization of a PDE using
the finite difference method on a rectangular domain then the matrix A is likely to be
well structured and sparse, which means storage of A will not usually be required. The
updating of each entry of u will typically involve just a few other entries. To illustrate this
the implementation of Jacobi and Gauss-Seidel methods is outlined for the case of Poissons
equation with Dirichlet boundary conditions on the unit square introduced in §2.4. For ease

of presentation I revert to a grid function notation.

Jacobi Method

In the weighted Jacobi Method if grid point (i,j) is not adjacent to the boundary wu; ; is
updated according to the equation '
2 k-1 - - -
h fi’j+u“i+1,j +uf_11’j +uf'Hl_1 +-’U,k 1

1 MLl (2.99)

uﬁj =(1- w)uﬁ;l +w

k-1 . .
where for example u; +1‘,j is the entry of the previous approximation uﬁ'l

corresponding to
the grid point (i + 1,7). For points adjacent to the boundary appropriate modifications to

(2.99) should be made.

Gauss Seidel Method

Unlike in the Jacobi Method the order in which entries of u, are updated is significant
when using the Gauss-Seidel method. Two different ordering schemes (corresponding to two

different ways of stacking uj, into a vector) for Gauss Seidel are outlined below.
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Lexicographic Ordering

A lexicographic ordering of the grid points involves ordering the points in increasing order
from left to right and up the rows so that the approximation at the bottom left point (1, 1)
is updated first followed by the approximation at the point (2, 1) and so on with the approx-
imation at the top right point (n - I,m - 1) updated last. A Gauss-Seidel scheme used with
lexicographic ordering is denoted GS-LEX and the entry u/, corresponding to grid point (i,j)
(not adjacent to the boundary) is updated as follows

<, = (2.100)

Note that because of the lexicographic ordering entries corresponding to points to the left of
and below {i,j) have already been updated whereas entries corresponding to points to the
right of and above (i,j) have not.

Red Black Ordering

When a red-black ordering of the grid points is used the grid is coloured in a checkerboard
fashion as shown in Figure 2.2, entries of u/, corresponding to the red points are updated
first followed by entries of uh corresponding to the black points. A Gauss Seidel scheme with

Figure 2.2: Red-Black ordering of grid points: red points are shown as squares, black points

are shown as stars

red-black ordering of the grid points is denoted GS-RB. Entries of uh corresponding to red
grid points are updated by

(2.101)
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and then entries corresponding to black points are updated by

2 k
w  BPfig el bul bk
i = 4 . (2.102)

u

Because a five point approximation to the PDE is being used, the updating of each entry
associated with a red point involves only entries associated to black points and vice versa.
This means that after each sweep of GS-RB the residual 7, = f, — Lpuy is zero at the
black points. When each red point is updated using only black points and vice-versa, GS-
RB has an advantage over GS-LEX in terms of paralell computing since all the entries of
up, corresponding to red points can be computed in paralell followed by all entries of up
corresponding to black points. Note that because points are updated in different orders, one
step of GS-LEX will not produce an identical result to one step of GS-RB with the same

initial guess.

Line Relaxation

If uy, is stacked into a vector u lexicographically and u split into (n — 1) subvectors each of
size (n — 1) then the subvector u; will contain all the values of uj corresponding to row [ of
the grid, hence performing a block Jacobi or Gauss-Seidel iteration on this block system is
equivalent to relaxing a whole row of the grid collectively, this is known as z-line relaxation.

In our example the updating of u; is done using for example block Gauss-Seidel as follows
uf = At (uf, +uf ! + %), (2.103)

where Ay is a tridiagonal matrix with 4 on the diagonal and —1 on the off diagonals. If
up is stacked along columns of the grid and the resulting vector partitioned as above the
block relaxation methods relax whole columns of the grid collectively, this is known as y-line
relaxation. A sweep of an alternating line relaxation consists of an z-line relaxation sweep
followed by a y-line relaxation sweep. A line analogue of the red-black pointwise relaxation
for line Gauss-Seidel is the zebra line relaxation; here either rows or columns of the grid are
coloured alternately white and black, then the white lines are relaxed followed by the black
lines, in most cases the approximation at a point on a white line will depend only on other
points on that line and points on the adjacent black lines, hence a parallel implementation

of zebra line Gauss-Seidel will be possible.

2.5.7 Local Nonlinear Relaxation Methods

If we have a discrete non-linear PDE Np(un) = fx on a grid Q" which has in total N grid
points then we have in general a system of non-linear equations

Wi('U.l,‘UQ,-..,'UzN)=0,i'—'1,...,N. (2104)
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Analogous to the linear case a non-linear Jacboi Iteration involves solving the ith equation
for the ith unknown
k Kk k
Wi(ug,us, .., u;_ l,uk+1,uf+1,..,ufv) =0, (2.105)

where k denotes the current approximation, k¥ + 1 denotes the new approximation and we
start with some initial guess u°. Similarly a non-linear Gauss-Seidel iteration is given by

Wbt ok k+1 , k+1  k k .
(uf*!, u3 Co Uit Uy U Ul ) =0 ,3=1,...,N, (2.106)

where of course u1,..,u;—; are known before u; is updated. Both these methods will involve
solving a non-linear equation in one unknown to update each u;. This can be done by one
step of Newton’s method using the current approximation to u; as initial guess

uftl = uf — Wby /o d), (2.107)
where
k ow;
O(wf) = Fo (k). (2108)

The resulting iterations are known as Jacobi-Newton and Gauss-Seidel-Newton respectively.

In the case where we have a semi-linear system of equations so that at each grid point we

have
a1u1 + .. + ayuny + Wi(ug,...,uy) =0, (2.109)

where W is a non-linear equation, the Jacobi-Newton iteration is performed by substituting

in u;? for 7 # i and then replacing Wi (uF*1) by
Wi(us) + Cuf) (! - uf). (2.110)

u; is then updated by

k
_(alul + ...+ a,-_lu{-“l + a,-+1uf+1 + ...+ O,N’U.IICV) - VV,(uf) + C(uf)

WA =

i o + C o) (2.111)
Alternatively we can simply substitute u¥ into W; in which case

k
S —(aqquf +...+ ai-1uk_, +a,~+1uf+1 +...+anuk) - Wi(uk, .. uk, uk)
. —_— -
1 a; & 3
(2.112)

this is known as the Jacobi-Picard iteration. A GS-Picard iteration is defined in a similar

way.

Remark 2.5.2 As in the case of linear PDEs, we expect that a discrete Nonlinear PDE at
a particular grid point will be defined in terms of u at that grid point and a small number of

neighbouring points.
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2.6 Multigrid Methods

Multigrid methods, first developed by A. Brandt in the 1970s have been shown to be fast
efficient solvers for a range of linear and nonlinear elliptic PDEs discretized on structured
and unstructured grids. In this section I give a short introduction to the concepts behind
multigrid methods, using the classic example of Poisson’s equation on the unit square to
illustrate various key concepts and give the basic algorithms for linear and nonlinear multigrid
methods. The discussion here is limited to equations defined on cartesian grids and to simple
smoothers and grid transfer operators. For a more comprehensive introduction to multigrid
methods see for example [12, 92, 102] and references therein and see the next section (§2.7)
for a discussion of black box algebraic multigrid methods.

2.6.1 Basic Principles of Multigrid

" In the following the two key ingredients of multigrid methods, error smoothing and coarse

grid correction are introduced.

Smoothing

Many basic relaxation schemes like the ones seen in the previous section when used to solve
discrete elliptic PDEs, discretized on cartesian grids are slow to converge, however they do (if
applied appropriately) possess what is known as the smoothing property. These schemes are
effective at removing the oscillatory fourier modes of the error in an approximation but may
not be effective at removing the smooth modes of the error (leading to the aforementioned
slow convergence) i.e they smooth the error while not necessarily reducing its size greatly. A
smooth quantity can however be well approximated on a coarser grid, which leads us on to
the second principle on which multigrid methods are built.

Coarse Grid Correction

Consider a linear system
Aus=f. (2.113)

If v is an approximation to the solution u then the error in the approximation e is defined

by:
e=u-v. (2.114)

Applying A to both sides of (2.114) we get
Ae=f-Av=r (2.115)

where r is the residual. This is known as the residual equation. The residual equation

gives us a way to relax directly on the error e. Of course solving (2.115) is as expensive as
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solving the original equation, however if A is replaced by some simpler approximation A an
approximation of the error can be found relatively cheaply, used to correct v and then the
process repeated until convergence. If for example we approximate A by its diagonal D we
recover the Jacobi method.

Now lets imagine that we have discretized an elliptic PDE on a cartesjan grid Q" with
grid spacing (h, k) and we have (in grid function notation) the linear system

Lnun = fu. (2.116)

Given an approximatjon v, one way to improve vj, would be to solve the residual equation
on some coarser grid Q¥ with grid spacing (H, K) (we will use only standard coarsening i,e
(H, K) = (2h, 2k) in the following) i.e approximate L, by a coarse grid analogue L. Overa:ll
the procedure would be

1. Transfer 4 to the coarse grid using a restriction operator ry = I ,{’ Th

2. Solve Lyewy =ry
3. Transfer ey back to the fine grid and correct the approximation Vh vy + IPey

Here Ly is usually just the original differential operator discretized on Q. Given that Qf
has less grid points it is of coarse cheaper to solve Lyey = Ty than it is to solve the fine

grid equation.

Remark 2.6.1 A similar approach can be used for Nonlinear operators, using the Nonlinear
residual equation, which is introduced later.

Clearly this approach will only be effective if the error e; can be well approximated on
a coarser grid i.e it is 'smooth’. The combination of iterative methods which are slow to
converge but nevertheless smooth the error, with coarse grid correction is the main idea
behind multigrid methods.

The next three subsections define more precisely what is meant by coarse grids, restriction

and interpolation operators and smoothness, before coarse grid correction is defined more

precisely.

2.6.2 Coarsening

Given that multigrid methods are based on the use of coarse grids to accelerate iterative
methods I describe in more detail what is meant by a coarse grid. I assume that we have a
cartesian grid Q" with grid spacing (h, k) called the fine grid and construct a coarse analogue
QH with grid spacing (H, K).
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Standard Coarsening

As mentioned above in the case of standard coarsening the coarse grid is just iethe

grid with grid spacing (2h, 2k). In the case of a vertex centered grid, if has (n+1)x (m+ 1)
grid points including boundary points then Qzh will have (n/2 + 1) x (m/2 + 1) grid points
including boundary points and the coarse grid points will be a subset of the fine grid points,
for example the coarse grid point (1,1) located at (a + 2/t,c + 2k) is the same as the fine
grid point (2,2). If we have a cell-centered discretization then if the fine grid has n x m grid
points the coarse grid will have n/2 x m/2 grid points and unlike in the verterx centered case
the coarse grid points will not coincide with fine grid points. See Figure 2.3 for an example

of fine and coarse vertex-centered and cell-centered grids.

Figure 2.3: Fine and coarse grids in the vertex centered case (left) and the cell-centered case
(right). Coarse grid lines are full, additional fine grid lines are dashed. Stars are fine grid

points, diamonds are coarse grid points in the cell-centered case and points which are both

Other Coarsening

Other types of coarsening aside from standard coarsening can be used, for example the
grid spacing can be doubled in just one direction e.g (H.K) = (h,2k) this is known as
semi-coarsening. Semi-coarsening is used in anisotropic problems where pointwise smoothers

smooth the error in only one direction.

2.6.3 Intergrid Transfers

We also need some way of transferring grid functions between grids. Transferring grid func-
tions from a fine to a coarse grid is known as restriction and transferring grid functions from

a coarse to a fine grid is called interpolation (or prolongation). In the following we consider
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only the transfer between standard coarsened fine and coarse grids, in the vertex and cell-
centered cases. An interpolation operator which transfers a grid function vy, from a grid Q2h
to a grid 2" is denoted by I, and a restriction operator which transfers grid functions from
a grid Q" to a grid Q%" is denoted by 12k,

Restriction for Vertex-Centered Grids

The most obvious restriction operator is injection which is defined in 2 dimensions by
V2p = I,fhvh, (2_117)

where

Vi = vl g (2.118)
i.e the coarse grid function at a mesh point takes its value directly from the corresponding
fine grid value. An alternative restriction operator is the full weighting operator which is
defined in 2 dimensions by

vah = Iitun, (2.119)

where

2h __ _}_ h h h h
'Ui,j - 16 ['U2i—1,2]'-1 + v2i—1,2j+1 + v21;+1,2j—l + U2i+112]-+1+

h h h
2 (v2i,2j—1 +V2i2j+1 + V2195 + vé‘,-ﬂ,z,-) + 41);’,-‘2].]. (2.120)
i.e the value of the coarse grid function at a mesh point is a nine point weighted average of

the value of the fine grid function at that point and the eight points surrounding it on the

fine grid.
Another restriction operator is the half weighting operator which is a five point weighted

average, defined in two dimensions by
von = Ity (2.121)

where

1
2h __ h h h
Vii =3 (V3 2j-1 + Vi 2j41 + Vio1,0j F Vhip1 .05 + i, 5] (2.122)

Stencil Notation

Before continuing I make a brief digression to introduce a stencil notation for restriction
and interpolation operators. Using the notation introduced earlier (82.4.1) we see that a
restriction operator R = I?* which maps grid functions on Q" to grid functions on Q2" can
be written in stencil notation as follows:

(Rup)p = Zzz Ry q(vh)2p+q for p € Q% (2.123)
g€
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where p is a grid point on the two-dimensional grid Q2 and Ry.q (9 € Z?) defines the weight
given to the value of v, at the fine grid point 2p + ¢, in the calculation of the value of vy, at
p. For example in the case of full weighting restriction defined above we have Ry 0,0) = 1/4,
Rpa,00 = Rp(-1,00 = Rp01) = R (-1,0) = 1/8 and By = R (-1 = Ry gy =
Ry (~1,-1) = 1/16 so the stencil is

1 21
=242 (2.124)
121 |,

2h
010
1 41 (2.125)
010

h
If L is an operator mapping U to V where U is the space of grid functions on a grid G,
and V is the space of grid functions on a grid G, its adjoint (or transpose) operator with
respect to the Euclidean inner product, L*, which maps V into U satisfies

(Lu,v)g = (u, L*v), (2.126)

for all u € U and v € V, where (.,.); denotes the Euclidean inner product. The transpose of
every restriction operator is a prolongation operator. If we consider

(thsv2h) = Z Z Rp,q(vh)2p+q (v2h)pa (2.127)
pEl? (qeZ?

making the change of variables s = 2p + q we have

(Rup,vap) = Z Z Ry, o2p(vn)s(v2n)p = D (vp)s Z Ry s-2p(V2h)p = (vh, R*vyp)

pEZ? scZ? s€Z32 pEZ?
(2.128)

and we see that

(R*van)s = Z Rp s—2p(vap)p (2.129)
pEZ?

so a prolongation operator P can be written in stencil notation in terms of its transpose

(Puzn)p = D Py oay(van)g. (2.130)
q€2?
Given a rule to determine Puy, the value F;, can be obtained by applying P to the grid

function on 9% which is zero everywhere except at the point s ,which I shall denote by 65,,

then
(P83y)p = Py g, or Fie = (Po31)2s4s. (2.131)
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Interpolation for Vertex-Centered Grids

The most commonly used interpolation operator is bilinear interpolation which is defined by

h
vp = Ippvon, (2.132)
where
R _ .2h
Y2i,25 = Yi,j
h 1 2h 2h
V12 =3 (v + 02 )
h 1 2h 2h
V2i,2j41 = 3 (”i,j + v+ (2133)

vhiir2541 = 3 (08 + ol + ol + ol )
for0<i<n/2-1and0<j<m/2-1.
This means that for fine grid points which are also coarse grid points the value of the fine
grid function is transferred directly from the coarse grid value. For fine grid points on a
horizontal coarse grid line but not a vertical one the fine grid value is the average of the
values at the 2 coarse grid points either side of it on that line, with the analogous result for
fine grid points on a vertical coarse grid line but not a horizontal one. For fine grid points
in the middle of four coarse grid points the fine grid value is the average of the coarse grid
values at the 4 points. From the first line in (2.133) we have

(Igh);,(o,()) = (I}3831)2s = 1 (2.134)

with s = (i,7). From the second line we have

(Igh);,(—l,o) = (Ié‘h5§h)z,+(-1,o) =1/2. (2.135)
with s = (i + 1, ). Similar considerations for other points give the stencil for (I;‘h)‘ as
h
1 21
h \* 1
(Z)=712 4 2 (2.136)
1 21
2h
This is sometimes written as .
1 21
=L
%h = g 2 4 2 (2.137)
1 21
2h

A nice way to think about this notation is to imagine that the stencil is centered on a fine
grid point. The fine grid value at that point is given by the sum of the stencil entries which
lie on a coarse grid point multiplied by the coarse grid value at that point. For example if
the fine grid point is also a coarse grid point, then only the middle entry 1 lies on a coarse
grid point and therefore as defined above the fine grid value is transferred directly from the
coarse grid.

We see from (2.136) that up to a constant the bilinear interpolation operator is the

transpose of the full-weighting restriction operator.

43



Restriction for Cell-Centered Grids

If we use a cell-centered discretization each cell of the coarse grid 92" contains within it 4
fine grid cells and each mesh point of 2%* is surrounded by 4 mesh points of Q*. The four
cell average restriction operator evaluates the value of a coarse grid function Ugp at a coarse
grid point by taking the average value of the fine grid function vy, at the four fine grid points
surrounding it. This restriction operator can be defined formally by

voh = TPy, (2.138)

where

1
2h _Lon h
Yii T g (v2im1,2i-1 + V3im1 05 + V3251 + V3 25) - (2.139)

Which can be represented by the stencil

2h

1 : : (2.140)

h

Remark 2.6.2 In the case of cell-centered grids the coarse points are not a subset of the fine
grid points. The point 2p is the fine grid point northeast of the coarse grid point p, hence the
stencil entry (p, (0,0)) is positioned northeast of the centre of the stencil.

Interpolation for Cell-Centered Grids

The simplest cell-centered interpolation operator simply transfers the value at a coarse grid

point directly to the four fine grid points contained within that coarse grid cell.
vy = I
h = IapV2h, (2.141)

where
h s —ah _.h 2h
V2,25 = V2i2j-1 = V2i-1,2j = V2ioy 951 = V55 (2.142)
fori=1,.,n/2 and j = 1,..,m/2. The stencil is

h

(2.143)

1 1
2h

Again note that up to a constant this interpolation operator is the transpose of the cell-
centered restriction operator.
The cell-centered bilinear interpolation operator is defined as follows:

Uh = I3 v2p, (2.144)
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where

1
hoo Lo on
V2i,25 = 16 [9 i3 + 3( 1+1 i + v _1+1) + U1+1 J+1] (2.145)

h 2h
V241,25 = 16 [ngl g T3+ v1+1,j+1) + U?,’}g]

h
V22541 = [gv i,J+1 + 3( 4] +; J+1) + vH—],]]

h 1
V2it1,2j+1 = 16 (907 g+1+3(2} :+1,; + vy ]+l) +0? ]

fori=1,..,n/2-1land j=1,...,m/2 - 1.

In stencil notation this is

h
1 3 31
113993
163 9 g 3 (2.146)
1 3 31 oh

Order of Interpolation and Restriction

An Interpolation operator is said to have order k + 1 if it can transfer exactly polynomials
of order k i.e if the exact values of a polynomial are given at the coarse grid points, the
exact value of the polynomial can be found at all fine grid points by interpolating with the
given operator. The order of a restriction operator is equal to the order of it’s transpose.
Bilinear interpolation in both the vertex and cell-centered cases has order 2, which means the
full weighting restriction operator also has order 2. The cell-centered interpolation operator
defined by (2.141) has order 1 and hence so does the cell-centered restriction operator. The
transpose of injection cannot even transfer constants and so its order is zero.

When constructing multigrid methods the order of the restriction operator + the order
of the interpolation operator, should be, as a general rule, greater than the order of the PDE

being considered.

2.6.4 Smoothing Analysis

I now discuss what precisely is meant by smooth and oscillatory modes of the error with
respect to standard coarsening and by way of an example apply some smoothing analysis (a
concept invented by A.Brandt 1977) to the weighted Jacobi Method for the model problem
of poissons equation with Dirichlet boundary conditions on the unit square, seen previously,
before introducing the method of Local Fourier Analysis.

Fourier Expansion of the Error

Consider a vertex centered discretization of the unit square Q% with h = k = 1 /n, represented
by the discrete points (z;,4;) = (ih, jk) = (i/n,5/n) for 1 < i,j < n-1. Let the grid function
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en(z,y) be the error in the approximation to some discrete PDE and assume that we have
a Dirichlet boundary condition, then e, can be written as a discrete fourier sine series as

follows:
n—1

en(z,y) = Z o™ sin lnz sin mmy (2.147)

I,m=1
for (z,y) € Q. The sine series is appropriate here because we have a Dirichlet boundary
condition. Clearly if we have a Dirichlet boundary condition the error in any approximation is
zero on the boundary (because we are given the boundary values) so we need en(ziy;) =0
for 1,5 = 0 or n, substituting z = 0 or * = 1 into (2.147) the term sinlrz = 0 for all !

similarly for y = 0 or 1. If we have a periodic boundary condition we can write (assuming n

even)
n/2-1

6}.,(.’1:, y) — Z al,mel27ri:zem21riy (2148)

l,m=~n/2
for (z,y) = (i/n,j/n) and 0 < 4,5 < n—1. It is clear in this case that ey (2 +1,y) = ex(z, y)
and similarly ex(z,y + 1) = ex(z,y). For a Neumann boundary condition we must have
en(—1/n,y) = ex(1/n,y) and similar conditions at the other boundaries therefore we should
use a cosine series to expand e,

n

en(z,y) = Z o™ cos lrx cos mmy (2.149)

Iom=0

for (z,y) = (i/n,j/n) and 0 < 4,5 < n. If we have a cell-centered discretization, then
essentially we have the same expansions, except that the grid points (z;, y;) are in different
positions and in the case of Dirichlet and Neumann boundary conditions the number of grid
points is different and hence the range of I,m will need to change.

High and Low Frequencies

Returning to the case of the vertex-centered grid with Dirichlet boundary conditions let us
denote sin 7z sin may by 1/);;"‘. Now consider a standard coarsened, coarse grid 2. On this
grid z = 2i/n y = 2j/n for 1 < 4,5 < n/2 — 1. Let us write Y "™ as

w;:—l,m = sin(n — l)mz sinmmry = (sin nrz coslnz — sinlnz cosnmz) sin mmy, (2.150)

we see that for (z,y) € Q%

sinnwx = sin 271 = 0. (2.151)
and
COSNTT = cos 27t = 1, (2.152)
)
w;"l'"‘ = —sinlrzsinmry = —1/)5;'". (2.153)
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Similar considerations show that
ln-m !,
Y=y (2.154)
-l,n- I
YT =" (2.155)
: I, -1, lin- ~In— .
for (z,y) € Q2" ie ™, ¥h "™ and Y™ ~I"-™ cannot be distinguished on 2%, this
phenomenon is known as aliasing. Clearly if for [,m < n/2 the functions d),f'“"@f;"‘m and
¥"*~bn=™ do not represent meaningful grid functions on 22" then any coarse grid correction

procedure, which utilises 2% cannot reduce the part of the error which corresponds to these
fourier components, therefore w;;m is defined to be

low frequency if max(l,m) < n/2 (2.156)

high frequency if n/2 < max(l,m) < n. (2.157)

The low frequency components of the error can be eliminated using coarse grid correction,
while the high frequency components cannot and must be reduced using a smoother. If it
is said that a relaxation scheme smooths the error after a few steps it means that the high

frequency or oscillatory components of the error become small after a few iterations.

Remark 2.6.3 The definition of high and low frequency components is of course related to
the choice of the coarse grid. If the fine grid is coarsened only in the y direction, for example,

the above definition of high frequency components is replaced by

h™ such thatn/2 < m < n. (2.158)

Smoothing Analysis for Weighted Jacobi Method

Here I use the above expansion of the error on a vertex-centered grid with Dirichlet boundary
conditions and definition of high and low frequencies to illustrate the smoothing effect of the
weighted Jacobi method on Poisson’s equation (2.30)-(2.31). This example is adapted from

[92].

Theorem 2.6.1 The functions
wm = sinlrzsinmry (I,m=1,..,N - 1) (2.159)

are the discrete eigenfunctions of the operator L = —Ap,.

Proof

Lm/!fl’m = Flz[4 sinlrz sinmny — sinlnr(z + h) sinmry
—sinlr(z ~ h) sinmny — sinlrzsinma(y + h) — sinlnzsinmn(y - h)) (2.160)
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Given that sin(a % b) = sin(a) cos(b) + sin(b) cos(a) and therefore sin(a + b) + sin(a — b) =

2sin(a) cos(b) we have

1 . . . .
th/’:,’m =33 [4sinlnz sin mry — 2sinlrz coslnh sinmry — 2sinlnz sinmmy cos mnh)

(2.161)
or 1
Lagh™ = 57 [0h™ — 2cos(imn)p™ - 2cos(mmh)yy™] . (2.162)
So ¢£{m are the eigenvectors of L, and the eigenvalues are
2
ai’"‘ = ’—1—5(2 — cos(Irh) — cos(mmh)). (2.163)
]
From (2.99) we see that the weighted Jacobi method can be written as
- wh?
uf = Sp(w)ulF Y + 5 Fn (2.164)
where the smoothing operator Sj, is represented by the stencil
1 32
w w
Sww)=7 |1 4Q/w=1) 1| =I—=Lh (2.165)
1

The eigenfunctions of Sy(w) are therefore the same as those of Ly, and the eigenvalues are

h? im
)\iim =1- %ok =1- §(2 - coslmh — cos mmh) (2.166)

mdl=1,..,n-1.

Recall that h = 1/n, so provided n > 2 the term coslmh is monotonically decreasing from
coswh at ] =1to —cosmh at | = n — 1. If we assume that n is relatively large we can (using
sin(s) ~ s and /1 — s =1 ~ s/2 for s small) approximate cos7h as 1 — "’—22"1 We then have

72h?
1o () 2167
. 7r2h2
DURELEEE S B AR - (2.168)

We see that as the grid spacing h — 0 there is no convergence for w > 1 since the spectral
radius is greater than 1. If 0 < w <1 we have

p(Sh(@)) = Py =1 - O(wh?). (2.169)

In terms of convergence we see that w = 1 is the best choice of the weighting parameter since

this corresponds to the smallest spectral radius, however to achieve reasonable smoothing
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with weighted Jacobi we must choose a parameter w # 1. To see this consider approximations
before v and after 9y, a relaxation step. Define the error in these approximations as

€h =Up = Up (2.170)

€n = up — Oy, (2.171)

. 2
where u, satisfies up = Spup + “8- f,,. Now expand e;, in terms of the eigenfunctions

N-1
— ly l!
en= Y amypm, (2.172)
l,m=1
We know that 05 = Spup, + %ifh 50

N-1
én=Swen= Y MTabmyb™, (2.173)

Im=1

From this we see that the component of the error corresponding to the smoothest eigen-
function ;! is responsible for the slow convergence of the Jacobi Method because /\,ll'l is
close to 1. Furthermore the smaller the grid spacing A the larger )\,11’1 is and the worse the
convergence of smooth error components.

Having established that no choice of w will effectively damp the low frequency components
lets turn our attention to the high frequency components of the error. The smoothing factor
for the weighted Jacobi Method p(h;w) of Sy, is defined as the worst factor by which high
frequency components are reduced per relaxation step

p(h;w) = max{|\;™] : n/2 < max(l,m) < n ~1}. (2174)

#* (w) is defined by
w)=s h;w),
w(w) hgp #u(h;w) (2.175)

where H is the set of admissible mesh sizes for example for = (0,1)? if the coarsest grid
on which smoothing is applied corresponds to h = 1/4 then H = {h=1/n:n> 4}. Given

the eigenvalues of Sy (w) are
x\i;m =1~ §(2 — coslrh ~ cosmmh) (2.176)
we have
p{h;w) = max{]1 - ;(2 —coslmh — cosmmh)| : n/2 < max(l,m) < n —1}. (2.177)
The extremes of \;™ occur when I =m =n ~1

w
1- 5(2 —coslmh — cosmmh) = 1 ~ w(1 4 cosh) (2.178)
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and when either mor/=n/2and lorm =1

1- —(2—coslnk —cosmnh) = 1- -(2- costtli) (2.179)
S0
n(h-,u>) = max{]Jl —w(l 4-cos#/i)], L- —(2 - cos#/i)|}. (2.180)
and
M*(w) = max{]l - w/2]|1- 2uv]} (2.181)

For w < 0 or w > 1 we see that /i(/t;u>) > 1 provided h is small enough so Jacobi relaxation
has no smoothing properties in these cases. For O < u < 1 the smoothing factor is less than
1 and bounded away from 1 independently of h. The optimal choice of 4 i.e the choice of w

which minimises h*(uj) occurs when

(1-2w)=1- (/2 (2.182)
4
we 5 (2-183)
3
Ax(W) = 5* (2.184)

One step of weighted Jacobi relaxation with optimal choice of w will reduce all high frequency

components of the error by at least a factor of 3/5 independent of the grid spacing h.

Figure 2.4: Weighted Jacobi for Poisson’s equation on a 31 x 31 grid: original error (left)
and error after 20 steps of weighted Jacobi with u = 4/5 (centre) and u = 1 (right)

Local Fourier Analysis

The smoothing analysis for the above case was relatively simple because the eigenfunctions
of Sh were the fourier sine components. However in general smoothing analysis is more
complicated and requires the use of Local Fourier Analysis.

In Local Fourier Analysis boundary conditions are not taken into account, instead analysis

is based on an infinite grid G* = {x = (x,y) = (ih,jk) : (i,j) € Z2} with grid spacing
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h = (h,k). The analysis is based on discrete linear operators with constant coefficients i.e
operators Ly whose stencil entries L, ¢ are not dependant on position p in the grid.

Remark 2.6.4 Nonlinear operators can be analysed based on a local linearization and linear

operators with nonconstant coefficients can be analysed locally.

The action of such operators on the grid functions
$r((61,62), %) = e'12/heiO2u/h (2.185)

for (z,y) € G" is considered. Unlike in (2.148) 8y, 6, are continuous parameters (obviously
we need only consider —m < 6,602 < 7). With respect to standard coarsening, low frequency
components are ¢x (6, x) such that 8 = (61, 62) € [-x/2,7/2) and high frequency components
are @x(6,x) such that 6 € [—n, 7)\[-7/2,7/2). The following theorem forms a basis for most
of the results in Local Fourier Analysis

Theorem 2.6.2 The grid functions ¢»(6,x) are eigenfunctions of any discrete linear oper-

ator Ly with constant coefficients.

Proof

If L; has constant coefficients then

Lagn(8,%) = 3 cza Loetd-(x+ah)./h
- (quzﬂ Lqeio.q) ¢if-%./h

where ./ denotes componentwise division. The eigenvalues of L, are

Ly(8) = Z Lget®9, (2.186)
q€Z?

Smoothing Analysis with LFA

With the above result it is straightforward to analyse the smoothing effect of any relaxation
method on Lpup = fj one step of which can be written as

Lo+ Livp = fo, (2.187)

where vy, is the approximation before the relaxation step, 9, is the approximation after the
step and Ly = L} + L;. Subtracting (2.187) from Lpup = f), we get

Lién+Lyen =0, (2.188)
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which is equivalent to
€n = Shen, (2.189)

where S}, is the smoothing operator. From (2.188) and Theorem 2.6.2 we see that ¢(8, x) are

eigunfunctions of S, and

o L7(6)
Sp(8,%) = Spp(8,x) = — =22 4(6, x).
np(8,%) = Sne(8,x) LI(9)¢(9 x) (2.190)

where we are assuming that LI(O) # 0. The smoothing factor pj, is therefore

Hioc(Sh) = sup{|Sn(6)| : 6 € [—m, m)\[-7/2,7/2)}. (2.191)
Example
By way of an example let us consider GS-LEX applied to Poisson’s equation, from (2.100)
we see that
0o -1 0 0 o0 o
Ly=#&{0 0 -1| Lf=5|-1 4 0 (2.192)
0 0 0 0 -1 0
and hence o
L2 (6) = i (—e — &%)
LV 0) = & (4-eitr — i) (2.193)
The smoothing factor in this case is
eiel + eia;
pioc(Sn) = sup{ QT —_ 10 € [-m,m)\[-n/2,7/2)}. (2.194)

It is shown in [102} that the supremum is achieved for (61,82) = (7/2,cos~1(4/5)) and is
equal to 0.5. A similar analysis for weighted Jacobi gives the same result as found above

with the rigourous fourier analysis. .

Remark 2.6.5 Although Jacobi and GS-LEX (plus their line analogues) can be written in
the form (2.187), GS-RB cannot. Local Fourier analysis can still be used to analyse GS-RB
type smoothers but the analysis is more involved see [92] for more details.

2.6.5 Coarse Grid Correction scheme

Having introduced heuristically the idea of coarse grid correction and its combination with
iterative methods which smooth the error, I can now define more precisely in Algorithm 2,
what one step of a coarse grid correction procedure (CGC) for a linear equation Lyuy, = fn
on a grid QP involves. Here Sy and cp relate to the choice of the smoother. The parameters
v, and v, are the number of relaxation sweeps performed pre and post correction respectively,

which in practice will usually be small. The operator Lo is usually the direct analogue of
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Algorithm 2 Coarse Grid Correction

Vp & CGC (Uha fhaLha Sh,chayla V2)

1. Forl=1to
vp — Spvn +Ch

9. Compute residual rp = fp — LpUh.

3. Restrict residual: rpp = I,fhrh

4. Solve Laopean = ron on Q27

5. Interpolate error: e, = I;'hegh

6. Correct fine grid approximation: vy «— vp +€p

7. Forl=1to 1
Up — Spvp +Ch.

Ly, on the grid Q2h i.e the discrete operator which results from discretizing the continuous
problem Q2*. An alternative is the Galerkin approach which defines Loy, as I?*Ly I, . The
Galerkin approach is often combined with more sophisticated, matrix dependent interpolation
operators [23, 43, 44, 66] used for more difficult problems in which the coarse grid operator is
not well approximated by rediscretization and within the purely black box algebraic multigrid

methods (see §2.7 for more details) to automatically define an accurate coarse grid problem.

The Two Grid Operator

From Algorithm 2 we see that we can define coarse grid correction as an iterative procedure
for updating vn
Vp .M,fhvh + Qn, (2.195)

where the two-grid operator M2? is given by

MPh = 8P [In + I L3 1M (- L)) Syt (2.196)
and
l/]-l llg—l
ah = SCPIRLG I | fa=Ln | Y Sien || + D Shen. (2.197)
j=0 i=0

The asymptotic convergence factor of this process is therefore given by the spectral radius of

the two-grid operator p(M2M).
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2.6.6 Multigrid Methods

Each coarse grid correction step requires the residual equation to be solved exactly on the
coarse grid 22", Although 9" has 4 times fewer grid points than Q" if the problem is large
solution of the coarse grid problem using a direct solver is still likely to be prohibitively
expensive. We could use a uni-grid iterative method, but a better approach might be to use
coarse grid correction again i.e solve the residual equation on 22" by relaxing on its residual
equation on the grid Q*" ( a grid whose grid spacing is twice that of Q2" ). This residual
equation can in turn be solved by moving to a grid 28" and so on, until we reach some very
coarse grid 7* on which the residual equation can be solved exactly using a direct method at
a very low computational cost. If on each coarse grid u coarse grid correction steps are used
to approximately solve the residual equation we have what is known as a p-cycle multigrid
step. A p-cycle multigrid step to update the approximation to a linear system Lpu, = fron
a grid O is denoted

vh <= Mpn (vh, fay Luy Sy chyv1, 1), (2.198)

where My;, is defined recursively in Algorithm 3. In practiceonly s =1or 2 is used, these

Algorithm 3 My,

vj, — Muy; (v;l,f;,,L;l,S;,,C;,,Vl,Vz)

1. If Q" =coarsest grid, solve L;u; = f; using a direct solver and stop.
Else For Il =1to 1
vy, « Spvp + ¢

2. fop, + 12" (fs = Liop)
'U2h «— 0
3. Fori=1topu
Vo = Mgy, (Va5 Fo0 Sas o V15 12, )
4. Correct v}, « vj, + I;'ﬁvz,;.

5 Fori=1ltown
v, BUR + Ch-

methods are known as the V-cycle and the W-cycle respectively. The schedule of grids visited
for a 4-grid multigrid V-cycle is shown below, S stands for smoothing and C for correction
It is clear from the shape where the V-cycle gets its name from, similarly the W-cycle has a
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W shaped grid schedule.

QF S C+S
\ e
Q2h S C+S
. e
Qdh S C+8
N
OBk SOLVE

2.6.7 The Multigrid Operator

The multigrid method can be written in the form
vp — Mo + g, (2.199)

where M), can be defined recursively. To see this first note that, assuming convergence, one
step of such a procedure transforms the error as follows

Ep +— J\Iheh. (2.200)

Now lets assume we are on the grid Q" and see what happens to the initial error e‘,?l. If we
are on the coarsest grid then we solve Lyu; = f; exactly and so the error becomes zero,
otherwise we start by applying v smoothing steps resulting in a new error e ';:‘ 2 Next

the residual in the approximation is transferred to the grid 92;‘ the equatlon on this grid
using rj, = Lhe;l is
h
Lopusy, = L Lye;- (2.201)

At this stage we take an initial guess vy;, = 0 and apply M,; u times. Since the initial guess
is zero, the initial error is the exact solution of (2.201) which is

17h s
L Ik Lies. (2.202)

The new approximation after u applications of M,; will be equal to the true solution minus

the new error i.e
17h
(I, M“ )L2h I2hL i (2.203)

This approximation to the solution of the coarse grid problem is transferred back to the fine

grid Q" and used to correct the approximation giving us a new error

ef° = [ = I (Toi - ME)LFIE L;] 536l (2.204)
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The final application of smoothing gives us the final error

scs __ Qv . h . -1 7h v
e = 55 I = I (I - ML IS L] Spres. (2.205)
Overall we have the following expression for M;
o 0 if ©F is the coarsest grid 05
_ . o _ 206
h Sy [Iﬁ - 13;1(12;1 - M:E)in:I:ﬁLh] St otherwise ( )

2.6.8 Non-Linear Multigrid

In many cases local Nonlinear relaxation methods such as Gauss-Seidel Newton (§2.5.7) have
a similar smoothing effect on the error as their linear analogues and the same principles of
recursive application of smoothing and coarse grid correction that are used to construct linear
multigrid methods can also be applied to discrete nonlinear problems. In the following I first
introduce the nonlinear residual equation, then give a two-grid and a multigrid algorithm
for a nonlinear multigrid scheme (developed by Brandt) known as the Full Approximation
Scheme (FAS).

The Non-Linear Residual Equation

In the non-linear case the exact residual equation on % is
Ni(un) — Nn(vn) = Ni(vn + en) — Nu(vp) = ra, (2.207)

where vy is the approximation to un, en is the error in vy and r, = f, — Ny(vy) is the
residual. This equation is approximated on Q2* by

Nan(van + e2n) ~ Now(v2n) = ron. (2.208)
Note that if N; was linear then the residual equation on Q2 is
Nopvop + Nopeop — Napvop = ras, (2.209)

which is
Nanean = rap. (2.210)

So for linear operators FAS is equivalent to linear multigrid.

Two-grid Cycle

I can now define (Algorithm 4) the FAS 2-grid cycle. SMOOTH represents one step of some
local Nonlinear relaxation method, such as Gauss-Seidel Newton to update v,. The most

important thing to note from the algorithm is that we are solving an equation

Nan(uzn) = fon (2.211)
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Algorithm 4 FAS Two-Grid

vy — FASCGC (vh, Ni, fa,v1,v2)

1. Fori=1to1n
vy, — SMOOTH (vp, fn, Np)

2. Compute residual 7, = f, — Npv,

3. Restrict residual and approximation
Vap I ,f"vh
ran — IZhry

4. Solve Nap(uzn) = ran + Nap(vgn)

5. Compute error easp = gy — Vg,

6. Interpolate error e, « Iz',‘hezh

7. Correct fine grid approximation vy, + vp, + ep,

8 Forl=1to;
vy, — SMOOTH (vy, fr, Np)
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on the coarse grid with a right hand side
fan =T2n + Nap(va). (2.212)

This requires the restriction of the approximation vy, obtained after the first lot of smoothing
steps in addition to the restriction of the residual. The restriction operator IZ" used to
restrict vy, does not necessarily have to be the same as the restriction operator I,f" used to
restrict r. Furthermore the solution is

Wah = U2h + €2p (2.213)
and it is not this full approximation which is interpolated back to the fine grid but the error
€2p = Uop — V2h. (2.214)

Only the error is guaranteed to be smooth on the fine grid (provided proper smoothing
procedures are used).

Obviously to extend the 2-grid method to a multigrid method we employ coarse grid
correction repeatedly to solve the nonlinear residual equation until we get to some very
coarse grid. Note that on the coarsest grid we will have to solve the residual equation using
an iterative method such as Newton’s Method. Note also that unlike in the linear case where
we use an initial guess 0 for the solution to the residual equation on N2 in the nonlinear
case because we are working with full approximations we use initial guess vy, the restricted

approximation.

p-cycle algorithm

The FAS u-cycle operator is defined recursively in Algorithm 5.

2.6.9 Krylov Acceleration of Nonlinear Multigrid

A possible way to accelerate a nonlinear multigrid method is with a Krylov acceleration
scheme introduced by Oosterlee and Washio in [100]. If we write our nonlinear system of

equations on the finest grid as

F(up) = Ni(un) = fn =0 (2.215)

then given a current approximation to the solution u(,f resulting from the most recent multi-

grid step and ! stored intermediate solutions u},, .., ul, (obviously if only k previous multigrid
cycles have been performed where k < [ then we will have only k intermediate solutions) we

wish to find a more optimal solution in the space

uf + spanfuh — uf ,u —uf, .. ub — uf]. (2.216)

58



Algorithm 5 FAS

vy — FASpn(vn, Np, fayv1,v2)

1. If Q" = coarsest grid solve Nyup = f, using an iterative solver and stop.
ElseForl=1to1s
Vp SMOOTH(’Uh, Nh, fh)

2. Ugp — f;%hvh
Ugp < V2h
fon — IP*(fn — Navn) + Nan(van)

3. Forl=1topu
vop +— FASpon(Van, Now, fan, v1,12)

4. Correct vy — vp + ]gh (var, — Tan)

5 Forl=1touy
v, «— SMOOTH (vy, Na, f3)

In order to do this we make a linear approximation of the nonlinear operator F around u€

on the space u€ + spanful — uf,u2 ~uf, ..., u} ~ uf).

l l 1
1N 0. (uf —uC)) ~ F(uS (9F i _yCY n F(s,C j
F(uy +j§ i (uf, —uy )) = F(uy )"'ng b, <5u uC (up—uy) = F(uy )+El Bj(F(Ui)"F(ui?)).
h i=
(2.217)
We then define a new solution
A c : j
up =uf + 3 6;(u —uf). (2.218)
=1
where the parameters 8y, ..,6; are chosen so as to minimize
1
IF(ug) + > 0:;(F(ud) — F(uf))s. (2.219)

J=1

l ] .
If we denote F(uf) by X, 37, 6;(F(u}) ~ F(uf})) by Y and F(u}) - F(u§) by Z;. Mini-
mizing (2.219) is equivalent to minimizing

d=(X+Y,X+Y)=(X,X)+2(X,Y) +(V,Y), (2.220)

where
(X)Y) =01(X’Zl)+“"+ol(X’ Zl) (2221)
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and

{ 14
YV,Y) =36 > 0:(2;, 2 )} (2.222)
Jj=1 i=1
0 !
g, = 2% 20423 6,(2, Z,). (2.223)
i=1

setting g;% = 0 for all ¢ we get an [ x [ linear system

Af=o. (2.224)

to solve in order to find the optimal values for 64,..,6; , where

ai; = (2, Z;) = (F(u}) = F(uf)), F(u},) = F(uf)) = (F(u}), F(u})) - (F(uf), F(ul,))
—(F(uf), F(u})) + (F(uf), F(uf))
(2.225)

and
0i = ~(X,Z;) = —=(F(uf), F(u},) = F(uf)) = (F(uf)), F(u)) = (F(u), F(u})). (2.226)

If the F(uf) — F (ui) are linearly dependant, then there is no unique solution to (2.224). In
order that a direct solver can be used A is replaced by A + 61, where § is small compared to
the entries of A, to prevent it being singular. It is shown in [100] that the effect of doing
this is negligible.

Selection and Restarting Criteria

Since we are using a linear approximation of our nonlinear operator we have to take into
account the fact that in some cases this approximation may not be reasonable, and that
as the number of intermediate solutions used increases the accuracy of the approximation
may decrease. In order to protect against this the following selection and restart criteria are
proposed in [100].

Selection Criteria

The following 2 criteria are used to decide whether u! is a suitable solution (if not u§ is

chosen).
1. |F(uf)ll2 < vamin([[F(uf)l2, 1F(uh)llzy s 1 F(u},)]12)

2. elluf — uf |2 < min(Jjuf — u} ll2; ..., lud — ub|l2)
or |F(uf)ll2 < § min(|| F(uf)llz, | F(up)ll2, oo [ F(0h)2)

Where 74 is chosen to be 2, € to be 0.1 and § to be 0.9 .Condition one says that the residual
norm of the new solution should not be considerably larger than that of the intermediate

solutions and condition two says that u should not be too close to any of the intermediate
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solutions unless a significant reduction of the residual norm occurs.

Restart Criteria

The acceleration process is restarted (i.e all stored solutions dropped) if either of the following
criteria are found in two consecutive iterations.

L AFu)ll2 2 v min(IF )2, 1F@h) 2, ooy |F()ll2)

2. elluft —ufllz = min(uf — ubllz, ., [uft — b ||2)
and || F(ufl )z 2 6 min(| F(u)|2, | F(ul)ll2, ooory 1F(ud)]l2)

These conditions are just the opposite of the selection conditions. vz is taken as 2 (note v4
and 7B can take different values but vp must always be greater than 1).

The extra costs associated with Krylov acceleration of a Nonlinear multigrid method arise
from the evaluation of several residuals and inner products and the direct solution of a small
linear system, the cost of which is negligible, for large problems.

2.6.10 Multilevel Nonlinear Method

When using multigrid to solve nonlinear equations, there are generally, two options: either
linearize the nonlinear equation, using for example Newton’s Method and use linear multigrid
methods as inner solvers on each step, or solve the nonlinear equation directly, using the full
approximation scheme. The advantage of the latter approach, is that it is less reliant on
a good initial guess, the disadvantage is that the only option for finding Nyp, in the FAS
method is direct rediscretization, there is no equivalent option to the Galerkin method in
linear multigrid. If the nonlinear operator can be well approximated by this approach, there
is no problem, however if the nonlinear operator has for example highly varying nonsmooth
coefficients, the FAS method may not be effective. On the other hand in the linear case,
sophisticated problem dependant interpolation operators can potentially be developed and
combined with Galerkin coarsening to produce effective multigrid solvers.

A recent development is the multilevel nonlinear method of Yavneh and Dardyk {103],
which combines both approaches outlined above to produce a nonlinear multigrid method,
which has a large domain of convergence and good convergence properties for difficult prob-
lems. A brief outline of the method is given below.

Assume that we have a discrete nonlinear equation
Nn(ur) = fa (2.227)

on some fine grid ©* and that one step of a linearization method involves solving the linear

equation
Ln(tn)dup = ry, (2.228)
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where @, is the current approximation. For example in Newton’s method Ly (@) = N ().
Assume also that this linear operator can be accurately approximated on some coarse grid Q7
by I H LnI ? where I H and I % are some nonstandard interpolation and restriction operators.

Given an approximation vy, to the solution of the nonlinear equation add to the left hand

side of the nonlinear residual equation Ly (vs)(up — va) — Lp(vn)(un — vs) to get
L (vn)(un — va) + [Nn(un) = Nu(vn) = Le(vn)(un — va)] = . (2.229)

If Ly(vn) = Ny, (vp), then we see from Taylor’s formula that in the neighbourhood of uy the
second term in the left hand side is O(Jus — vx[?), while the other terms are O(jup — va)).
It is only this small nonlinear term which is approximated directly on the coarse grid. The
coarse grid approximation to (2.229) is obtained by directly rediscretizing the second term
and using Galerkin coarsening to approximate the first term.

[FH Lo(on) I lus + Ne(ug) — Ly (ve)un

=ry + (I Ln(va)I}vn + Ny (vn) = La(ve)vy. (2.230)

The Two-grid method is given in Algorithm 6. Note that the operators [} and f% are
used respectively to restrict the residual and interpolate the error, while a simple restriction
operator I} can be used to restrict the approximation. The recursive application of this

approach gives a multigrid method. Similar methods to those employed in the FAS can be

used for the smoothing.

2.6.11 Multigrid Convergence

One of the attractive features of traditional multigrid methods is that their convergence
properties are independent of the grid spacing of the finest grid used, together with the fact
that the cost of a smoothing step with one of the basic iterative methods will usually be
O(N) where N is the total number of grid points, this makes them optimal. Below I give an
outline of the proof given in [92] which shows that if a particular (linear) two-grid method

satisfies
1MEM <o (2.231)

for sufficiently small o independent of h then the corresponding multigrid method with x> 2
has similar convergence properties. The proof is based on the observation that, assuming Qh

is not the coarsest grid
= p2h vath nru p—17h
M;, Mh + Sﬁzlthzi,in. IzhLi;S;?a (2.232)

which can be seen easily from (2.206) and (2.196). Furthermore the assumption is made that
h -17h
1652 L5 L LS <6 (2.233)
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Algorithm 6 MNM Two-Grid

vh — MNMCGC(vp, Ny, fr, v, v2)

1. Forl=1to1n
Vp — SAIOOTH('U;;, fh, Nh)

2. Construct linearized operator Ly (vp,) for Ny
3. Compute residual ry = fr, — Npvp

4. Restrict residual and approximation
Vg I ,{1 Vh

TH 4—-],{{7‘},

5. Solve [[F Ln(va)If)ur + Nu(ug) - Ly(vg)uy = ry + U Li(on) I8 )vm + Ny (o) -
Ly (va)ve

6. Compute error eg = ug — vy
7. Interpolate error ey — I }’Ie H

8. Correct fine grid approximation vy, « vy, + e,

9. Forl=1to s
Vp & SMOOTH(Uh,fh,Nh)
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for any il., then, ignoring the coarsest grid on which M;, =0, we have that 1AL < n;, with

(2.234)

= { o if Q2 is the coarsest grid
i =

o +0(ny )"  otherwise

Assuming that o and 8 are small enough and that 4 = 2 we can assume that the sequence
{n«} defined by the recurrence relation n;, = o+ 6(ni-1)? converges to 7 satisfying 5 = o+ 612

\/171%< 1-(1-460)
26 26

and

1-
M5 < = 20, (2.235)

where we assume that 1 — 460 > 0.

Establishing (2.231) is more difficult than establishing (2.233) and in general must be
done via local fourier analysis of the various multigrid components.

An alternative approach to proving h-independent convergence was developed by Hack-
bush, it requires that the so called smoothing and approximation properties hold. The
smoothing property states that

IZ3S¢)l < Csh™?™p(v), (2.236)

where 2m is the order of the partial differential equation to be solved and n(v) - 0asy — 0o

The approximation property states that
~1 _th =172k i
IL5" = Ly Loy Il < Cah®™, (2.237)

Again establishing these properties is not straightforward.

A general convergence theory for nonlinear problems is much more difficuls. Nonlinear
problems are usually analysed using LFA based on a local linearization of the nonlinear
operator.

In reality if we want to find the convergence factor of a multigrid method experimentally
we have to use the residuals, as that is all that is available. The quantities

. ks 1k
g® = ﬁf_ﬂ'ﬁ and ¢ = (;—%'%) (2.238)

are good estimates for the convergence factor provided  is large. Here lIrk |l is the residual on
the finest grid after k& multigrid cycles measured in some appropriate norm e.g the Euclidean

norm.

2.6.12 Storage and Computational Cost

From the multigrid algorithms we see that at any one time on each level we need to store
a discrete approximation and a discrete right hand side, plus the restricted approximation
from the grid above in the nonlinear case. For a d-dimensional domain if we assume that the
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fine grid is partitioned into n cells in each direction where n is a power of 2, then for the case
of a cell centered disrcetization we have n? grid points on the fine grid 2-¢ as many points for
Q2" and in general p~¢ as many grid points for QP* (for a vertex centered discretization we
will have slightly more or slightly less points on each grid depending on whether boundary
points are stored, but for large V these amounts should be negligible) . An upper bound on
the storage requirements of a multigrid scheme is then given by the sum to infinity of the

geometric series

P
d ~dyn
3n? (27, (2.239)
=0
which is
Ind
1—9-d° (2.240)

For a 2-dimensional grid with n = 256 this bound is &~ 262150.

We can use similar techniques to get an upper bound for the computational cost of a
multigrid cycle. First define a work unit (WU) as the cost of performing one relaxation
sweep on the finest grid (this will usually be the total number of points multiplied by some
relatively small constant). Using the same assumptions as above we require p~¢ WU to relax
on QP! First consider the V — cycle with vy, = vy = 1. We visit each level twice, so if we
ignore the cost of intergrid transfers and solving on the coarsest grid, an upper bound on the
computational cost is

P
lim 2) (279" = 1T22:;WU. (2.241)

p—00
n=0

Now consider the W-cycle with v, = v, = 1 in this case we relax twice on the finest grid
(once at the beginning of the algorithm once at the end) 4 times on the next finest level, 8
times on the level below that and so on, therefore provided d > 2 an upper bound for the

computational cost is

o No/o—dyin 2
Jim. 22:‘0[2(2 4] =I—_—-2—(§—_—d—)WU. (2.242)

In 2 dimensions the bounds are 8/3WU for the V-cycle and 4WU for the W-cycle which is
3/2 times greater than the V-cycle.

2.6.13 Nested Iteration

The multigrid methods discussed so far have been based on the principle of coarse grid
correction, another multigrid approach is that of nested iteration.

Nested iteration works on the principle that a good initial guess for an iterative procedure
on a fine grid can be obtained by using the transferred solution from a coarser grid problem.
Considering a general discrete nonlinear problem Ny (us) = f, on a fine grid Q" and assuming
that we have a set of coarse grids, which I will assume for now are the standard coarsened
grids 02k Q4 . QP where p = 2L (other coarsening strategies can also be used) the nested
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iteration algorithm is given in Algorithm 7. Here Njj is an analogue of N, on the coarse

Algorithm 7 Nested Iteration
Choose some initial guess @, on the coarsest grid Q7"
For k=L:-1:1

1=2F

Set i, to be the result of approximately solving

Nin(un) = fin using some iterative procedure with initial guess 4.
. 1/2)h ~

T R
end

Solve Ny (un) = fn on the finest grid using 4y as initial guess in some iterative method.

grid Q' and fi, is a restriction of the fine grid right hand side to the grid Q*. Il(,ll/ Dh
is an interpolation operator for transferring grid functions between Q% and Q/?*, Often
more accurate interpolation operators are employed in nested iteration algorithms, than are
employed in coarse grid correction schemes. The initial guess i,, on the coarsest grid is
usually some initial guess from the fine grid restricted down to QPh,

If the approximate solution of Njx(wn) = fin is achieved by using a multigrid V or W
cycle and several multigrid cycles are used to solve the fine grid problem, then the resulting
algorithm is known as full multigrid or FMG, see [12, 92, 102] for more details. More gencrally
this procedure is often referred to as cascadic multigrid and can be employed in conjunction
with any problem which can be defined on coarser grids and who'’s solution with iterative
methods benefits from a good initial guess, e.g in conjunction with discrete optimization

problems.

2.7 Algebraic Multigrid

For many elliptic PDEs discretized on structured grids a geometric multigrid method like
the ones described in the previous section, based on a fixed hierarchy of grids, using a
simple smoother such as Gauss-Seidel is very efficient as a solver. However for more complex
problems such as diffusion equations with highly varying coefficients more complex smoothers
and transfer operators need to be designed in order to maintain efficiency and robustness, this
can be particularly complicated in three dimensional problems. For a review of alternative
smoothers, transfer operators and coarsening strategies used for elliptic linear problems with
nonsmooth coefficients see [23] ,see also the work of De Zeeuw [44] and Khalil and Wesseling
[66] on matrix dependant transfer operators. In addition geometric multigrid is also difficult
to apply to problems defined on unstructured grids. In order to try and overcome these
problems the Algebraic multigrid method was developed.

An algebraic multigrid method (or AMG) is a black box solver for solving a sparse linear
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system Au = f using only the information in the matrix A. Unlike in geometric multigrid the
smoother is fixed as point Gauss-Seidel and the coarse points and prolongation operator are
defined automatically based on the entries of A. Algebraic multigrid methods were originally
developed by Brandt et al [9] and Ruge and Stuben [80], work in the direction of a black
box multigrid solver had also been done by Dendy [43] but the defining of the coarse grids
was still geometrically based.

An AMG should not be considered as an alternative to an efficient geometric multigrid
method, rather it should be used in cases where geometric multigrid fails or is too difficult
to apply such as diffusion problems with highly varying coefficients or problems based on
unstructured grids, it can also be used in problems with no geometric interpretation at all.
For problems in which A is spd Algebraic multigrid methods are robust and can be made to
converge quickly. In the following I briefly review some known results and techniques from
the algebraic multigrid literature. For a more comprehensive treatment of algebraic multigrid
see for example [92] appendix A, or [99].

2.7.1 Neighbours and strong connections

Given a linear system Au = f where A is of size n x n and u = (4i)i=1,...n, in some loose
sense we can consider the index set {1,..,n} as a set of points on a fine grid, we say that
j # i is a neighbour of i if a;; # 0 where 1 <4, j < n. The set of points which are neighbours
of i is defined as

Ni={j| ai; #0}. (2.243)

Of these neighbouring points, the set of points strongly connected to ¢ is defined as
Si={jl —a; 2 6 max(-ax)}. (2.244)

Here 6 € (0,1) and typically is taken to be 0.25. Note that j is considered to be strongly
connected to i only if a;; <0 . A point which is a neighbour of i but not strongly connected
to 1 is said to be weakly connected to i. The set of points to which i is strongly connected is

defined as
ST ={jlies8;} (2.245)

2.7.2 The AMG setup phase

Any Algebraic multigrid method is made up of 2 phases, the second phase is the usual
application of multigrid cycles, the first phase known as the setup phase is where the multigrid
components needed for the second phase are defined. Given the matrix A = 4 and the
index set {1,..,n} which we will refer to as QW we first split {1,..,n} into two disjoint sets
C and F ( exactly how this is done will be discussed §2.7.5) where C is the set of coarse
points which we will call Q2 and F is the set of fine points. Having obtained this coarse/fine

67



splitting we then define an interpolation operator I ((21)) for transferring between Q2 and O,
Various ways to define the interpolation operator will be discussed in §2.7.6 but it will always
have the general form

(I((;))e(z))i =eV) = { 5 e? @ ‘“ €C . (2.246)
kep, Wike, ifieF
Here P; C C is called the interpolatory set and is often taken to be the set of coarse points
strongly connected to i which is denoted C;. However P; is chosen it should be reasonably
small in order to produce an efficient AMG method. The Wiy are the interpolation weights.
The definition of the interpolation weights for several interpolation operators will be given
in §2.7.6. Once the interpolation operator has been defined, the restriction operator for
transferring between Q1) and O is defined to be the transpose of the interpolation operator.

(2 __ 71
Iy = (IQ)". (2.247)
The Galerkin principle is then used to define the coarse grid matrix A(?),
2) _ 7(2) (1)
A® = I(1) (Am)l(z)- (2.248)

In exactly the same way an even smaller matrix A(® along with interpolation and restriction
operators is defined from the entries of A(®), This process is repeated until we have a sequence
of matrices AW, ..., A®) with corresponding transfer operators, where A(L) ig small enough
to be solved efficiently using a direct solver. Once these matrices and transfer operators have
been defined and stored it is clearly straightforward to apply a multigrid cycle with point
Gauss-Seidel smoother to the original linear problem. Given an initial guess v(1) and the

setup data, one u-cycle is
v = AMGEO (v £ 1y 1), (2.249)

where AMGu®) is defined recursively in Algorithm 8:

2.7.3 The Variational Principle

In the following we see that the convergence of Galerkin-based V-cycles is guaranteed when
A is symmetric positive definite and restriction is taken as the transpose of interpolation
(note that this implies A, ..., A®) are also spd), provided that the smoother being used
converges. First a theorem on orthogonal projectors is needed.

Theorem 2.7.1 Let (.,.) be any inner product with the norm llIl. Let @ be symmetric with
respect to this inner product and let Q* = Q, then Q is an orthogonal projector i.e the
following statements hold

(1) R(Q)LR(I - Q)
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Algorithm 8 AMGu®)

vE) — AMGU® (vR), £0) 4y )

(1) If A% is the smallest matrix (on the coarsest level), set v(*) = (A®))=1£) and return

else do vy steps of smoothing on level k:
For | =1:vy, vI®) « SEv(®) 4 (1 — gy 4k))-15k),

(2) Restrict the residual to the coarser level: f(*+1) — I((:)+l)(f(k) — Ak)y (k)
and set the correction v(¥+1) =0,

(3) Repeat u steps of, v(F+1) — AMGu*+D (v(k+1) plkt1) Vo)
(4) Add the coarse level correction: v*) «— v(k) 4 I((,’:il)v(k+l)

(5) Do vz steps of smoothing on level k:
For [ =1:v5, vib) SOV 4 (1 — S0I)( A0 -150),

Here S} is the Gauss-Seidel smoothing operator for A®) j.e
S®) = I - (@W)-14®), (2.250)

where Q%) is the lower triangular part of A*) including the diagonal.

(2) Foru€ R(Q) and v € R(I - Q) we have [[u + v|| = [[ul| + [[v]
(3) 1Rl =1
(4) For all u: |Qul| = min,epy—g) llu — vl|

where R(Q) denotes the range of Q.

Now we consider the action of coarse grid correction on two grids on the fine grid error e(?),

Clearly if &) represents the error after coarse grid correction
al) — o1 _ f(M (2 _
&) =M — 1) = Ky 5e®), (2.251)

where
(1 -
Kip=1I-I3)(A@)~1[3 A0, (2.252)

Now note that given that A is symmetric AK;; = A1) — A(I)I((zl))(A(z))‘II((lz))A(l) is sym-

metric which means K 2 is symmetric with respect to the energy inner product (.,.)4 where
(u,v)a = (Au,v), (2.253)
and (.,.)2 denotes the Euclidean inner product. Now consider K 2,
(1) -17(2) 1 -
Ko = 1A A0 a0y
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1 —14(2 _
Kip— I((z))(A(z)) II((U)A(‘) + [I((zl))(A@)) 1]((12))A(1)][I((zl))(Au))—lI((l?))A(l)]
K- T AP A+ A AP AP 10
= Kiz. (2.254)

Finally observe that

R(I = K1) = R(Iy)). (2.255)
We therefore have that the 2-grid operator K3 is an orthogonal projector with respect to
the energy norm and from statement (4) in Theorem 2.7.1 we have for any fine grid error
e

11,264 = minle® ~ Ile@ 4. (2.256)

In other words the Galerkin-based coarse grid corrections minimize the enc;rgy norm of the
error with respect to all variations in the range of the interpolation operator. As a conse-
quence of this fact if the smoother converges a two grid method will converge. To extend
this result to complete V-cycles assume that the exact coarse level correction e(? is re-
placed by an approximation &2 (in this case obtained by correction on coarser levels) where
e — @] 4 < |e®|| 4 and consider the action of the resulting approximate two-grid

operator K 1,2« We have
) = €0~ L6 = Koo 4 1§D~ I80 = Ky o6 41329 2207

The first term here belongs to R(Kj2) and the second term belongs to R(I((;)) ) and so by

statement (2) in Theorem 2.7.1 and the fact that K 5 is an orthogonal projector we have
1B12601% = [ K126D 13 + 1G] (6 - 6@)|13. (2.258)
Now for any v(?
V@I = (AVIGVA,IGVE) = (vE)TIHAVIGVE
= (v@)TABOVA = |v@ |2 ,). (2.259)

So
113 (@ - @)% = e® — &P < €@ hm = 113 e® |2 0. (2.260)

Using this result in (2.258) we have

- 1))2 M, (2)2 1
K126V 50 < I K12eD 50 + ”I(z)e( N = 1 Ki2e™ + I((z))e(z)”fw) = [le®)20-

(2.261)
We therefore see that the approximate two-grid method and hence the V-cycle method con-
verges. Of course this result says nothing about the speed of convergence of a Galerkin-based

V-cycle method, which is determined by the choice of interpolation operator.
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2.7.4 Algebraically smooth error

In the following section I discuss how a smooth error is defined in a purely algebraic setting
for this discussion the energy inner product (.,.)4 as defined previously and two other inner
products defined below will be needed

(u7 V)D = (Du,V)2 ’ (uv V)DA = (D-lAua AV)2, (2.262)
where D is a diagonal matrix with the same diagonal as A.

Definition 2.7.1 (Algebraically Smooth Error)
An algebraically smooth error is an error which is slow to converge with respect to some
smoothing operator S i.e

|Sella =~ [le]la

For basic relaxation methods such as Gauss-Seidel the following inequality holds with ¢ > 0
ISell% < llell% — ollelba- (2.263)

This implies that an error is algebraically smooth when

lellpa < [lella- (2.264)
This is equivalent to
(D! Ae, Ae); <« (Ae, €), (2.265)
recalling that Ae = r we have
(D™'r,1); < (r, )2 (2.266)
or
Y orilrifan) < Y ries. (2.267)
: .
Therefore on the average for each ¢ the scaled resid:xal is much-smaller than the error
I ¢ e (2.268)
Qi )
Given that r; = (Ae); this implies that
e —| Y aies | fai (2.269)
JEN;

A very accurate interpolation operator can therefore be defined if on each level P; is chosen
to be N; and the interpolation weights are chosen to be w;x = —a;x/a;;. However this would
require a coarse/fine-splitting in which each fine point had all its neighbours contained in the
coarse set. Such an approach would be very expensive in terms of memory and computational

time and so is not a practical option.
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If we rewrite (Ae,e)2 as (D—I/ 2Ae, DY 2e)z and apply the Cauchy-Schwartz inequality

we get

lell < [DY/2Ae|2(| D]z = (D~"/?4e, D~1/2);/*(DY/%e, D'/2)}/* = |le[lpalielip
' . (2.270)
Since an algebraically smooth error satisfies |lefl 4 > |le||pa it must also satisfy

flefla < llelip- (2.271)

In the following matrices with positive diagonal entries and negative off-diagonal entries
(M-matrices) are considered. We can rewrite (Ae, e); as follows

(Ae,e)2 = Za,»je,-e,- =Y —ais(-ees) = > ~aij(1/2(e;—e;)? ~1/2¢ ~1/2¢3). (2.272)

i.J i,J i.J

Substituting into (2.271) we have

2
1/2 Z —ailei =€)+ | D ai | ef <3 auel. (2.273)

i i j 3
In the case where Z#i laij] ~ ai; i.e the row sum is approximately zero we have on the

average for each 4

1/2) " —aij(e: — ;) < aue]
a4

a: ;) (e; —e;)?

Z; IT"’(“T])“ <2 (2.274)
This implies that if |a; ;]/ai; is relatively large then the error varies slowly from e; to e; in
other words the error varies slowly from e; to e; if j is strongly connected to i. The e:ror
at a point is therefore well approximated by a weighted average of the error at the points

strongly connected to it.
If the matrix contains some small positive off-diagonal entries then the error can again be
shown to vary slowly in the direction of large (negative) entries. If large positive and negative
off-diagonal entries exist then the error varies slowly in the direction of large negative entries

but oscillates in the direction of large positive entries.

2.7.5 The coarse and fine level splitting

As stated earlier at each level k, we must split Q) = {1,...,n:} into two disjoint sets C
and F where C is the set of coarse points which make up the next level and F is the set
of fine points. When making this C/F-splitting we should look to achieve the following two

conditions.
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(1) For each point i € F, every point in S; is either in C; or strongly connected to a point
in Ci.

(2) C should be a maximal subset of all points with the property that no two C-points are

strongly connected to each other.

In practice it is not usually possible to strictly satisfy both conditions. The algorithm for
creating a C/F-splitting given below (Algorithm 9) attempts to enforce the second condition
At each step of the algorithm a coarse point i is chosen which has maximal A; where

A= |87 nUI+ 28T N Fy, (2.275)

where U here denotes the set of points which have yet to be defined as either C or F points.
Once a C point has been chosen all the points strongly connected to that point which have
yet to be defined (i.e all points in SiT NU) are defined to be F points. The condition that
the new coarse point must have maximal ); ensures that a reasonably uniform distribution
of C and F points is obtained.

Remark 2.7.1 If a point j € ST moves from U to C then ); decreases by 1, whereas if it
moves from U to F A; increases by 1.

Algorithm 8 C/F-Splitting Algorithm
Set U=0®), C=@, F=2, )\, = |ST| for all 1.
While U # @
Select ¢ € U with maximal A;.
C=Cu{i},U=U- {3}
For j € STnU

F=Fvul{j}
U=U-{j}
Forle $;nU
AM=XA+1

end

end

For j e S;nU
Aj=2-1

end

end

Algorithm 9 is based on a definition of strong connections as large negative connections. In
some cases we may have a small number of large positive connections (small positive connec-
tions are not significant) which must be taken into account in the C/F-splitting. Provided
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there are not too many positive connections, coarse points corresponding to positive con-
nections can be added a posteriori based on the positive connections between F points only.
Algorithm 10 tests each F point i to check whether it has large positive connections to other
F points, if it has these points are added to S; and the point corresponding to the largest

connection is added to C.

Algorithm 10 Post C/F-Splitting Algorithm
Assume C and F have been obtained from Algorithm 9. Set Cy =@, Fo=F, FT = F

While FT # &
Set i =smallest entry in FT.
St M=0M, =2
Forje NfnF
If a;; > 0.5 maxey: |aik|

S; = 8; U {j}
Ifa; >M
M =ay;
M =j
end
end
end
IfM #2@
C,=CiUM;
F=F\M, FT = FT\M,
end
FT = FT\{i}

end
Set C = CUCy, F= Fo\cl.

2.7.6 Interpolation Operators

In the following I review several different methods for defining the interpolation operator to
be used in an AMG method. To aid the description I introduce the following notation: let
DY = N;\{S:} denote the set of all points weakly connected to i and DY = S;\{C;} denote
the set of all fine points strongly connected to i. Recall also that any interpolation operator

should be of the form

O a4y, — 0 _ ety ifieC
(I(l+1)e Ji=e = (141) ) (2.276)
2 kep; Wik ifieF :

where P, C C.
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Ruge and Stuben’s Interpolation Operator

In the method of Ruge and Stuben ([80] P; is taken to be C; and an assumption is made
that the matrix is an M-matrix. In order to define the interpolation weights w;; recall that

an algebraically smooth error satisfies

Qi€ =~ — Z aijej = — Z aij€;j — Z aije; — E aije;. (2.277)

JEN; JeCi Jj€D? jeDyY
Now at each i € F carry out the following steps:
1. For all j € DY replace e; by e;.

2. Forallj¢& D,S replace e; by a weighted average of the error at the points in C;

ajie
e = %"iﬁ (2.278)
Substituting into (2.277) and rearranging gives
€ ~ Z Wik €k, (2.279)
kecC;
where
Wik = — . ak+ Y k|, (2.280)

i + ZjeD,.W Q5 ZmGC ajm

j€D¥
Given that points in D} are only weakly connected to i step 1 is reasonable. Step 2 uses
the fact that the error varies slowly in the direction of strong connections. We see that the
weighting is biased towards ey for k € Sj, this requires that each point in D,S be strongly
connected to at least one point in Cj, this is the first condition that the C/F splitting trics
to enforce, however it is not guaranteed to be satisfied for every j € Df . To ensure that this
condition is satisfied the following process is carried out as the interpolation weights w;;. for

i € F are being defined:

1. Ifake Df is found such that S; NC; = @ kis provisionally added to the coarse set
and the process of defining the interpolation weights for i restarted.

2. If we now have Sy NC; # @ for all k € Df the interpolation weights are defined and k
is permanently moved into the coarse set, however if this is still not the case i itself is
moved into the coarse set and k is moved back into the fine set.

Chang, Wong and Fu’s Interpolation Operator
In [35] Chang, Wong and Fu present an interpolation operator, which is an improvement

on the method of Ruge and Stuben in the sense that it can deal with matrices with positive
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and negative off-diagonal entries and that it takes into account more geometric information.
Their AMG method uses a different definition of Strong connections as entries of A with

relatively large absolute value
S; ={j :laij| > 6'5?23( laik |} (2.281)

along with the usual C/F splitting algorithm (Algorithm 9). The interpolation weights are
defined based on the assumption that the error between i and j is geometrically smooth
provided a;; is not a large positive entry and on the assumption that the larger lai;] is the

closer j is to i. Based on these assumptions two variables are introduced for each i € F

>kec, lajk (2.282)
nd lais11Ci ;|
1845 NN;

Y Yo, laikl (2.283)

The weights g;x = E—'ﬁ%ﬂ for each j € N;\C and k € C; are also introduced. The
variable ¢;; gives an indication of how many large negative entries there are among the Ajk.
If ¢;; > .5 and a;; < 0 it is assumed that the error between i and j is geometrically smooth.
The variable 7;; is approximately the inverse ratio of the distance between i and j to the
average distance between j and the points k € C; N N;. If n;; < 3/4 it is assumed that the
average location of points in C; N N; is closer to j than ¢ and hence lies somewhere between i
and j, the error at j is therefore approximated by an extrapolation between e; and a weighted
average of the e for k € C; N N;. If i > 2 j is assumed to be between i and the average
location of points in C; N N; and an interpolation between e; and a weighted average of the
ex is used to approximate e;. In other cases the average location of the k points is assumed
to be very close to j and e; is approximated using a weighted average of the ex. Overall the

following approximations are made

1. Ifj e DY
€; ifCinSj=Zandaij<0
-] "¢ ifC;NS; =@ and a;; >0
&= cen—e HCNS . (2.284)
22keC,- gixer —€ 1 CNS; # and a;; <0and {;; > 0.5
Zkec‘ 9ik€k otherwise
2. If j e D?
1/2 (Ekec.- gikek + ei) if n;; > 2 and a5 < 0 and Gij > 05
€ = 2Ekec.- gjk€x — €; if n;; < 3/4 and a;j <0and ¢;; 205 . (2.285)
Zkec,. gjik€k otherwise

Substituting these approximations into (2.277) gives the interpolation weights for each i € F
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Direct interpolation

Direct Interpolation, along with standard interpolation are introduced by Stuben in [92]
Appendix A.

In the case of M-matrices i.e spd matrices with negative off-diagonal entries we have that
the error varies slowly from i to j if j is strongly connected to i (a;; is a relatively large
negative entry of A) and the error at i can therefore be determined by a weighted average of

the error at its strongly connected neighbours. This means for i € F we can assume

Y kep, QikCk ~ ZJ‘GM a;j€;
ZkeP.» ik ZjeN‘- Qj

(2.286)

and the more strong connections of i there are contained in P; the better (2.286) is satisfied.

An interpolation operator can therefore be constructed by making the approximation

Z aij€j = ay Z QikCk- (2.287)

JEN; keP;
where 5= .
%= ‘gﬁ-za—],; (2.288)
Substituting this into
aiie; + Z a;je; ~0 (2.289)
JEN;
we get
e = D wikek (2.290)
kEP;
with
Wik = — 00k [ Bise (2.291)

In the case where there exist some relatively small positive off diagonal entries of A it is
enough just to move these on to the diagonal. Using superscripts + and — to denote positive

and negative entries of 4 we have

o = ZIEN: %
ZkeP.- a;, (2.292)
and _
wip = ——k (2.293)

a;; + ZjEN.- a;*j )
If there exist a few large positive entries of A and these are represented in the C /F-splitting
then we make separate approximations for the positive and negative connections.

D age; = D e Y afej=p; ) afer, (2.294)

JEN; keP; JEN; kEP;
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where
_ Ygen. % b = 2 jen, a5
- T ™ — .
2 ke Ok 2 kep, A

The approximation for positive connections can be justified because although the error be-

& (2.295)

tween i and j is likely to be oscillatory if a;; is positive and relatively large, the error can
be expected to vary slowly among points k for which a;;, > 0. Denoting by P} and P the
)

points in P; which correspond to positive and negative connections respectively, we have

&= wie, (2.296)
kep;

where

Wik = { Teiai/ai k€ PC (2.207)

—Biai/ai; ke P}
Given that it is assumed that there are only a small number of large positive connections,
at some i we may have Pi+ = 0, if this is the case we simply revert to moving any positive

connections on to the diagonal.

Standard Interpolation

Standard interpolation looks to improve upon direct interpolation by indirectly including

in the interpolation for i € F' strong F-connections via the points C; for j € DS. For all
>,

j € D?, e; is eliminated in (2.289) using the jth equation

ej = — Z ajkek/ajj. (2.298)
This results in a new equation
et Taex0  N=Griage0,  om
JEN;
where for each j ¢ Df
dij = a5 — Z i@k Qkk. (2.300)
ke DS

Direct interpolation is now applied as above with the a;; replaced by dyj, Ny replaced by !{’,-
and P; taken to be the union of C; and all C; for j € DS,

78



Chapter 3

Total-Variation Based Image

Restoration

Useful Section References: §2.1, §2.2, §2.3, §2.4, §A.1, §A.2, §A.3, §A .4, §A.5, §A.6.3
Main Reference Material: [1, 2] [5]-[7],(16],[17])-[21],[25]-[29], [39, 46, 48, 52, 58, 61, 68,
71],(74)-[86],[89}-{91},(93)-[97], [98, 104].

This chapter is an introduction to the ideas surrounding the recovery of possibly blurred,
noisy images using regularization techniques. I start with an introduction to the image
deblurring/denoising problem and then go on to introduce the regularization techniques used
to approximately solve such problems focusing on the use of the total-variation regularization
method, on which my work presented in the next 4 chapters has mainly been based. I give
a brief review in §3.3 of some of the theory associated with this method with references to
the original work where more detail can be found. The rest of the chapter focuses on the
pure denoising problem (deblurring is returned to in Chapter 7). In §3.4 I review some of
the properties of total variation regularization, demonstrating its advantages (edge recovery)
and disadvantages (staircasing) again references are given to the original papers where more
detail can be found. In §3.5 I introduce the discretization scheme that I use throughout my
work as well as giving a review of other discretization methods used in the literature. £3.6 is
a review of various iterative methods used to solve the total-variation denoising problem, §3.7
introduces some measures of image quality, while the final section gives a flavour of some of
the improvements/extensions to the basic TV denoising method which have been developed

in recent years.
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3.1 What is an Image ?

An image can be interpreted as a real (scalar) valued function u(x,y) on a bounded and
open domain ft (usually a rectangle) of R2. The type of images | am referring to here are
grey-scale images, which take values in the range [0,255], if an image is a colour image it will
have several components (red, green and blue) and will be represented by a vector valued
function, for more details see [5] and references therein. In practice the images we deal with
are digital and will therefore be discrete quantities represented by an nrray of pixel values.
Each pixel value in the array represents the average light intensity over a small rectangular
portion of the analogue image (a pixel), the more pixels used in sampling the image (the
higher the resolution) the more detail can be seen. We typically deal with digital images
with 256 x 256 to 1024 x 1024 pixels.

An image is generally piecewise smooth and is made up of Hat. regions, smoothly varying
regions and edges (boundaries where a jump in intensity occurs). In Figure 3.1 examples of

4 images which will be used in the next few chapters are given.

Figure 3.1: Four example images: clockwise from top left, the blocky triangle image, the

X-ray type fingers image, the realistic Lenna image and a simulated image of a satellite.
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A one-dimensional version of an image is known as a signal.

3.2 Image Reconstruction

During the recording of an image, it is often the case that some blurring is introduced, this
can be due, for example, to light from an object in space having to pass through the earths
atmosphere, or to instrumental restrictions in medical imaging. In addition to this blurring,
random noise can also be introduced during the recording and transmission of the image. We

model a blurred noisy image by the following equation:
z(z,y) = Ku(z,y) + n(z,y), (z,y) € 2. (3.1)

Here z is the noisy blurred observed image which is known, u is the true image which we
wish to recover and n is an additive random noise term, which in our work we assume to
be gaussian white noise with mean 0 and standard deviation ¢. I remark here that we
refer in our work only to additive noise i.e at (z;,y;) the observed image z takes the value
Ku(zi,y;) + n(z;,y;) where n(z;,y;) is some random number. Another type of noise is
impulse noise in which z(z;,y;) takes the value Ku(x;,y;) with some probability p and the
value 7(z;, y;) with probability 1— p where r(z;,y;) is some random number, for more detail
see, for example, [21]. K L3(Q) — L?(Q) is the blurring operator which is known and is a
Fredhlom integral operator of the first kind

Ku(z,y) = /n k(z,z',y, ¢ Julz',y')dz'dy'. (3.2)

The kernel k, which describes the blurring, is known as the point spread function (PSF). In
my work I assume that the blurring is spatially invariant i.e the PSF is of the form

k(z,z',y,y') = k(z - z',y - ¢). (3.3)

If no blurring is present then we have what is known as a pure denoising problem and K
is replaced by the identity operator. Most of my work has focused on the pure denoising
problem. Figure 3.2 shows a noisy version of the triangle image seen above and a blurred
noisy version of the satellite image.

The problem of recovering the true image u from the observed image z is an inverse
problem and in the deblurring case is ill-posed, therefore, some sort of regularization proce-
dure must be used in order to approximate u. There are two main approaches used in the
literature, the first which we shall mainly focus on is the Tikhonov regularization (§2.3.4)
approach in which the following unconstrained minimization problem is solved

min aR(u) +1/2/Ku - 23, (3.4)
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Figure 3.2: Examples of noisy and blurred and noisy images

Here R(u) is a regularization functional which penalizes against certain artifacts in the solu-
tion, the second term is a fit to data term which ensures goodness of fit to the observed data
and Q is a regularization parameter (usually chosen by experiment) which balances between
the two. The second approach is the constrained regularization approach. In this approach
the following constrained minimization problem is solved

min R(u) (3.5

subject to |J)C&- z]]£(n) = a2 (36)

where a is the standard deviation of the noise, which is assumed to be known. The two ap
proaches are similar in that the unconstrained problem can be viewed as a lagrange multiplier
approach to solving the constrained problem with lagrange multiplier A= -L

There are many possible regularization functionals which penalize non-smooth images e g
N\ 2 (the classic Tikhonov regularization) or /,, \Vu\2dxdy. The latter of these is' known
as the H 1 norm and Tikhonov regularization with this regularization functional leads to the

following minimization problem
minj a/2]Vu]2dxdy + i(>Cu - z,/Cu - z)£2(n). @7)

To find the condition for a minimum of this convex functional let us consider the more general

functional (other functionals of this form are encountered later)
J(u) +ul + p) + 1/2(/Cu - zfdxdy. 3.8)
in this case /? = 0 and i>(x) = 1/2x2. Assuming that $' exits, we have
d _ . -
J{u + tv) = Inn&(*/(u~ + tv-)24in- 4-/7).i2 4 m— +H.f .
o V (ot 24t Hv, ) 243 X

+UR(A + o+ ("Mt (3.9)

HACU - Z, Kv)12(n) + t{tCv, Kv) 12 (n)
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therefore the first variation (see §A.3.2) is

d \Y
-—J(u+tv)lt=o=/ a®’'(y/u2 + u2 + 3) hd v
H Nudzdy + (Ku -
7 0 m v+ ( 2, ’Cv)m(n)-
. . (3.10)
Assuming that u is smooth enough we can integrate by parts (i.e use JovVabdedy =
— Jq Vv.@dzdy + [ vi5.7dS) to rewrite the first term and using the adjoint (Theorem 2.2 5)

we can rewrite the last term to get

d
SJ(u+tv)|i=0 = — [, V. [o@'( u2 + u2 + B) 75%?] vdzrdy

+ Jrv [@’(, [u2 +u2 + ﬂ)ﬁ] S + (K*(Ku - 2),v) 120 .

Imposing the so-called natural Neumann boundary condition V.7 = 0 on T the second term

(3.11)

disappears. We have Edi‘] (u+tv)ly=0 = DgJ(u)v where DgJ (u) is the Gateaux derivative of J
at u and the first order condition for a minimum (or Euler-Lagrange equation) is DgJ(u) =0

(see §A.3.3) i.e

~aV. |®'(y/u? +u2 + Ve “(Ku — 2) =
z +ug ﬂ)\/m +K*(Ku-z)=0. (3.12)

In the case of (3.7) the Euler-Lagrange equation is
—aAu+K*Ku = K*z, (3.13)

This equation is linear and can be solved fairly efficiently (after discretization) see for example
[20, 79]. However because the regularization functional penalizes non-smooth images, the
effect of this regularization will be noise removal but also a smoothing of the edges in the
image. To overcome this disadvantage with classical noise removal techniques Rudin, Osher
and Fatemi (ROF) in their seminal 1992 paper (78] introduced the Total Variation (TV)

regularization functional
TV(u) = / Vu|dzdy.
(W)= | IVuldzdy (3.14)

The TV regularization functional does not distinguish between smooth and piecewise smooth

solutions with the same total variation, and thus Tikhonov regularization with the TV reg

ularization functional can remove noise while still preserving the edges in an image, see §3.4
) .

for more details.
Tikhonov regularization with the TV regularization functional involves the solution of

the minimization problem

. 1 2
m:n/s; a|Vu| + §(K3u - 2)*dzdy. (3.15)
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Refereing to (3.12) the resulting Euler-Lagrange equation is
- gV. + ICICu = K'z. (3.16)
This equation is degenerate when |Mit] = 0 so in practice (3.14) is usually replaced by
TVO(u) = \Jul + ul+ (3dxdy, (3.17)

where /? is some small perturbing parameter. Replacing TV (u) by TVa(u) in (3.15) the new

Euler-Lagrange equation is

Vu n
-nVv. + K*Ku = K’z (3.18)

VNWTp)
Unlike (3.13) this equation is highly nonlinear and the efficient solution of the discrete version
of this equation using iterative methods in both the deblurring and the pure denoising cases
has been an active area of research over the last decade or so and is the main focus of the

work in this thesis.

Figure 3.3: Noise removal with TV (left) and H1 (right) regularization functionals, the

observed image is the one seen in Figure 3.2. Note the sharper edges in the TV case.

3.3 Theory of Total Variation Regularization

In this section | give a brief outline of the mathematical analysis of Total-Variation Regu-
larization. For a more comprehensive treatment see the original work of Acar and Vogel (Il
and also [17, 29, 74, 97, 94]
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3.3.1 The space of functions of Bounded Variation

In for example [52] the space of functions of bounded variation in §2, an open set in R, is
defined as
BV(Q) = {u e L'(Q) : / |Du) < o0}, (3.19)
0

where

= - = 1 . .
/Q |Dul = sup /Q uWwdr W={weG(Q:RY): lwx)| <1forall xe Q). (3.20)

The space BV (1) is a Banach space with respect to the BV norm
Jullsy = Julx + [ 1wl (3.21)
o

furthermore [, |Dul is a seminorm with respect to BV(Q).

3.3.2 The Dual Formulation

The seminorm [, | Du] is an extension of TV (u) for non-smooth v and is often called the dual
formulation of TV (u). An argument using integration by parts shows that for u belonging to
the Sobolev space W11(Q), which is a proper subset of BV () see (52], (3.20) is equivalent

to (3.14).

Duy| = Vu.wdz = =
/Q| ul us)tel‘}/)v‘/(; uwdz /QIVUI TV (u). (3.22)

In [1] Acar and Vogel use (3.20) and the fact that the convex function V1a* ¥ 3 has the

following dual representation
viaP+5=suplav+B1-P):veR, v <1} (3.23)

derived using the techniques in §A.4.1, to introduce

Fg(u) = sup A —uV.aw + /(1 — |w|?)dr, (3.24)

wew
which they show is equivalent to TVj(u) for u € W1, with the supremum attained for
Vu
VuP+ 0 (3.25)
We see that Fy(u) = fy|Dul. In [1] it is shown that Fy(u) < oo if and only if Fg(u) < oo
for any 8 > 0 and u € L(Q), also for any u € BV(RQ)

é% Fg(u) = Fy(u). (3.26)
Using Fj5(u) the total variation regularization problem can be defined as

i

2
uerI(Irlz)Irleﬁ(n)Fﬂ(u)+1/2“’Cu z“L’(n)’ (3.27)

which it can be shown under certain conditions on X is a well-posed problem.
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Existence and Uniqueness

Theorem 3.3.1
The functional Fp(u) defined above is weakly lower semicontinuous in L%(Q) and conver.

Proof

To prove weak lower semicontinuity let u, converge weakly to v in L%(9), then for any
v € L?(Q) the sequence (un,v)12(q) converges and hence has infinum limit equal to its limit
(u,v)r2(q)- Taking v = V.w for w € W we have

—(u, Vaw) 2 ) + /n V(1 —lw|?)dz = nllngo inf —(un, Vaw) 2 g, +/n B(1 - [w]?)dr

< Jim_ inf Fp(un). (3.28)

Taking the supremum over W gives the desired result.
To prove the convexity let u,v € L2(Q), A € [0,1], and w € W then

Fs(u+(1— ) = /n —(u+ (1~ 20) Vo + /B(1 - [a]P)dz

= /Q —uV.w + VAT = alP)dz + (1 = A) / ~oVow + /Bl = [aP)de
Q
< AFa(u) + (1 - A)Fs(v). (3.20)

Taking the supremum over W gives the desired result. .
In the case K = I, using the above result and the weak lower semicontinuity and coercivity
of the L%(Q) norm, theorem A.2.1 implies that a global minimizer of (3.27) exists. The
convexity of Fg{u) together with the strict convexity of the L*(2) norm ensures that the
solution is unique (see §A.4). For the more general case see [1] for a proof of existence and
uniqueness given certain conditions on K. See [1] also for a proof of stability with respect to
pertubations in 2, o, 8 and K.
If we rewrite (3.27) as

min sup ®(u,w).
u wE)IBV ( w) (3'30)

with
(u, w) = /Q —auV.w + /AL = [@]) +1/2(Ku - 2)?, (3.31)
then given that @ is convex in u and concave in w we can interchange the min and sup to

get

sup min ®(u, w).
weEW U (u ) (3'32)
['he minimum over u is given by the solution of the equation

-aV.w+ K*Ku—-K*z2 =0, (3.33)
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In the denoising case where K is the identity we can use this equation to eliminate u in
® and taking G = 0 we get what is known as the dual formulation of the total variation
regularization problem.

su — V' —- 2 i 2
sup | —ezVa 1/20%(V.w)2. (3.34)

Note that this is equivalent to
suw | azV.aw ~ 1/20%(V.w)?, (3.35)

where if w* is the value of w that maximises (3.34) then —w* maximises (3.35). I use (3.35)
because it is the more commonly used formulation. The advantage of working with the dual
formulation is that it is differentiable without the need for a perturbing parameter 3.

The discussion in the rest of this chapter will focus on the denoising problem only, which
is the focus of the next three chapters. Some specific issues relating to the deblurring problem
will be addressed in Chapter 7 in which iterative methods for this problem are presented.

3.4 Properties of Total-Variation Regularization

In [90, 91] Strong and Chan prove some interesting properties of total variation regularization
for the case of piecewise constant functions in the 1-dimensional case and in higher dimensions
for radially symmetric functions. In R! a simple piecewise constant function z is defined as

2(.17)= 1 zef
0 ze, . (3.36)

follows

Strong and Chan prove that the result of applying total variation regularization to this

functional is to preserve exactly the discontinuity (or edge) while reducing the contrast of

the function so that
1- 61 x € Ql
ua) = { (3.37)

d2 T €8y
with the change in intensity d; being proportional to the regularization functional a and
inversely proportional to the length of the domain ;.

5 = —
L ‘Qil. (3.38)
Furthermore this result is extended to noisy images z with
Jo, 24 oy 242
B =land S _
T T = (3.39)

With this result the effect of total variation regularization on any piecewise constant function
can be analysed. If we split up a piecewise constant function z into n regions Q; on which
z is constant then total variation regularization preserves the discontinuities and the change

in intensity on each region can be classified as follows.
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1. At the boundaries Q; and €1, the change in intensity is Tﬁf' this change is positive if
z is larger on the neighbouring region and vice versa.

2. At an extremum, which is a region 2; such that z on §; is greater (less) than z on both

neighbouring regions €2;41 and Q;_,, there is a decrease (increase) in intensity of T%ﬁ

3. At a step, which is a region (2; such that z on ;_ is less than z on 9; and z on Q,,,

is greater than z on ©; (or vice versa), there is no change in the intensity.

This last result follows from the fact that the total variation of a nondecreasing (nonincreas-
ing) piecewise constant function is just the total jump over the whole function, changing the
value at the steps will not change the total variation but it will increase the value of the
fitting term. If noise is added so that 2 has piecewise constant mean, results (1) and (2) hold,
while result (3) holds approximately.

Note that in the discrete setting a single pixel of noise can be considered an extremum
with width h where h is the grid spacing. Given that loss of intensity is inversely proportional
to the width of the image feature we see how total variation regularization can remove noise
while preserving other image features.

In two dimensions things are more complicated but for radially symmetric piecewise
constant functions, the following results have been proved in [90, 91]

1. As in the 1-dimensional case the position of edges is preserved exactly.

2. In boundary regions §; = @S{%—:l—"—la.

|89 i41|+109 i 1]
Qs ¢

3. In extremum regions d; = R
4. In step regions 4; = (8. 1’5i"99i‘*-1'_

Here |€);] is the area of the region Q; and |0, ;| is the length of the boundary between §;
and ;.

3.4.1 Scale and «

We see that for extremum regions the change in intensity is given above by

§= '—aﬁla.

0] (3.40)
or in other words a times the length of the boundary of the feature divided by the area of
the feature. Defining the scale of the feature as ]Jé%-[, the change in intensity is given as o
divided by the scale. In fact in [91] it is shown that (away from the boundary where there
may be for example some rounding of sharp corners) this formula is a very good estimate for
the effect of total variation regularization on any constant image feature e.g a rectangle.
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Figure 3.4: Clockwise from top left, a signal with boundary extremum and stepped regions, a
noisy version of the signal, the result (dashed line) of applying total-variation regularization

to the noisy signal and the result of applying total variation regularization to the true signal

with the same a
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Using the above formula (3.40) relating the scale of an image feature with the loss of
intensity due to total variation regularization and the fact that in a discrete setting every
image is piecewise constant (even if only at the one pixel level) Strong, Aujol and Chan [89)]
investigate the effect of a on the scale in images. As the value of a increases effectively smaller
scaled features are eliminated and merge to form larger scaled features until eventually if a
is larger than some threshold value & the resulting image is just the mean of the original
image z (a flat image has zero total variation). I note here that for the results above Strong
and Chan assume that o is large enough to remove the noise, while small enough to maintain
all features originally present in the image (this cannot always be achieved). In [89] an
algorithm is presented to find the smallest value & of o needed to remove all foatures in
an image with scale smaller than some threshold. A suitable threshold for denoising, for
example, would be the scale of a single pixel. Some interesting results from tests on various
images are presented, including the fact that & seems to increase approximately linearly with
scale threshold and for a fixed scale threshold of one pixel linearly with noise level,

Figure 3.5 shows the effect of applying total variation regularization to an original image
(top left) which contains a square feature of intensity 100, a circular feature (with scale 2.5
times smaller than the square) on the square with intensity 200 and a single pixel feature
also with intensity 200. The figure shows what happens as total variation is applied to this
image with increasingly large values of a. We see that the single pixel spike is removed, with
very little loss of intensity of the other features. The smaller scaled circular feature loses
intensity faster than the square and eventually disappears, as a gets even larger the image
heads towards a flat image at the average value of the original. Note also the greater loss of

intensity at the corners of the square.

3.4.2 Smooth functions and Staircasing

When total variation regularization is applied to noise free images with smooth regions, then
these smooth regions tend to be preserved reasonably well. For example in 1-dimension the
slope of a straight line, seems to be preserved, (in two dimensions things are less straightfor-
ward) see [90] for more details. However we are interested in noisy images and when noise is
added to a smooth function, the recovered image suffers from what is known as the staircas-
ing effect, the region which (prior to the addition of noise) was originally smooth is recovered
as piecewise constant. In 1-dimension a straight line (or ramp) is recovered as a piecewise
constant stepped function (a staircase). To provide insight as to why this occurs Chambolle
and Lions [19] provide the following example: they consider the function ug(z) = z between
0 and m, they then assume that the addition of noise transforms this function into a non-
decreasing piecewise constant function, using the results above we see that the only effect of
total variation regularization (assuming a isn’t large enough to merge image featﬁres) is to

change the intensity of the two boundary regions, leaving the steps unchanged, this may be
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Figure 3.5: From Left to right and down, the original image in mesh plot form and the effect
of total variation with increasing values of a
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an extreme example but it illustrates the point well.

Figure 3.6: The effect of staircasing in one and two dimensions. True signal/image (left),
noisy observed signal/image (middle) and recovered signal/image using total-variation regu-

larization (right)

3.5 Discretization of the TV Problem

In this section | outline the discretization of the Euler-Lagrange equation (3.18) that we shall
use in the forthcoming chapters, | also give a brief survey of other approaches used in the
literature .

Given that the observed image z is given in the form of n x m pixel values each representing
average light intensity over a small rectangular portion of the domain, it seems sensible to
use a cell-centered discretization of the domain. In our work we assume that the domain
Q is the unit square and then split it into n x m cells of size h x k where h = \/n and
fc = 1/m, grid points are then placed at the centre of the cells so that grid point (i,j) is
located at (xi,t/j) = ((i - 1/2)/i, {j - 1/2)fc), the discrete domain is denoted fih. The value
of the grid function zh at grid point (i,j) is denoted by ztj. The Euler-Lagrange equation
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(3.18) is discretized using a finite difference scheme. The equation at grid point (i, j) is

6; 5:u,“j/h
Yid TN +
VO ui /)2 + (6w /K)2 + 8

+5_;_ 6Fuiz/k B
k o B2 + (63 = Fig
\/(51 ui,5/h)2 4 (85 ui;/k)2 + B

+
0z uij =% (Uiil.j - ui,j) 5$ui,j == (ui,jil - ui,j) .

, Where

This can be rewritten as

i — an [0 (D(w)ij0Fuiz) + 76, (D(u)ijvdfuis)] = zi 5

or
uij — an((D(u)ij(virry — ui,§) = D(w)io1,5(uij = wi-1,5)
+7° [D(w)i,j (w541 = ti3) = D(w)im1,5 (5 = us5-1)]) = 245,
where
D(u)i; = ((6Fui;)? + (v6] uij)? + ,31;).1/2
and

an = a/h, Br = h*B and v = h/k,
with Neumann boundary condition
Ui,0 = Uil Uim41 = Uim, U0, = UL,j, Un+l,5 = Un,j.
I denote the discrete Euler-Lagrange equation defined by (3.43)-(3.47) by

N,Tv(uh) = 2.

(3.41)

(3.42)

(3.43)

(3.44)

(3.45)

(3.46)

(3.47)

(3.48)

We discretize the Euler-Lagrange equation in this way for two reasons, firstly because this
discretization scheme is the same as the one used by Chan et al in [29] and their primal-dual

Newton method (see later) is one of the main methods to which we compare our work and

secondly because (3.43) is equivalent to (VJ,T V)i i= 0 where

. TV ; TV - + 1
main Ja " (un) with Ty (un) = ;a" \/(6’ i) + (v i )2 + B + g (uig = 2)? (3.49)

is a discrete version of the total-variation minimization problem i.e the discretization of the

Euler-Lagrange equation for the continuous problem is equivalent to the condition for a

minimum of the discrete problem.
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3.5.1 Alternative Notation

I may at some points find it useful to use the following notation. If u is a scalar quantity
defined on Q" then

(Grad w)s ; = ((Grad u)};, (Grad u)?)T, (3.50)
where
Fu;; i<n
Grad u)}; =¢ = ™
( )i.g { o iem (3.51)
S*tuws
(Grad )2, ={ TuMs I<m (3.52)
0 j=m
Also if w is a vector quantity defined on Q" so that w;; = (w}j, w?j)T then
(Div w)ij = (Divlw),-j + ’Y(Divzw)ij, (3.53)
where
bwl;, 1l<i<n
(Diviw),; = w}, i=1 (3.54)
—w,}_lyj 1= n
] S jwi;, 1<j<m
(Div *w);; = w?; i=1 . (3.55)
—wij  j=m
With this notation the discrete Euler-Lagrange equation is
o Div Grad + ’
- Up = zp.
WOV ViGrad anE i ) TR (3.56)
I may also wish to use a matrix notation. Denote by
= T
Up = (ul,l’ u2,l’""un,11u1,2a-"un,m) (357)

the N x 1 vector which results from stacking the grid function us along rows of pixels. Now
define BY for I = 1,..,N as the 2 x N matrix for which Bl uy = (uj41 — uf, Y(ti4n — w))T
with appropriate modifications if { corresponds to a boundary point so that if I corresponds
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to the grid point (4,7) then Bl u is essentially (Grad u); ;.

0 0 ] row 1

-1 -~ row |
1 4] row {+1
B = 0 0

0 rowl+n

i 0 0 | rTowN
Now if we define
B = [By,..,Bn] (3.58)

we see that BTu is a 2N x 1 vector equivalent to ((Grad u)lT_l, vy (Grad u)’rl:.m)T- Also if we
have a 2N x 1 vector w = (w{,..,w})T = (wly, o w? )T which corresponds to stacking
the discrete vector quantity wy into a vector, then we see that (for non boundary points)

(BwW) = —(wi)1 —v(Wi)z + (Wi—1)1 + 7 (Win)2. (3.59)

The first two terms coming from B;w; the third term form B;_;w;_; and the last term from
Bj_nWn—1. In other words if I corresponds to the grid point (i,3) then (Bw); is equivalent
to —(Div w); ;. In this notation the Euler-Lagrange equation is

(I + ahBE(uh)'lBT) up = Zp, (3.60)

where E is a N x N block diagonal matrix with diagonal blocks and the block Il is (, /|BF un| + B ) I
and I, is the identity matrix of size 2,
3.5.2 Alternative Discretizations

The approach outlined above is not the only, method of discretizing the Euler-Lagrange
equation used in the literature. In [78] the nonlinear term is approximated by

1o /rz _
n [51 (D (U)i,j5:"i,j) + 76, (Dy(u)z‘.ﬁ;’m,,‘)] ) (3.61)
where
D*(u);j = ((83us)® + (v(m(8] uij, 65 i 3)))? + Br) /2 (3.62)
and
D¥(u)s; = ((m(6Fwsj, 67 wig))? + (v67F uy5)% + ﬂh)‘lﬂ . (3.63)
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Here m is the minmod function defined by

sgna-+ sgnb

m(a,b) = (—-—2—) min(]al, |b]). (3.64)

Some evidence that this scheme better preserves the corners of image features is presented
in [90].

In [93] Vogel uses the following (central differencing) scheme (equivalent to a finite volume
discretization) to discretize (3.18)

¢ o5
Ui — [-h—ﬁ (D(w)iifzuss) + 25 (DC(u),-‘,-égu,-,j)] = zi (3.65)
or 1
Ui j = [p (D°(w)ig12.5(wit1,5 = wig) = D (w)i1/2,5(ti g = wiz1,5)
1 .
+ 73 (D Wigr/2(igyz = uij) — D°(w)ij-1/2(uij = um--x))] =z, (3.66)

where 8%u; ; = (Uiy1/2,j — Ui-1/2,7) and Spu; ; = (ui,j+1/2 = Ui j-1/2). In this case the diffu-
sion terms D¢ must be evaluated at the z-edge midpoints (zs41 /Q,yj) and y-edge midpoints
(24, Yj+1/2) of the cells. For example

égui N\ 2 d Uu; 1
Dc(u)1‘+l/2,j = (___i.ﬁ-l> + (_!%/Zi) '|",3 (3.67)
with
. 1, . c c
Syuiviyag = 7 (Oyuag-1/a + &uigar/a + Guirrj-172 + Sytit141/2) - (3.68)
Another approach used in [71, 41] is to expand out the nonlinear term as follows

Vu _(uf + Blugy + (u2 + Btz — 2ugliyligy

= 3.69
Jarars T+ 4 B )

and then use central differencing approximations of Uz, Uy, Uzz, Uyy and ugy.

V.

As well as differences in the finite difference schemes used, there are also different ap-
proaches to the choice and discretization of the image domain. Some authors e.g. [48] use a
vertex rather than a cell-centered discretization of the domain. Also the choice of the image
domain € is somewhat arbitrary, there are two main approaches, the first is the approach
outlined above to take € to be the unit square whatever the size of the image, the other is
to take the domain to be such that the grid spacing in each direction is 1, e.g if the image is
of size 256 x 256 then Q = (0,256) x (0, 256), this approach is used in, for example, [41, 71].
If I were to replace ay, and B by simply a and S in (3.43) this would be equivalent to using
this type of discretization. The value of a, B for @ = (0,1) x (0,1) should be the same as
a, B for Q = (0,256) x (0, 256).
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Remark 3.5.1 Assuming for the moment that h = k, the scale of a single pizel of noise is
h/4. Assume that we have a particular image that was sampled at say 128 x 128 and 256 x 256
pizels and a similar level of noise was present in each case. If Q) is the unit square then the
scale of a single pizel in the 256 X 256 case will be half what it was in the 128 x 128 case and
from (3.40) we see that the value of a needed to remove the noise will be twice what it was in
the 128 x 128 case, however the value of ap = a/h (which is what we actually choose in the
algorithm) will remain unchanged. On the other hand if Q is chosen so that h = 1 always,
then the value of a needed to remove the noise in the two cases will be the same.

3.6 Solving the TV Problem

There have been various different approaches proposed in the literature for solving the TV

regularization problem, here I give a brief review.

3.6.1 Explicit Time Marching

In [78] Rudin et al solve the Euler-Lagrange equation using an artificial time marching
method. The equation is solved by using an explicit time marching (forward Euler) method
to find the steady state of the following parabolic equation

u = aV. (—-———Y—E———> —(u-2) (3.70)
VIVul2+ 3 '

So on step k + 1, uy is updated by
up "t =uf — AtNTV (uf), (3.71)

where At is the time step. I remark here that a steepest descent method (§A.6.4) will also
involve updating u; on each step via equation (3.71), but with At replaced by a step length
parameter, determined via a line search on JTV.

I note here that in [78] Rudin et al actually solve the constrained problem, the lagrange
multiplier X is found by multiplying both sides of the Euler-Lagrange equation by (u — z)

and integrating over .

Vu

A/(u—zzdxdy=/u—zv. = | dxzdy.
A ) [ (u=2) SR zdy (3.72)
Making use of the constraint the left hand side of (3.72)is 2A02. Using

vV.wdzdy = — / Vo.iidrdy + / p.iidS
/n A Y van (3.73)

withv = (u—2) and W = \/—l—%—ﬁ and the fact that gﬁ = 0 on the boundary, the right

hand side of (3.72) becomes

Q z). /lvulz +B‘ (374)



and so v
552 / V(u NS It+ (3.75)
A discretization of this equation is used to update A on each step of the time marching
method.
The main disadvantage of the explicit time marching approach is that to ensure stability
a restriction must be imposed on the time step At, this results in very slow convergence of the

method. In [71] Marquina and Osher reduce the restriction on the time step by multiplying
the right hand side of (3.70) by |[Vu|. The new equation can be written as

u = |Vu|(z = v) + a/|Vu|? + V. | ——==
, = [Vul(z ~ u) + ay/[VaE T B (Wl_r)
(ui + ﬁ)uyy (U + ﬂ)uzx - 2uxuyu,y

= |Vu|(z —u) +a AP

(3.76)

Importantly note that 3 is included in the |Vu| term multiplying the second term on the
right hand side but not the first term, central differencing is used to discretize the second
term while an upwind differencing scheme is used for the first term, the numerical steady
state obtained is therefore different to the straight TV case and is less staircased.

3.6.2 The Fixed Point Method

A method that can be viewed as a semi-implicit time marching method with infinite time

step is the ’lagged diffusivity’ fixed point method of Vogel and Oman [93]. In this method
1

WA at the value of the
previous iterate. Therefore on step k+1 of the method we have a linear equation of the form

the Euler-Lagrange equation is linearized by freezing the term

Vuktl
k+1 _ Vo —m— | =
u o <‘ /lvuk|2 + ﬂ) 2 (3‘77)

to solve in order to update the approximation. In [46] Dobson and Vogel analyse this method
and show that it is globally convergent.

The linear system which results from the discretization of (3.77) is
-1
(F+0nBE ((un)*) ™ BT) (wn)**! = 2", (3.78)

From the fact that v BE"!BTv = (BTV)T E~1BTv and the fact that all the entries of E are
positive we see that the system is symmetric positive definite. Several different methods have
been used in the literature to solve (3.78), these include preconditioned conjugate gradient
(PCG) with incomplete Cholesky preconditioner [29], geometric multigrid [96] (either on its
own or as a preconditioner for preconditioned conjugate gradient) and Algebraic multigrid

[34], which is more robust with respect to small values of 8 than geometric multigrid. In
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practice accurate solution of the linear equation is not necessary and the most efficient method
usually results from reducing the linear residual by some small amount e.g. a factor of 10
before updating u.

In Chapter 5 the fixed point method with AMG linear solver is studied and a technique

to reduce the overall cost proposed.

3.6.3 Newton’s Method

Writing the Euler-Lagrange equation as

g(u) = —aV. N (3.79)
VIVul? + 8

we can use Newton’s method to solve it. Starting from some initial guess, on each step of
the method the update du is found by solving

g'(u)du = —g(u) (3.80)

where g’(u) is the Frechet derivative of the operator g (see §A.3.1). Using (|Vu|?)' = 2VuTV

we have

9’(“) = —aV. ——V—-—- + Vu —-WL + 1 3.81
VIVuE + B (VIVuE T B)° (3.81)

which can alternatively be written as

_av.{ & (I VuVu’ )v] +1 (3.82)

JIVaE+8 \ [VuP +5

Newton’s method is quadratically convergent provided the initial guess is within the domain
of convergence (close enough to the solution), however Chan et al in [32] show that the

domain of convergence for Newton’s Method in this case is very small for small values of 8.
To overcome this problem they propose a continuation procedure on both 8 and a. Starting
with some small value of a and some large value of 3 and the noisy image as initial guess
they solve the Euler-Lagrange equation using Newton’s Method. With J fixed the value of «
is increased and the new problem solved with the solution to the previous problem as initial
guess. This procedure is repeated until the desired value of a has been reached. With o
fixed a continuation procedure on J is then applied.

The sparse linear system which results from discretizing (3.80) with our usual finite dif-
ference operators is symmetric positive definite and is also equivalent to the Hessian of the
discrete minimization problem (3.49). An alternative to the above continuation procedure is
therefore to apply a line search to the Newton direction (see §A.6.4), this was done in [97].

The discrete linear system is solved using the conjugate gradient method.
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3.6.4 The Primal-Dual Newton Method

To overcome the problems associated with Newton’s method for the TV problem in a more
fundamental way Chan et al [29] introduce the dual variable

Vu
W e " (3.83)

Y/

The original system can then be replaced by the equivalent (u, w) system.

—-aVw+u—-2z=0= fi(w,u)

wy/|Vul? + 8- Vu=0= fo(w,u) . (3.84)
lw(z,y)] <1 for all (z,y)

The first equation here is just (3.33), the second equation is from (3.25) and the constraint
is the usual constraint on the dual variable.

The Primal-dual system (3.84) is much better behaved with respect to Newton’s method
than the Euler-Lagrange equation of the original primal problem (because it is 'more’ linear),
in fact the method presented in [29] seems to be globally convergent with quadratic conver-
gence, without the need for a continuation procedure. The linearization of ( 3.84) results in

the following linear system which must be solved on each step:

v TIV —av. [ bu ] - [ ~f1(u, w) (3.85)
wYu V JIVul? = .
/1Vu|2+ﬂ V |VU‘I + :3 6’(1) -—fz(u, ’w)

Eliminating dw using the second equation gives

1 wVuT
oW = = | - fo(w, - oY%
w |Vu|2 5 [ f2(w ’lL) + ( ,-—-—,VUP +ﬂ) Viéu

Then du is obtained by solving

: (3.86)

N 1 _ wVuT _ ~ fa(u, )
[ aVv. (\/l_m <I \/m) V) +I] du = - fi(w,u) + aV. (_ﬁ—ﬁ?tpﬁn@) .
(3.87)

Given that
’f2(w9u) _

Vu
Ny N TTEY: (3.48)

the rhs in (3.87) is

Vu Vu
aV.w-—(u—z)-i—aV. (-—w + W) = aV. (W) "(’U—Z) = —g(u), (3.89)

where g(u) = 0 is the Euler-Lagrange equation for the primal problem, and

Vu 1 wVuT
fw=—-w+ + I-
VIVu2+8  /[Vul2+ 3 ( IVl + B ‘5) Véu. (3.90)
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We also have the condition that [w(z,y)| < 1 V(z,y). To maintain this condition Chan et al
apply a line search to the discrete version of dw, with the step length ¢ chosen such that

t = 0.9sup{r : |w; + Kdw;;| < 1V4, 5} (3.91)

We see that the main cost associated with the primal-dual Newton method is the solution
of the linear system Hdu = —g(u) which results from discretization of (3.87). In [29] Chan
et al state that H is positive definite provided a is positive and |w; ;] < 1 at all grid points,
however H is not symmetric. In order that the preconditioned conjugate gradient method
can be used, Chan et al use an approximate Newton’s method in which H is replaced by its
symmetrization 1/2(H + HT), which is equivalent to a discretization of

1 1 wVu? + Vuw?
—oV. | ————= |- ===V ] +1}. 3.92
[ (\/IVu|2+ﬂ ( 2 VIVul2+3 (3.92)
Preconditied conjugate gradient with incomplete Cholesky preconditioner (§A.6.3) is then
used to solve the linear system on each step. To prevent oversolving the following stopping

criteria is used for the linear solver in [29]; on step k +1 of Newton's method the inner PCG

iterations are stopped when the relative linear residual is less than

min(0.1,0.9)lg(u*) |13/l g(u*~*|3). . (3.93)

3.6.5 Dual Approaches

In the primal-dual method Chan et al solve a system which contains both the primal and
the dual variables, other authors have worked directly with the dual problem (3.35). In [17]
Carter presents several relaxation methods to solve the discretization of (3.35). Another
more recent approach is that used by Chambolle in [18]. Writing the dual problem as
sup | —1/2(aV.w —~ z)? +1/22% (3.94)
weWw Jo
We can write the discrete dual problem as

mui,n Z(ah((Div w)ij) — zi‘j)2 (3.95)
%]
subject to [(w};)? + (w%)?] -~ 1 < 0 Y(3,5) (3.96)

The Karush-Kuhn-Tucker (KKT) (see §A.5) conditions for this problem are

Di i — 2i5) — (ap(Div W)ig1.5 — Zi41.4 . 2wl
(o (Div w)w z”) (o (Di )1+1.J zz+1,J) ] +0i’j[ Wi j =0 (3.97)

(an(Div w)i,j — 2i5) ~ (an(Div )i j+1 = 2ij+1) 2w?,

for all (i, j) with either éi,j >0 and |w; | =1or éi,j =0 and |w; ;] < 1. Since the function
and the constraints are convex, the KKT conditions are necessary and sufficient. Defining
6= %h-"- the KKT conditions can be written as

— (Grad (anDiv w - 2)), ; + 6; jw; j = 0 V(4 §) (3.98)
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with
6i,; >0 and |w; ;| =1 (3.99)
or e'i,j =0 and Iwi,jl <1 (3.100)

In [18] Chambolle makes the following observation; if condition (3.99) is satisfied then from
(3.98)

0 = | (Grad (enDiv w ~ 2)), ; |. (3.101)
However if the second condition (3.100) is satisfied we see from (3.98) that (3.101) also holds
on account of | (Grad (axDiv w — z)), ; | also being equal to zero. The KKT conditions can

therefore be written simply as
— (Grad (apDiv w — 2)), ; + | (Grad (erDiv w - 2)), ; lwi,; = 0 V(¢, 5). (3.102)

Chambolle uses a semi-implicit time marching method to solve this discrete system so that
on step n + 1, w is updated as follows
ntl wey + At (Grad (o Div w" ~ z))i,j

Y43 = T4 At] (Grad (aaDiv w" — 2l

(3.103)

Where w° = 0.

3.6.6 Multilevel Approaches

In Chapter 4 I present a nonlinear multigrid method for solving the discrete Euler-Lagrange
equation, nonlinear multigrid is also used by Frohn-Schauf et al in [48]. Chan and Chen
[25] and Chen and Tai [39] have multilevel methods working directly with the minimization
problem (not the Euler-Lagrange equation) which can solve the problem with very small
values of 3. For a brief introduction to this kind of approach see §A.7.2. Cascadic Multigrid
(§2.6.13) is employed by Ochsen in [74] to improve the performance of fixed point and time
marching methods, using both linear and nonlinear WENO interpolation operators.

3.6.7 Active Set Methods

Finally I mention that active set methods have been used by Karkkainen and Majava [61]
and Ito and Kunisch (58].

3.7 Measuring Image Quality: SNR and PSNR

The signal to noise ratio or SNR of a noisy image is a measure of how much noise is present in
the image (the smaller the SNR the more noise there is), it is given by the following formula
i (Wi ~ )

SNR =
2agpnig)? (3.104)
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here u; ; is the value of the true image at the grid point (¢, 5), % is the average pixel value of
u and n; ; is the value of the noise at grid point (3, j). In real applications of course neither
the true image or the noise will be known, but in the simulations carried out later we do
have the true image and the noise, which is added artificially, available. The Peak Signal to
Noise Ratio or PSNR is used to measure how close two images (of the same size) are to each
other, it is given by the following formula

Ui — vig)?
N 1

PSNR(u,v) = 20log;,(255/RMSE) RMSE = \[ 2l (3.105)

where N is the total number of pixels. The PSNR is not an absolute measure, just a relative
measure, it can be used for example to compare how close the results of two different denoising
processes (say TV and H?!) are to the true image.

Often people will also refer to the 'eyeball norm’ when comparing images, this just refers
to how the image appears to the human eye, for example two reconstructed images may have
similar PSNR values when compared to the original, but one may look better than the other

because it is smooth and not staircased in regions where it is expected to be smooth.

3.8 Beyond The ROF Model

Finally I mention that there have been many attempts in the literature to improve upon and
extend the standard ROF model. One of the major areas of research has been to develop
denoising methods which preserve edges as well as the ROF model while also recovering
better the smooth regions present in the original image (reducing the staircasing effect), 1
go into these methods in more detail in Chapter 6 and so will not mention them any further
here.

Other ways to improve the ROF model include the iterative regularization method of
Osher et al [75], in which the (k + 1)th iterate uF*1 results from minimizing (3.15) with 2
replaced by 2z + v* where v* is the noise from the previous step and the related inverse scale
space method of Burger et al [16] in which one starts from the zero image and gradually
adds back information arriving eventually (if the method is not stopped) at the original
noisy image. Another active area of research is on the use of the TV regularization term with
alternative fidelity terms. In [26] Chan and Esedoglu consider the L! norm as fidelity term.
It is well known that for any nonzero a the standard ROF model will reduce the contrast of
image features (at a rate inversely proportional to their scale) but with this new model the
contrast of image features tends to be preserved until they disappear at some threshold value
of a. Yin et al [104] also use TV-L! for decomposing an image into cartoon and texture
parts. Several approximations of Meyers G norm [76, 98] have also been used as fidelity

term for texture extraction and denoising. By combining these alternative fidelity terms with

103



some of the staircase reducing regularization functionals Chan et al (28] and Levine [68]
have combined staircase reduction (in the cartoon image) with texture extraction.

Diffusion filtering is an alternative denoising approach in which a nonlinear parabolic
equation, usually of the general form u; = V.(¢(|Vu|)Vu) is marched forward in time. The
noisy image is used used as initial guess and when the process is stopped determines the
quality of the image (at convergence the image will be flat). Specific choices of g include the
original choice of Perona and Malik [77], g(z) = 1/(1+z2) and the TV filterring choice g9{z) =
1/ m The connection between diffusion filtering and regularization is investigated in
[86].
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Chapter 4

A Nonlinear Multigrid Method

For Total Variation Denoising

Useful Section References: §2.5, §2.6, §3.2, §3.5, §3.6, §A.7
Main Reference Material: {12, 29, 48, 57, 73, 78, 83, 92, 96, 97, 100, 102

In this chapter I present my attempts to develop a nonlinear multigrid method based on the
FAS (§2.6.8), for solving the discrete nonlinear equation N,T V(up) = zp, (as defined in §3.5)
which results from Tikhonov regularization of the denoising problem with the total variation
regularization functional. The material in this chapter is based on work published by myself
and K. Chen in [83].

Recall from §2.6 that a (non)linear multigrid method is defined by the choice of the
coarse grid, transfer operators and the smoother, in our work we use standard coarsening
and the standard cell-centered transfer operators defined in §2.6.3, the main focus of the
work is on the choice of a suitable smoother for use in the nonlinear multigrid method. 1
first outline my experience using the standard approach of Gauss-Seidel Newton and then
consider alternatives to this approach, comparisons of the nonlinear multigrid method with
various smoothers against each other and against the fixed point and primal-dual Newton

methods are made.

4.1 Choice of Smoother

We tried several different iterative methods as smoothers for our nonlinear multigrid method

here we give the details of each of them, to aid the description recall that we can write the
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discrete nonlinear equation at grid point (3, ;) as
uij = an((D(w)iy (Wit1,5 — ui5) — D(u)iz1,5(ui 5 — usy ;)

+72 [D(w)i g (uij41 ~ 1e3) — D(u)sjo1 (i = wij-1)) = 2, (4.1)

where
D(u)ij = (63 uij)? + (v6;} ug;)* + ﬁh)_l/2 (4.2)

with appropriate modifications at the boundary.

4.1.1 Gauss-Seidel Newton

If at (i, j) we freeze all non (3, j) terms in (4.1) at the value of the most recent approximation
U;; we have a nonlinear equation in one variable to solve in order to update u,;.

uij = arg(Uij) = zij. (4.3)
This can be approximated using Newton’s method as
uij = on [9(Ti5) + o(@iz) (ui; — Bi5)] = 245, (4.4)

where c(u;;) = E%Q(Uij) and is given by

§=%it) j+"’<“ef"‘nj+1)]

_ u
—~c1 (uij)-(ui+1,ru.-,')[ o

c(uij) = ey (uiz)

. wiimGiq i
C2(“ij)'(ﬂij—ui—1,j)[_‘%afi?h"‘]

% (uiy)

2/ ws =t 1,'+“12(“"'“'1' 3
—cy(uis) = (u.',j+1-ua'j)[ LN i

< (uij)

(4.5)

+72

2
(uig~Gg 5
+e3 (i) =72 (i — i, 5-1) [j_ucia"ﬁ‘;f'i]

3 (ui5)

with

e1(uig) = V(Git1,5 = ui5)? + 72 (Ti g1 — wij)? + Bn
e2(uig) = /(wij = Bio1,5)? + Y2 (Bic1,441 — Uic1g)? + By (4.6)
c1(uiz) = V/(ir1,5-1 = Uij-1)% + V2 (usj — Ui j-1) + B

with appropriate modifications at points adjacent to the boundary. The algorithm for updat-

ing an approximation vj, to the solution of NIV (u) = z), using Gauss-Seidel Newton with
lexicographical ordering of the grid points is given in Algorithm 11.
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Algorithm 11 Gauss-Seidel Newton

vp «— GSNW (vp, 21, maxit, tol)

forj=1:m
fori=1:n
for iter =1 : maxit
Up, — Up
update v; ;
2ij — Qhp (g('l_h‘j) - C(’l—},‘j )17,‘3')
1- ahc(ﬁi,-)

vi Yj ‘-—

if I‘U,“]’ - 1_)-,"]'| < tol stop
end
end

end

Note that although only one step of Newton’s method is usually used at each grid point
we include the option of performing up to mazit steps, stopping if the value of |v; ; ~ ©; ;|
falls below some specified tolerance.

We found that this method on its own only converged if a small weighting parameter
was applied to the Newton step i.e after the update of v;; we set v;; = wui; + (1 = w)i;
where w is typically 0.2 ~0.5 and did not perform well as a smoother in a nonlinear multigrid
method, performing more than one inner Newton step offered no real advantage. The poor
performance of this method as a smoother forced us to look at other alternatives.

4.1.2 Local Linear Smoother

Note that D(u)ij, D(u)i-1,; and D(u); ;-1 in (4.1) all contain u;; terms. In our second
smoother, for each grid point (4, j) as well as substituting current values of the approximation
at non (i, ) points into (4.1) we also substitute current values of the approximation at (3, §)
into the D terms; this gives us a linear equation in one variable to solve in order to update
the approximation at (i,7). The algorithm for updating v, using this method is given in
Algorithm 12.

Note that because the linear equation used to update v; ; involves ©; ;, at each grid point
we perform up to mazit inner iterations. Typically we take mazit = 2 and tol = 10~8. We
found that this method was slowly convergent and could be speeded up by the use of nonlinear
multigrid, however we found that using this smoother in a nonlinear multigrid method was

less efficient than using another smoother based on a global linearization of NIV (us) which
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Algorithm 12 Local Linear Smoother

vy« GSLL(vh, 25, mazit, tol)

forj=1:m
fori=1:n
for iter = 1 : maxit
Up — U

update v; ; by solving the linear equation
vij — an((D(0)1,;(Tit 1,5 — Vi) — D(0)i-1,3(vi;j — Di=1,5)) +

V2 (D(0)i,3(Bi j41 — Vig) — D(0)ij-1(vij — Bijj-1))) = 25
if |vy j — ¥;,5] < tol stop
end

end

end

I now outline.

4.1.3 Global Linear Smoother

Our third smoother is similar to the lagged diffusivity fixed point method of Vogel and
Oman. In this method the system of nonlinear equations is linearized globally at each step
by evaluating D; ; for all (4, j) using the current approximation, several steps of Gauss-Seidel
relaxation are then applied to the resulting linear system. We found that while exactly
solving the linear system, (or solving to some specified accuracy using conjugate gradient
or linear multigrid) at each step seems to give a method which is not speeded up at all by
nonlinear multigrid, applying just a few steps of Gauss-Seidel to the linear system results
in a method that while obviously slower to converge than the fixed point method, can be
used to good effect as a smoother in a nonlinear multigrid method. The algorithm is given
in Algorithm 13.

We typically take it = 3 i.e we perform 3 inner Gauss-Seidel steps on each smoothing

step.

4.1.4 Further Experiments

The two smoothers detailed above were investigated in [83], here I give details of some

modifications considered more recently.
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Algorithm 13 FPGS Smoother

vp, — FPGS(vp, 24, 1t)

Evaluate D(up)i; = (67 vi 5)% + (¥6; vi,7)% + Br)~1/2 for all (i, 5)
Perform Gauss-Seidel steps on linear system
Wp = Vp
for iter=1:1t
forj=1:m
fori=1:n
Wp + Wh
zij + an(D(Wn)ij (Bit1,5 + Y Bij+1) + D(On)i—1,Bi-1,5 + 12 D(Vn)sj-11Dij-1)
1+ an((1 +7%)D(vn)ij + D(On)i-1,5 + ¥2D(vh)ij-1)

Wij

end
end
end
Vp & W

Red-Black Ordering

The first thing to note is that in the above algorithms a lexicographical ordering of the grid
points is used I have also considered a red-black ordering of the grid points for both the local
linear smoother and for the linear Gauss-Seidel steps within the global linear smoother, in
some cases there is a slight advantage in using a red-black ordering, see results section for

more details.

Jacobi Variants

For completeness I also give results for Jacobi variants of the two smoothers, although I have
found no advantage in using these. Some numerical local fourier analysis (LFA) suggests that
a weighting parameter of around 0.7 should give the best results in terms of smoothing, this

seems to be confirmed by experiment.

Line Smoothers

Recently I have become aware of work by Frohn-Schauf, Henn and Witsch [48] on non-
linear multigrid methods for the total-variation denoising problem. I do not make a direct
comparison with their method here as they use a vertex-centered based discretization, which
is different to the discretization scheme I am using, but I do take account of some of the

techniques used. In [48] a pointwise smoother similar to the local linear smoother detailed
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above is used, also considered is a line variant of this approach.

In the results section I give results for a Gauss-Seide] alternating line variant of the local
linear smoother, this involves updating each line of the grid simultaneously by freezing all
values of the approximation not on the line and also all values in the D terms before solving
the resulting linear system. I also considered the use of a Gauss-Seidel alternating line
relaxation method for solving the linear system on each step of my global linear smoother.

Over Relaxation

Also proposed in ([48] is the use of over-relaxation of the local linear pointwise and line
smoothers. I consider the use of over-relaxation for all the smoothers I have investigated,
with the exception of the Jacobi version of the local linear smoother, where I am using an

under-relaxation parameter.

Notation

In the following I will denote my fixed point type smoother by FP followed by a code de-
noting the type of relaxation used on the linear system GS for pointwise Gauss-Seidel with
lexicographical ordering GSRB for pointwise Gauss-Seidel with red black ordering GSL for
Gauss-Seidel alternating line relaxation and JA for pointwise Jacobi relaxation, shown in
brackets is the number of inner relaxation steps used on each step (this corresponds to it
in the above algorithm). I shall denote the local linear smoother by LL preceded by a code
denoting the type of nonlinear relaxation used, in brackets will be the number of inner steps
used for each grid point (this corresponds to mazit in the algorithm).

4.2 The Multigrid Method

For clarity I give the algorithm for the nonlinear multigrid method that we are using (Algo-
rithm 14).

Note that we include the option to use the Krylov acceleration procedure outlined in
§2.6.9, the effect of this is discussed in the results section. In most cases we take the noisy
image 25, as the initial guess and set tol = 107*||z;, — Nj(21)ll2. We use a V-cycle method
as we have found that we only gain a very small advantage in terms of convergence by using
the more expensive W-cycle method. FAS1TV is defined recursively in Algorithm 15. Here
NZV is the coarse grid analogue of NIV i.e the operator resulting from discretization of the
Euler-Lagrange equation on Q%*. The equation at a grid point of Q2" is just (4.1) with oy
replaced by agp = ax/2 and By replaced by Boy = 48,. The restriction and interpolation
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Algorithm 14 Nonlinear Multigrid for TV Problem
Select Smoother, v1, v and initial guess vy,

Set k=10
While ||z, — NTV(vp)|2 < tol
k—k+1

vp, FASI',{V(vh,N,TV,zh, vi,v2)

If Krylov requested
Apply Krylov acceleration to find more optimal solution in space
vp + Span[v} — vp, ..., vk ~ vy]
If k < lset vf = vy else set vf mod i _ .

end

end

Algorithm 15 FAS1TY

h TV
v ‘-FASIh ('Uh,N]TV,Z},,VI,I/Q)

1. If Q" = coarsest grid solve NTVu;, = zj, using the primal-dual Newton method and
stop.
Else For [ =1 to 1y
v — SMOOTH (vp, NIV, zp)

2. Vop & I,%hvh
Ugh < U2h
2
zon — I (zn — NFV0R) + Nonvow

T
3. vgp — FAS1ZY (von, N3V, zon, v1, v2)
4. Correct vp — vh + I (von — Dan)

5. Fori=1tou
vp — SMOOTH (v, NIV, zp)
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operators used are the cell-centered operators given by the stencils:

h
2h 13 31
1 ! ! 113 9 9 3
2h == Ih = =
Ih 4 . 2h 16 3 9 9 3 (4'7)
1 1 N
1 3 31 oh

4.2.1 Complexity

The main cost of the multigrid method is the cost of the smoothing steps. Using the fixed-
point type smoother, with 3 inner steps of Gauss-Seidel, costs approximately 90N flops per
smoothing step, as the cost of evaluating D; ; (performed once per smoothing step) is 9 flops
and the cost of one Gauss-Seidel step is 26 flops per grid point. An upper bound on the cost
of one V-cycle is:

1

. 4

ll—’-orgo(yl + 112)90N Z(l/4)n = 90(1y + )N (g) = 120(, + v9)N. (48)
n=0

The extra costs associated with Krylov acceleration of a multigrid step are the evaluation

of several residuals and inner products, the cost of which is approximately 100N and the

direct solution of a small linear system the cost of which is negligible. Using for example

v, = vp = 5, Krylov acceleration adds around 8% to the cost of a multigrid step.

4.3 Numerical Results

4.3.1 Comparison of Various Smoothers

In our first test we compare the performance of the FAS with the various smoothers outlined
above for total variation denoising applied to 3 different 256 x 256 noisy images (Figure 4.1).
The results for the first image, which is the blocky triangle image with SNR = 3.4 are given
in Table 4.1, shown is the smoother used, the optimal number of pre and post correction
smoothing steps (this is usually the smallest number of steps for which the multigrid method
converges, although this is not always the case) the weighting factor w used on the smoother,
the number of steps required by the multigrid method to reduce the relative residual by a
factor of 10~ and the corresponding cpu time in seconds. Also shown is the number of steps
and cpu time needed by each of the smoothers to converge on their own (without multigrid).
Similar results are given for the Lenna image with SNR = 3.2 in Table 4.2 and for the fingers
image with SNR = 3.6 in 4.3. In all cases we take the noisy image as the initial guess and
take By = 1072, for the triangle and Lenna images we use a value of 30 for a3, for the fingers

image we take ap = 35.
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Table 4.1: Comparison of Nonlinear Multigrid with various smoothers for Triangle Image

FAS Smoother Alone
Smoother w | v1/ve | Steps | cpu(s) | Steps | cpu(s)
FPGS(3) 1 6/6 8 62.8 654 323.5
FPGS(3) 1.5( 5/5 46.8 420 206.8

FPGSRB(3) | 1 5/5 60.5 699 351.3

FPGSRB(3) | 1.5 | 5/5 402 | 451 | 227.0

FPGSL(1) 1 5/5 148.9 | 489 509.9
FPGSL(1) | 15| 5/5 98.9 314 327.6
FPJA(3) 1 | 10/10 140.1 | 1895 | 1099.1
FPJA3) |15 9/9 82.3 | 1247 | 7264
GSLL(2) | 1 |10/10 171.7 | 1805 | 1486.1
GSLL(2) | 1.5 10/10 171.5 | 1128 | 932.3

GSRBLL(2) | 1 | 10/10 194.8 | 1913 | 1583.4

GSRBLL(2) | 1.5 | 7/7 106.7 | 1252 | 1043.6
GSLLL(1) 1 4/4 111.2 | 563 701.4
GSLLL(1) |15 4/4 111.0 | 335 422.3
JALL(2) | 0.7 | 30/30 275.0 | 4993 | 2583.9

~Nq(N]N{N{Oo[w|w[lOIOM O @}
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Table 4.2: Comparison of Nonlinear Multigrid with various smoothers for Lenna Image

FAS Smoother Alone
Smoother w | v1/vy | Steps | cpu(s) { Steps | cpu(s)
FPGS(3) 1 5/5 14 91.6 596 3014
FPGS(3) 1.5 4/4 12 63.2 382 192.6

FPGSRB(3) | 1 5/5 14 92.3 632 319.1

FPGSRB(3) | 1.5 | 5/5 9 59.3 403 205.2
FPGSL(1) | 1 5/5 13 214.0 | 449 473.8
FPGSL(1) |15 4/4 11 145.0 283 298.1
FPJA(3) 1 |15/15 12 268.2 | 1727 | 1021.6
FPJA(3) 1.5 | 12/12 9 167.5 | 1141 657.6
GSLL(2) | 1 |17/17| 11 | 399.4 | 1633 | 1365.2
GSLL(2) | 1.5(10/10| 12 | 258.9 | 1009 | 843.3

GSRBLL(2) | 1 [17/17 | 11 | 402.6 | 1715 | 14383

GSRBLL(2) | 1.5 | 11/11 11 263.3 | 1114 936.8
GSLLL(1) 1 5/5 11 218.3 529 662.6
GSLLL(1) | 15| 4/4 | 10 | 1593 [ 311 | 3884

JALL@) |o7| * * « | 4436 | 22822
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Table 4.3: Comparison of Nonlinear Multigrid with various smoothers for Fingers Image

FAS Smoother Alone
Smoother w | v1/va | Steps | cpu(s) | Steps | cpu(s)
FPGS(3) | 1 | 8/8 | 11 |111.97| 628 | 3149
FPGS(3) |15 5/5 | 11 | 71.0 | 405 | 2034

FPGSRB(3) | 1 | 9/9 | 10 | 1158 | 664 | 335.8

FPGSRB(3) [ 15| 6/6 | 9 700 | 427 | 215.0
FPGSL(1) | 1 | 7/7 | 11 | 2500 | 475 | 5029
FPGSL(1) [15] 6/6 | 7 [ 1572 | 303 | 3198
FPJA(3) 1 | 26/26 9 345.8 | 1805 1122.5
FPJA(3) 1.5 | 18/18 222.1 | 1193 741.4
GSLL(2) 1 |24/24 10 512.1 | 1714 1436.1
GSLL(2) |15 |18/18 306.5 | 1009 | 919.2

GSRBLL(2) | 1 | 27/27 517.9 | 1803 | 1510.0

GSRBLL(2) | 1.5 | 20/20 3102 | 1164 | 975.4
GSLLL(1) | 1 | 8/8 283.8 | 556 | 605.8
GSLLL(1) | 15| 6/6 189.3 | 347 | 4325

JALL(2) |o7| * * | 4631 | 2444.2

(o 2]

¥| WOl N|O]|0©
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Figure 4.1: Noisy (top) and recovered (bottom) triangle, Lenna and fingers images

We see that overall the best performing smoothers are the GSLLL smoother and our
FP type smoothers (with the exception of FP.JA), the GSLLL smoother has slightly better
convergence properties, however the FPGS and FPGSRB methods, which have almost as
good convergence properties and are cheaper to implement, perform the best in terms of cpu,
being over twice as fast as the GSLLL smoother. Overall their is a slight advantage in using
a red-black ordering for the inner Gauss-Seidel steps. The pointwise local linear smoothers
tend to need more smoothing steps within the FAS and are less robust, the Jacobi variant
is particularly bad, convergence of the nonlinear multigrid method could not be achieved in
two of the three cases tested. In all cases (except JALL) we gave results for the case where
no over-relaxation was used and an over-relaxation parameter of 1.5 was used (1.5 was found
to be the optimal value, larger values led to a break down in convergence). In all cases except
the triangle image with GSLLL smoother, there was an advantage in using over-relaxation,
typically giving methods which were one and a half times faster than the u) = 1 case. In
some cases less smoothing steps were needed per multigrid step when over-relaxation was
used. The use of over-relaxation also speeded up the smoothers when used on their own.

Finally we note that the multigrid method typically reduced the cost of the smoother alone

by around 70 —80%.
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4.3.2 Krylov Acceleration

In the next experiment we investigate the effect of using the Krylov acceleration procedure of
Washio and Oosterlee (see §2.6.9) to accelerate the FAS. We apply Krylov acceleration with
5 stored solutions, as this seems to give the best results. For each of the 3 images we run the
FAS with Krylov acceleration with the FPGSRB smoother and for comparison the GSLLL
smoother as well. Shown in Table 4.4 is the optimal number of pre and post correction steps
(this is not always the same as when no acceleration is used) the number of steps required
to reduce the residual by a factor of 1074 the corresponding cpu and the reduction in cost
as compared to the case where no Krylov acceleration is used. In all experiments we use z
as the initial guess and ap, and 3, are as above.

Table 4.4: Krylov Accelerated Results

Image Smoother w | v1/ve | Steps | cpu(s) | Cost Reduction
Triangle | FPGSRB(3) | 1 4/4 9 50.3 17%
Triangle | FPGSRB(3) | 1.5 | 4/4 6 334 17%
Triangle | GSLLL(1) | 1 | 2/2 | 11 | 943 15%
Triangle | GSLLL(1) | 1.5 | 4/4 6 96.4 14%

Lenna | FPGSRB(3) | 1 4/4 12 67.3 2%

Lenna | FPGSRB(3) | 1.5 | 4/4 9 50.2 15%

Lenna GSLLL(1) 1 4/4 10 159.9 2%

Lenna GSLLL(1) |15 4/4 8 128.3 19%
Fingers | FPGSRB(3) | 1 3/3 21 90.5 22%
Fingers | FPGSRB(3) | 1.5 | 3/3 13 56.0 20%
Fingers | GSLLL(1) 1 6/6 10 239.9 15%
Fingers | GSLLL(1) | 1.5 | 4/4 10 160.9 15%

We see that in all cases the application of Krylov acceleration leads to a speed up in the
multigrid method. In all cases their is still an advantage in using over-relaxation except for
the triangle image with GSLLL smoother (this was also the case without acceleration), even
though in some cases the slower w = 1 method is speeded up more by the application of
Krylov acceleration. In all cases the FPGSRB smoother is faster than the GSLLL smoother,

in two of the three cases the advantage has grown.

4.3.3 Comparison with Other Methods

In the next test I compare the nonlinear multigrid method, with the primal dual Newton
method and the fixed point method (§3.6). Tests are carried out for various sizes of the
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triangle and fingers images. Shown in Table 4.5 are the results of applying, the FAS method
with FPGSRB smoother, on its own and with Krylov acceleration, the primal-dual Newton
method and the fixed point method, on its own and with Krylov acceleration. In all cases
we take B, = 1072, for all sizes of the triangle we take o, = 30 and for all fingers images
ap = 35. The noisy image is used as initial guess and the methods are stopped when
the nonlinear residual has been reduced by a factor of 10~%. The number of pre and post
correction smoothing steps used in the nonlinear multigrid method are shown in the table,
an over-relaxation parameter of 1.5 is used in all cases. In the primal dual Newton method
an incomplete Cholesky preconditioned conjugate gradient method is used as the inner linear
solver, with the stopping criteria as in (3.93), the Cholesky preconditioner is generated using
MATLAB’s cholinc program, with drop tolerance 0.1, as this gave the best results over the
range of sizes. In the fixed point method we use a linear multigrid method with 2 pre and
2 post correction smoothing steps (see §5.2.2), the inner stopping criteria is a halving of
the inner linear residual. If fixed point is applied without Krylov acceleration we use over-
relaxation parameter 1.5 as this also speeds up the fixed point method, if however Krylov
acceleration is used we use no over-relaxation, as we have found that this makes very little
difference to the convergence and can in some cases increase the number of steps required,
slightly.

We see that in all cases the nonlinear multigrid method outperforms the primal-dual
Newton and Fixed point methods. If no Krylov acceleration is used, the nonlinear multigrid
method is around 2.3 times faster than the fixed point method. The advantage of the non-
linear multigrid method over the primal-dual Newton method is larger for the larger images,
in the case of the fingers image, for example, nonlinear multigrid method is approximately
1.5 times faster in the 256 case, 1.6 times faster in the 512 case and 2.3 times faster in the
1024 case. If Krylov acceleration is applied to both, the nonlinear multigrid method and the
fixed point method, then the advantage of the nonlinear multigrid method is reduced, but it
is still on average around 1.5 times faster.

In most cases, the primal-dual Newton method is faster than the fixed point method, but
when Krylov acceleration is applied to the fixed point method it performs better. Note that
if we used the same Cholesky preconditioned conjugate gradient method for the fixed point
method as we did for the primal-dual Newton we would expect that the primal-dual Newton

method would perform best.

4.3.4 Noisier Images

In the next test, I look at the performance of the nonlinear multigrid method for images
with heavier noise levels, I compare the performance of the Krylov accelerated nonlinear
multigrid method, with that of the primal-dual Newton and fixed point methods for the
triangle image and the Lenna image (size 256 x 256) both with SNR ~ 0.8 (see Figure 4.2).
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Table 4.5: Comparisons with Primal-Dual Newton and Fixed Point

Image | Size FAS K-FAS
vi/va | Steps | cpu(s) | vi/va | Steps | cpu(s)
fingers | 256 | 6/6 9 700 | 3/3 | 13 | 560
fingers | 512 | 6/6 | 10 | 3329 | 3/3 | 13 | 2334
fingers | 1024 | 6/6 10 14014 | 3/3 13 994.4
triangle | 256 5/5 40.2 4/4 33.4
triangle | 512 | 5/5 160.7 | 5/5 140.9
triangle | 1024 | 5/5 694.1 4/4 590.3
Image | Size P-D NEW FP K-FP
Steps | cpu(s) | Steps | cpu(s) | Steps | cpu(s)
fingers | 256 14 104.6 91 164.7 49 91.4
fingers | 512 16 5444 94 740.7 40 306.9
fingers | 1024 18 3153.7 92 34249 41 1542.2
triangle | 256 11 76.9 60 98.9 32 47.2
triangle | 512 14 496.6 55 396.6 31 219.0
triangle | 1024 14 1998.8 51 1602.9 32 951.1
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For the nonlinear multigrid method | use 4 pre and 4 post correction smoothing steps, the

Figure 4.2: Noisy (top) and recovered (bottom) triangle and Lenna images with high noise

levels

inner solvers in the primal-dual Newton and fixed point methods are as above. Since we have
higher noise levels, we must use a larger value of a/, to remove the noise. For the triangle
image we take ah = 75 and for the Lenna image a/, = 45, in all cases /3}, = 10~2 and the
stopping criteria and initial guess are as before.

For this more difficult problem, the cost of the nonlinear multigrid method increases, going
up from 6 to 9 steps in the case of the triangle and from 9 to 12 in the case of the Lenna
image, when compared to the less noisy cases seen earlier, however the nonlinear multigrid

method still maintains its advantage over the fixed point and primal-dual Newton methods.
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Table 4.6: Comparison of Nonlinear multigrid versus primal-dual Newton and Fixed Point

for two noisier images

Image K-FAS P-D NEW K-FP

steps | cpu(s) | steps | cpu(s) | steps | cpu(s)

Triangle 9 53.2 12 113.6 47 83.1
Lenna 12 70.1 15 139.5 54 131.7

4.3.5 Performance with Respect to (3,

Finally I comment on the performance of our multigrid method with respect to the parameter
Bn. The larger B, is the better the multigrid method performs. If 8y, is reduced from 10~2 to
10~3 then we typically have to increase the number of smoothing steps to 20/20 to achieve
convergence and the method costs approximately two and a half times as much as in the 10~2
case. The multigrid method reduces the cost of the smoother alone by approximately 70%.
If By, is reduced further to 104, then we have to increase the number of smoothing steps to
50/50 to achieve convergence of the multigrid method, again there is around a 70% reduction
in the cost of the smoother. For these smaller values of 3, I have found that the nonlinear
multigrid method is still competitive with the fixed point method but is outperformed by
the primal-dual Newton method (the optimal choice of preconditioner/linear solver in the
fixed point and primal-dual Newton methods is likely to be different than in the 10-2 case).
For even smaller values of Br, I have been unable to achieve convergence of the nonlinear
multigrid method.

We can achieve convergence for any 35, with a fixed number of smoothing steps if a line
search is used on the coarse grid correction as in §A.7 (in this case we replace the prolongation
operator with 4(J?")T as this is required to guarantee a descent direction), however the actual
reduction in the number of smoothing steps as compared to the smoother alone becomes very
small as Bp, decreases.

When f; is very small the diffusion coefficients (the D(u);; terms) can become very
large in flat regions where (67 ui;)? + (63 ui;)2 = 0. The highly varying nature of these
diffusion terms means that the nonlinear operator NIV cannot be well approximated by the
operator NZF";,V resulting from a rediscretization on Q2" and this leads to the poor performance.
Linear geometric multigrid methods used within the fixed point method suffer from a similar
deterioration in performance. In the next chapter the fixed point method with Algebraic
multigrid linear solver (proposed by Chang and Chern [34]) which is robust for small 8 is
considered and a technique to improve its efficiency proposed.

Remark 4.3.1 The choice Br = 10~2 used in the majority of the experiments in this section
b

is a commonly used choice which produces reasonable quality reconstructions and has been
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used in various papers e.g. [29] to test solvers for the TV problem.

4.4 Conclusion

I presented a nonlinear multigrid method, with a new smoother based on the fixed point
method, but with just a few steps of Gauss-Seidel applied to the linear system on each step.
The smoother was compared to various other smoothers, including one similar to that used
in [48] and found to perform best. Provided 8} is not too small experiments suggest that
the nonlinear multigrid method can outperform the primal-dual Newton and Fixed Point
methods and that there is a particular advantage over the primal-dual Newton method for
larger images. In all cases tested the nonlinear multigrid method could be speeded up by the
application of a Krylov acceleration procedure. For smaller values of 83, an increase in the
number of smoothing steps is required to achieve convergence and the nonlinear multigrid
method loses its advantage over other methods (particularly the primal-dual method), if 8,
is too small, the method will not converge at all without the use of a line search on the coarse

grid correction.
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Chapter 5

An Efficient Implementation of
the Fixed Point Method with
AMG Linear Solver

Useful Section References: §2.6, §2.7, §3.2, §3.5, §3.6, §A.6.3, §B.1, §B.2, §B.3
Main Reference Material: [9, 29, 34, 35, 78, 80, 85, 92, 99, 100}, [93]-[07)

In this chapter I present a method which attempts to speed up the fixed point method, when
algebraic multigrid is used as the inner linear solver, by recycling the AMG setup d,ata. I
start with a brief review of the fixed point method (§5.1) and the linear solvers used within
it (§5.2). In §5.3 I introduce the recycling idea and present the results of some preliminary
tests which motivate the final algorithm presented at the end of the section. Finally some
numerical results showing the effectiveness of the new method in speeding up the fixed point
with AMG method are presented in §5.4 and conclusions drawn in §5.5.

5.1 The Fixed Point Method

Recall from Chapter 3 that step k + 1 of the fixed point (FP) method requires the solution

of the linear system
A(uf)uft! =
( h) h Zp. (51)

where
Aufy =1 ky-1pT
(ug) +ayBE(u;)~ "B, (5.2)
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and B and E are as defined in §3.5.1. The matrix A is symmetric positive definite and is
sparse. It has an m Xm block tridiagonal structure with n x n tridiagonal diagonal blocks and
n x n diagonal off-diagonal blocks. The number of operations required by a direct solver is
O(N 2), where N is the number of pixels and so as the size of the problem increases, iterative

solvers must be used. The general fixed point method is given in Algorithm 16.

Algorithm 16 Fixed Point

Input Initial Guess ul, Set k =0
While ||z, — A(uf)uk |2 > toly
Set w = uf
While ||z, — A(uf)wl|2 > toly|zn — A(uk)uk|;
Update w with one step of some iterative method for solving the linear equation
A(ub)w* =z,

end
Set uft! = w
ke—k+1

end

In most cases we take u) = zj, and tol; = 10~4||z), — A(2f)z}|l,. The value of tol,
determines by how much we require the linear residual to be reduced by before moving to
the next outer fixed point step. For clarity I focus here on the case that tol; = 0.1 as
suggested in [29], using a smaller value of toly results in, at best, a small reduction in the
total number of fixed point steps, the advantage of which is outweighed by the extra work
needed to solve the linear system to a higher accuracy, we have in some cases found that
taking an even larger value of toly, say 0.5 gives slightly better results.

In the following we also accelerate the fixed point method using the Krylov acceleration
procedure outlined in §2.6.9 for use with nonlinear multigrid (the process is the same with
the multigrid step replaced by a fixed point step), an idea which was proposed by Chang and
Chern in [34]. We carry out Krylov acceleration after each fixed point step using 5 stored

previous iterates.

5.2 Linear Solvers

In this section I review the various linear iterative solvers which have been proposed in the
literature for use in the fixed point method.

5.2.1 PCG with Incomplete Cholesky Preconditioner

Given that A(uf) is symmetric positive definite, the preconditioned conjugate gradient
method (PCG) can be used as an iterative solver. In [29] the incomplete Cholesky pre-
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conditioner is used as preconditioner within the PCG method. In the following I generate
the incomplete cholesky preconditioner using MATLAB’s CHOLINC program with the drop
tolerance option (see §A.6.3), obviously the larger the drop tolerance, the less it costs to

generate and invert the preconditioner, but the less accurate the preconditioner is.

5.2.2 Geometric Multigrid

In [96] Vogel proposes a geometric multigrid method to solve the linear system within the
fixed point method. The method I outline below differs slightly from Vogel’s method because
I am using a slightly different discretization scheme. Reverting, for now, to a grid function
notation the linear operator Ly, on step k+1 of the fixed point method at points not adjacent
to the boundary is represented by the stencil

0 —-ah'yDg- 0
—ahD?—l,j 14+ oy "ahD,hj (5.3)
0 —apyD?;_, 0

where T; ; = (1 +’7)ij + D,’»‘_l’j + D;};_;. The grid function D" is dependant on uf and is
given at grid point (i,7) by
-1/2
((6Fub;)* + (v63ul)? + ) T2, (5.4)

On a standard coarsened grid Q2" the coarse grid operator Loy, has stencil

0 -agh'ny;‘ 0
—apD? i 1+ oawmTy  —aon D2 (5.5)
0 —agnyD_, 0

where agp, = ap/2 and D?* = I2h Db,

The linear equation Lpwp = zp is solved using the standard multigrid V-cycle method
(Algorithm 3 with g = 1) with 2 pre-correction smoothing steps of red-black Gauss-Seidel
and 2 post correction smoothing steps of black-red Gauss-Seidel. We use the cell-centered

restriction operator given by the stencil
2h

1
1 ' (5.6)
h
and the interpolation operator is taken to be 4(J?*)T. This method can be applied as a
solver on its own, but to improve performance Vogel uses preconditioned conjugate gradient
to accelerate it, hence the need for symmetry in the smoothing steps and the choice of transfer
operators. The number of operations required to perform a single V-cycle will be O(N) and
experiments suggest, there is only a very small increase in the number conjugate gradient
steps required as the size of the problem grows.
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5.2.3 Algebraic Multigrid

The geometric multigrid method may perform reasonably well if 8, is not too small, say
10~2, however for smaller values of G, its performance tends to deteriorate quite rapidly. A
more robust, but more expensive, option is to use a black box algebraic multigrid method
(§2.7), this approach is proposed in [34] by Chang and Chern. Chang and Chern use an
algebraic multigrid method which uses the interpolation operator of Chang, Wong and Fu
detailed in §2.7.6, we have found that using direct interpolation gives similar results and this

method is used for ease of implementation.

Cost of the AMG method

It is important to note that at this stage we are not confident that our implementation of
the AMG setup phase in MATLAB is as efficient as it could be. Exactly how the AMG
setup phase is implemented can have a significant effect on the cost in terms of cpu time. A
naive implementation of the C/F-splitting algorithm using MATLAB's intersect and setdiff
functions is very expensive in terms of cputime. We have improved our implementation
several times by using various techniques to try and get around the most expensive costs,
however in appendix B we present an estimate for the (equivalent) cost in flops of our current
implementation based on various assumptions which reveal a potential O(N?) cost associated
with performing the C/F splitting (Algorithm 9), it is our aim in the future to improve upon
this.

The current cost of a setup phase in cputime is around 180 times the cost of a V-cycle for
N = 2562. Results presented in [92] using the RAMGO5 code suggest that an assumption
that a setup phase costs around 4 times the cost of a V-cycle may give a guide as to what
can be achieved with an optimal implementation. Throughout the discussion below we give
a guide as to what sort of reduction in cost can be expected with our recycling idea based
on the relative cost of the setup to the V-cycle and the recycle (essentially the Galerkin step

in the setup phase).

5.2.4 How Linear Solvers Perform

A detailed comparison of the various linear solvers used within the fixed point method is
difficult and as far as I am aware has not been carried out in the literature. It is not my aim
here to do such a comparison or to advocate one particular approach over the others, my
work has focused on the particular case of fixed point with algebraic multigrid and a possible
way to speed up this particular method. Any comparison between the various linear solvers
in terms of cpu time would be unfair given that we our not entirely happy with our current
implementation of the AMG method.

Although I do not attempt a detailed comparison of linear solvers, I do in the following
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give a few results from my own experience, which demonstrate the performance of the various
methods with respect to the parameter (3.

Shown in Table 5.1 is the average number of conjugate gradient steps needed per fixed
point step to reduce the linear residual by a factor of 0.1 for various values of the parameter
B and various preconditioners (where a * is shown the number of steps required was excessive
and no results are given). Results are run on a 256 x 256 noisy image and a; = 30 in all
cases. The incomplete cholesky preconditioner with various values of droptol is considered,
so is the geometric multigrid method. The incomplete Cholesky factor with droptol = 0.1
has roughly the same sparsity pattern as the lower triangular part of the matrix A or around
1% of the entries of the full Cholesky factor, Cholinc, with droptol = 10~3 has between 2
and 4% of the entries of the full Cholesky factor depending on what stage the fixed point
method is at and the value of Gy,. I have found that the larger 8} is the larger the number of
entries in the incomplete Cholesky factor. If droptol = 10~6 the incomplete Cholesky factor
has between 3-15% of the entries of the full Cholesky factor, again larger G), leads to more

entries.

Table 5.1: Average number of conjugate gradient steps needed per fixed point step for various

preconditioners and values of 5

Bn 10-2 | 10-* | 108 | 10~12
Preconditioner
Cholinc(0.1) | 7.8 | 16.3 | 2635 | *
Cholinc(1073) | 1 1.3 | 11.5 | 883
Cholinc(107%) | 1 1 1 1.8

GMG(2/2) 21 | 3.7 | 186 | 754

The optimal value of droptol in the incomplete Cholesky factorisation will depend on the
size of the problem and on the value of B, but in general it will be smaller for smaller 8, a
strategy of taking droptol = V/Br seems to give good results.

In Table 5.2 I give the average number of V-cycles needed per fixed point step, for the
same image, using the AMG method and the GMG method (without preconditioning) with
the same values of (5, as before, in both cases 2 pre and 2 post-correction smoothing steps
were used.

I have found that geometric multigrid performs reasonably well for relatively large values
of By (1072 or greater), as B, decreases, the performance deteriorates quite badly, this effect
can be somewhat reduced by using GMG as a preconditioner, within the conjugate gradient
method (Table 5.1). AMG tends to be much more robust with respect to small values of 3y,
than GMG, with only a small increase in the number of V-cycles required.
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Table 5.2: Average number of V-cycles needed per fixed point step for GMG and AMG for

various values of (ih

Ph nr2 10-4 10"8 io-12
GMG(2/2) 31 94 2029 *
AMG(2/2) 1 11 17 2.4

Figure 5.1: Convergence History of fixed point with AMG (circles) and peg with

Cholinc(10-6) (squares) witli no Krylov acceleration (left) and Krylov acceleration (right)

As well as being robust with respect to small /?/, we have also found that AMG may work
better in combination with Krylov acceleration than PCG with incomplete Cholesky precon-
ditioner. In Figure 5.1 the convergence history of the fixed point method with preconditioned
conjugate gradient using incomplete Cholesky with droptol = 10-6 and AMG is shown for
the case where no Krylov acceleration is used and the case where Krylov acceleration with 5
stored iterates is used. The results are for a 256 x 256 image and fih = 10“ 12. We see that
the convergence histories are almost identical when no Krylov acceleration is used, but when
Krylov acceleration is applied, the fixed point with AMG performs significantly better. This
result is not observed in all cases and is generally more dramatic for smaller Ohm

As stated earlier these results simply reflect my own experience and are not meant to be
an exhaustive study of linear solvers within the fixed point method.

In the rest of this chapter | focus purely on the fixed point with AMG method and propose

a way to reduce the cost by performing less setup phases.
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5.3 Recycling of AMG Setup Data Within the Fixed
Point Method

The improved convergence properties of the algebraic multigrid method over the geometric
multigrid method, comes at the cost of the need to perform an AMG setup phase (§2.7.2)
in this section I outline a method to try and reduce the number of setups required over the

whole fixed point process.

5.3.1 Motivation

If algebraic multigrid is used as the linear solver in the fixed point method, then on each step
an algebraic multigrid setup phase is required, however only a relatively small reduction in
the linear residual is required, which once the setup phase has been performed will require
typically 1 or 2 V-cycles.

Observe that the matrix A(uk) at each fixed point step is symmetric positive definite
(SPD). The variational principle (see §2.7.3) guarantees that a Galerkin based V-cycle method
in which restriction is chosen to be the transpose of interpolation will converge for SPD
matrices provided the smoother converges (convergence is not necessarily fast). Furthermore
at all fixed point steps the matrix A(uf) has the same block tridiagonal structure. Based
on these observations and the fact that accurate solution of the linear equation at each fixed
point step is not necessary we propose that it may be possible to recycle the AMG setup
data from an earlier fixed point step for use at later fixed point steps thus reducing the
computational cost of the method.

By recycling of setup data we mean the following: Given a system Aw = z, to solve and
stored interpolation operators I ((;)) oo ((Ifj)‘ H generated from the entries of a matrix A which
is similar to A (in our case A = A(u¥) and A = A(u}), I <k, is the matrix from a previous
fixed point step) instead of generating a new C/F-splitting and interpolation operators based
on the entries of A, we use the stored interpolation operators and generate the coarse grid
matrices A?, ..., AX) using the Galerkin principle i.e for p = 2,.., L we evaluate.

(p) —_ (F(P=IN\T 4(p~1) $(p-1)
AP = Ty YT AP TDIE, (5.7)
These coarse grid matrices together with the stored interpolation operators are then used in

the V-cycle.

5.3.2 Preliminary Experiments

Below I present some preliminary experiments which motivate the final algorithm presented
later. Test 1 looks at the effect on the overall cost of the fixed point method of recycling
setup data after every ¢ steps, while test 2 examines the effect recycling has on the efficiency
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of the AMG solver.

Test 1. Table 5.3 shows convergence information for the fixed point method with AMG
applied to the linear system at each step, we use standard algebraic coarsening with direct
interpolation and point Gauss-Seidel as smoother with 2 pre and 2 post correction smoothing
steps within a multigrid V-cycle. The AMG setup i.e generation of a coarse-fine splitting
and interpolation and restriction operators from matrix entries, is carried out after every ¢
fixed point steps. If ¢ # 1 then the most recent setup data is used for the linear multigrid
solver at a fixed point step. Enough V-cycles are run to reduce the inner residual by a factor
0.1. The table shows the number of fixed point steps required to reduce the outer (nonlinear
residual) by a factor of 10~% and the total cputime, for various values of q. Also shown is
the total number of setups, V-cycles and recycles with corresponding cputime in seconds.

The experiments are run on a 256 x 256 noisy image with SNR=3.6. I take ap = 35 and
Br = 1074,

Table 5.3: Fixed point with AMG data for various frequencies g of setup regeneration

q | FP Steps | cpu Setups V-cycles Recycles
Number | Total Cpu | Number | Total cpu | Number | Total cpu

1 62 13716 62 13561 72 88 * *
2 56 6122 28 5976 64 [ 28 10
3 56 4215 19 4064 66 79 37 13
4 57 3410 15 3244 75 91 42 15
5 64 3023 13 2824 93 113 51 18
10 55 1552 6 1301 138 175 49 17
15 61 1513 5 1140 225 289 55 20
25 69 1237 3 655 364 476 66 24
50 71 1439 2 453 673 884 69 27

We make the following observations. Firstly as ¢ increases the setup cost goes down but
in general we require an increasing number of V-cycles because the recycled interpolation
operators become less accurate, however it appears we can achieve some reduction in the
number of setups for free. Indeed in the case of ¢ = 2 and ¢ = 3, we have used fewer V-cycles
than in the ¢ = 1 case (standard AMG). This is due to the fact that the number of outer
fixed point steps has reduced slightly but the ratio of V-cycles to fixed point steps has also
not increased. Even in the ¢ = 4 case there is only a 4% rise in the number of V-cycles.
For g > 5 there is approximately a linear relationship between the increase in the number
of V-cycles per fixed point step (as compared to the ¢ = 1 case) and g. It is of interest to
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investigate the optimal frequency g,5:. To do this, we model the approximate increase in
V-cycles by 0.15¢ + 0.7 and assume that on average 1.2 V-cycles are performed on each fixed
point step in the original (no-recycling) method. Denoting the cost of a setup phase by Cg,
the cost of a V-cycle bj Cv and the cost of a recycle by Cr we have that the average cost of

a fixed point step when a setup is performed every g steps is
C 1
-q—s + (1 - E) Cr + 1.2Cy(0.15¢ + 0.7). (5.8)

Minimizing this quantity we get that the optimal g is

dory = 10, [C5 —Ch -
opt '3\/5 —CV . ()

As mentioned earlier we aim to give a guide as to the sort of reduction in the cost of the
fixed point method that can be achieved based on the relative costs of a setup, a recycle and
a V-cycle. If we take Cs = p1Cy and Cr = p;Cy where p; is the ratio of setup cost to

V-cycle cost and p is the ratio of recycle cost to V-cycle cost then (5.9) becomes
-2 hh 5
opt = 372 P1L— P2. ( .10)
The factor by which the average cost of a fixed point step is decreased by is

Gopt

Gz 4 (1 - QL) Cr + 1.2Cy (0.15¢0p + 0.7)

Cs +1.2Cy ) (5.11)
which is a3
Y2V/p1— p2 + pz +0.84
p1+12 : (5.12)

We can then make a prediction of the best choice of ¢ and the speed up in the fixed point
method based on p; and p2. The user can measure p; and p2 in cpu time by running
one AMG, or base them on complexity analysis. In our case the p; as measured in cpu is
approximately 180 and p; is approximately 0.3, giving gop; = 31 with a reduction in cost of
around 93%. If we were to take p; = 4 we would have g,,; ~ 5 (on the cusp of where the
above assumptions are valid) and expect a reduction in cost of around 45%.

This analysis is for the 8 = 1074 case, I note here that for smaller 3 the optimal value of
q will in general be smaller. Although the AMG method itself is fairly robust with respect
to changes in 8, once you start recycling the performance of the multigrid solver deteriorates
more rapidly for smaller 3.

Test 2. To get a better idea of how effective the recycling of setups is, in Table 5.4, some
information on the efficiency of the linear multigrid solver for the case where g = 10 is given.
Data are given for the first and last fixed point steps at which a particular setup is used.
Shown is the number of multigrid cycles required to reduce the inner (linear) residual by a

factor of 10~4 (rather than 0.1 as we are interested in the efficiency of the inner solver rather
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than the speed of the overall fixed point method) and the amount by which the residual is
reduced on the first step (if no recycling is used, one V-cycle is usually enough to reduce the
residual by a tenth, which is what we ordinarily require).

Table 5.4: Efficiency of AMG recycling for ¢ = 10

FP step | number of inner multigrid steps | convergence factor on first step
1 2 5.3 x 1073
10 116 1.9 x 10-1
1 15 4.1 x 1072
20 38 1.2 x 10~
2 16 7.4 x 1072
30 27 9.1 x 10-2
31 13 6.5 x 1072
40 12 6.4 x 10~2

From Table 5.4 we observe that on early fixed point steps the multigrid method is signif-
icantly worse on the last step at which the recycled data is used compared to the first step
(where the data was generated), but at later fixed point steps the performance on the first
and last fixed point steps at which a particular setup data is used is very similar, the results
shown are for the case ¢ = 10, but similar results have been observed for other values of g.
Figure 5.2 shows the matrix entries (the matrix at the finest level) corresponding to strong
connections at various fixed point steps along with the entries which corresponded to strong
connections 10 fixed point steps ago, for ease of presentation the image is only 8 x 8 but we
have observed similar results for larger images. On step 11 there are a large number of points
which initially corresponded to strong connections but are now weak connections. At steps
91 and 31 there is less change in the connectivity pattern (compared to 10 steps ago) than
there was at step 11 and the majority of points that have changed have gone from being weak
to being strong. By step 41 there is almost no change in the pattern of strong connections
compared to step 31.

The above test results suggest that more setup phases are required at early fixed point

steps and less later on i.e the recycling should be more adaptive.

5.3.3 The New Method

Instead of arbitrarily carrying out a new setup phase every g FP steps we base the decision
on whether new setup data is required on the convergence history at the previous FP step.
If the multigrid method takes more than ss V-cycles to reduce the linear residual by a factor

of 0.1 on a particular FP step we generate new setup data at the next step. This allows for
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Figure 5.2: Strong connections (circles) and strong connections 10 steps ago (crosses) at steps

11, 21, 31 and 41 of the fixed point method
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more setup phases on early fixed point steps when they are needed and less at later fixed
point steps. This new method should strike a balance between using as few AMG setups
as possible and not causing a dramatic increase in the overall number of V-cycles required.
The algorithm for the new method, which from now on I shall refer to as fixed point with
AMG-R, is given in Algorithm 17. Here the notation AMG1 is as defined in (2.249).

Algorithm 17 Fixed Point with AMG-R

Set u) =z, ms® =ss+1, k=0

While ||z, — A(uf)uf[l2 > 1074||z, - A(ud)ud|lz
Evaluate A = A(uf).
Set z(1) =z, v() = uk, ) = 20 — AWy,

If ms* > ss
Perform AMG setup and generate A®, ..., AL,

Store the Interpolation operators from the AMG setup.
else
Generate A®, ..., A1) using stored
interpolation operators from most recent setup.
end
Set mskt! =0
While [lr® )2 > 0.1["|I2
v — AMG1D (v 21,2, 9)
msktl — ms*tl + 1
end
Set uftt = v
Ek—k+1
end

end

5.4 Numerical Results

In the following I compare the fixed point method with AMG-R, with the standard fixed
point with AMG method. I give results for 2 256 x 256 images (Lenna and Fingers) each
with SNR =~ 3.5. In each case 4 different values of 3, are tested, in the case of Lenna
ap, = 30 in the case of the Fingers ap = 35. AMG-R in each case is run with two different
values of ss, ss = 3 and ss = 10. Shown in Tables 5.5-5.6 are the number of fixed point steps
required for convergence, the total cpu time in seconds and also the total number of setups
and V-cylces required, with corresponding cpu times.

I have presented results for the cases ss = 3 and ss = 10. I give results for the case
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Table 5.5: Comparison of Fixed Point with AMG-R against Fixed Point with AMG for Lenna

image

Bn Linear Solver AMG AMG-R(3) | AMG-R(10)
10~2 FP Setps 31 31 31
Total cpu 7499 570 398
Setups: No/cpu | 31/7421 2/475 1/246
V-cycles: No/cpu 31/42 40/51 80/106
Recycles:No/cpu * 29/11 30/13
10—4 FP Setps 66 56 89
Total cpu 14912 899 1005
Setups: No/cpu | 66/14737 3/690 2/464
V-cycles: No/cpu | 83/104 106/130 339/414
Recycles:No/cpu * 53/19 87/31
1078 FP Setps 172 146 148
Total cpu 37744 2123 1937
Setups: No/cpu | 172/37165 | 7/1533 5/1104
V-cycles: No/cpu | 322/393 316/383 514/623
Recycles:No/cpu * 139/49 143/50
10-12 FP Setps 310 291 272
Total cpu 67878 3602 3340
Setups: No/cpu | 310/66747 | 11/2381 8/1739
V-cycles: No/cpu | 652/795 666,/809 1001/1214
Recycles:No/cpu * 280/97 264/92
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Table 5.6: Comparison of Fixed Point with AMG-R against Fixed Point with AMG for

Fingers image

Bn Linear Solver AMG AMG-R(3) | AMG-R(10)
10~2 FP Setps 33 31 31
Total cpu 7979 549 396
Setups: No/cpu 33/7895 2/454 1/239
V-cycles: No/cpu 33/45 42/52 86/112
Recycles:No/cpu * 29/11 30/12
104 FP Setps 62 56 76
Total cpu 14094 867 846
Setups: No/cpu | 62/13923 3/662 2/449
V-cycles: No/cpu 72/99 108/128 246/293
Recycles:No/cpu * 53/18 74/26
108 FP Setps 154 173 174
Total cpu 34520 2351 1994
Setups: No/cpu | 154/33967 8/1677 5/1061
V-cycles: No/cpu | 279/372 372/437 589/692
Recycles:No/cpu * 165/56 169/57
1012 FP Setps 301 310 297
Total cpu 67427 3646 3095
Setups: No/cpu | 301/66195 | 11/2342 7/1485
V-cycles: No/cpu | 655/875 719/868 990/1191
Recycles:No/cpu * 299/103 290/100
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ss = 10 because I have found that generally this gives the best results in terms of cpu time,
Given that I have concerns over the implementation of the AMG setup phase I also include
the case ss = 3 as a method which should limit the increase in the number of V-cycles to
be as small as possible. A value ss = 3 is chosen because we have observed that this is the
maximum number of V-cycles required per fixed point step in the standard fixed point with
AMG method. We see that in both cases, there is a significant decrease in the number of
setup phases required. In the case of ss = 3 there is on average a 95% reduction in the
number of setups compared to the fixed point with AMG method with on average only a
22% increase in the number of V-cycles. In the case of ss = 10 there is on average a 97%
decrease in the number of setups, with an average 142% increase in the number of V-cycles.
Note that in the preliminary tests where we performed a setup every ¢ steps regardless, a
96% reduction in the number of setups (¢ = 25) led to a 406% increase in the number of
V-cycles. In both cases the largest reduction in setups occurs for the smallest value of B,
10722, the increase in the number of V-cycles is in general also smaller for smaller 8.
Based on these timings, the cost of the fixed point with AMG method in cpu time is
reduced by around 95% by recycling setup data. Taking the average reduction in setups and
increase in V-cycles from the ss = 3 case and assuming that 2 V-cycles are used per fixed
point step with no-recycling the expected reduction in cost for any p; and p, (as defined

earlier) would be
0.05p; + 0.95p; + 2.44

p1+2
If we take pz = 0.3, then we can expeet some speed up in the fixed point method provided

(5.13)

p1 > 0.7 i.e the cost of a setup is a least 0.7 times the cost of a V-cycle. Taking p; = 4 we
would expect to at least halve the overall cost of the fixed point method.
For information I also show in Table 5.7 on which fixed point steps AMG setups are

actually performed, results are shown for the fingers image only. As expected the majority

Table 5.7: Fixed Points steps on which AMG setups are performed for fixed point with
AMG-R(3) and AMG-R(10) run on the fingers image, with various values of 3,

AMG-R(3) AMR-R(10)
B AMG Setup on steps: AMG Setup on steps:
1072 1.8 1
10~4 1,514 1,8
10-8 1,5,14,23,32,41,57,109 1,8,23,38,76
10712 | 1,5,14,30,40,51,63,76,98,130,275 | 1,8,29,45,61,88.139

of setups occur early on in the fixed point process.
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Finally I present two more experiments to test the robustness of the method. In the first
test I compare fixed point with AMG against fixed point with AMG-R for a noisier version
of the Lenna image seen earlier, in this case the SNR=0.8 and the value of o}, is increased
to 45. In the second test I run comparisons for a larger version of the Fingers Image. The
size of the image is 512 x 512 and a similar amount of noise is present as in the 256 x 256
case, ay, is again chosen to be 35. In both cases I compare the methods for g, = 104 and
B, = 1078 only. Results for the noisy Lenna Image are given in Table 5.8 and results for the

larger fingers image are given in Table 5.9.

Table 5.8: Comparison of Fixed Point with AMG-R against Fixed Point with AMG for

Noisier Lenna image

Bn Linear Solver AMG AMG-R(3) | AMG-R(10)
10-4 FP Setps 69 74 98
Total cpu 15091 1148 1097
Setups: No/cpu | 69/14894 4/910 2/476
V-cycles: No/cpu | 97/121 134/160 401/470
Recycles:No/cpu * 70/25 96/35
10-8 FP Setps 199 187 167
Total cpu 42813 4210 2003
Setups: No/cpu | 199/42008 | 16/3460 5/1128
V-cycles: No/cpu | 399/495 439/544 567/693
Recycles:No/cpu * 171/64 162/59

In the case of the noisier Lenna image we see that again both versions of the AMG-R
method achieve a significant decrease in the number of setup phases, however the performance
of the AMG-R(3) method is worse than in the less noisy case particularly for the 8, = 108
case, while the performance of the AMG-R(10) method is actually slightly better than in
the less noisy case. In the case of the 512 x 512 fingers image, the performance (in terms of
decrease in setups and increases in V-cycles) of the AMG-R methods is almost identical to
the 256 x 256 case. The 10 fold increase in cpu time of the AMG method as compared to

the 256 x 256 case can be potentially improved with a better implementation,

5.5 Conclusion

We have proposed a method for accelerating the fixed point method, when AMG is used as the
inner linear solver, by recycling the AMG setup data. In the final algorithm an AMG setup
phase was performed only when the number of V-cycles required on the previous fixed point
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Table 5.9: Comparison of Fixed Point with AMG-R against Fixed Point with AMG for

512 x 512 Fingers image

B Linear Solver AMG AMG-R(3) | AMG-R(10)
104 FP Setps 62 60 60
Total cpu 146754 7926 6043
Setups: No/cpu | 62/146035 3/6856 2/4564
V-cycles: No/cpu 72/407 128/698 199/1104
Recycles:No/cpu * 57/81 58/84
10-8 FP Setps 163 175 209
Total cpu 37997 20820 16512
Setups: No/cpu | 163/377239 8/17516 5/11429
V-cycles: No/cpu | 301/1732 406/2219 672/3757
Recycles:No/cpu * 167/233 204/290

step exceeded some user-defined parameter ss. Experiments have shown that a significant
decrease in the total number of setups can be achieved, for only a modest increase in the
number of V-cycles performed, for a wide range of values of the parameter 8. The reduction
in cpu time achieved by the method is subject to caveats regarding our implementation of
the AMG setup phase, nevertheless, even with a very efficient implementation of the setup
phase (p1 = 4) at least a halving of the cpu time can still be achieved. The optimal choice of
the parameter ss will again depend on implementation costs but tests suggest it will increase
with increasing noise levels.
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Chapter 6

Multigrid Methods for Staircase

Reducing Denoising

Useful Section References: §2.6, §3.2, §3.4, §3.5, §3.6, §4.1, §4.2, §5.1, §5.2, §A.6.3, §A.6.4,
§A.6.5
Main Reference Material: (5, 6, 12, 19, 27, 30, 40, 41, 59, 62, 63},[67]-[71], [78, 92, 102,
96, 97]

In Chapter 3 we saw that although Total-Variation (TV) denoising has excellent edge-
capturing properties it does suffer from the staircasing effect in which piecewise smooth
regions in the original image tend to be recovered as piecewise constant. Over recent years
there have been many attempts to devise denoising methods which capture edges as well as
Total-Variation denoising but do not suffer from the staircasing effect. Unlike in the TV case
where the model is well established and many possible iterative solvers have been proposed,
the opposite is true in staircase reduction, many different models have been proposed, with
less attention paid to developing efficient iterative solvers for the resulting equations. The aim
in this chapter is firstly to try and develop nonlinear multigrid solvers similar to the one seen
in Chapter 4 for several staircasing reduction models, which have an Euler-Lagrange equation
of a similar form and then also to compare with other possible iterative solvers, specifically
time marching and fixed point type methods which can also be easily generalized to the new
problems. Results presented at the end of the chapter, show that nonlinear multigrid is an
effective solver in several of the cases tested, although cannot be implemented effectively in
all cases. One model in particular is found to both produce good quality reconstructions and

be solved efficiently using nonlinear multigrid, which is shown to be faster and more robust
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than several other iterative solvers. Much of the work presented here is also contained in
(84].

The rest of the chapter is organized as follows. I first give a brief review of the many
methods proposed in the literature to reduce the staircasing effect and then focus on a small
number of these and attempt to implement nonlinear multigrid methods similar to the one
seen in Chapter 4 for the solution of the resulting equations. Discretization of the resulting
equations is discussed in §6.4 and algorithms for the iterative solvers considered given in §6.5,
various implementation issues and some numerical results are presented in §6.6. Finally some

conclusions are drawn in §6.7.

6.1 Reducing Staircasing: An Overview

In this section I review some of the ways to reduce staircasing that have been proposed in

the literature, the specific models that I study here are introduced in the next section.

6.1.1 Higher Order Models

One way to reduce staircasing is to in some way introduce higher order derivatives into the
regularization term. In [19] Chambolle and Lions do this by minimizing the inf-covolution
of the TV norm and a second order functional

min /Q Var) + 1V (Vag)| + A 2(us + uz — 2)2. (6.1)

ul,u2
Here u is decomposed into a smooth function ua and a function containing the discontinuities
Uu.
Another way to use higher order derivatives is introduced in [30] by Chan et al in which
the non-convex functional

o/ [Ta T 4 B
/Q [Vul? +ﬂ+u(m)3 +1/2(u — 2)? (62)

is minimized. Here the (|[Vu|2 +1)~3/2 term multiplying the higher order term ensures that
true edges (with very large gradient) are not penalized while staircasing is reduced by the
presence of the higher order term.

In [69] instead of combining the TV norm and second order derivatives within one

regularization functional Lysaker and Tai use two regularization functionals.
— )2 — 2 2
Ey(u) = /ﬂ V| + A1 /2(u—2)? and Ey(v) = /ﬂ (02,402,402, 402 10 /23022, (63)

Their approach is to use an iterative procedure in which they simultaneously apply an explicit
time marching method to the Euler-Lagrange equation of each functional. After each step the

current iterates u* and v* are combined in a convex combination to give w = 8*y* +(1-8F)k
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u* and v* are then overwritten with w in preparation for the next step. 6* is chosen so that
it is 1 only at the largest jumps (edges) allowing smaller jumps due to staircasing to be
suppressed by the higher order PDE. In an earlier paper the same authors and Lundervold
[70] considered E3 on its own and another functional fQ Iuzz) + Jtgy | + A/2(u - 2)? which was

not rotation invariant.

6.1.2 Combining TV and H!

Another popular approach to reducing staircasing is to try and combine the ability of TV
denoising to preserve edges with the ability of H! denoising to preserve smooth regions.
In the next section I outline 4 such approaches for which I will attempt to use nonlinear
multigrid to solve the resulting PDEs, here I mention several other methods which could be
said to fall into this category. The first is the inf-convolution of the TV and H! regularization
functionals proposed as an alternative to (6.1) in [19] the resulting minimization problem is

equivalent to:

min /WZE IVl + ¢/2 /m|<elvulz+ /n A/2(u - 2)2. (6.4)

Another approach proposed in [59] by Ito and Kunisch is to minimize the functional
[ v vuP) + 172 - 27, (6.5)

where 1 is chosen so that it behaves like {Vu] for large values of |Vu| and (in contrast to

other models seen later) for small values of |Vu| and behaves like {Vu|? for mid range values
of |Vul.

6.1.3 Other Ways to Reduce Staircasing

As mentioned in §3.6 Marquina and Osher [71] preconditioned the right hand side of the
parabolic equation used in [78] with |Vu| which had a staircase reducing effect. In a similar

vein is the algebraic scaling approach used in [60] which is equivalent to using

Vu

\/_IVTTT—B) + Mz — ), (6.6)

u; = min (a—'%aﬁ(IVuP +8)12, 1) V. (

where @mq; is a parameter to be chosen.,
I also mention the Gauss-Curvature driven diffusion approach (not related to any opti-
mization problem) proposed in [67] which has several desirable properties, including staircase

ut=V.(

reduction.

UrzUyy — ugy
2 2

(1+u? +u?)?

VU) - (6.7)
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6.2 A class of PDE models from combining TV and H!

norms

In this section I introduce the four Models for staircase reduction that I use. The emphasis
will be to solve these models efficiently using nonlinear multigrid. All the models involve a

minimisation problem of the form
n}}n/ﬂ a®(|Vul) + 1/2(u — 2)dzdy. (6.8)

which has Euler-Lagrange equation

Vu

-aV. (@’(qul) ]Vul) +(u—-2)=0 (6.9)

with homogenous Neumann boundary condition gg = 0. If the Euler-Lagrange equation is
degenerate for [Vu| = 0 we must include a perturbing parameter B as in the TV case.

6.2.1 Model 1

Note that the TV case corresponds to ®(g9) = g and the H! case ®(g) = g2, one simple
approach proposed in various papers [6, 62], would be to take

(| Vul) = %IVUIP 1<p<2. (6.10)

In this case
- 1
' (|Vul) = {Vul[P~! and &'((Vu|)/|Vu| = Vs (6.11)

In order to recover edges reasonably well p should be close to 1, say 1.1,

6.2.2 Model 2

A more sophisticated approach would be to in some way make p adaptive. To this end
Blomgren [5] and Blomgren, Chan, Mulet [6] proposed the following choice which results

in a non-convex minimisation problem
&(|Vu|) = |VyP(IVuD, (6.12)

where p(g) is a monotonically decreasing function, limy_o p(g) = 2 and lim 9o p(9) =11ie
TV-like regularization (p = 1) is used at edges, H!-like regularization (p = 2) is used in flat
regions and in between p takes some value between 1 and 2. We have

'(IVul) = p(IVul)|[FuPT7*D =1+ 5/ (V) | VulPI74D log(|Tul), (6.13)
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In (5] Blomgren suggests the following choice for p.

ag®+bg>+cg+d g<s
p(g)={ g g g g 9Imazx (614)

1 9 2 S9maz

where the third order polynomial is chosen so that p(0) = 2, p/(0) = 0, p(sgmez) = 1,

7' (89maz) = 0, gmaz is the maximum realizable gradient and 0 < s < 1. Resolving the

2
gmoz)
image is a square n x n image with values in the range [0, 255], then gmez = 255v2(1/h)

conditions on p gives a = Goma)™ b= W:%z)” ¢ =0 and d = 2, If we assume that our

where h is the grid spacing (see later). We note here that in a later paper, Chan, Esedoglu,
Park and Yip [27] suggested taking p to be a monotonically decreasing function from 2 to 0

'e.g pg) = T%E’ here we focus on the case that p takes values between 2 and 1.

6.2.3 Model 3

A slightly simplified alternative to (6.12) would be to make p dependant only on the position

in the image (and thus ’less’ nonlinear), i.e take

O(|Vul) = |TufPiveD, (6.15)

1
p(|Vu*|)
where u* is some initial image from which the position of edges and smooth regions in the
true image can be approximated. With this choice the resulting minimization problem is
convex and we have

1

&'(|Vul) = |VulPIV*' D=1 and &'(|Vul)/|Vu| = [Va-rveh

(6.16)

This approach was originally proposed as a possible alternative to (6.12) by Blomgren in [5]
with p a function of |VG * z| where G is a Gaussian used to smooth the noisy image z. More
recently this approach was used by Karkkainen and Majava in [63]. In [63] p is based on
the gradient of the TV solution uzy, the choice of p is as follows

2 Vurv| < ;1
p(IVurv]) = ¢ p1(IVurv]) 61 <|Vury|<gz . (6.17)
1 [Vurv| > g2

Where p; (g) is a second order polynomial satisfying p1(g1) = 1.5, p1(g2) = 1 and p'(g;) = 0.
The idea here is that a value of 1.5 is enough to recover smooth regions effectively with larger
values possibly oversmoothing the image. In order that a nonlinear conjugate gradient solver
can be implemented effectively p takes values 2 for [Vury| < g1 where g; is small, p then
jumps to a value of 1.5 and then decreases smoothly as |Vury/| increases until |[Vury| = ga,
g2 being small enough so that p =1 at all edges in the image. The values of g, and g are

chosen using a histogram of |Vury| values.
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Another similar, but slightly different approach is that used by Chen, Levine and Rao in
[40]. In this case

1 -

_(r_—j. |v'u|p(|vu |) Vu <

q)(lvul) = P ep(|Vu*|)—erUVu"D I I z ’ (618)
|Vu| — ——l——’——l—————p(lw. y IVu| > e

where
1
Vu) =14+ ———————
p(|Vu*]) =1+ TRV (6.19)

and u* = Gxz. The difference here is that the threshold for a switch to pure TV regularization
is based on the gradient of u rather than on the gradient of the initial image u*. The function
p is a monotonically decreasing rational function which is 2 at [Vu*| = 0 and tends to 1 as
|Vu*| tends to infinity. In [40] the existence and uniqueness of solutions of this model and
the behaviour of the gradient descent method are studied.

6.2.4 Model 4

Another approach proposed in [6, 5] tries to combine TV and H ! in a convex combination.

In this case @ is of the form
&(|Vu]) = 7(|Vul)| V) + (1 - 7(|Vu]))| Vu)? (6.20)
with limy_o 7(g) = 0 and limy_c, 7(g) = 1. In this case
¥'(|Vul) = 7/(IVul)(|Val - [Va?) + 7(Vu)(1 - 2Vul) +2/Vul.  (6.21)

One possibility, suggested in (5] is to take 7(g) = 2 - p(g) where p is the polynomial outlined
in (6.14).
Next we shall consider how to solve these 4 models.

6.3 Solving the PDEs

As mentioned earlier less focus has been given to the efficient solution of the models of the
previous section than their effectiveness in reducing staircasing. In [6] a fixed point type
method is proposed to solve model 2 and model 4 but no numerical results are given. In [63]
a nonlinear conjugate gradient method is used to solve model 3 with the particular choice of p
outlined above. Our aim is to implement a nonlinear multigrid method similar to the one we
used to solve the TV problem in Chapter 4 for the solution of the Euler-Lagrange equations
of the 4 models outlined in the previous section and compare with explicit time marching
and fixed point type methods. In the case of model 3 we also for comparison implement a

nonlinear conjugate gradient solver (see §A.6.5). The Euler-Lagrange equation in all cases

-aV. (D(\/[VUP + ﬁ)Vu) +u=z. (6.22)

has the general form
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Remark 6.3.1 In the case of model 1 and model 3 D is similar to the TV case with the added
advantage in model 8 that when |Vu| is small p(|Vu*|) should be close to 2, preventing jumps
in the diffusion coefficient as large as in the TV case. For models 2 and 4 the Euler-Lagrange

equation is more nonlinear than in the TV case.

In the next 3 sections we first outline our discretization scheme, we then give the algorithms
for each of the iterative methods and then give details of implementation and numerical

results.

6.4 Discretization

The domain Q (see below for the choice of §2) is partitioned into n x m rectangular cells of
size h X k to produce a discrete cell-centered grid 2". Denoting the discrete Euler-Lagrange

equation by Ni(up) = z» (where up and 25 are grid functions on Q") we have:

(Nh(un))ij = uij — an [67 (Dij(9:5)8F wig) + 185 (Dij(9ii)v8] wiz)] = 255, (6.23)

where
=L fstu. 2 n
9 = 7\ (02 wii)? + (767 ui 5) + Bn. (6.24)
~(2-p)
% ij P model 1
1 (9i5)—1 ij -
Dii(gi ) = R p(gij)gzjg ’ + p,(gi.‘i)gf;‘(g J)log(gij )] g,'jl mode] 2
(94 1 [ —@opiy (6.25)
h |9:j model 3
71; [Tr,(gij)(gij - g?j) + 7(gi;)(1 — 2g45) + 29;‘1‘] g,}l model 4
an = a/h, Br =h?F and v = h/k (6.26)
and
+
SEusy =% (widr — i) 5 tig = £ (wiga1 — uig). (6.27)

Note that D is actually only dependant on (i, j) in the case of model 3. We also have

boundary condition.
Ui,0 = Uil Uim+1 = Uimy U0,j = UL,5, Un4l,j = Un j. (6.28)

Once again we note that (6.23) is equivalent to (VJy); ; = 0 where
Jn(un) = D han®i;(9i) +1/2(usj — 2 5)2. (6.29)
i

is the discrete functional and

gf,{ ) model 1
plgi.j
9.5 mode] 2
®i(9:5) = 7
i model 3 (6.30)

7(9:5)9:5 + (1 = 7(gi5))g; model 4
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Unlike in the TV case where the choice of Q is not important provided o, and 8, are
chosen to be the same, whatever the value of &, there is not in all cases here a straightforward
relationship between the case & = (0,n) x (0,m) i.e (h,k) = (1,1) and the case = (0,1) x
(0,1) i.e (h,k) = (1/n,1/m). We have chosen the former to be consistent with the majority
of papers that we have seen on this subject. In the case of model 1 there is a straightforward
relationship, choosing ap = @ when A = 1/n is equivalent to choosing a, = a(n?~!) when
h=1

6.5 Algorithms

For clarity I give the algorithms for the time marching (Algorithm 18), fixed point (Algorithm
19), nonlinear conjugate gradient (Algorithm 20) and nonlinear multigrid (Algorithm 21)
methods below.

6.5.1 Time Marching

Algorithm 18 Time Marching
Choose initial guess uj

Set kK =0.

While ||(zn — Na(uk))ll2 > tol
ub+l = uf + At [z, — Ni(uf)]
k=k+1

end

The time step At is determined by experiment as the largest value which gives stability
of the algorithm, tol is typically 10~#||(zr, ~ Nx(24))||2. The time step can also be determined
automatically via a backtracking line search on the discrete functional i.e steepest descent

(SA.6.4).

6.5.2 Fixed Point Method

The linear operator Lh(uﬁ) on step k + 1 is given by the stencil:

0 ~ayDi;(gk) 0
—aDiy; (g;k—l,j) 1+ oll; “aDm‘(gﬁ') . (6-31)
0 —ayD; j-1(g¥;_;) 0

where II;; = (1 + 'y)D,-j(gfj) + Di-l,j(gf_l.j) + ’yD,-,j_l(gf_j,l). The linear solver used in
most cases is a geometric multigrid method similar to the one used in the TV case (§5.2.2).

We only require a relatively small decrease in the linear residual (typically a halving) as this

147



Algorithm 19 Fixed Point

Choose initial guess uj,

Set k = 0.

While ||(zn — Nh(uﬁ))l\z > tol

Set uﬁ"’l to be the result of applying some iterative method to the linear system:

Ln(ub)wn = 2
k=k+1

end

seems to give the best results in terms of overall cpu time. For the FPGS smoother we use

(unless otherwise stated) 3 steps of pointwise lexicographical Gauss-Seidel as linear solver.

6.5.3 Nonlinear Conjugate Gradient

Algorithm 20 Nonlinear Conjugate Gradient

Choose Initial Guess uj.

Evaluate 7§ = z5 — N (uf).

Set d) = —~rp, k=0.

While ||(zn — Na(va))llz2 > tol

Choose p such that uf + pdf satisfies the strong Wolfe conditions (A.94) and (A.96) with
respect to (6.29).

ub+! = uf + pdf.

k+1 k+1
il = 2, — Na(up ™).
ﬂPR _ (rk+1,rk+1—r:)g
(rhyrh)2

BPR = max(8FR,0).
dE+! = rptt 4 gPRAL.

end

The value of A and ¢ used in the Wolfe conditions (A.94) and (A.96) are 10-4 and 0.5

respectively.

6.5.4 Nonlinear Multigrid

The algorithm for the nonlinear multigrid method is similar to the TV case (Algorithm 14),
for clarity I present it here.

In Algorithm 21 vy — FPGS(vn, Ni, zr) denotes the updating of vy, via one step of the
FPGS smoother. Ny, is the coarse grid analogue of N, which results from standard coars-
ening i.e the nonlinear operator which results from discretizing the Euler-Lagrange equation
using a cell-centered grid with grid spacing (2h, 2k). We use V-cycles and the value of »; and
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Algorithm 21 Nonlinear Multigrid Method
Set v, to be some initial guess.

While ||(zn — Na(vr))ll2 > tol

vy, — FAS1*(vp, Np, 2, V1, V2)

end

where FAS" is defined recursively as

vh — FAS1* vy, Ny, 2p,v1, 1),

1. If @ =coarsest grid, solve Npu;, = z), using Fixed Point Method and stop.
Else For I = 1,..,v; vy «— FPGS(vy, Ny, 21)

2. vap = I,%hvh
Uop = V2h
zan = IP(2n — Navn) + Napvan

3. vop — FAS1®*(van, Nan, 220,11, 12)
4. vy — v + I (von — Dan)

5. Forl =1,..,v3 vy +— FPGS(vp, Np, z1)

vo depends on the model (see the results section for details). We use standard cell-centered

interpolation and restriction operators seen earlier (§2.6.3).

6.6 Implementation Issues and Numerical Results

In this section we present some numerical results and give details of some of the issues
regarding our implementation of iterative methods for each of the four models. Tests are run
on the test hump image seen in Figure 6.2, which has both smooth regions, high intensity
edges and low intensity edges and the more realistic Lenna image shown in Figure 6.3. In each
case we have tried to choose parameters which give the optimal reconstruction, focusing on
the need to reduce staircasing. What the optimal reconstruction is, is somewhat subjective,
as a guide we have used mesh and image plots as well as Peak signal to noise ratio PSNR (see
§3.7). The PSNR does not always give a clear guide as to whether one image is less staircased
than another as can be seen in the hypothetical 1-d example in Figure 6.1, so we also take
into account the value of PSN Rgrqq Which we define as 1/2(PSN R(u,, ug) +PSNR(uy, U?, )
this should measure how well the derivatives of the reconstruction match those of the true
image. All methods were implemented in MATLAB.

In Figure 6.4, we present some plots showing the results of applying each of the four models

149



Figure 6.1: A simple 1-d example of a staircased reconstruction (squares) which will have a
higher PSNR than the smooth reconstruction (stars), the smooth reconstruction in this case

has exactly the same gradient as the true solution (circles)

Figure 6.2: Mesh plots of true (left) and noisy (right) Hump image
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Figure 6.3: True (left) and noisy (right) Lenna image

to the test hump image, we also show the results of applying TV and H 1 regularization. We
remark that it is not our intention to carry out a detailed comparison of the various staircase
reducing methods in terms of the quality of the reconstructed images, however we make a
few general comments. To some extent all the models can recover better the smooth regions
of the image than the original TV model (3.15) but in our experience models 2 and 3 seem to
give better overall results than model 1 (as would be expected) and model 4 in which there
is some oversmoothing of the edges (particularly the low intensity edges), this is predicted in
[5], With models 2 and 3 for the test image shown we have been able (with suitable choices
of parameters) to reduce the staircasing present in the TV reconstructed image while still
recovering well the high and low intensity edges in the image.

6.6.1 Model 1

For this model we consider three choices of p, p = 1.1, p- 1.5 and p = 1.9 mainly to highlight
the effect the value of p has on the convergence of the various methods (the latter two choices
will of course oversmooth the edges). A suitable value of ah to remove the noise is chosen
for each value, the larger p is, the smaller a/, needs to be. The effect that the parameter fth
has on convergence is also studied.

In Table 6.1 we show results (number of steps required for convergence and epu time in
seconds) for the Fixed Point method (FP), Nonlinear multigrid method (NLMG) and the
explicit time marching method (TM) run on model 1 for the hump image with 3 different
values of p, 1.1, 1.5 and 1.9 the corresponding values of ah are 52, 24 and 15. Also shown are
results for the smoother (FPGS) run on its own. Shown are results for various values of ph.
In all cases the initial guess is taken to be the noisy image z and the stopping criteria is a

reduction in the residual by a factor of 10-4. As linear solver in the fixed point method we use
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Figure 6.4: From top left to bottom right, the images recovered using TV, H1, model 1
(p = 1.1), model 2, model 3 and model 4

152



a linear multigrid method with 2 pre and 2 post correction smoothing steps of Gauss-Seidel
relaxation and stop the iterations when the linear residual has been reduced by a factor of 0.5.
Shown in the table are the choices of 11 and v, which give the optimal nonlinear multigrid

method for each case, also shown is the value of the time step in the time marching method.

Table 6.1: Comparison of Fixed Point, Time Marching and Nonlinear Multigrid for Model 1

with various choices of p and 8

p Bh FP FPGS NLMG T™

steps | cpu | steps | cpu | v1/1p | steps | cpu At steps | cpu
1.1 1072 | 43 | 73 | 748 | 680 | 5/5 4 34 | 5x107% | 9502 | 2540
10-4 | 73 | 216 | 4389 | 4036 | 10/10 66 * * *
15] 1072 | 14 | 19 | 78 61 1/1 13 [ 1x1073 | 4054 | 536
1074 | 16 | 23 | 94 74 1/1 13 | 1x10°3 | 4053 | 536
1071 | 16 | 23 | 119 | 93 1/1 13 | 5x10-4 | 8150 | 1131
1.9 | 1072 6 | 88| 29 | 239 1)1 69 | 1x10-2 | 303 | 56
10-10 6 88 1 29 | 239 | 1M1 69 | 1x10°2| 303 56

WiWwioo|o (Ol e

We observe that the closer p is to 2 the easier the problem is to solve, less steps are required
for each of the methods and less smoothing steps are required in the nonlinear multigrid
method. We see that for p = 1.9 the convergence of the various methods is seemingly
invariant to the value of 8. For p = 1.5 decreasing the value of (3, has only a small effect on
the FP method and the FPGS smoother and no effect on the nonlinear multigrid method.
In the case that p = 1.1 the value of 3, has a significant effect on convergence. We see that
as By is decreased from 1072 to 10™* the cost of the fixed point method increases by 3 times.
The cost of the nonlinear multigrid method doubles and more pre and post correction steps
are needed to ensure convergence. We have been unable to implement the time marching
method in a reasonable number of steps. If By is reduced to 1071° only the fixed point
method converges in a reasonable number of steps (in this case a PCG linear solver with
Cholesky preconditioner gives the best results). This breakdown of the nonlinear multigrid
convergence for very small G, was also observed in the TV (p = 1) case. Apart from this
last case the nonlinear multigrid method significantly speeds up the smoother FPGS and is
faster than the time marching and fixed point methods.
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6.6.2 Model 2

For this model p(|Vul) is chosen to be the polynomial (6.14). There were several problems
that occurred during the implementation of iterative solvers for this model. The first problem
is that the functional is non-convex and the initial guess seems to have an effect on the quality
of the final image. If we take the noisy image z as initial guess we appear to converge to a
minimum which is still highly oscillatory (in this case we use steepest descent as solver). To
achieve the reconstruction of the test image shown in Figure 6.4 we had to take the solution
to the TV problem as initial guess, the following discussion relates to experiments run using
this initial guess.

Another point to note is that unlike in the TV case (and some of the other models
considered here) the D;; terms can take negative values, as a consequence the linear system in
the fixed point method is not necessarily positive definite. We have been unable to implement
our smoother FPGS successfully, this is due to divergence of the inner gauss-seidel steps,
instead we have used a slight modification of this smoother which we will denote FPGS2.
Instead of updating u**+! by applying 3 Gauss-Seidel steps to the linear system L(uf)wy, = 2,
we apply 3 Gauss-Seidel steps to the linear system (A + L(u¥))ws = 25 + )‘“z (essentially
we add a Au term to both sides of the Euler-Lagrange equation and lag the right hand side
term). Taking A large enough will ensure diagonal dominance of the inner linear system and
hence positive definiteness, which ensures convergence of the Gauss-Seidel steps. In addition
we have also used this approach when implementing the fixed point method. We tried to
implement the fixed point method in its original form but had problems finding a suitable
inner solver (linear multigrid did not converge and PCG was not an option) we settled on
the minimum residual method but found that the outer fixed point steps stagnated, this was
also the case when we used a direct solver to solve the linear system. Under-relaxation of the
fixed point iterates was required to ensure convergence, with the under-relaxation parameter
in some cases being quite small. Using the modified fixed point method, we can use linear
multigrid or PCG as the inner linear solver and the outer steps also converge.

We implemented the time marching method, the modified fixed point method and the
nonlinear multigrid method with FPGS2 smoother on the test hump image using a value
of s =0.2,a, =10 and A = 7, in this case only 2 pre and 2 post correction smoothing
steps were required in the nonlinear multigrid method which converged in 9 steps and was
around 1.75 times as fast as the modified fixed point method and over 5 times as fast as
the time marching method. However when we tried to implement this model for the Lenna
image we could not achieve a reasonable quality reconstruction, the image tended to look
too blurred or be contaminated with undesirable artifacts. In addition we found that the
nonlinear multigrid method is not effective in that the convergence stagnates unless a large
number (10 or more) of smoothing steps is used and the total number of smoothing steps in
this case is more than if the smoother were run on its own. The convergence of the modified
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Table 6.2: Comparison of Fixed Point, Time Marching, Nonlinear Multigrid and Nonlinear
Conjugate Gradient (NLCG) for Model 3 on the hump image (left) and Lenna image (right)

Hump Lenna

Method || Steps | cpu(s) || Steps | cpu(s)

FP 9 12.2 10 124
FPGS 32 18.6 22 13.1
NLMG 2 6.3 3 9.8

™ 211 32.5 169 24.8
NLCG 42 21.7 35 19.5

fixed point method also seems somewhat unstable and typically the number of steps required
by the modified fixed point and time marching methods is considerably larger than the case
of the hump image above. We note that some of the problems with the iterative methods
described above also occur in the case of the hump image for larger values of s (although
these do not produce good reconstructions). More work is needed on this model before we
can draw any firm conclusions.

Finally we note that the value of 3), seems to have no effect on convergence for this model
and so it is taken to be very small (10‘10) in the implementation.

6.6.3 Model 3

We have implemented model 3 with the choice of p(|Vu*|) described by (6.17). We have been
able to implement a working nonlinear multigrid method (with the usual FPGS smoother)
as well as the fixed point and time marching methods. Since a nonlinear conjugate gradient
(NLCG) solver is used in [63] for this model we also implement a version here for comparison.

For the parameters g; and g; in (6.17) we take g; = g;,,,,/50 (as in {63]) and g; = sg}; .
where 0 < s < 1 and is chosen to give the best visual results, g, is the maximum value of
g;; over all (i,7) where the g;; is the discretization of |Vu*| at grid point (4,), u* in this
case being the TV solution urv.

In Table 6.2 results of running FP, NLMG, TM and NLCG on model 3 for the hump test
image are shown. In this case we take s = 0.2 and aj, = 30, B, in this case appears to have
no effect on convergence and is taken to be 107!%, We take z as the initial guess and the
same stopping criteria as above is used. In the nonlinear multigrid method 2 pre and 2 post
correction smoothing steps are used. For the fixed point method linear multigrid is used as
the linear solver again with the same stopping criteria as in model 1. The time step in the
time marching method is At = 8.0 x 1073.

We observe that the nonlinear multigrid method reduces the cost of the smoother alone
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by approximately 65%. Nonlinear multigrid is around 2.1 times faster than the fixed point
method, around 5.2 times as fast as the time marching method and around 3.4 times as fast
as the nonlinear conjugate gradient method.

In our second test, we compare the performance of fixed point, time marching and non-
linear multigrid on the more realistic Lenna image. In this case we take s = 0.9 and aj = 11.
The implementation is as above, except that the time step At = 2.2 x 10~2 is used in the
time marching method. The usual initial guess and stopping criteria are used, results are
given in Table 6.2 (right).

In this case the speed up in the smoother achieved by the nonlinear multigrid method is
around 35% (note that the smoother itself is competitive with the fixed point method), the
nonlinear multigrid method is around 1.3 times as fast as the fixed point, around 2.4 times
faster than the time marching method and around twice as fast as the nonlinear conjugate

gradient solver.

Other Choices of p and u*

One of the advantages we have found with using Model 3 over Models 2 and 4 is that iterative
solvers and in particular the nonlinear multigrid method are robust with respect to different
choices of p, since changing p does not alter the nature of the Euler-Lagrange equation, only
the exponent of g; ; at each grid point. Focusing on the hump image we outline below the
performance of the iterative solvers for several different choices of p that we have considered.

We consider the following choices for p

1. A general quadratic which satisfies p(0) = g, p(sgh,,.) = 1 and p/(g%,,) = 0, where
1 < g < 2. Specifically here we consider ¢ = 2 and g = 1.5 we note that the latter
choice is equivalent to the p from [63] with g; = 0.

2. A general third order polynomial satisfying p(0) = ¢, p'(0) = 0, p(sg},.) = 1 and
P'(95qs) = 0 again taking ¢ = 2 and ¢ = 1.5, the former choice here is like the
polynomial used in model 2.

3. A rational function like that used by Chen et al in [41] but with the threshold for
switch to TV regularization based on [Vu*|. See equation (6.19) above.

Note that in all cases p = 1 whenever g;'; > sgp,,, with s being a user defined parameter.
Figure 6.5 illustrates the nature of each choice with a plot of p against g, also shown is the
choice from [63] used above. Note that in the case of the rational (right plot) the choice of
k in (6.19) is important, in the experiments below we take k = .01.

In Table 6.3, information is given on the cost of running the three iterative solvers with
each choice of p on the hump image. In each case we take s = 0.2, a; = 30 (this choice is

reasonable in all cases, but the optimal a may vary with p) and 8, = 10~1°, In all cases
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Figure 6.5: Plots of p against g for polynomial (full line) and quadratic (dashed line) from 2
and 1.5 (left), choice of Karkkainen and Majava (centre) and rational with various values of

k (right).

we use 2 pre and 2 post correction smoothing steps in the nonlinear multigrid method, the
fixed point method is implemented as above and the time step for the time marching method
is given in the table. Results for the Karkkainen, Majava (km) type choice are reproduced
for comparison. We observe that all the choices which have p(0) = 2 behave similarly in
terms of convergence, while the costs associated with the choices satisfying p(0) = 1.5 are
larger. Note that for these more difficult problems, the advantage of the nonlinear multigrid
method over the other methods has grown. The time marching method suffers particularly
badly, the multigrid method being up to 100 times faster as compared to around 7 times for
other choices, while the nonlinear conjugate gradient is as much as 16 times slower than the
nonlinear multigrid method, as compared to three and a half times slower for other choices.
We remark that, the choice of Karkkainen and Majava was used originally to avoid difficulties
in implementing their nonlinear conjugate gradient method for such choices. Taking g even
closer to 1 will lead to a further increase in cost and eventually to a sensitivity to small values

of /7, although as we see below, there is likely to be no advantage in terms of image quality.

Remark 6.6.1 The costs of one step of the various methods for the km choice is slightly
less than for other choices, this is because the cpu time associated with evaluating gp,,~1 is
slightly less for PiJ = 1 or 2 than it isfor 1 < PiJ < 2 and the km choice hasp,} = 2 at
more places.

Finally we make some comment about the quality of the reconstructed image in this case.
In Figure 6.6 we show a 1-dimensional slice through the reconstructed hump image, for each
choice of p used above as well as the original image and the TV solution. We see that all

results are clearly less staircased than the TV solution which has the lowest PSNR and
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Table 6.3: Comparison of iterative solvers for various choices of p on hump image

FP FPGS NLMG ™ NLCG
P steps | c¢pu | steps | cpu | steps | cpu At steps { cpu | steps | cpu
quad (2) 7 113 35 | 220 2 6.8 | 80x1073 | 222 | 464 43 27.0
poly (2) 7 133 35 | 219 2 69 | 80x10"3 | 223 | 485 41 25.9
quad (1.5) 17 | 283 | 158 | 99.7 4 13.7 1 6.0x 1074 | 6254 | 1380 | 258 | 227.3
poly (1.5) 16 }27.0] 153 | 96.8 4 13.6 | 6.0 x 10-% | 6135 | 1322 | 198 | 171.9
rat (k = 0.01) 7 1121 34 | 218 2 7.0 | 80x 1073 | 218 | 470 42 26.3
km 9 (122 32 |186| 2 6.3 {80x10"3 | 211 | 325 | 42 | 21.7

PSNRgyrqaq values. The best looking images are the two recovered using the third order
polynomial choice of p (third row), the ¢ = 2 choice seems to look the smoothest and indeed
has the highest PSNRg,4 value of all choices (a 15% increase on TV), the ¢ = 1.5 choice
achieves the highest PSNR value of all choices (a 4% increase on the TV). Although it is
hard to see from the figure their is less loss of intensity at the peak of the hump, than in the
g = 2 case and the background is slightly less oscillatory as well. We note that the second
highest PSNR value was achieved with the polynomial with ¢ = 2 and the second highest
PSN Rgraq value with the polynomial with ¢ = 1.5. Given that the ¢ = 1.5 case is slightly
less smooth on the sides of the hump than the ¢ = 2 choice there is likely to be no advantage
in taking q even smaller.

Of the other choices the km choice achieved the lowest PSNR and PSN Rgraq values
(apart from TV), we see that visually the reconstruction looks similar to the quadratic with

= 1.5, but the background is slightly more noisy.

Remark 6.6.2 The hump image was designed to have simply smooth regions and edges,
for the Lenna image which also includes a lot of fine detail, PSNR and PSNRg..q volues
achieved with all choices, including TV, are very similar, visually a reduction in staircasing
can be seen with all p choices used above (provided suitable parameters are chosen) but it is

difficult to say which is best.

As well as using different p, different choices of u* can also be used, all the results presented
above are for u* = ury, but we have observed similar convergence properties for u* = G * 2
where G is a Gaussian used to smooth the original noisy image. This choice does of course
avoid the cost of having to solve the TV problem first. Taking u* = G * z may give slightly
better visual results for the Lenna image, while for the hump u* = ury appears to be best.
We note that u* can also be iterated, although we have found no real advantage in doing

more than two iterations.
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Figure 6.6: From left to right and down, 1-d slice of true image and images recovered using
TV, quadratic 2 and 1.5, polynomial 2 and 1.5, rational and km



Table 6.4: Comparison of Fixed Point, time Marching and Nonlinear Multigrid for Model 4
on the hump image (left) and Lenna image (right)

Hump Lenna
Method || Steps | cpu(s) {| Steps | cpu(s)
FP 16 17.9 22 24.7
FPGS 140 31.3 78 17.5
NLMG 6 8.0 8 10.3
™ 378 34.2 245 21.8

6.6.4 Model 4

We consider (6.20) only for the case
€T
ex+q

n(z) = (6.32)

In this case the functional is convex (see [6] for the conditions on 7 required for a convex

functional). Also

®'(z)  (e+q)(ex +29)
z (ex + q)?

which is positive for nonnegative z ensuring a positive definite linear system in the fixed

D(z) =

(6.33)

point method. With this choice we have successfully implemented nonlinear multigrid, fixed
point and time marching methods. With other choices of #(z) e.g 2 — p(z) where p is the
third order polynomial, we may not have a convex functional and some of the same issues as
in the case of Model 2 may arise. We are not aware of the choice (6.32) being used before
but in our experience it is easier to implement iterative solvers for this case.

We have found that the choice of € is more important than the choice of ¢ in obtain-
ing a reasonable reconstruction. With our choice of = the Euler-Lagrange equation is not
degenerate for |Vu| = 0 and so we take 8, = 0.

In Table 6.4 (left) we show some results for the FP, NLMG and TM methods run on model
4 for the hump image, with the particular choice of 7 outlined above. For the parameters ¢
and ¢ in 7 we take values 0.001 and 0.005 respectively, the value of a; is 9. We have found
in this case that the fastest multigrid method was achieved if we took the parameter it in
the FPGS smoother (see Algorithm 13) to be 1 rather than the usual 3. The initial guess,
stopping criteria and linear solver for the fixed point method are the same as in the case of
model 1 and model 3. In the nonlinear multigrid method we use 2 pre and 2 post correction
smoothing steps and in the time marching method we use a time step At = 1.3 x 10~2,

We observe that the nonlinear multigrid method reduces the cost of the smoother alone
by around 75%. The nonlinear multigrid method is ~ 2.2 times as fast as the fixed point
method and = 4.3 times as fast as the time marching method.

160



Figure 6.7: Close up of Lenna Image recovered using model 3 (left) and model 4 (centre),
with TV result (right) for comparison, notice the reduction in staircasing on the face and

shoulder

We also applied model 4 to the Lenna image, results are shown in Table 6.4 (right). The
value of g and e are as above, but ah = 5. The implementation is as above, except that the
time step in the time marching method is Af = 2.7 x 10~2.

In this case the FPGS smoother on its own performs quite well and is actually slightly
faster than the fixed point method with linear multigrid inner solver, this suggests that we
are oversolving the linear equation in the fixed point method and we can view the FPGS
smoother with just one gauss-seidel sweep as an optimal fixed point method. The nonlinear
multigrid method is 1.7 times faster than FPGS. The time marching method is actually quite

competitive in this case at around twice the cost of the nonlinear multigrid method.

Remark 6.6.3 Although model 4 did not perform that well on the hump image with over-
smoothing of some edges, we have observed for more realistic images like the Lenna image,
where the intensity of edges is more uniform, this model does not perform that badly in
comparison with model 3 as can be seen from the plots in Figure 6.7.

6.7 Conclusion

We studied several staircasing-reducing regularization methods and compared three different
iterative solvers for the solution of the resulting equations, a nonlinear multigrid method
similar to the one we used in Chapter 4 for the TV problem, a fixed point method similar
to the method used by Vogel and Oman for solving the TV problem and an explicit time
marching method. In the case of model 3 a nonlinear conjugate gradient solver was also
compared as this approach was used in [63]. By studying the simple model 1 we observed
that the closer the exponent p of the |JVu] term was to 2 the less steps were required by

each of the iterative methods and the less smoothing steps were required for each step of the
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multigrid method, in addition while the convergence of the multigrid method breaks down
for small 3, when p is close to 1 for larger p the convergence properties are invariant to the
value of Bp. In this case large values of p oversmooth the edges, however the convergence
properties seen for large fixed p also seem to carry over to the case of model 3 where the value
of p varies with position in the image and is based on the gradient of some initial image u*,
taking a value 1 at edges and a value between 1 and 2 in smooth regions and flat regions. We
tested the specific choice of p(|Vu*|) used in [63] and several other more general cases. In all
cases the nonlinear multigrid method was the fastest iterative solver with its advantage over
the other methods growing for the harder choices. We have also observed that this model
produces good quality reconstructions reducing the staircasing effect while still recovering
sharp edges.

While the non-convex model 2, in which p is chosen to be a monotonically decreasing
function of |Vu|, can also with a suitable initial guess produce good quality reconstructions
for the simple hump image we encountered some problems when attempting to implement
iterative solvers for this problem. We had some success with a nonlinear multigrid method
using a modified version of the FPGS smoother and with a modified fixed point method
when denoising our simple hump image, however there seems to be a lack of robustness of
the iterative solvers with respect to different images and changes in parameters. In addition
we had problems achieving good quality reconstructions for the Lenna image.

In the case of model 4 we found a choice for 7 which resulted in a convex functional and
did not require the use of a perturbing parameter 3 in the Euler-Lagrange equation. In this
case fewer inner Gauss-Seidel steps were used in the FPGS smoother as this resulted in the
fastest multigrid method. Running this model on the hump image revealed that it may have
a problem recovering low intensity edges however reconstructions of the Lenna image looked
reasonable. Other choices of 7 which lead to non-convex functionals are likely to prove more
of a challenge.

Overall taking into account both the quality of the reconstructed image and the efficiency
and robustness of iterative solvers, we favour model 3 with the nonlinear multigrid solver and

a third order polynomial choice for p.
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Chapter 7

‘Models and Solvers for Image

Deblurring

Useful Section References: §2.3, §3.2,§3.5, §3.6, §4.2, §5.1, §5.2, §A.6.3
Main Reference Material: (20, 22, 24, 29, 33, 34, 36, 38, 55, 56, 71, 79, 83],(93]-(97]

Recall from Chapter 3 that the full TV deblurring and denoising problem involves the mini-

mization of the functional
Vuj? — 2)2
/Q VIVul? + 8+ 1/2(Ku — z)2dxdy. (7.1)

and the corresponding Euler-Lagrange equation is

V. [ ) + K Ku = K7
\VIVuE + B pEhE (7.2)

Discretization of (7.2) leads to an equation of the form
aL(uyu+ KTKu = K73, (7.3)

where L is an N x N sparse banded matrix and K is a Block Toeplitz matrix with Toeplitz
blocks (see §7.2). The cost of inverting and multiplying by K can be reduced to O(NlogN)
by making use of fast fourier transform techniques. In general, the more noise there is the
larger o should be and the more expensive it is to solve the nonlinear equation using the
iterative methods currently available.

In this chapter details are given of our current work on deblurring, previously presented
in [38]. Two current areas of investigation are detailed, both of which in some way try
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and make use of iterative methods used for the pure denoising problem, within a deblurring
and denoising context. The first is a new deblurring model which builds upon the two-step
method presented in [38]. The model attempts in some way to decouple the denoising element
of the image restoration from the deblurring element. At this stage work on this model is
still ongoing and so no numerical results are presented here. The second area involves the
development of two new iterative solvers for the total-variation deblurring problem. The new
methods are shown to be somewhat complementary to the existing fixed point method, in
that they perform best when « is large as opposed to the fixed point method, which performs
best for small a. Consequently the new methods are most effective for problems involving
low or moderate levels of blur and high noise levels.

The rest of the chapter is organized as follows, in section 7.1 some useful results on
the Discrete Fourier Transform and Toeplitz and Circulant Matrices are reviewed, in §7.2 I
outline the discretiztion of the Euler-Lagrange equation, in §7.3 some of the iterative methods
currently used to solve the discrete Euler-Lagrange equation are surveyed, in §7.4 the two
step deblurring model is introduced, in §7.5 the new iterative methods for the TV problem
are presented, in §7.6 some numerical results relating to the methods of §7.5 are presented

and finally I draw some conclusions and comment on future work in §7.7.

7.1 Toeplitz and Circulant Matrices and the DFT

This section gives a brief introduction to the Discrete Fourier transform, its fast implemen-

tation via the fast fourier transform and its connection to Toeplitz and circulant matrices.

7.1.1 The Discrete Fourier Transform

Definition 7.1.1 (The Discrete Fourier Transform)
Given a vector f= (fo, f1,...s fa-1) € C" the discrete fourier transform (DFT) of f is defined

by

n-1
[DFT{filk =) _ fie 2™k k=0,1,.,n~1
§=0
where i = v/=1. In matriz notation this is [DFT{f}], = [ﬁ‘nf]k where F, has entries
[ﬁ‘n]kj — e-i21rjk/n'
The inverse DFT (IDFT) of 9= (90,..,9n—1) €™ is defined by

1 n-1 ] ' .
[IDFT{g}]k = ; Zgjeﬂﬂk]/‘n = [Fn_lg]k
j=0
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Definition 7.1.2 (Two-dimensional DFT)
The two-dimensional DFT (DFT2) of an array f € C™*™ with entries fij0<i<n-1
0 <j<m-—1is defined by

n—-1m-1

[DFT?{f}]kt = Z Z f”e~i27r(kr/n+la/m) 0<k<n- ,0<i<m-1

r=0 s=0
The inverse DFT2 (IDFT2) of an array g € C**™ is defined by

n-lm-1

1 .
UDFT2{g}ui = — 3" 3~ gree™kr/ntle/m g <k <p—1,0 <1 <m -1

r=0 s=0

7.1.2 The Fast Fourier Transform

If the 1-dimensional DFT is implemented using standard matrix vector multiplication on a
vector of size n then the computational cost is O(n?). The fast fourier transform (FFT)
devised by Cooley and Tukey reduces this computational cost to O(nlogn). The ideas
behind the fast fourier transform algorithm are outlined below. Consider a vector f =
(fos f1, s fn=1) € C™. Assume that n is a power of 2 and define p=mn/2 and

wp = e~i2m/n, (7.4)

The Discrete Fourier Transform of f can then be written as

2p-1
[DFT{f}]x = Z fjw§;> k=0,1,...,n~1. (7.5)
=0
This can be split into two sums
p~1 ) p-1 ‘
[DFT{f}}x = Zfzngf;k + Zfz,-+1w§f,””'°, k=0,1,.,n~1 (7.6)
j=0 Jj=0
Now wggk =wik so
-1 . p-1
[DFT{f}}x = 3 fojwiF + Y finwituk k=01, n -1, (7.7)
=0 j=0

If we define £°™ = (fo, f2, ., fa—2) and £ = (f1, f3, .., fa_1) then we see that for 0 k<
p—1

[DFT{€}]x = [DFT{f**"}]i + w, [DFT{*}), . (78)
Furthermore
w,‘,’+k — e~i2m(ptk)/p _ w,’.f (7.9)
and
WK = gmi2n(ptk)/2p _ ~wh : (7.10)
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so
[DFT{f}]k+p = [DFT{f*"**}];, — w§ [ DFT{f*%}), (7.11)
for 0 < k < p — 1. The discrete fourier transform of f can therefore be written in terms of

the discrete fourier transforms of 2 vectors half its size
[DFT{f}]x = [DFT{f*"}} + wk[DFT{r%}), (7.12)

[DFT{}li4nj2 = [DFT{f**"}]; - wE[DFT{144}]; (7.13)
k=0,1,..,n/2 - 1.

Since we are assuming that n is a power of 2 this process can be applied recursively until we
have the Discrete Fourier Transform of f entirely in terms of discrete fourier transforms of

single elements (vectors of size 1).

Computational Cost

Let FFT(n) denote the number of operations required to evaluate DFT{f} where f is of
size n, using the fast fourier transform and assume that n = 29, Given DFT{f"*"}
and DET{f*%} only O(n/2) operations (the evaluation wk , the multiplication of wk by
[DFT{f"dd}]k and 2 additions for each k¥ = 0,1,..,n/2 ) are required to evaluate DF;‘{f}
also FFT(1) = 0 therefore

FFT(n) = 0(n/2) + 2FFT(n/2)
=0(n/2) + 2(0O(n/4) + 2FFT(n/4))
= O0(n/2) +2(0(n/4) + 2(0O(n/8) + FFT(n/8)))

= 0(qn/2)

where ¢ = log, n.

A similar process to that used to evaluate the DFT can be used to evaluate IDFT. The
two dimensional DFT can be evaluated by performing a 1-D DFT on each of the columns
of f and then performing 1-D DFT’s on the rows of the resulting array. Making use of the
FFT the cost of DFT2 is O(nmlogy(nm)). The FFT is very useful for efficiently computing
matrix vector products of Circulant and Toeplitz matrices as we will see later.

7.1.3 Toeplitz and Circulant Matrices

Definition 7.1.3 (Convolution Product)
The convolution product of vectors t = (t1-n,..to, 1, ..., tn-1) and f€ C™ is defined by

n—-1
[txfli = Zti—jfj i=0,.,n~1

=0
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The two-dimensional convolution product of an array t with components t;;,0 <i < n-1,0 <
j<m-—1 and an array f € C**™ is defined by

[

n-1m-1

[t * flij tickj-tfeg 1-n<i<n-11-m<j<m-1
k=0 1=0
Definition 7.1.4 (n-periodic)
A discrete vector t is called n-periodic if t; = t; when i = j mod n. Given a vector t
(tos - tn-1) € C the periodic extension of t of size 2n ~ 1 is the n-periodic vector t°*t =
(52t . 167, .., 185 for which £t =t ,i=0,.,n~1

The following theorem relates the convolution product and the discrete Fourier Transform

Theorem 7.1.1 If t and f € C™ and t*** is the periodic extension of t of size 2n — 1 then

£  f = IDFT{DFT{t}.* DFT{f}]. (7.14)
Proof
Define w = e~ i27/™ g0 that e~#277%/n = 7k From Definition 7.1.1
n—-1
DFT[{t= » f}lx = Y _ ([t°* » £];) w?*. (7.15)
i=0

From Definition 7.1.3 we see that this is

n-1 /n-1
DFT[{tezt*f}]k = z (Z teztg.fz) Wik

j=0 1=0

= z f1 Z tezt . (716)

=0

Ifweset j=i+Ilsothat j=0whenl=—iand j =n~1when!=n-1-1iwehave

n—1 n-1-i
DFT[{t** x f}) = Z fi ( Z tleztw(l-;-i)k)

1=0 l=—i

n-1 n-1-i
— ik Lk
= ;Z—% fiw' lz:. tertulk, (7.17)

Now t¢* is n-periodic so t“"“ = tf,“f_‘p for p=1,..,n~1. Also if k is an integer

(4n)k _ -i2n(4n)k/n _ —i2nlk/n —i2xk _ —i2nlk/n lk
w e =e e = =2k = (7.18)
SO
n—-1-¢ n—1~4
E ttel'twlk Z tel!wlk+ Z text lk
l=-i l=n-1i
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n-1
=Y ti**w!* = [DFT{t}i for all i € (0,1, ..,n — 1)
’=0

therefore

n-1

DFT[{t*t x f}]s = (Z fw'*

=0

and the theorem is proved.

A similar result in two dimensions shows that

te « f = IDFT2[DFT2{t}. x DFT2{f}],

) [DFT{t}} = [DFT{}]x[DFT{t}s.

(7.19)

(7.20)

(1.21)

where t°* is the (n, m)-periodic extension of size (2n — 1) x (2m — 1) of the n x m array ¢.

Definition 7.1.5 (Toeplitz Matrix)

An n x n matriz T is said to be toeplitz if it has the form

[ to
t

tn-2

th-1

-

i.e it is constant along its diagonals.

[

to t-1
t1  to

tn—2

t2-n

tl—n
ta_n

-

A Toeplitz matrix T can be uniquely determined by its first row and column only. The 2n -1
vector t = (t1-nst2—n,.rt—1,t0,t1, ...,tn-l)T is therefore defined as the generator of T, this

is denoted T = toeplitz(t). If f = (fo, fi, ., fa=1)7 € C™ then

n-1
[Tfli= Y tioify = [tx 1L
=0

j

Definition 7.1.6 (Circulant Matrix)
An n x n matriz is said to be circulant if it has the form

cg
1

Cn-2
| Cn-1

Cn-1
¢ Cn-1
Cy Co
Cn-2
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A circulant matrix is a matrix which is Toeplitz and which has the added property that each
column is the previous column downshifted by 1 with the last entry of the previous column
wrapping around to become the first entry. A circulant matrix can therefore be determined
by its first column only. We define ¢ = (g, ¢1,....,¢q—1)7 as the generator of C and write
C = circulant(c). Of course since C is Toeplitz we can also define C = toeplitz(c®*)
where €% = (C, -+, Cr=1,C0) C1,+-yCn—1)% is the n-periodic extension of ¢ of size 2n — 1.
This means that for a vector £ = (fo, f1,.., fa~1)7 € C"

Cf=c**t xf. (7.23)
From theorem 7.1.1 we see that this is
Cf = IDFT{DFT{c}. x DFT{f}}, (7.24)

which can be done using fast fourier transforms. This gives us a computationally efficient way
to compute Cf which requires storage of the first column of C only. If we rewrite equation

(7.24) in matrix form we have

Cf = F71(E,e.x F, f)

= F-ldiag(Fpc)Fof ' (7.25)
which implies that
C = F'diag(DFT{c})F,, = F}diag(DFT{c})F,, (7.26)

where F,, = ﬁﬁ‘n is a unitary matrix known as the fourier matrix. Thus any circulant
matrix can be diagonalized by the Fourier matrix F' and the eigenvectors of all circulant
matrices of size n are the same. Furthermore the eigenvalues of a circulant matrix are the
entries of DFT{c}.

An m x m block matrix with n xn blocks is said to be Block Toeplitz with Toeplitz blocks
(BTTB) if each of its blocks is Toeplitz and it has a Toeplitz structure at the block level ag
well. A BTTB matrix has generator ¢t = (t1-m, .., o, ., tm-1) Where t; is the generator of
the block Tj. If f € C* and T is an nm x nm BTTB matrix, then

Tf = vec(t x array(f)), (7.27)

where vec stacks an n x m array columnwise into a vector and array is its inverse. A Block
Circulant matrix with Circulant blocks (BCCB) is defined analogously and has generator
¢ = (€g, --»Cm~1), stacking this array columnwise into a vector gives the first column of the
BCCB matrix. Analogous to the circulant case the matrix vector product of a BCCB matrix
C and a vector f of size nm can be written as

Cf = vec(IDFT2(DFT2(c). » DFT2(array(f))), (7.28)
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where .* denotes componentwise multiplication. This relationship allows us to calculate ma-
trix vector products of C in O(nmlog(nm)) operations using FFT’s with storage of the gen-
erator of C only. Note also that the cost of inverting a BCCB matrix is also O(nm log(nm)).

If C, and C; are two BCCB matrices with generators a and b, then clearly C, + C, is a
BCCB matrix with generator @ + b, in addition Cyq = C,C} is also a BCCB matricx, further-
more the first column of Cy i.e vec(d) is Cyvec(b) = vec(IDFT2{DFT2{a}. * DFT2{b}}) so
d = IDFT2{DFT2{a}. « DFT2{}}.

To efficiently compute matrix vector products involving BT'TB matrices a process known
as circulant extension, in which the BTTB matrix T is embedded in a larger BCCB matrix
is used. Algorithm 22 outlines how to compute Tf if T is BTTB with generator t.

Algorithm 22 BTTB Matrix Vector Products Using Circulant Extension

1. Extend ¢ to a 2n x 2m array ¢ by adding a top row and left column of zeros.

9. Partition { into four n x m subblocks and then reorder the subblocks to form the
generator for a BCCB matrix ¢

Fo | i 2 ‘= t~22 t~21
ta1 22 ti2 ti
3. Take f = array(f) and embed it in a 2n x 2m array f
: [ro
d [ 0 0

g = IDFT2(DFT2(f). » DFT2(¢))

4. Compute

5. Take the leading n x m subblock, g11, of the array g. Tf is then given by

Tt = vec(g11)

7.1.4 T. Chans Circulant Approximation

For a general nxn matrix A, T. Chans circulant approximation [22] c(A) is the nxn circulant
matrix C which minimizes ||C — A||r, where ||.{r denotes the Frobenius norm defined by
Al = 4/2: ;1ai,5(%. The generator of c(A) is given by the formula

1
a=— Y am I=0.n-1 (7.29)
j—k=l(modn)
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The ¢; are just the average of the diagonals of A with the diagonals extended to length n by
a wrap around.

Example
For the 4 x 4 matrix shown below the entries which are used to calculate ¢; are shown in

bold.

1 3 6 8
2 7 5 4
31 5 4
2 6 5 3
c1 is therefore given by }(2+1+5+8) = 4. .

For the specific case when A is an n x n toeplitz matrix the generator for T.Chans circulant

approximation c¢(A) can be defined from the generator of A, a = (a1_p,..,aq,...,apn-1)T by

— (n - j)aj + jaj~n
n

G Jj=0,.,n~1 (7.30)

¢(A) can be therefore be computed in O(n) operations. Similarly if A is sparse with just a
few nonzero diagonals ¢(A) can also be computed in O(n) operations.

A BCCB approximation cz(A) of a block matrix A can be computed by first approximating
each block in A by a circulant matrix as above and then applying the same approach at the

block level.

7.2 Discretization

In this section I outline the discretization of the Euler-Lagrange equation for the TV deblur-
ring problem (7.2).

The diffusion term in the Euler-Lagrange equation is discretized in exactly the same way
as in the denoising problem, so using the usual matrix notation we have ap BE(u,)~!Bu,
(as defined in §3.5.1) which I will denote L{up)uy, all that remains is to discretize the term
K*(Ku — z). To avoid confusion with the kernel function, the grid spacing in the y-direction
will be denoted by p rather than the usual k. By midpoint quadrature we have

m n

s=1r=1
where E = hp(kl~m, - Koy ey km-l) and kj = (k((l - n)hajp)’ ey k(oajp): ey k((n - l)h,jp))T.
From (7.28) the discrete version of Ku is Ku where K is a BTTB matrix with generator
k. The discrete version of the adjoint operator K* is just KT, Hence we have the discrete

Euler-Lagrange equation
aL(u)u+ KTKu = KTZ. (7‘32)
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In practical applications it is usually the case that we are given a n x m 'PSF array’ H
which results from imaging a point source, assumed to be located at the central pixel (n/2 +
1,m/2+1) [55] (rather than having an explicit formula for k). The array H contains all the
nonzero entries of k and is the central n x m block of k, where k is the 2n x 2m array which
results from adding a top row and left column of zeros to k. Given H we can replace steps
1 and 2 in algorithm 22 with

1. Partition H into four n/2 x m/2 subblocks

o= Hy Hyp 733
Hz Hi (7.33)

note that fco,o is the top left entry of Hj .

2. Form the 2n x 2m BCCB generator array

Hy; 0 Hy
é=| 0 0 o0 (7.34)
Hy 0 Hy

7.3 Solving The Euler-Lagrange Equation

Several of the iterative methods used to solve the denoising problem (§3.6), can also be
applied in the deblurring case.

The simplest approach is just to use the artificial time-marching method i.e find the
steady state of

VIVul?+ 4

using an explicit time-marching method. The update of u is done as follows

us = aV. (——31‘———> ~ K*(Ku + 2) (7.35)

u™t! =u" — At (L(u")u" + KT(Ku" - z)). (7.36)

As in the denoising case the time step At has to be small due to stability constraints, resulting
in very slow convergence, which can be somewhat improved by multiplying the right hand
side of (7.35) by |Vu|. Each step of this method simply requires evaluation of the entries of
L(u") plus matrix vector multiplications by L, K and KT.

The ’lagged diffusivity’ fixed point method of Vogel and Oman can also be used in the
deblurring case. In this method the following linear equation is solved to update u on each

step.
aL(ur)ur-H + KTKur-H = KTZ. (7.37)

The linear system is symmetric positive definite and is usually solved using the preconditioned
conjugate gradient method (PCG), the main cost of each step of the PCG method is a matrix
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vector multiply by aL{(u”) + KTK and the inversion of a preconditioner A{. One option
would be to take M = ca(aL(u”)) + c2(K)Tcz(K) where c3(A) denotes T.Chans BCCB
approximation of A. For an n x m image the construction cost of the preconditioner will
be O(nm) and its inversion using FFT’s will have cost O(nmlognm). A similar approach
with similar costs, using cosine transforms and optimal cosine transform preconditioners is
presented in [24]. These cosine transform preconditioners give better approximations to
the elliptic operator. Ano~the£ option proposed by Vogel and Oman [95] is the product
preconditioner M = v YKTK + yD)Y2(yI + aL)(I.{Tf( + 4I)Y/2, where K is a circulant
approximation to K. The aim here is to ‘split up’ the preconditioning of the elliptic and
the convolution terms. (KTK + ~I )2 is inverted using FFT’s and ("I + al) is inverted
using PCG with multigrid preconditioner. In [24] ‘diagonal scaling’ of the cosine transform
and product preconditioners is employed to try and better capture the large variations in
the D; ; terms within the elliptic operator. Two level preconditioners are employed in [79]
by Riley. Finally I mention an attempt in [20] to use a linear multigrid solver to solve the
linear equation. This work only looked at the 1-dimensional (signal processing) case and an
efficient implementation of the proposed method could not be obtained.

The primal-dual Newton method also applies in the deblurring case, the system of equa-

tions to be solved becomes
—aVaw+K*(Ku—2)=0

wy/|Vul2+8-Vu=0 . (7.38)
lw(z,y)| < 1V(z,y)
The inner solve in this case will involve solving something of the form

(H(un) + KTK)dus = g(un). (7.39)

where H{uy) is a discretization of

oV 1 I leuT + Vuw? v I
\VIVul2+3 2 JIVulr+p A (7.40)

In [33] PCG with cosine transform preconditioners is suggested for the inner solve.

7.4 An Alternative Two-Step Deblurring Model

In [38] we proposed the following two-step method for denoising and deblurring an image.

1. First approximate Kug (where uo is the true image) by solving the denoising problem
. 2
min /9 or VIO + B+ 1/2(w — z)2dzdy (7.41)
which has Euler-Lagrange equation

oV [ Y e
VIvep+g) T TF (7.42)
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2. Approximate ug by solving the deblurring problem
min/ azy/|Vul2 + 8 +1/2(Ku — w)?dzdy (7.43)
¥ Jo

which has Euler-Lagrange equation

-, V. <\/W7—~Z_F—2:+:B) + K*(Ku — w) (7.49)
The idea is to try and decouple the denoising from the deblurring. The cost of the pure
denoising problem (7.41) is relatively cheap and the value of a; needed in (7.43) should be
less than the equivalent value of « needed in (7.1) since some of the noise has been removed
by the first step, reducing the cost of solving the resulting Euler-Lagrange equation. We
proposed using nonlinear multigrid to solve the discretization of (7.42), for the solution of
the discretization of (7.44) fixed point or primal-dual Newton can be used.

To try and make this approach more formal we have recently considered the following

minimization problem, which is not equivalent to the above approach but is in a similar vein.

min J (u, w), where J(u,w) = /Q 2| Vulp + a1|Vwls + 1/2(w — 2)? + v/2(Ku ~ w)?dzdy
u,

(7.45)
Here u will be an approximation to the true image up and w an approximation to Kug.
The minimization problem is solved via an iterative procedure in which u is fixed and the

nonlinear PDE

Vw
—-a1 V. (m) + (1 + 7)w - (Z + ’Cu) =0 (746)
solved to update w, the new value of w held fixed and
O Vu
——V. (——) +K* (Ku—w) =0
5 Vals ( ) (7.47)

solved to update u. The process is repeated until | J(u0', y°ld) — J(ynew, w™*¥)| is less than
some specified tolerance. Once again nonlinear multigrid (or other solvers used for the TV
denoising problem) can be used in the first step, and iterative solvers for the TV deblurring
problem used in the second step. Obviously the solve on each step can be initialized using the
approximation from the previous step and typically only a small reduction in the nonlinear
residual on each inner step is required, to produce the most efficient method.

At this stage we are still in the process of investigating the effect of the various parameters
in the model, on both image quality and overall efficiency of the method. Some preliminary
results suggest that reconstructed images of similar quality to the result of TV deblurring
with fixed point solver can be achieved in comparable cpu time, particularly for problems
with moderate blurring and moderate or high levels of noise. We have found that taking ~y
relatively large (i.e requiring that Ku is a good match to w) generally improves both image
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quality and overall computational time. Clearly from the above equations, the larger + is the
easier it is to solve both (7.46) and (7.47), the disadvantage is that more outer steps of the
jteration are required.

We do not present here any numerical results or draw any firm conclusions regarding
this model as further testing is required fisrt, however we believe that there is potentially
an advantage in decoupling the pure denoising from the deblurring and exploiting efficient
solvers for the resulting equations.

7.5 New Solvers for TV Deblurring

In the following we propose two alternative iterative solvers for the discrete Euler-Lagrange
equation of the TV deblurring problem. In the first method we propose updating u on each
step by solving the linear equation

ou™! +oL(uu™! = KTz - KTKu™ + ou". (7.48)
In the second method we update u by solving the nonlinear equation
outl 4 aL(u™tHu ! = KTz - KTKu" + ou". (7.49)

The idea here is to avoid the inversion L + KTK via PCG needed on each step of the fixed
point method (7.37) by moving the K TKu term over to the right hand side, one matrix
vector multiply by KTK is then needed on each outer step instead. We also add a ou term
to both sides to stabilize the method. If the KT K term is dominant this approach may not
be sensible (this is confirmed by experiment in the next section) but when o is relatively
large there may be some benefit.

In the first method we can use any of the linear solvers used in the fixed point method for
the pure denoising problem e.g linear multigrid or preconditioned conjugate gradient method
to solve the linear equation on each step. In the second method we propose to use a nonlinear
multigrid method, like the one used in Chapter 4 to solve the nonlinear equation on each
step. From now on we refer to (7.48) as method 1 and (7.49) as method 2.

Remark 7.5.1 A method similar to (7.48) was proposed independently by Chang et al [36],
in their method an additional diagonal term Du is added to both sides, where D is a diagonal
matriz with the same diagonal as KTK, this can be computed efficiently using the BTTB
structure of K, algebraic multigrid is used as the linear solver. In our experience the addition
of this diagonal term has very little effect on the convergence properties of the method.

Numerical results relating to the implementation of these two new methods are given in the

next section.
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7.6 Numerical Results

Tests in this section are run on two blurred images (size 256 x 256), the first image is the
triangle with a relatively low level of blur, the second image is the satellite image with a

higher level of blur. In the first case we generate an n x n PSF array using the formula
Hitj (7.50)

where (i'JJ) is the central pixel (n/2 + 1,n/2 + 1) and c is a normalization constant. In the
second case the PSF array is given as part of the data set. Various levels of noise will be
tested. Figure 7.6 shows the true images the PSF arrays and the resulting blurred images

(no noise is added so that the blurring effect can be seen clearly).

Figure 7.1: True image (left), blurred image (center) and PSF array (right) for triangle image

(top) and satellite image (bottom)

7.6.1 Choice of a

Before coming to the main tests | first mention the significance of the choice of the parameter
a in (7.48) and (7.49). In every test | have performed so far both method 1 and method
2 converge provided a > 0.5, taking any smaller value of a leads to a divergent method.
In addition the minimum number of steps for convergence appears to be achieved with the

smallest possible value of ari.e ar = 0.5, in all tests below | have used <= 0.5, except in one
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case in which a slightly larger value of o led to better convergence properties of the inner
nonlinear solver and thus an overall faster method. The smaller a is, the more significant

the choice of o appears to be.

7.6.2 Cost Analysis

In the next subsection I will compare the new methods with the fixed point method, below
I analyse some of the costs involved in each method. For ease of implementation I use PCG
with circulant preconditioner as the linear solver in the fixed point method although other
preconditioning methods may potentially give better convergence results, in method 1 I am
using linear multigrid (c.f §5.2.2) for the inner linear solver and in method 2, nonlinear
multigrid (c.f. Chapter 4) for the inner nonlinear solver.

In Table 7.1 the cost in cpu time and flops of one PCG step with circulant preconditioner,
one linear multigrid (LMG) step with 2 pre and 2 post correction steps of gauss-seidel relax-
ation and one nonlinear multigrid (NLMG) step with 5 pre and 5 post-correction smoothing
steps is shown in the 256 x 256 case and also in the 512 x 512 case. Typically in the results
seen next, only 1 linear and nonlinear multigrid step is needed per outer step of methods 1
and 2 respectively, while 20-40 PCG steps are needed per fixed point step.

Each inner PCG step within the fixed point method will require a matrix multiplication
by the matrix KTK, multiplying by each of K and KT will involve performing a 2D fast
fourier transform (FFT2) and an inverse fast fourier transform (IFFT2) on an array of size
2n x 2m (DFT2{¢} in Algorithm 22 can be computed at the beginning of the algorithm
(using FFT2) and stored for later use), in addition a FFT2 and an IFFT2 on arrays of size
n x m will be required to invert the circulant preconditioner, two FFT?2 and one IFFT2 will
also be required in constructing the generator of the circulant preconditioner at the beginning
of the PCG steps. In method 1 and method 2 just one multiplication by KT K is required on
each outer step. The cost of performing an FFT2/IFFT2 pair on vectors of size 2N and N is
also shown in the table. Note that as the size of the problem increases we expect that these
costs will grow faster than the cost of performing a multigrid step (O(N log N) versus O(N)),
this can be seen in the flop costs in the table. What is also interesting is that although the
cost in cputime of performing the FFT2/IFFT2 pair (using MATLAB's fft function) is low,
the cost in cputime of performing FFT’s on 2n x 2m array’s has increased ten fold as the
size of the problem increases from 2562 to 5122, We don’t know why this is, at this stage,
but it does suggest a possible increasing advantage (in terms of computational time) as the
size of the problem increases, of methods which limit the number FFT’s required.

Remark 7.6.1 The costs associated with implementing other preconditioning techniques

’
such as optimal cosine preconditioners and the product preconditioner will be similar to the
circulant case in terms of the number of FFT’s required (an additional inner solve on vI+al
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Table 7.1: Costs associated with implementing fixed point method and methods 1 and 2

N 2562 5122
Flops cpu Flops cpu
LMG(2/2) 1.28x107 | 1.2 | 511x107 | 5.5
NLMG(5/5) 8.71x107 | 7.2 | 3.49x10° | 29.4
PCG 1.28 x 108 | 055 | 554 x 108 | 5.2
FFT2/IFFT2 (2N) | 511 x 107 | 0.22 | 2.22 x 10® | 2.3
FFT2/IFFT2 (N) | 1.29 x 107 | 0.052 | 5.69 x 107 | 0.22

is required in the product preconditioner) . Other preconditioners may of course reduce the
overall number of PCG steps required per step.

7.6.3 Comparison of new Methods with the Fixed Point Method

In the following we compare our two alternative solvers (7.48) and (7.49) with the fixed point
method. We test method 1, method 2 and the fixed point method on the blurred triangle
image seen previously with 3 different levels of noise (Figure 7.2), very low noise (snr~ 1000},
medium noise (snr= 10} and relatively high noise (snras 2) and on the blurred satellite image
with similar levels of noise (Figure 7.3). Suitable choices of ay in the case of the triangle
are 0.1, 5 and 20 for the low, medium and high noise levels respectively. In the case of the
satellite image where the blurring is heavier, the best results, in terms of image quality are
achieved for much smaller values of a. In this case ap is taken to be 10~3, 0.2 and 0.5 for
the low, medium and high noise levels respectively. We run each of the methods until the
outer nonlinear residual has been reduced by a factor of 10~4. In the fixed point method we
use PCG with circulant preconditioner as the linear solver and stop the iterations when the
linear residual has been reduced by a factor of 0.1. In method 1 we use a linear multigrid
method with 2 pre and 2 post correction smoothing steps and stop the iterations when the
linear residual has been reduced by a factor of 0.1. In method 2 we use nonlinear multigrid
with 5 pre and 5 post-correction smoothing steps of the FPGS smoother as the nonlinear
solver on each step, we stop the inner iterations when the residual of the inner nonlinear
equation has been reduced by a factor of 0.1. In all cases we take Or = 10~2 and take the
observed image z as initial guess, in both method 1 and method 2 we take ¢ = 0.5, except in
the case of the triangle image with heaviest noise, in which o is taken as 0.7 in order that the
nonlinear multigrid method converges without the need to increase the number of smoothing
steps.

The number of outer steps required for convergence, the cpu time in seconds and the

average number of inner steps (ais) needed on each outer step for each method run on the
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triangle image is shown in Table 7.2, the results for the satellite image are shown in table

7.3.

Figure 7.2: Blurred triangle with 3 levels of noise, low noise (left) medium noise (centre) and

high noise (right), with images recovered using total variation deblurring (second row)

We see that as the noise level and hence the value of a needed increases so does the
number of steps required for convergence of the fixed point method, on the other hand as a
increases the number of steps required for convergence of method 1 and method 2 reduces
suggesting that these approaches and the fixed point approach may be complementary to
each other.

The fixed point method performs best for the case of the heavily blurred satellite image,
with low noise level, with just four outer steps required for convergence, the largest number
of outer steps is required for the triangle image with high noise level, although we note that
as the level of noise is increased, the increase in fixed point steps is more dramatic in the case
of the satellite image. Generally the number of inner PCG steps stays fairly stable although
in the case of the satellite image the number of PCG steps required in the low noise case is
more than half that required at the other two noise levels.

We see that the new methods perform best for the triangle image with the medium and
high levels of noise. In both cases the number of outer steps decreases as the level of noise
increases and the decrease is larger in the case of the triangle. In the case of the triangle the

decrease in the number of steps in method 2 is at least twice the decrease in the number of
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Figure 7.3: Blurred satellite with 3 levels of noise, low noise (left) medium noise (centre) and

high noise (right), with images recovered using total variation deblurring (second row)

Table 7.2: Comparison of Method 1, Method 2 and Fixed Point method for blurred triangle
with 3 levels of noise.

Noise level Low Medium High
ah 01 5 20
steps cpu ais steps cpu ais steps cpu ais

Fixed Point A 1343 26.0 347 5940 31.1
Method 1 1614 3763 1.0 521 1244
Method 2 1635 13616 1.0 264 2843

386 6575 31.0
1.1 452 1227 1.2
13 87 2601 4.0
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Table 7.3: Comparison of Method 1, Method 2 and Fixed Point method for blurred satellite

with 3 levels of noise.

Noise level Low Medium High
o 10-3 0.2 0.5
steps | cpu ais | steps | cpu ais | steps | cpu ais
Fixed Point 4 48 17.8 | 117 | 2828 | 46.1 ) 222 | 4758 | 40.7
Method 1 | 4419 | 10249 } 1.0 | 2725 | 6569 | 1.0 | 2149 | 5170 | 1.1
Method 2 | 4418 | 37409 | 1.0 | 2671 | 22567 | 1.0 | 2009 | 16561 | 1.0

steps for method 1, however in the satellite case the decrease is roughly the same for both
methods. In all cases method 1 outperforms method 2 in terms of cpu time. In general just
one inner multigrid step is required on each step of method 1 and method 2, however for
the triangle image with heavy noise 4 nonlinear multigrid steps are required on each step of
method 2, this increase in inner steps negates any advantage over method 1 gained from the

faster decrease in the number of outer steps.

7.7 Conclusion

I have presented two alternative iterative methods for total variation image deblurring. In
contrast to the fixed point method inversion of a linear system L + KT K where K is BTTR
is not required on each step, instead either a linear or a nonlinear inner solve using methods
employed for the pure denoising problem is required. The new methods perform best when
a is large, as opposed to the fixed point method which performs best for small o, this makes
them most suitable for deblurring problems in which high levels of noise are combined with
moderate levels of blur. Testing suggests that the linear variant (method 1) is overall more
efficient than the nonlinear variant (method 2). Further testing of the methods against fixed
point with other preconditioners and primal-dual Newton are planned in the future.

Also presented was an alternative model for image deblurring, which attempted to decou-
ple the denoising from the deblurring. Work on analysing and implementing this new model

is still ongoing.
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Chapter 8

Future Work

In this chapter I briefly discuss some possible future research directions.

Starting with the TV denoising problem, there are several future areas of research that
arise from our work on nonlinear multigrid (chapter 4) and AMG-R within the fixed point
method (chapter 5). The main area of improvement for the nonlinear multigrid method is
its performance with respect to small values of 8. To try and combat this we would like
to investigate the possibility of using more accurate interpolation operators for transferring
the error, possibly like those considered for use in cascadic multigrid by Ohesen in [74].
Another possibility would be to use some sort of matrix dependant interpolation operator
for accurately coarsening the linearized (fixed point type) operator and use this within the
multilevel nonlinear method of Yavneh and Dardyk (see [103] for details and §2.6.10 for a brief
introduction). As regards the fixed point with AMG-R method, there is as mentioned earlier
a need to improve our implementation in MATLAB of the AMG method, or possibly, to
implement in another programming language (note that predictions for cost reduction made
in chapter 5 were based on relative cost and so take into account the possible improvement
of the implementation). Potentially the recycling idea could also be used in the context of
preconditioned conjugate gradient methods, to avoid the construction of a preconditioner on
each fixed point step. Another possible avenue of research is the combination of AMG-R
with some other linear solver e.g PCG, which can be used on early fixed point steps (where
most AMG setups are needed) with AMG-R taking over for later steps.

Moving on to the work on staircase reduction, there are still some outstanding issues re-
garding the effective implementation of nonlinear multigrid for some of the models considered
in chapter 6, particularly model 2. We may also consider the use of multigrid methods for
solving some of the higher order models, it is likely that different smoothers will be needed
for these problems.

For the work on image deblurring, as mentioned in chapter 7 work on the two-step model
and the new solvers for the TV problem is still ongoing. In addition we would ultimately like
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to develop a nonlinear multigrid solver for the full TV deblurring problem. Using a version of
method 1 (7.48) with gauss-seidel solver as smoother and using a smoother based on circulant
extension have not so far produced good results, further exploration of these ideas is planned.
We may also possibly consider, for the deblurring problem, the use of multilvel optimization
techniques used by Chan and Chen for the denoising problem (see [25] for details and §A.7.2

for an introduction).
Finally I mention that we may consider multigrid solvers for other imaging problems, for

example the active contour segmentation method of Chan and Vese [31] involves solution of

the Euler-Lagrange equation

5.(9) [ﬂp (f 55<¢>|V¢|)p‘lv. (R5) =¥ - Mt = e ~ 2ot —c2>2J =0 (81)

where ¢ is the contour used to segment the image u and J, is a regularization of the dirac
measure. We can see that this equation has some similarities with the nonlinear equation

associated with total variation denoising.
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Appendix A

Optimization

Main Reference Material: (8, 10, 15, 25, 42, 49, 50, 51, 54, 64, 65, 73, 81, 82, 87, 97, 105]

In this appendix I give a brief review of some useful results and techniques in optimization.
In section A.1 I introduce unconstrained and constrained minimization and the definitions of
local and global minima. Section A.2 considers the conditions for the existence of minima,
while section A.3 reviews the necessary and sufficient conditions for minima of unconstrained
optimization problems, section A.4 gives some specific results relating to convex optimization
problems. The KKT conditions for constrained optimization problems are touched upon in
section A.5 for optimization problems on R™ only. Section A.6 looks at optimization methods
for unconstrained problems for both quadratic and more general nonlinear problems on R,
focusing mainly on the steepest descent and conjugate gradient methods, finally in section

A.7 several multigrid optimization methods are reviewed.

A.1 Optimization Problems

A.1.1 Unconstrained Optimization

In the majority of this chapter we will consider unconstrained optimization problems of the

form

min f(u), (A1)

ueH
where H is a Hilbert space (or more generally an open subset of a normed space) and f(u)
is assumed to be a proper functional i.e there exits some @ € H such that f(@1) < +00. A
solution to such a problem can either be a local minimum or a global minimum, the definition

of which are given below:
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Definition A.1.1 (Local Minimum)
@ € H is a local minimum of f if f(@) < f(@+ h) for all h € H such that {|h| < 6.

Definition A.1.2 (Global Minimum)
@ € H is a global minimum of f if f(@) < f(u) for allue H.

If we replace < by < in both definitions, require that h in the first definition is nonzero
and replace u € H by u € H\{@} in the second definition we get the definitions of a strict
local/global minimum. Local and global maxima are defined in a similar way.

In general finding the global minima if many local minima exist is difficult.

A.1.2 Constrained Optimization

In addition certain constraints may be placed on the solution u. Constraints usually take the
form of equality or inequality constraints. If V and W are Hilbert spaces and V is ordered,

with order relation =<, then a typical constrained optimization problem will be

nin f(u) (A.2)

subject to
p(u) X0 (A.3)
g(u) =0 (A4)

where p: H — V and ¢ : H — W. Specifically we will only consider here the case that
H =R" V =R"™and W =R/, so that for x € R™ the constraints take the form p;(x) < 0
fori=1,..,m and ¢;(x) = 0 for i = 1,..,] where p; and ¢; map R" into R.

The definition of local and global minimisers have to be modified so that the & in definition
A.1.1 is such that % + h € C where C is the constraint set and « € C in definition A.1.2.

A.2 Existence of Minima

The solution to a minimization problem does not always exist, for example in the simple case
z € R, no minimum exists for either f(z) = z3 or f(z) = e~*. In the following I give the
conditions required for the existence of a minimum of a functional f(u) : H — R. First some

definitions will be needed.

Definition A.2.1 (Bounded Sequence)
A sequence {vn} in a Hilbert space H is bounded if there exists a number M such that
(lvaller < M for all n.
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Definition A.2.2 (Weak Lower Semicontinuity)
A functional f : H — R, where H is a Hilbert space is weakly lower semicontinuous if

f(u.) < lim inf f(un) (A.5)
whenever u, converges weakly to u,.

Definition A.2.3 (Coercive Functional)
A functional f : H — R is coercive if f(un,) — oo whenever ||up|lg — oo.

The following Lemma will also be useful.

Lemma A.2.1 Let {ux} be a bounded sequence in a Hilbert space H, then there exists a
weakly convergent subsequence {un} i.e (v,up )y converges to (v,@)y for allv e H.

Finally we come to the main theorem

Theorem A.2.1 If f : H > R = [~00,00] is weakly lower semicontinuous and coercive,
then there exists u € H which is a global minimizer of f over H.

Proof

Let 6 = inf,cn f(u), then there exists a sequence {uy} such that f(ux) converges to 8. Given
that f is coercive the sequence {ux} is bounded which by Lemma A.2.1 implies that there is
a subsequence {uy;} which converges weakly to some @ € H. From the weak lowersemicon-

tinuity of f we have

F@ < Jim inf f(u) = 0 (A.6)

Hence @ is a global minimum of f. .

More generally we can say that a f has a minimizer over any closed convex set S, since
closed convex sets in a Hilbert space are weakly closed i.e if {u,} is a bounded sequence in
S there will exist a weakly convergent subsequence who’s weak limit is contained in S.

A.3 Optimality Conditions For Unconstrained Minimiza-
tion

For functions on the real numbers we know that f(z) has a stationary point when :—iii =0

and that a stationary point T is a minimum if s—i-é(:z‘r) > 0. In this section the optir:mlity

conditions for an unconstrained minimization problem of the form minye g f(u) where H is

a Hilbert space, will be given. These conditions will be based on two concepts of derivatives

which will be introduced below.
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A.3.1 The Frechet Derivative

The Frechet Derivative is a generalization of the ordinary derivative of a function on the real

numbers to operators on normed spaces.

Definition A.3.1 (The Frechet Derivative)
An operator f : N — M, where N and M are normed spaces is said to be Frechet differentiable
at @ € N if there exists a & > 0 such that for all h € N satisfying ||h| < &

J(@+h) ~ f(@) = Lh+ €(h). (A7)

where L : N — M is a continuous linear operator and limp—q “-l—[f-uf(: =0. L is known as the
Frechet derivative of f at @ and is often denoted f'(@)

Remark A.3.1 Clearly if f is a linear operator then f(i+ h) = f(@) + f(h) and f'(a) = f
i.e f is it’s own Frechet derivative. It can also be shoun that the usual rules of elementary

calculus e.g the product rule generalize to the Frechet derivative.

The second Frechet derivative is defined in a similar way, f”(@) will be a linear operator
mapping N into the space of bounded linear operators from N into M, such that for all
k € N satisfying ||k]| < 4, for some §

f(a+k) = f'(@) = f"(@)k + (k). (A.8)

with limg_o J'—'i,(k—k“)-u = 0. Note that if 9 is a linear operator which maps N into B(N, M) then
if k € N ¢k is a linear operator from N into M which means that if h € N, (¥k)h € M and
thus v is a bilinear mapping from N x N into M. The bilinear map f” (%) is symmetric and
can therefore be uniquely determined if f”(@)(h,h) is known for all h.

An equivalent definition of the second Frechet defivative of f : N — M at @ is the bilinear
mapping from N x N into M such that for all h € N with ||h|| < § for some §

f(a+h) = f(@) + f(@h +1/2f"(a)(h, k) + €(h). (A.9)

where limy .o 'ﬁ,ﬁ'ﬁ’ = 0. This result follows from a generalized version of Taylors formula in

Banach spaces.
If f: H— R where H is a Hilbert space, then if f is Frechet differentiable at @ by the
Reisz representation theorem (see §2.2) there will be a unique vector grad(i) € H such that

f(@)h = (h,grad(a)). (A.10)

It can also be shown that if f is twice Frechet differentiable at @ then there will be a unique
self-adjoint operator Hess(#) € B(H, H) such that

F"(@)(h, k) = (h, Hess(a)k). (A.11)
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It can be shown that if f : R®™ — R then

lorad®); = V58, = 2L ) (A12

simply by substituting h = h,e; into (A.7), where e; is the vector with 1 in position ¢ and
zeros everywhere else, and letting h; — 0 and similarly if the Hessian exists then it has entries

2

(%). (A.13)

- i)
Hess(x);; = T
0%

A.3.2 The Gateaux Derivative

Definition A.3.2 (The Gateaux Variation)
If f+ N — M where N and M are normed spaces, §f(%, h) is called the Gateauz variation
(or first variation) of f(u) at w € N if fort € R

878, 1) = 2 F(+ thleco. (A.14)

exists for allh e N.

Note that
dif(a +th))s=0 = lim @+ (E+7)h) — flu+th)
t T—0 T -
o S+ Th) — flu
= T : (A.15)

This is known as the directional derivative of f in the direction of A. From this definition
and the definition of the Frechet Derivative it is clear that if the Frechet Derivative f'(@)
exists then 6 f (@, h) = f’'(@)h, existence of the Gateaux variation does not imply existence of
the Frechet derivative.

The Gateaux variation if it exists is unique, it is also homogenous of the first degree i.e for
all h € H and X € R, §f(&, Ah) = A6 f(4@, h), this fact can be used to show that the following

theorem holds

Theorem A.3.1 §f(,h) is the Gateauz variation of f(u) at @ if and only if there exists o
§ > 0 such that for all h € H such that ||kl < §

fla+h) - f(@) = 6f(d, h) + €(h), (A.16)
where 8 f(1, h) is homogenous of the first degree and lim,_,q e(th)/t = 0.
For more details see [82].

Definition A.3.3 (Gateaux Derivative)
If the Gateauz variation §f (4, h) = Dg f(@)h where D¢ f (@) is a continuous linear map, then
Dq f(@) is called the Gateauz derivative of f at 1.
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In the following it is shown that if the Gateaux derivative exists and is continuous in the
operator norm, then the Frechet Derivative also exists and is equivalent to the Gateaux
derivative. The result is proved for the functional case only, for a more general proof for
operators see [42]. The following Lemma which is a generalization of the mean value theorem

will be required.

Lemma A.3.1 (Mean Value Theorem)
If f : N — R where N is a normed space and f is Gateauz differentiable on N, then for each

u and v in N, there exists some € on the line segment between u and v such that
f() = f(u) = Daf(€)(v—u) (A.17)

Proof
Define g(t) = f(u + t(v ~ u)), then
flu+(t+7)(v—u) - flu+t(v-1u))

’ T
g'(t) = lim

p
=~.-}i—%f(u+t(v~—u)+‘r(v;u))—f(u.H(U_u))
=6f(u+t(v—u),v—u) =Daf(u+t(v—u))(v—u). (A18)

By the ordinary mean value theorem there exists 6 € (0, 1) such that ¢’(d) = g(1) — g(0) i.e

there exits £ between u and v such that
Def(e)(v - v) = £(v) - f(u) (A.19)
.

Theorem A.3.2 Let f: N =R, then if f is Gateaur differentiable on N and the Gateaur
derivative is continuous in the operator norm at i, the Frechet derivative of f erists at @ and

coincides with the Gateaur derivative.

Proof
From Lemma A.3.1 there exists £ between @ and @ + k such that
Dgf(€)h = f(a+h) - f(a) (A.20)
for any h € N. We therefore have
f(@+h) = f(@) = Daf(@)h + [Daf(€)h — Dg f(u)h) (A.21)

Defining €(h) = Dg f(§)h — Dg f(@)h we have

le(h)| _ 1Def(§h — Do f(u)h|
Al liAd

Given that Dgf is continuous in the operator norm at @ the right hand side of (A.22) goes
to zero as £ — @ i.e [e(h)|/||h]| — 0 as A — 0 and hence Dg f(#) is the Frechet derivative of

f at @ [

< 1Def(€) - Daf (@) (A.22)
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Definition A.3.4 (Second Variation)
82 f (i, h) is called the second Gateaux variation (or second variation) of f (u) at @ if fort e R

525(a, k) = = f(a + h)|
h) =7 =0 (A.23)

exists for all h € H.

We have )
_ d
52f(u, h) = Et_zf(ﬁ + th)e=p
- [lim,_o £V (b (ADR) _ gy J(EH(4pIM) = f (utth)
= lim d p
T—0 T
t=0

o 8f(a+Th k) - 8f(a,h)
= lm : (A.24)

7—0 T
If f is twice Frechet differentiable, then 82 (@, h) = f”(%)(h, h). More generally f” (@) (h, v) =

3?;.9 f(@+th + sv)|t=0,s=0.

A.3.3 Necessary Conditions

Below the first and second order necessary conditions for local minima will be given.

Theorem A.3.3 (First Order Necessary Condition)
If f : H — R is Gateauz differentiable at i and 4 is a local minimum of f then Dg () = 0.

Proof
Since i is a local minimum of f we have for any v € H and t € R* sufficiently small

flatt) - 1@
=10 >

(A.25)

Letting t — 0 we have Dgf(@)v > 0 for all v € H. Taking v = w where w is arbitrary
we have Dgf(@)w > 0, taking v = —w and using the fact that Dgf(@) is linear we have
D¢ f(#)w < 0, which implies that Dg (@) = 0. .

Remark A.3.2 Clearly if f is Frechet differentiable ot 4 then f’(@w) = 0 is a necessary
condition for a local minimum, the slightly weaker result given above is more useful in practice.
It can also be shown [82] using theorem A.3.1 that 5(g, h) = 0 is a necessary condition for o

local minimum even if (i, h) = 0 is not linear.
The following theorem provides a second order necessary condition.

Theorem A.3.4 (Second Order Necessary Condition)
If f is twice Frechet differentiable at @ and @ is a local minimum of f then f(&) is positive

semidefinite.
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Proof

Substituting h = tv into (A.9) with t € R and taking account of the first order condition

from above we have

f(a + tv) — f(@)

72 =1/2f"(@)(v,v) + |loll3p(a, tv), (A.26)

where p(@,h) — 0 as h — 0. If we assume that f”(@)(v,v) < O for some v then we have
that the left hand side is negative for sufficiently small ¢ and hence  is not a local minimum
1

which is a contradiction. .

A.3.4 Sufficient Condition

A sufficient condition for a strict local minimum is given below.

Theorem A.3.5 ( Sufficient Condition)
If f : H— R is twice Frechet differentiable at @, f'(i) = 0 and F(@)(v,v) >0 forallve H
with 8 > 0 independent of v, then @ is a strict local minimum of f.

Proof

From A.9 and the conditions stated above we have for any v € H and t € R sufficiently

small
f@+to) - f(a) =1/262£"(@)(v,v) + £2|}v)|p(, tv)
> 1/26t% + £ ||v|l3p(5, tv) (A.27)
therefore _ _
/@ J;:,Tz”; 1@ 2”5”2 + p(, t) (A.28)
For t small enough the right hand side is positive and hence @ is a strict local minimum of
f .

Note that the requirement that f”(@)(v,v) > 8 for all v € H with 6 > 0 independent of v
(strong positivity) is equivalent to the hessian Hess(%) being a positive definite operator if
H is finite dimensional (see §2.2.3).

A.4 Convex Optimization

A special type of optimization problem is the problem of minimizing a convex functional on
a convex set, as we shall see below, the first order necessary condition for a minimum is also

sufficient for these problems.
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Definition A.4.1 (Convex Set)
A set S is convex if for allu,v e S

M+(1-MNveS (A.20)
for all A € [0,1].

Definition A.4.2 (Convex Functional)
A functional f : S — R, where S is a conver set, is conver if for all u,v € S

FOu+ (1 =2v) < Af(w) + (1= A)f(v) (A.30)
for all X € [0,1].

A function is strictly convex if the strict inequality holds for u # v and A € (0,1). The
following lemma will be useful in the proofs that follow.

Lemma A.4.1
Suppose that f : § — R where S is a nonempty open convez set and that f is Frechet
differentiable on S, then f is convez if and only if

) 2 f(u) + f'(w)(v —u)Yu,v € S. (A.31)

Proof
Assume that f is convex, then

FOU+ (1= Au) < M) + (1 = N)f(u) (A.32)

for all u,v € S and X € [0, 1], or equivalently

A - —
flut Ay AU)) 1) ¢ o) - fu). (A.33)

From the fact that f is Frechet differentiable we have that the term in the numerator of the
left hand side is A f'(u)(v —u) + Aljlv ~ ul p(u, A(v —u)) where p — 0 as A(v —u) — 0, therefore
letting A — 0 in (A.33) gives the desired result.
Conversely assume that (A.31) is satisfied and let u = Aw + (1 — A\)z where w,z € S and
) € [0,1], then given that
fw) = f(u) + f{u)(w - w) (A.34)
f(z) 2 f(u) + f'(u)(z - v) (A.35)

we have that

M)+ (1 -A)f(2) 2 fu) + @) Mw = u) + (1 - A)(z - w))
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= f(u)+ f'(u) Pw—Au+ (1= 2)z - (1 - Ny
= f(w) + f'(u) w + (1 = Xz - u] = f(u)
= fOw + (1 - N)2). (A.36)
.

Theorem A.4.1 If S is a nonempty open conver set and f : S — R is twice Frechet differ-
entiable then f is convex if and only if f'(u) is positive semidefinite for allu € S.

Proof
Suppose that f is convex. Let u € S and v be an arbitrary vector in H O S. For t € Rt

sufficiently small u + tv € S. Given that f is twice Frechet differentiable we have
F(u+to) = F(u) + £ (W + 1/262" (w)(v,9) + £2]0) 20w, to). (A.37)
and p(u,tv) — 0 as tv — 0. From lemma A.4.1 we have that
flu+tv) > fu) +tf'(u)v. (A.38)
Combining (A.37) and (A.38) we get
1/2f"(u)(v,v) + l|v]?p(u, tv) > 0. (A.39)

Letting t — 0 gives the desired result.
Conversely assume that f”(u) is positive definite for all u € S. Let w,z € § be arbitrary,
)
Taylors theorem with the Lagrange form of the remainder gives

f(z) = flw) + f'(w)(z —w) +1/2f"(O)(z — w, 2 - w). (A.40)

The term ¢ is a convex combination of w and 2z, which means that the truncation term is
> 0 and hence (A.31) is satisfied implying that f is convex. .

Theorem A.4.2 If S is a nonempty open convex set, f : S — R is convex and @ is a local

minimum of f, then @ is a global minimum of f.

Proof
Assume that @ is not a global minimum of f i.e there exists v € S such that

flv) < f(a). (A.41)
Now let z = A& + (1 — A)v where A € (0,1) we have

F(2) = FOa+ (1 = ) S Af(@) + (1 = N)f(v)
<AMf(@)+ (1= f(@) = f(7)

which implies that f(@) is not a local minimum, which is a contradiction. n

: (A42)
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Theorem A.4.3 If S is a nonempty open convez set, f : S — R is strictly conver and @ is
a global minimum of f then @ is unique.

Proof
Assume that there exists a v € § such that f(a@) = f(v). Let z = \i + (1 ~ \)v where

A €(0,1), then
f(2) = fQa+ (1 - 0v) <Mf(@) + (1 - N)f(a) = f(a). (A.43)
Implying that f(@) is not a minimum, which is a contradiction. -

Theorem A.4.4 (Necessary and Sufficient Condition)
If S is a nonempty open convez set and f : S — R is conver and Frechet differentiable on S
then f'(@) = O if and only if i is a global minimum of f.

Proof
The necessity was proved earlier for any f, to prove the sufficiency assume that f’ (@ =0

then by lemma A.4.1

giving the desired result. .

A.4.1 Duality Theory

Duality theory is often used in convex optimization problems to rewrite an optimization
problem in terms of its dual representation. Below a very brief introduction to this sub ject

is given, for more details see [8, 15, 97]

Definition A.4.3 (Convex Conjugate)
If f : H— R where H is a Hilbert space, the convez conjugate f* : H* — R is defined by

frv) = sup [(v,u) = f(w)] (A.45)
where H* is the dual space to H.

The convex conjugate, as it’s name suggests is always convex, even if f isn’t. Similarly f** is
defined as (f*)" and acts on the space H**. If H is reflexive, then H** = H and furthermore
f** = f if and only if f is convex. Therefore if f is a convex functional defined on a convex

set S, the following dual representation for f can be given
flu) = sup (w,v) = f*(v), (A.46)
where S* is defined by
§* = {v € H{sup [(v,u) - f(u)] < 00} (A.47)

and S** = S.
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A.5 Optimality Conditions for Constrained Problems

Below I state, without proof the first order Karush-Kuhn-Tucker (KKT) conditions for con-
strained minimization problems on R” of the form

Jnin f(x) (A.48)

subject to
p(x) <0 (A.49)
g(x) =0 (A.50)

where p : R® — R™ and ¢ : R* — R!, and state when they are necessary and sufficient,
for more details see, for example [51, 49] and for a more general treatment of constrained
problems in Hilbert space see [15].

First denote by by Vp(x) the m X n matrix whose ith row is Vp;(x)T and by Vg(x)
the [ x n matrix whose ith row is Vg;(x)T. The feasible or constraint set is the set {x e
R”|p(x) < 0,¢(x) = 0}, if x is a feasible point, then the index 1 < ¢ < m is said to be active if
pi(x) = 0, otherwise it is said to be inactive. The active set of the feasible point x is denoted
A(x) and the inactive set I(x).

Theorem A.5.1 (KKT First Order Necessary Conditions)
Let % be a feasible point and let the vectors Vg;(X) for i =1,..,1 and Vg,(X) forie A(%) be

linearly independent, then if X is a local minimum, there exists vectors A and o, such that
VIX) + VpR)TA + Vg(x)To =0
A20 - (A51)
)\,-p,-(i) =0, i=1,..,m
The vectors A and o are often known as lagrange multipliers the components A; of A can only

be strictly positive if the index i is in the active set. Note that the first equation in (A.51)

can be written equivalently as
m I
VIR + 3 AVpi(R) + Y iV (%). (A.52)
i=1 i=1
Before giving the conditions for the KKT conditions to be sufficient, first I need to define

quasiconvexity and pseudoconveity.

Definition A.5.1 (Quasiconvex Function)
A function f(x) which maps S into R, where S is a conver set, is quasiconvez if for all
x,y € S and all A €[0,1]

fOx+ (1= A)y) < max(f(x), f(y))-  (A.53)
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Definition A.5.2 (Pseudoconvex Function)
A differentiable function f(x) which maps S C R™ into R, where S is a conver set, is
pseudoconvez if for allx,y € §

V)T (y -x) 2 0= f(y) > f(x). (A.54)

A convex function is quasiconvex and if it is differentiable pseudoconvex, a pseudoconvex

function is also quasiconvex.

Theorem A.5.2 (KKT Sufficient Conditions)
Let x be a feasible point and let X and vectors A and o satisfy (A.51), then if f(x) is pseu-
doconvez, pi(x), i = 1,..,m are quasiconver and g;(x), i = 1,..,! are linear, X is a global

minimum.

A.6 Optimization Methods: Steepest Descent and Con-
jugate Gradient

In this section the steepest descent and conjugate gradient optimization methods for soly-
ing quadratic and then more general optimization problems on R™ are introduced. These
problems may arise as the equivalent formulation of a system of linear equations or from the
discretization of functionals such as those seen in Chapter 3. First some notation is needed:
a vector d € R™ is a descent direction at x if f(x + ed) < f(x) for € > 0 sufficiently small.
Assuming V f(x) exists the direction d is a descent direction if the directional derivative
limy—o L(—’gr-&j\—)—'—f—(—’ﬂ = Vf(x)Td is negative and the direction —V f(x) which minimizes the
directional derivative is known as the direction of steepest descent.
We start by considering the quadratic minimization problem

min f(x), f(x) =1/2xT Ax —x"b. (A.55)

where x,b € R™ and A is an n X n matrix. Given that xTAx = (xTAx)T = xTATx, the
matrix A can be assumed without loss of generality to be symmetric. The gradient of f at
any x is Ax — b and the Hessian is A. In addition we assume that A is a positive definite
matrix. The quadratic has unique solution x* satisfying Vf(x*) = Ax* = b = 0. The
approach used here follows that used by Shewchuck in [87], see also [37, 53, 81) for more on
conjugate gradient methods.

A.6.1 Steepest Descent

In the method of steepest descent (A.55) is minimized by selecting some initial guess xq and
then on step k + 1 of the method updating the current approximation x; by taking a step
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in the direction of steepest descent —V f(xx) = b — Ax; = rx where r; denotes the current
residual.

Xp41 = Xk + 0Tk (A.56)

The value of a4 is chosen to minimize f along the search direction ry i.e aj solves

2 T
%:f(xk + axri) = Vf(xk + axre) 1 = 0. (A.57)
Replacing V f(xx + axry) by A(xx + axry) — b and rearranging we get

r{rk

g = —=—.
ri Arg

(A.58)

The method of steepest descent for the quadratic problem is given in Algorithm 23.

Algorithm 23 Steepest Descent for Quadratic Problems
Choose Xg, set rg = b — Axp, k = 0.

While |[rg|f2 > tol

qr = Arg
T

— rp g

Ak = T

Xk4+1 = Xk + QkTk
Tp41 =Tk — Okqk
k—k+1

end

Note that the fact that ry;; = b — A(Xx + a,Tx) = rp — ar Ary is used, to avoid an extra
matrix vector product, to prevent the accumulation of roundoff error r+; should periodically

be evaluated as b — Ax41. The method is stopped when the residual is small enough.

Convergence

The following upper bound on the energy norm of the error after k steps of the steepest
descent method for quadratic problems is given in, for example, [87]

k
fecla < (£53) Heolla (A59)

k+1

where  is the condition number of the matrix A which is equal to the largest eigenvalue of
A divided by the smallest eigenvalue of A. Clearly the larger the condition number is (the
more ill-conditioned A is) the slower the convergence of the steepest descent method.

To see the connection between the decrease in the energy norm of the error and the
decrease in the Euclidean norm of the residual the following lemma can be used

Lemma A.6.1 If A is spd with eigenvalues Ay > Ay >,..,2> A, then for all z € R*

A2zl 4 < ||Azly € AY2)2)| 4
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Proof
Let v; be the unit eigenvector associated with \;, then we can write A = VAV7 where V is

a matrix whose columns are the v; and A is a diagonal matrix of the eigenvalues. We have

n
Az =" N(vIZ)v,. (A.60)
i=1
Hence
Allzlh = AnzT Az = X 0, 2T Xi(v] 2)vi = A T, Mi(vT2)?
< T M (vi2)? = || Az|| : (A.61)
<AL M(T2)?2 = M2TAz = Mz
Taking square roots gives the desired result. a
With this result we have that [[rell2 = |[Aekllz < A}%fleclla and ||rollz = |Aegllz >
Y 2”e0!] 4, which gives us
lrellz . =llexlla ( )k
<
ol = Veiealla = Vela71) (A.62)

A.6.2 The Method of Conjugate Directions

The problem with the steepest descent method is that it often ends up taking steps in the
same direction as earlier steps. A method which takes exactly one step in each search direction
is the method of conjugate directions.

In the method of conjugate directions n search directions dg,...,d,—1 are selected such
that they are A-orthogonal i.e for k # 7 d7 Ad; = 0, then on step & of the method a step is
taken in the direction of di. The length of the step ay is again chosen to minimize f(xy4;)

(A(xk + ardg) — b)Td; =0

—rldg + akdgAdk =0 . (A.63)
d
Qk = df;dkk

Theorem A.6.1 If the vectors do,..,dn—1 are A-orthogonal, then they are linearly indepen-
dent.

Proof
Assume that they are not linearly independent, then there exists Ay, .., A\n~1, such that

n-1
Z A-,'di =0 (A‘64)
1=0

and at least one of the ); is non zero. For any i multiplying (A.64) by dT A we get from the
A-orthogonality of the d that A; =0, which is a contradiction. s
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Theorem A.6.2 The method of conjugate directions will find the eract minimum x* in at

most n steps.

Proof
Let us express the initial error as a linear combination of the search directions.
n-~
e =) _5;dj (A.65)
s
Multiplying by dT A we get
n-1
df Aeg = Y 6;dT Ad; = 6;d] Ad,. (A.66)
i=0
This gives us
dT Ae
6 = —E0

using the A-orthogonality we can rewrite this as

df A(eo - Xjs sd;)  dfAe, _ dlr,
dT Ad; dTAd, ~ df Ad,

O = = ag. (A.68)

Given that ex+1 = ex — axdi we have that the step along di eliminates the di component
of the error and hence the error is zero after at most n steps. .

Theorem A.6.3 The error e on step k of the method of conjugate directions minimizes
the energy norm in the space ey + Dy where Dy, = span{dy, ..,dx-,}.

Proof
It is clear that e is chosen from ep + Dg. Any vector v € ey + Dy can be written as
v = Z?;é 6;d; + Z"’l 6;d; where the §; are as above. We have

k~1k k-1n-1 n-1k-1 n-in-1
I3 ZZ@,& dF Ad; + > 616,dT Ad; + 225,0 d] Ad; + 225,5 df Ad;.
=0 j= =0 ] =k =k J=0 ]"'k
(A.69)
By the A-orthogonality of the search directions this is
k-1 n-1
Ivih =>_63dTAd; + ) 62d7 Ad;. (A.70)
J=0 =k
Equation (A.70) is minimized by taking 6; =0 for 0 < h < k - 1 i.e taking v = ey. .
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Gram-Schmidt Conjugation

So far we have assumed that we have a set of A-orthogonal search directions. To find such a

set we must use the conjugate Gram-Scmidt process outlined below
1. Take n linearly independent vectors vg, .., vp_1.
2. Set dy = vp
3. Fork=1,..,n—1set

k-1
dk =vi + ) frsd;. (A1)
=0

where the fx;, j < k are constructed so that all components of v not A-orthogonal to

the previous search directions are removed.

The term Bk, can be found by multiplying d, by df A.

k-1
dZ:Adp = VfAdp + Z ﬂkjdedp = V:Adp + ﬁkdeAdp, (A.72)
j=0
which implies that
T
_ _Vi4d,
Brp = Tdrad, (A.73)

We see that to construct the search direction d, we need to find k — 1 Bk, values each of
which requires a matrix vector multiplication, making the overall cost of performing the
method of conjugate directions O(n®) in addition all previous search directions must be
stored. The beauty of the conjugate gradient method introduced next is that most of the
cost can be eliminated and there is no need to store old search directions. Before introducing

the conjugate gradient method I introduce a few useful results. Firstly from the expansion
n—1

ofej =) - 8;d; we have
n—-1
df Aej =dkr; =Y &dfAdi=0ifk < j. (A.74)
I=j
Also from (A.71)
k-1
dir; = vir; + Zﬂkzd;Trj, (A.75)
=0
which if k < J gives us
Vf!‘j =0, (A-76)
and if j = k gives us
dlri = viry. (A.77)
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A.6.3 The Conjugate Gradient Method

The conjugate gradient method is just the method of conjugate directions with the v set to
be the residuals ri, from (A.74) we see that the residual is orthogonal to all previous search
directions, which guarantees a new linearly independent search direction. With this choice
of v (A.76) becomes

rir; if k # j. (A.78)

which is important in the following discussion.

Recall that the error e on step k of the method of conjugate directions is chosen from
ep+ Di and minimizes the energy norm among all vectors in this space. Given that the search
directions are constructed from the vi then Dy = span{do,..,dk-1} = span{vo,..,vk-1},
which in the case of the conjugate gradient method is span{ry,..,rx_;}. Recalling that

Ti41 =y — o Adg (A.79)
we see that in the special case of the conjugate gradient method
Dy, = span{ry, Arg, A’ry, .., Ak'lro}. (A.80)

This subspace is an example of a Krylov Subspace and the conjugate gradient method is part
of a class of methods for solving Ax* = b known as Krylov subspace methods, which also
includes the generalized minimum residual (GMRES) method, which can be used for general
A, see for example (81].

What makes the conjugate gradient method desirable is the following: from (A.74) ry
is orthogonal to D, however we see from above that Dy contains ADy_; making r; A-
orthogonal to Di_j. The B, terms in the Gram-Schmidt process are

-rf Ad,

Bp = —"L A8l
k» = 9T Ad,, (A.81)

for p < k, which using the A-orthogonality of ry and Dy..; are zero, except when p = k ~ 1,
The need to store dy, ..,dx_1 and carry out k — 1 matrix vector products when evaluating d;,
has reduced to doing one matrix vector product involving the most recent search direction.
The calculation of S x-1 which we can now simply denote fi can be simplified further by
using (A.79) to replace Adk_1 by (rk—1 — ri)/ax we then have

r;frk_l - rfrk

r{Adk_l = (A.82)

O~

a7 e
From (A.78) and the fact that ax_; = El'l:_lf:i’:k—-lx' we have

r{rk

di_jrk-1

Bk = (A.83)
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From (A.77) this is equivalent to
Bk = YAk
ket (A.84)

Putting everything together we have the conjugate gradient method (Algorithm 24)

Algorithm 24 The Conjugate Gradient Method

Choose Xg, set Tg = b — Axg, dg =g 70 = 13 1o
For k=0,..,n-1
qr = Adg
—— Yk
Ok = dk Qi

Xg+1 = Xk + oxdi
Y41 =Tk — OkGk
Ye+1 = rZ”+11‘k+1

Br+1 = l:f-l'

dis1 = Thp1 + Be+1dk

end

Although the conjugate gradient method finds the exact minimum in n steps, for large
. . . - !
problems it is not feasible to carry out n steps and the conjugate gradient method is usually

terminated once the norm of the residual has been reduced by some specified amount

Convergence

In for example [87] the following upper bound on the energy norm of the error after k steps
of the conjugate gradient method is given:

_ k
Jecla <2 (YEZT) Teaha. (A.85)

Comparing this to (A.59) we see that the conjugate gradient method converges significantly
faster than the steepest descent method when & is large.

Preconditioning

We have seen that the larger the condition number of the matrix A the worse the convergence
of the conjugate gradient method is. One way to improve the performance of the conjugate
gradient method might be to replace the original system Ax = b by the new system

M'Ax=M"}
1™ Ax M b, (A.SG)

where M is a symmetric positive definite matrix and M ~!4 has a smaller condition number
than A. The problem is that M ~!A is not necessarily SPD, so instead the system

-1 =Ty _ -1
EAE *x=FE""'b (A.87)
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is solved, where X = ETx and the matrix E satisfies EET = M (any SPD matrix can be
written in this form). E~*AE-T is clearly SPD, furthermore it has the same eigenvalues and
hence the same condition number as M~ 1A to see this let M~1Av = A\v then

ETE'Av=ETE'AEE-TE )\ = ME"TE )v (A.88)
E-'AE"T(ETv) = \(ETv) (A.89)

Applying the conjugate gradient method to (A.87) we get Algorithm 25.

Algorithm 25 The Conjugate Gradient Method on E-'AE-T%x = E~'b

Choose R, set fo = E~1b — E-14e~T%kg, dg = 9 7p = o
For k=0,..,n-1
ax = ETYAE-Td,
—_ Lk
Qk df &

K1 = Xe +opdy
Pre1 = Fr — axds
—iT.

Y41 = TP+t
ﬂ — k41

k+1 = Ty
di+1 = Frg1 + Brrdi

end

In reality there is no need to find E instead we can set fx = E~!ry, dy = ETd, and
A -1 - .
4r = E~'qi and use the fact that x = ETx to rewrite the algorithm in the form given in
Algorithm 26.

Algorithm 26 The Preconditioned Conjugate Gradient Method

Choose Xg, set Tg =b — Axg, zg = M~ rg, do = 2, 70 = r{ 2o
For k=0,..,N-1
qi = Adg
— lk
ak - dk Qi

Xip41 = Xk + opdi
Ti41 = Tk — OkQk
Zpp1 = M7 Irgyg
T
Y+l = T p12k+1
,B 1= REESY
k+ Y
diy1 = Thy1 + Besrdi

end
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Choice of Preconditioner

There are several requirements that a preconditioner should meet if an efficient algorithm is
to be achieved, the first is that it should be a good approximation to the original matrix A,
on this criteria alone M = A would be the best choice, only one step of the preconditioned
conjugate gradient method would be required, but it would involve the solution of the system
Az = r, which is of course as difficult a problem as the original problem. The second
requirement therefore is that the preconditioner should be able to be inverted relatively
cheaply. Finally the preconditioner should not be too expensive to construct, The topic of
preconditioning is large and growing, some preconditioners are quite general, others are more
problem specific. Below I review only a few basic approaches to preconditioning that are

relevant to my own topic.

Diagonal Preconditioning

The simplest preconditioner is a diagonal preconditioner i.e M is the diagonal matrix with
the same diagonal as A. Diagonal preconditioners are trivial to construct and invert, but
generally do not speed up the convergence of the conjugate gradient method significantly.

Incomplete Cholesky Preconditioner

The Cholesky factorization of a SPD matrix A into LLT is a special case of an LU factor-
ization. Performing a full LU factorization and then solving Ax = b by inverting in turn
the lower triangular matrix L and the upper triangular matrix U is a direct method, the
algorithm for constructing the Cholesky matrix L for an N x N symumetric matrix A is given
in Algorithm 27.

Algorithm 27 Cholesky Factorization

Set 13 = JJan
Forj=2,.,.N

Ly =a;/ln

end
Fori=2,.,N—1
. 1/2
li= (an‘ - Y lfk)
Forj=i+1,.,N
i =g (aji - S ljkl,-k)
end
end

lnn = (ann - 2:;11 lrzzk) v

When an incomplete Cholesky factorisation is performed only some of the entries of L
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are computed, this can be done for example by only calculating the entrics of L which fit
the sparsity pattern of the original matrix 4. In my experiments I make use of MATLADB's
CHOLINC function with the drop tolerance option to construct incomplete Cholesky factori-
sations. After each column l; of L has been computed all entries (with the exception of the
diagonal entry l;;) in that column less than droptol||l;(|; are dropped (set to zero) before the
algorithm proceeds. The matrix M = LLT, where LLT comes from an incomplete Cholesky
factorisation, can be used as a preconditioner for the conjugate gradient method. To invert
M the lower triangular matrix L is first inverted followed by the upper triangular matrix LT,
The more entries kept the more accurate the incomplete Cholesky factorisation is and the
better the convergence of the PCG method, however the more entrics that are kept, the more
expensive to construct and invert the preconditioner is. How much information to retain will
depend on the difficulty and size of the problem to be solved.

Multigrid Preconditioning

The step z = M~ !r in the PCG method can be seen as an approximate solve of the problem
Az = r, since M is an approximation of A. One way to approximately solve Az = r would be
to apply one multigrid cycle to the system with zero initial guess, hence a multigrid method
can be used as a preconditioner for the PCG method. If an efficient multigrid method for
solving Ax = b exists, there will be no advantage in using it as a preconditioner for conjugate
gradient, in fact the overall cost of solving the problem is likely to increase, however if, the
convergence of the multigrid method is not satisfactory it can be accelerated by using it as
a preconditioner within the conjugate gradient method.

Remark A.6.1 If we wish to use multigrid as a preconditioner, then the multigrid method

should preserve symmetry.

A.6.4 General Steepest Descent and Global Optimization Methods

For a general minimization problem miny f(x) the steepest descent method involves taking
on step k+1 a step in the direction of steepest descent dj = -V f(x). In the case where f
was a quadratic the step length ax which minimized f along dj could be found analytically,
in the more general case oy is determined using a line search procedure. The simplest line
search is a backtracking algorithm in which the value of a is continually reduced by 6 € (0,1)
until the following sufficient decrease condition is satisfied

F(Xerr = eV F(xi)) = f(xk) < =MV (xk)[3- (A.00)

where ) is typically 10~4. This sufficient decrease condition basically says that the decrense
in the function value is some fraction of the reduction predicted by approximating f around
xx by the linear mode]

Fe(%) = f(xi) + VF(xk)(x = xz). (A.91)
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The general steepest descent algorithm with a backtracking line search is given in Algorithm
28.

Algorithm 28 Steepest Descent
Choose Xg, set £k = 0.
Choose 6 € (0,1), A
While ||V f(x0)xll2 > tol
di = -V f(xx)
ap,=1
While f(xk41 + akdi) = f(xx) > —A||di||2

ay — Qay

end
Xi41 = Xig + ardy
k—k+1

end

Remark A.6.2 If the function f does not have a unique minimum, then the minimum found
by the steepest descent method will depend on the initial guess Xo

The steepest descent method is part of a larger class of global minimization methods,

based on quadratic models of f around x,
(%) = f(xk) + V()T (x = xi) +1/2(x = xi)T Hie(x — x), (A.92)

where Hj is SPD. The search direction dy, is taken to be the value of x — x; which minimizes
qr(x) i.e dy satisfies

Vai(x) = Vf(xx) + Hidg = 0. (A.93)
The search direction is therefore dy = —H 1V f(xk). Given that Hi and hence H i
positive definite it is clear that Vf (xx)Tdx < 0 and hence dy is a descent direction. In
Newton’s Method Hy = H(xx), where H(xx) is the Hessian of f at xi, in general H(x;) is
not guaranteed to be positive definite, unless x is sufficiently close to the minimum of f,
see [65). The general sufficient decrease condition for such methods is

Fxx + ardi) = f(xk) < AV £ (xx) Tdg. (A.94)

Often the suflicient decrease condition is accompanied by another condition on o known
as the curvature condition, which prevents unacceptably short steps along dj from being

taken
V(K + ordi) i > 0V f (%) Ty, (A.05)

where the value of o should be between A and 1. A stronger version of this condition is

IVf(xk + Otkdk)Tdk| < alVf(xk)TdkL (A.96)
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(A.94) with (A.95) are known as the Wolfe conditions and (A.94) with (A.96) the strong
Wolfe conditions. A line search procedure to find a step length which satisfies the (strong)
Wolfe conditions, involves two phases, a bracketing phase in which an interval guaranteed to
contain points satisfying the Wolfe conditions is found and a second phase in which cubic
or quadratic interpolation on ¢(a) = f(xx + ady) is applied continually until an acceptable

point is found, for more details see, for example [49].

A.6.5 Nonlinear Conjugate Gradient

A version of the conjugate gradient method also exists for general nonlinear minimization
problems, although it does not have the nice convergence propertics of the conjugate gradient
method for SPD linear systems. There are several changes which must be made to Algorithm
24, firstly the residual rj is replaced by its nonlinear equivalent rp = —Vf(x)) also ry4;
cannot be defined recursively from ry and must simply be evaluated. Secondly the value of
oy cannot be determined analytically and is instead determined by a line search procedure,
usually required to satisfy the strong Wolfe conditions. Finally, there are two diffcrent options
for By (equivalent in the linear case since the residuals are orthogonal), either the Flotcher

Reeves choice
Fr _ VI (xke1)TV (%4 41)

T V() TV F(xk)

(A.97)

or the Polak Ribiere choice

pr _ V()T (VF(Xk41) = VF(xi))
e VI(xk)TV £ (xk) '

The Fletcher-Reeves formula has a neater convergence theory, but the Polak-Ribiere formula

(A.08)

generally performs better. In order to guarantee convergence of the Polak-Ribicre method
ﬁ,ffl can be replaced by max(8f fl, 0). For more details on nonlinear conjugate gradient, sce

[65, 87] and the references therein.

A.7 Multilevel Optimization

In this section I briefly review two optimization methods which employ multilevel techniques.

A.7.1 Multigrid Optimization based on FAS

In [73] Nash presents a Multigrid optimization algorithm based on the full approximation

scheme for solving an unconstrained optimization problem
min fh(up). (A.09)
on . To clarify what this notation means we may have for example the problem

min f(u) whete f(u) = [ 1,1, u(z,9), vz, )dody, (A.100)
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where u is some continuous variable on the bounded and open domain @ c R2, If Q is
discretized and the resulting grid Q" has grid spacing & in both directions and grid poiuts at
(ih, jh) then the discrete optimization problem is

Il;tliﬂ fn(un) where f(up) = Z L(ih, jh, Uyjy (uz)ij’ (uy)ij)a (A.101)
(4,5)
where (uz):; and (uy);; are finite difference approximations of u, and u, at the grid point
(4,3)-
One step of Nash’s multigrid method is denoted ufl“ = MGOP(uf, miny, fn(un)) where
MGOP is defined recursively in Algorithm 29.

Algorithm 29 MGOP

w1 = MGOP(uk, min fj(up))

1. If Q" is the coarsest grid, solve

min Sr(un)

and return.
Else: apply v steps of an optimization algorithm with initial guess u;‘.

af = OP" (uf, min fi(un))

2. Evaluate
aky = It ak

v =Viy(an) - I (Vfn(@n))
3. Apply multigrid method to solve: min,,,, fulun) - vTuy with initial guess ﬁ’,‘,

@t = MGOP(ufy, min fiy(uy) = vTun)

4. Evaluate
en = If(a} - af)

5. Perform Line Search
a1l = af + ey

6. Apply v; steps of an optimization algorithm with initial guess @+

k+1 _ .
uftl = OP2(aft!, min Fu(un))
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In Algorithm 29 Q¥ is the next coarsest grid e.g 2" and I% and I} are transfor operators
for transferring grid functions between Q" and Q9. fy denotes the original optimization
problem discretized on the grid Q¥.

Note that the coarse grid optimization problem is not simply

min fu(un) (A.102)
but
XE,i,n fuluy) —vTuy. (A.103)

where v = Vfy(ay) - I,{!(th(ﬂh)). If Vfn(ur) = Na(un) — gn where Ny (up) is some
nonlinear operator, then

Vifa(ug) — v un] = Nu(un) - gu ~ (Nu(@n) = gu) + 1f (Nn(iin) = g)

= Ny (ug) — [Nu(@n) + I (gn = Na(@n))) (A.104)

which is the equivalent coarse grid problem in the original FAS method presented in Algorithm

5.
The following theorem establishes that under certain assumptions the coarse grid correc-

tion is a descent direction.
Theorem A.7.1 If the following conditions hold ey is a descent direction for fy at af,
1. The optimization problem is convez.
2. I = cumhT
8. The coarse grid problem is solved accurately enough. i.e
V(fu(ur) —vTun) @) = Vin(@g?) - (Vi (@) - BV @) =
where € is small enough.

Proof
By definition
V(@) Ten = V fa(af) T (Iyen). (A.105)

By condition (2) this is equivalent to
Y fu(@h)Ten = CULV (@) e, (A.106)
By condition (3) this is equivalent to

Vfu(@f)Ten = C(Vfu(@ly) - Viu(@h!) + e)Ten. (A.107)
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Using the mean value theorem we have
Vi) - Via(ag) = Vi@ - af) = Vi Qen. (A.108)
where uf < ¢ < u**1. Substituting into (A.107) we get
Vin(@5)Ten = C(—e Vi fu(Cen + ey). (A.109)

Given that the optimization problem is convex the first term in the right hand side is negative
and given that € is small the second term is negligible. Hence e}, is a decent direction. .

If ey, is a descent direction then the combination of the multigrid method A/GOP with an
optimization method which is globally convergent will result in a globally convergent method.
In [73] Nash shows that e; can be expected to be a descent direction even if the coarse grid
problem is not solved to high accuracy, he also extends the method to non-convex problems.

A.7.2 Chan and Chen’s Multilevel Optimization

In [25] Chan and Chen propose a multilevel optimization method which uses local optimiza-
tion and correction via coarse grids. The method is applied to the discrete Total Variation
denoising optimization problem in 1 and 2 dimensions. A brief outline of the method is given
below.

Given a discrete optimization problem

min f(up) (A.110)

where up, is a grid function on the finest (cell-centered) grid ", several steps of a local
optimization method are applied to the problem to generate an approximation @,. Each step
of the local optimization method involves cycling through the grid points in a Gauss-Seidel
fashion, solving at each grid point the local optimization problem min,, , f; j(u; ;) which
results from freezing all non (4, j) components of up, at their current value. This problem is
either solved analytically (if possible) or via iterations.

Once iy, has been found a multilevel algorithm, utilising standard coarsened, coarse grids

Q2k Q. QP with p = 2L, is employed. The algorithm is given in Algorithm 30.

Algorithm 30 Multilevel Optimization
Find @y, by applying a local minimization method to min,, f(up)
For k=1L

1=2*

& = argming,, f(@n + Plcin)

iin = i + Plém

end
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In Algorithm 30 the interpolation operator P} maps grid functions on Q' to grid func-
tions on 2. Assuming that the grids are cell-centered P is defined as the operator which
assigns the value at a coarse grid cell, to all fine grid cells contained within it e.g for Q € R?,
P}, is the cell-centered interpolation operator seen in equation (2.141). The solution of the
minimization problem ming,, f(iir + Pfcin) on Q! involves 1/(1%) as many unknowns as the
fine grid problem where d is the dimension. &, is found using several steps of a local opti-
mization method, as on the finest grid. The whole procedure is iterated until some stopping
criteria is satisfied.

In addition the same approach has also been employed using a nonstandard coarse grid
QH which is defined based on the properties of the fine grid approximation 4. The principle
is exactly as above with an interpolation operator P,'} mapping grid functions on 7 to grid

functions on Q" being required.

211



Appendix B

Cost Estimate For the AMQG
Method

In this appendix we present an analysis of the costs associated with implementing the AMG
method in MATLAB with the standard C/F splitting algorithm and direct interpolation as
detailed in §2.7. Due to the automatic nature of AMG the analyis is non trivial and certain
assumptions will have to be made. We will use the following notation in the cost analysis

that follows

n* = number of points on level &

F* — npumber of fine points on level k

]

n
k v
nC = n*k*! = number of coarse points on level k

. (B.)

Y4+ = max number of entries in a row of 4*
Yg+ = max number of entries in a row of R¥ = I**1( restriction k — k + 1)

vpt = max number of entries in a row of P¥ = ¥ +1( prolongation k + 1 — k)

Although the flop cost in MATLAB of finding all the nonzero entries in a set or finding
the maximum value in set is zero, below we assume that the costs are approximately equal
to twice the size of the set. To justify the assumptions made we present below the cost in
cputime of finding the nonzero entries in a random vector of size 107 using MATLADBs find
function, finding the maximum value in a random vector of size 107 using MATLAB's max
function and multiplying component wise two vectors of size 107 i.e an operation which costs

107 flops.

operation | cpu
find 0.76
max 0.92
multiply [ .50
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We see that our assumptions appear reasonable as an upper bound.

B.1 The AMG setup phase

B.1.1 Cost of Finding Neighbours and Strong Connections

To find N; we must search row i of the matrix for non-zero, non-diagonal entrics. In reality
the position of all non-zero entries in a sparse matrix can be found very cheaply in MATLAD
so we ignore this cost here. Once we have the set of neighbours we have to find the maxinum
value of —a; over j € N; and then find S; = {j € N;| ~ ai; > 6 maxix;(~ai)}. We have to
search through the set {~a;;|j € N;} to find the maximum, and then search the sot again to
find the entries greater than 6 times the maximum, since an upper bound on the size of N;
is 74+ — 1 an upper bound for this cost is 4(y4« —1). An upper bound on the cost of finding

all N; and S; on level k is therefore

n* [4(yae - 1)]. (B.2)

B.1.2 The C/F splitting algorithm

We assume that the size of C* = 1/4n* ie we assume standard coarsening. We therefore
go around the C/F splitting loop 1/4n times and on average each coarse point defines 3 fine
points i.e the size of ST AU is 3. Although in our experience based on cpu analysis similar to
above a reasonable assumption is that the cost of finding § N U using MATLAB's intersect
function (in fact a slight modification of it) where S is a small set, is around 3 times the size
of U we can in our current implementation find S,T NU simply by finding the nonzero entrics
of a set the size of SiT , which we assume below has size 4. Based on these assumptions we
have the following estimate for the cost of performing the C/F split on level k.
1/4n*-1

> [2An* —4m) + 8] +3(8 +4) + 8+ 4, (B.3)

m=0
The fisrt term comes from finding 4 € U with maximal ); and then finding j € S;.r nU, the
second term comes from finding | € S;NU setiing Ay = A +1 for each j € STNU (we assume
that the size of S; and S;NU is 4) the third term comes from finding j € S; NU and the last
term setting A; = A; — 1 (again we assume S; and S;N U have 4 members). An approximate
cost estimate is therefore

1/4n* -1
(1/4n*)@n* +56) =8 3 ma1/2(n*)? + 14n* — 8(1/8n%)(1/4n*) = 1/4(nk)? + 14nk.

m=0
(B.4)
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B.1.3 The Direct Interpolation

On level k direct interpolation involves finding for each i € F*

ZjeN.- ay; EjeNv 025-
== and = Z=———. (B.5)
Y kep; Yk 2 kep, Gk

or if P} is empty finding a; and setting ai; = a;;+3_ ¢, a;. Then defining the interpolation

weights as

-ajau/ai k€ P;
wik = (B.6)

~Biaik/ai ke Pt

where P, = C;.
Denote by nP* the max size of P; over all i € F* and by n¥* the max size of N; over all
i € F* then an upper bound for the cost of the direct interpolation on level k is

nF* [nNk + 3nPk] . B.7

B.1.4 Cost of Forming the Galerkin Matrix RAP

Given that we expect that A and P will be very sparse most row 4, columnp multiplications
will produce zeros. A cost of 7ikn’° is a reasonable assumption for the cost of evaluating
Ak PE similarly v%. nC" is a reasonable assumption for the cost of multiplying A*P* by Rk,

B.1.5 Overall Cost

Putting all of this together and assuming standard coarsening and also taking ya, yg, vp as
the maximum value over all levels of v4x, Vg, Yp+ noting that V= Yax — 1 and assuming
that nP* = 4 we have as an estimate for the cost of an AMG setup phase the following:

Z A(yax — 1)nF + 1/4(nk)2 + 14n* + nF" (4 +11) + y2n* + 420"
k
=3 1/4(nF)? + 4(yax ~ n* + 14n* + 3/4n* (y4 + 11) + y3nk + AR 1/4nk
k
o0
~ > 1/4(1/16)'n® + 3/4(1/4) (17/374 + 4/39% + 1/37} + 8)n
1=0

=17/64n® + (1774 + 474 + 7% + 24)n/3. (B.8)

B.2 The V-Cycle

Once the setup phase has been performed the costs associated with the V-cycle on level k

are
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1. The cost of 4 Gauss-Seidel steps each of which involves solving Mv™¥ = (Nv*¢ 4 f )
where M is the lower triangular part of A* including the diagonal and N is the upper
triangular part of A¥. Assuming that 4% is small and that the entrics of A* are split
evenly about the diagonal and using the fact that the cost of inverting or multiplying

k x nk triangular matrix with a small number, say o, of entries on each row is

by an
approximately (20 — 1)n* we have 4 [2(7§ -lnk + nk] as an estimate for the cost of

the Gauss-Seidel steps.

2. The cost of the residual calculation r* = f* — Akv¥, an upper bound for which is

’nk + 2’)’Ak nk.
3. The cost of restricting the residual, an upper bound for which is 2ygsnC".

4. The cost of interpolating the error back from the coarse grid and correcting, an upper
bound for which is 2ypxn® *+nC +nk,

Putting all of this together we have as an upper bound for the cost of a V-cycle:

e o)

S (/4 1074 +1/2y +3/27p = T/4]n
1=0

= (4074 + 2yr + 67p - T)n/3. (B.9)

B.3 Cost Comparison

From observations we take v4 = 20, g = 15 and vp = 10 we then have an approximate cost
for the V-cycle of 300n and an approximate cost for the setup phase of 17/64n2 4 730n. If
we take n = 2562 we get that the cost of a V-cycle is approximately 2 x 107 and the cost of a
setup is approximately 1.19 x 10°, around 60 times the cost of the V-cycle. In §5.3 we present
the idea of recycling setup data, essentially on some fixed point steps we replace a whole sctup
with a simple evaluation of RAP using stored interpolation and restriction operators. The
cost of the recycling will be (4/37% +1/3v%)n which is approximately 610n, making the cost
of a V-cycle + recycling around 910n which for n = 256 is 6.0 x 107. In reality the dominant
cost is the cost on the finest level, on this level we know v4 = 5 and we can assume yg = 5
and vp = 4. With these parameters we get that a V-cycle costs approximately 75n and a
setup costs approximately 17/64n2 + 80n, while a recycle costs around 40n, for n = 2562
this is 5.0 x 10° flops for a V-cycle, 2.8 x 108 for a recycle and 1.15 x 10° for a setup. When
we actually measure the flops associated with a V-cycle and a recycle we get that a V-cycle
costs around 1.2 x 107 flops and a recycle costs 6.1 x 108, which is somewhere in between the
two estimates made above.

This is of course only an estimate of the sort of costs involved based on some assumptions
about the flops cost of certain operations which register no flop cost in MATLAB,
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