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ABSTRA CT: Essavs in Macroeconomics and Intemational Finance' by Lucio Samo 
In this thesis we examine four different issues in macroeconomics; and international finance 

which have received widespread attention from researchers and which still represent very debated 
issues. 

In Chapter 1, we investigate the effect of financial deregulation on consumption expenditure 
in the UK and in France. Wn-Lon-linear model for consumption which allows for liquidity constraints 
through a time-varying parameter dependent on a proxy for financial deregulation is estimated using 
non-linear instrumental variables. It is concluded that financial deregulation has significantly reduced 
liquidity constraints faced by consumers-7013w-m-g-a higher percentage of the population to smooth 
consumption over time. The estimated path of the time-varying parameter, interpreted as the 
proportion of income going to liquidity-constrained consumers, is consistent with the process of 
financial deregulation in the UK and in France respectively. 

In Chapter 2, we look at a range of issues concerning capital flows in Europe. We gauge the 
extent of international capi`tEm6bHft_ytffo_)ugP_h an examination of savings-investment correlations and 
investigate the difference between the short-run and the long-run savings-investment correlation 
coefficient, in order to shed light both on the validity of the Feldstein-Horioka regression as a means 
of measuring the degree of capital mobility and on its implications. Usin&_q4g! erlX VK data, we also 
examine the effectiveness of the abolition of exchange control which, in October 1979, ended a long 
period of restrictions on capital flows between the UK and the international economy. We find that, 
consistent with the logical implication of the Feldstein-Horioka regression, the short-nm correlation 
is significantly higher than the long-run correlation. In contrast with much of the literature employing 
the Feldstein-Horioka interpretation, however, the results suggest that the UK is highly financially 
integrated with the global economy post 1979. In addition, we Rrovift fuaqr evidence on the extent 
and effect of European capital mobility through an examination of GNP/GDPratios across the largest 
European countries and a comparison of these with similar calculations executed for regions within 
the UK. We also examine the role of private financial markets in reducing regional risk by 
developing an empirical model which is then estimated on data for the European Union. 

In Chapter 3, we focus on the determinants of the large US portfolio flows received by Latin 
American and Asian countries over the sample period 1988-92. Using cointegration techniques, we 
find that both domestic and global factors contribute to explaining capital flows to developing 
countries in the form of bonds and equities and represent significant long-run determinants of 
portfolio flows. We also investigate the dynamics of portfolio flows by estimating seemingly 
unrelated error-correctiiiH't-odels. dlo__b_iI_ EdcouRry-specific factors seem to be equally important 
in determining the long-run movements in equity flows for both Asian and Latin American countries, 
while global factors appear to be much more important than domestic factors in explaining the 
dynamics of bond flows. In particular, US interest rates are found to be a particularly important 
determinant of the short-run dynamics of portfolio, especially bond, flows to developing countries. 
We also measure the relative size and statistical significance of permanent and temporary components 
of portfolio flows to developing countries using Kalman filtering maximum likelihood techniques and 
variance ratio tests corrected for small sample upward-bias. Overall, the eýppirical. results strongly 
indicate that if there is a permanent component in equity an ond flows to developing countries, it 
is very small in relative size, suggesting that capital flows to developing countries over the sample 
period were highly temporary. J1isjn_nunhu_imp=anLp_q ýiimPjkations. 

In Chapter 4, we examine the behaviour of real exchange rates during the post-Bretton 
Woods period. Since standard tests for mean reversion in real exchange rates may lack power with 
sample periods corresponding to the span of the recent float, researchers have employed more 
powerful multivariate unit root tests. We point out a potential problem with such tests, namely that 
the null hypothesis of joint non-stationarity may be rejected even when only one of the series is a 
realization of a mean-reverting process. We suggest another multivariate test in which the null 
hypothesis is violated only when all of the processes in question are stationary. This test is easily 
constructed and has a known limiting distribution. We investigate the finite-sample empirical 
performance of both tests using Monte Carlo techniques. Finally, we apply the test procedures to 
quarterly data on real exchange rates among the G5 countries over the recent floating rate period. 

In sum, this thesis adds to the relevant literature on the four different issues examined by 

_Rro, 
id na -c ers iýdýdicating potential avenues for future research. J; ýýiýts and evidence to reseirc-F-a 
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'In primisque hominis est propria veri inquisitio atque investigatio. ' 
(Cicero, De Offidis, Book I. iv) 
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MRODUCTION AND OVERVIEW 



In this thesis we examine four different topics in macroeconomics and 

international finance which have received widespread attention from researchers and 

which still represent very debated issues, in an attempt to provide interesting 

contributions to the literature as well as results of interest to practioners and policy- 

makers. 

Macroeconomics and international finance are alive with highly controversial 

theoretical issues, unexplained empirical evidence and great practical questions, 

whereas consensus and theory-consistent stylised facts are still relatively limited in 

those fields. We especially focus on four puzzling and unresolved issues which 

particularly attract our personal interest. These are concerned with the excess 

sensitivity of consumption to income and the effect of financial policies on 

consumption expenditure, the finding of relatively low international capital mobility 

implied by the high correlation between savings and investment shares of gross 

domestic product across countries, the identification of the main factors generating 

the recent large surge of capital flows towards emerging markets and the validity 

of the purchasing power parity condition during the post-Bretton Woods period 

respectively. 

The consumption function literature provides some of the most fascinating 

reading in macroeconomics and we certainly agree that 'attempts by economists to 

understand the saving and consumption patterns of households have generated some 

of the best science of economics' (Deaton, 1992). After the earlier literature on 

modelling consumption expenditure during the 1950s, when the basis of the modem 

theory of consumption was provided, the last twenty years - precisely since the 

publication of Hall's (1978) paper on the forward-looking consumption function - 
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have been characterised by 'a great flurry of activity' (Deaton, 1992). This activity 

has been concerned mainly with testing the Hall model of consumption and the 

empirical failure of the theory has often been attributed to the presence of liquidity 

constraints. The empirical evidence from the estimation of forward-looking 

consumption function models which allow for liquidity-constraints has, however, 

implications which are quite counterintuitive: in particular, extant empirical studies 

appear to show that the process of financial deregulation in the UK and in France 

has generated a perverse effect - increasing the proportion of income going to 

liquidity-constrained consumers - in the UK and no significant effect in France (see 

Muellbauer, 1994 for a survey). It is in this sense that we regard the empirical 

evidence on the excess sensitivity of consumption a puzzle, an awkward empirical 

fact that refuses to fit onto the relevant theoretical framework. 

The second topic analysed in this thesis is also a puzzle. Since the late 

1970s, it has become common among economists to describe the world financial 

system as characterised by perfect international capital mobility, following the 

drastic reduction or complete removal of capital controls in the mid 1970s by many 

of the major industrialised countries, in addition to the ongoing process of 

widespread financial deregulation, the improvement of information and 

communication technology in financial markets and the recycling of OPEC 

surpluses to developing countries (Frankel, 1993; Coakley, Kulasi and Smith, 

1995a). One of the most widely used measures of the degree of intemational 

capital mobility, suggested by Feldstein and Horioka (1980), is based on the 

correlation between domestic saving and investment. The rationale is that if capital 

is mobile internationally, there need not be any correlation between saving and 
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investment. In a world of perfect capital mobility, savings may be expected to flow 

from countries with a relatively high propensity to save to countries with relatively 

more favourable investment opportunities. Nevertheless, the empirical evidence 

based on saving-investment correlations strgnglL: indicates, apart from very few 

exceptions, that the degree of international capital mobility is very low in the world 

economy. This finding is in sharp contrast with the assumption of perfect capital 

mobility, routinely used in the literature on exchange rate determination, with the 

exception of variants of the Mundell-Fleming model and the portfolio balance model 

(Taylor, 1995; Taylor and Sarno, 1997, Chapter 4). Traditionally, attempts to 

explain the Feldstein-Horioka puzzle have been based on attacks against the 

meaning of the association between savings and investment, rather than against the 

the adequateness of the econometric techniques empIoyed by researchers. In this 

thesis, we provide an alternative explanation of the Feldstein-Horioka puzzle in that 

we show how the Feldstein-Horioka definition of intemational. capital mobility may 

be informative if an adequate econometric strategy is used, while the estimation 

procedures employed by the previous literature may be misleading. 

The third topic examined is concerned with the identification of the main 

determinants of the recent, enormous surge of US capital flows to developing 

countries. The sharp expansion of net and gross capital flows together with a 

marked increase in the participation of foreign investors and foreign financial 

institutions in the financial markets of developing countries is one of the main 

features of the recent development of international capital flows, also enhanced by 

the ongoing process of abolition of various sorts of impediments and capital controls 

and the broader liberalization of financial markets in developing countries from the 
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late 1980s. Another main feature of the recent trend of capital flows to developing 

countries is that US private (bond and equity) as opposed to US official capital 

flows are increasingly a crucial source of financing of large current account 

imbalances (World Bank, 1997). These trends in the pattern of net and gross 

capital flows raise important issues concerning which factors motivate the flows and 

how these flows affect the performance of developing countries. In particular, it 

is of interest to assess the relative importance - on the one hand - of the improved 

economic performances of developing countries (country-specific or "pull" factors) 

and of the stimulus - on the other hand - provided by the decline of US interest 

rates and the slowdown of the US economy in the early 1990s (global or "push" 

factors) (Chuhan, Claessens and Mamingi, 1993; Fernandez-Arias, 1996; Agenor, 

1997). The reason why the identification of the relative importance of push and 

pull factors is important for the effective design of policy - and therefore worthy of 

investigation - has recently been made forcefully by Fernandez-Arias and Montiel 

(1996), who list a number of arguments describing why large capital flows may, 

under various circumstances, have adverse effects on developing countries unless 

proper policies designed to neutralise such effects are adopted. Unlike the other 

themes treated in this thesis, the issue of the investigation of the forcing factors 

inducing capital flows to developing countries in the 1990s could neither generate 

a puzzle nor support a stylised fact as it is a quite new and hence only recently 

explored issue on which there is not sufficient evidence to generate a puzzle or a 

stylised fact. 

The fourth and last topic investigated in this thesis, the behaviour of real 

exchange rates during the post-Bretton Woods period, is certainly a puzzle, as noted 
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recently in an excellent survey of the relevant literature by Rogoff (1996). 

Purchasing power parity (PPP), viewed as a theory of exchange rate determination 

or as an equilibrium condition or also as an efficient arbitrage condition in either 

goods or asset markets, has the strong implication that movements in the nominal 

exchange rate are proportional to the ratio of national price levels or that the real 

exchange rate is constant over time. 

The modem articulation of PPP starts in the immediate post World War 1, 

after the collapse of the world financial system and as an attempt to restore a stable 

international financial environment. Since the original formulation due to Cassell 

(1921,1922), however, the profession has radically switched position several times 

with regard to the validity of PPP. During the pre-Bretton Woods period, the 

professional consensus was quite supportive of PPP as a condition holding over long 

periods of time (eg. Friedman and Schwartz, 1963; Gaillot, 1970). A much 

stronger position was, however, taken in the early 1970s by some proponents of the 

monetary approach to exchange rate dcteimination, who posited continuous, rather 

than long-run, purchasing power parity (eg. McCloskey and Zecher, 1976; Frenkel, 

1976; Frenkel and Johnson, 1978). A radical change in the position of the 

profession on the behaviour of real exchange rates occurred in the mid to late 

1970s. In fact, following the very high variability of real exchange rates after the 

colIapse of the Bretton Woods system, the extreme proposition of continuous PPP 

was largely abandoned (eg. Krugman, 1978; Frenkel, 1981). In addition, the 

relevant literature of the 1980s could not reject - by large - the hypothesis of 

random walk behaviour in real exchange rates (eg. Roll, 1979; Adler and 

Lehmann, 1983; Piggott and Sweeney, 1985), consistently with the failure to find 
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cointegration between nominal exchange rates and relative prices (eg. Taylor, 1988; 

Corbae and Ouliaris, 1988; Enders, 1988; Mark, 1990), further reducing the 

confidence of the profession in purchasing power parity and leading to the 

widespread belief that PPP was of little or no use empirically (eg. Dombusch, 

1988). Overall, the validity of PPP is still one of the most debated issues in 

intematioml fimnce. 

The remainder of the thesis is set out as follows. In Chapter 1, we 

investigate the effect of financial deregulation on consumption expenditure in the 

UK and in France. A non-linear model for consumption which allows for liquidity 

constraints through a time-varying parameter dependent on a proxy for financial 

deregulation is esthnated using non-linear instrumental variables. It is concluded 

that financial deregulation has significantly reduced liquidity constraints faced by 

consumers, allowing a higher percentage of the population to smooth consumption 

over time. The estimated path of the time-varying parameter, interpreted as the 

proportion of income going to liquidity-constrained consumers, is consistent with 

the process of financial deregulation in the UK and in France respectively. 

In Chapter 2, we look at a range of issues concerning capital flows in 

Europe. We gauge the extent of international capital mobility through an 

examination of savings-investment correlations and, in particular, investigate the 

difference between the short-ran and the long-run saving-investment correlation 

coefficient, in order to shed light both on the validity of the Feldstcin-Horioka 

regression as a means of measuring the degree of capital mobility and on its 

implications. Using quarterly UK data, we also examine the effectiveness of the 

abolition of exchange control which, in October 1979, ended a long period of 
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restrictions on capital flows between the UK and the international economy. We 

find that, consistent with the logical implication of the Feldstein-Horioka regression, 

the short-ran correlation is significantly higher than the long-run correlation. In 

contrast with much of the literature employing the Feldstein-Horioka interpretation, 

however, the results suggest that the UK is highly financially integrated with the 

global economy post 1979. In addition, we provide further evidence on the extent 

and effect of European capital mobility through an examination of GNP/GDP ratios 

across the largest European countries and a comparison of these with similar 

calculations executed for regions within the UK. We also examine the role of 

private financial markets in reducing regional risk by developing an empirical model 

which is then estimated on data for the European Union. 

In Chapter 3, we focus on the determinants of the large US portfolio flows 

received by Latin American and Asian countries over the sample period 1988-92. 

Using cointegration techniques, we find that both domestic and global factors 

contribute to explaining capital flows to developing countries in the form of bonds 

and equities and represent significant long-ran determinants of portfolio flows. We 

also investigate the dynamics of portfolio flows by estimating seemingly unrelated 

error-correction models. Global and country-specific factors seem to be equally 

important in determining the long-run movements in equity flows for both Asian 

and Latin American countries, while global factors appear to be much more 

important than domestic factors in explaining the dynamics of bond flows. In 

particular, US interest rates are found to be a particularly important determinant of 

the short-run dynamics of portfolio, especially bond, flows to developing countries. 

In Chapter 3 we also measure the relative size and statistical significance of 
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permanent and temporary components of portfolio flows to developing countries 

using Kalman filtering maximum likelihood techniques and variance ratio tests 

corrected for small sample upward-bias. Overall, the empirical results strongly 

indicate that if there is a permanent component in equity and bond flows to 

developing countries, it is very small in relative size, suggesting that capital flows 

to developing countries over the sample period were highly temporary. This, in 

turn, has important policy implications. 

In Chapter 4, we examine the behaviour of real exchange rates during the 

post-Bretton Woods period. Since standard tests for mean reversion in real 

exchange rates may lack power with sample periods corresponding to the span of 

the recent float, researchers have employed more powerful multivariate unit root 

tests. We point out a potential problem with such tests, namely that the null 

hypothesis of joint non-stationarity may be rejected even when only one of the 

series is a realization of a mean-reverting process. We suggest another multivariate 

test in which the null hypothesis is violated only when all of the processes in 

question are stationary. This test is easily constructed and has a known limiting 

distribution. We investigate the finite-sample empirical performance of both tests 

using Monte Carlo techniques. Finally, we apply the test procedures to quarterly 

data on real exchange rates among the G5 countries over the recent floating rate 

period. 

A fmal chapter briefly summarises, highlights the key findings of the thesis 

and concludes. 
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CHAPTER 1 

Real Interest Rates, Liquidity Constraints and Financial Deregulation: 

Private Consumption Behaviour in the UK and in France 
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'Large errors in forecasting consumption in the late 1980s and early 1990s were a 
major contribution to the poor performance in forecasting overall economic 
developments. These errors have been attributed to the failure of existing 
consumption functions adequately to capture important influences on consumer 
behaviour, such as the effects of financial deregulation ... ' Church, Smith and Wallis (1994, p. 71) 

1.1 Introduction 

According to the permanent income hypothesis, changes in consumption 

should be unpredictable, since revisions to-the planned consumption path can only 

arise in this model from news about future income which, by definition, is 

unpredictable (see eg. Deaton, 1992, p. 83). A similar result is obtained in the 

representative agent model of Hall (1978,1988), with the assumption of either a 

constant real interest rate or a zero intertemporal elasticity of substitution of 

consumption. Following Campbell and Mankiw (1989,1990,1991), this study 

focuses on the Hall consumption function allowing for the presence of liquidity 

constraints and, in addition, for financial deregulation and a time-varying real rate 

of interest. The relevant literature argues that if a significant proportion of 

consumers are unable to smooth their consumption effectively because of liquidity 

constraints, then movements in current income may be an additional explanatory 

variable of consumption. The main objective of this study is to investigate the 

behaviour of aggregate consumption when the proportion of liquidity-constrained 

consumers shifts over time due to the effects of financial deregulation - as one 

might expect to have been the case in the UK and in France. 

Using quarterly data for the UK during the period 1963-1994 and for France 

during the period 1970-1993, the analysis results in the application of a time- 

varying parameter empirical model of consumption behaviour which is tested 
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against an alternative error correction model which has generally been found to 

perform well, especially on UK consumption data. 

The remainder of the chapter is set out as follows. In Section 1.2, we 

provide a review of the relevant literature and develop the estimating equations. 

In Section 1.3, we provide a brief historical excursus concerning the process of 

financial deregulation in the LJK and in France as a motivation for the analysis. In 

Section 1.4, we discuss the data set employed. In Section 1.5, we provide a 

discussion of some of the estimation issues and discuss the estimation results. A 

final section concludes. 

1.2 Modelling consumption: theory and evidence 

1.2.1 Intertemporal choice, excess sensitivity and random walks 

Consider a representative consumer facing a time horizon of T future 

periods. Assuming additivity of the utility function, the consumer's optimization 
I 

problem in period 0 involves maximising the discounted present value of expected 

future consumption - ie. maximising the objective function: 

T 

Vo = Eo E (1 + p) -: U(Cc) 
C-0 

where C, is real consumption at time t, p is the individual rate of time preference, 

U(. ) is the single-period utility function; EO is the mathematical expectation operator 

conditional on information at time 0. We assume U' > 0, U"<0, implying strict 

concavity and twice differentiability of the utility function. In each period the 
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utility maximisation problem of the consumer is governed by the asset evolution 

equation or budget constraint: 

(1 + rt) (At + Y" - Cc) t=O, c 

where A, represents net real assets at the beginning of the period t, Y", is real 

labour income during time t and r, is the real rate of interest at which the 

representative consumer can borrow or lend from the beginning of period t to the 

beginning, of period t+l. The first-order conditions for the maximization of (1.1) 

subject to (1.2) are a set of stochastic Euler equations of the form': 

U'(Ct: ) = Et [ (1 

Assuming an isoelastic utility function of the form U(C) = or(a-l)-'Ct(`-)". 

where a is the intertemporal elasticity of substitution, equation (1.3) may be closely 

I In order to derive the forward-looking or permanent income 
consumption from (1.1) and (1.2) it is necessary to specify in addition a 
transversality condition on the value of assets. This is needed in order to rule out 
Ponzi schemes - ie. borrowing to finance consumption and then borrowing forever 
in order to service the increased debt. Although a transversality condition is 
implicitly understood to apply, it need not be stated explicitly in the present analysis 
because of the focus of this study on the Euler equations. 
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approximated by': 

CF-1(02 EtA Ct+l = cr (E,. r. - p) + 0.5 r+l 

where Ac, +, = log(C,. 1) - log(C) and where 

2 (1.5) G)t+l = var, (Ac, 
+, - crz, ) 

where Var, (. ) denotes conditional variance. 

Typically, co,,, is implicitly assumed to be constant and absorbed into the 

intercept term (Hall, 1978,1988), although, as we discuss in the next sub-section, 

it may be interpreted as the contribution of the precautionary motive for saving. 

For the moment, we hold this term constant so that (1.4) collapses t03: 

Act-1 ` 11 , lor. Eir+i 

I The approximation arises only because of the normal approximations 
made with logarithmic transforms (Deaton 1992, p. 64); note that if we assume that 
log(C,,, ) and r, are joint normally distributed, then (1.4) holds exactly, given (1.3) 
(see Appendix 1.1). 

3 In the empirical work reported below, we tested for autoregressive 
conditional heteroscedasticity (ARCH) effects in the residual series for the estimated 
models as well as in the growth of consumption directly, but were in no case able 
to discover significant ARCH effects. This therefore implies that we may be 
justified in treating this conditional variance term as constant. 
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where E,,,, may be correlated with r, but is uncorrelated with lagged variablee. 

If agents are able to smooth their consumption patterns through the capital 

market, then equation (1.6) implies that an increase in ex ante real interest rates will 

generate an increase in current consumption by increasing the amount of future 

consumption which can be undertaken with the same total resources, some of which 

is transferred to the present. How much is transferred to the present depends 

directly on the magnitude of the elasticity of intertemporal substitution. 

Hall (1978) notes that if the real rate of interest is constant, then (1.6) 

implies that consumption follows a random walk with drift. Hall (1978) provides 

empirical evidence on US data which shows that the change in consumption is 

orthogonal to lagged income, but not to lagged stock prices. Despite the formal 

rejection of the random-walk model, however, he argues that past stock prices 

provide such a small contribution to the variation in consumption in his empirical 

work that the random walk model constitutes a satisfactory approximation. Hall 

(1988) interprets the empirical evidence supporting the random walk behaviour of 

consumption as evidence that the intertemporal elasticity of substitution or is very 

close to zero'. 

4 There are a large number of implicit and explicit assumptions 
underlying the Hall random walk consumption function, including no credit 
restrictions or other non-linearities in the budget constraint; no habits or adjustment 
costs; non-durable goods; the subjective discount rate, p, is equal for all 
consumers and also equal to the market real rate of interest, r; no measurement 
errors or transitory shocks to consumption; the coincidence of the frequency of 
consumers' decisions with the frequency of the data used; a constant real rate of 
interest; rational expectations (Muellbauer, 1994). Most of the literature on 
consumption following Hall (1978) is concerned with the examination of the 
implications of relaxing one or more of the underlying assumptions. 

I Note that, under the assumption of an isoelastic utility function, the 
intertemporal elasticity of substitution is, strictly speaking, the reciprocal of the 
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A large number of empirical studies for different sample periods and 

countries have rejected, however, the random walk model even as an 

approximation. In particular, for the UK, Davidson and Hendry (1981) and Daly 

and Hadjiinatheou (1981) find that the orthogonality condition on the disturbance 

term is violated when tested against lagged income, consumption and liquidity 

measures. One of the most interesting findings of the work of Davidson and 

Hendry (1981) is that they show, using Monte Carlo simulations, that a random 

walk in consumption may well be accepted when, in fact, it does not hold, simply 

because it would be hard to distinguish from an error-correction model for 

consumption. 

Another well-known important strand of the literature has been stimulated 

by Flavin (1981), who, using US data, finds "excess sensitivity" of the consumption 

pattern to current and lagged income, ie. the contribution of lagged changes in 

income to forecasting changes in consumption is significantly greater thaii implied 

by the life cycle-permanent income hypothesis (LCPIH)I. A number of empirical 

coefficient of relative risk aversion, so that as the former approaches zero, the latter 
approaches infinity. Hall (1988), in order to avoid this implication of the random 
walk consumption function, provides a number of arguments which attempt 'to 
eliminate the automatic connection' between these two coefficients (see Hall, 1988, 

pp. 343-345). 

6 Mankiw and Shapiro (1985,1986), however, argue that if the time 
series for real income possesses a unit root - as data for most major industrialised 
countries seems to demonstrate - then the Flavin procedure may be heavily biased 
towards rejection of the permanent income hypothesis. There are, however, other 
test procedures which are immune to the unit root problem and which also generate 
evidence of significant excess sensitivity (see eg. Stock and West, 1988; Deaton, 
1992, pp. 92-96). An example is the regression of consumption growth on lags in 
income growth and on lagged saving, which is a stationary variable, even if income 
is not (Campbell and Mankiw, 1989). 
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studies investigating the excess sensitivity of consumption are able to reject the Hall 

model (Deaton, 1992). 

1.2.2 Precautionary saving and liquidity constraints 

Two interesting issues have been at the centre of an important strand of 

recent research on consumption: precautionary saving and liquidity constraints, both 

of which may be adduced as an explanation of excess sensitivity. 

If the utility function has a positive third derivative - ie. the marginal utility 

function is convex - then saving is required to self-insure against the uncertainty of 

UPIW2 future labor income (Kimball, 1990). In equation (1.4), the term 0.5 t+1 

represents precautionary saving, since increases in the uncertainty of future 

consumption entail a reduction in current consumption and hence an increase in the 

growth of consumption between current and future periods. In the present case 

(isoelastic utility functions), the degree of prudence governing this term - measured 

by uý' - is identical to the coefficient of relative risk aversion; in general, however, 

statistics governing prudence and risk aversion will be different (Kimball, 1990). 

As equation (1.5) demonstrates and Carroll (1992) notes, any variable which helps 

predict future variability in consumption will help predict the rate of growth of 

consumption. Thus, precautionary saving may be adduced as an explanation of 

excess sensitivity of consumption to income movements. 

Investigation of the effect of precautionary saving on consumption patterns 

has depended on numerical solutions (Skinner, 1988; Zeldes, 1989a; Carroll, 1992; 

Deaton, 1991; see Deaton, 1992 and Browning and Lusardi, 1996 for surveys), 

which tend to indicate - inter alia - that households will save more earlier in the life 
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cycle than indicated by the permanent income model. The empirical importance of 

precautionary saving is a topic of current debate in the literature (Deaton, 1992; 

Browning and Lusardi, 1996). In the present study, it is implicitly assumed that 

precautionary savings have a small or constant effect on consumption behaviour. 

Another way in which excess sensitivity of consumption to income may arise 

is where some agents encounter binding liquidity constraints and therefore are 

forced to consume entirely out of current income (Hall and Mishkin, 1982). An 

individual or an household is facing liquidity constraints if he or she is unable - for 

whatever reason - to borrow against future earnings beyond a certain non-negative 

lirnit7. It is apparent that there are close similarities as well as differences between 

the effects on consumption behaviour generated by precautionary saving and by 

liquidity constraints. Both cases result in a relationship between consumption and 

income which has a 'Keynesian flavor' (Deaton, 1992), but for different reasons: 

liquidity-constrained models because consumption is assumed to respond to income 

directly, and precautionary saving models because uncertainty concerning the future 

is discounted into the present (Deaton, 1992)'. 

A -art from affecting changes in consumption expenditure and inducing a 'XF 

' An alternative, weaker definition of liquidity constraints is also given 
by Attanasio (1995). According to the second definition, a liquidity-constrained 
consumer faces a difference between borrowing and lending interest rates and, more 0 
generally, interest rates offered to him or her are not independent of his or her net 
asset position. 

8 Attention to liquidity constraints was given in the 1970s by 
Flemming (1973), who argues that consumption expenditure may depend on current 
disposable income in the short run as an effect of the inability to borrow against 
future income. Another early study is due to Tobin and Dolde (1971), who argue 
that, in presence of binding liquidity constraints, the marginal propensity to 
consume out of available resources is much higher than it would be in a simple life- 
cycle model without liquidity constraints. 
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positive relationship between consumption and income growth, binding liquidity 

constraints also have other impfications. In particular, the presence of liquidity 

constraints may lead to an increase of the aggregate saving rate in steady state. 

This is shown by Jappelli and Pagano (1994) using an overlapping generation 

model. An important piece of evidence is due to Guiso, Jappelli and Terlizzese 

(1994), who find that the relatively high Italian saving rate may be largely generated 

by the slow development of the Italian financial markets where borrowing is 

generally difficult and costly. 

With regard to the welfare consequences, clearly the presence of liquidity 

constraints generates a welfare loss, which depends on - inter alia - the tightness 

of the constraints, the technology available for self-insurance, the variability of 

idiosyncratic shocks, the specific nature of the constraints. Imrohoroglou (1989), 

for example, assesses the welfare loss caused by liquidity constraints in an 

equilibrium model with infinitely lived agents. Imrohoroglou's study suggests that 

welfare decreases considerably as an effect of the inability to insure idiosyncratic 

risk and the size of the cost depends upon the variability of the idiosyncratic shocks 

and on the curvature of the utility function of the representative agent. 

Another important implication of the presence of liquidity constraints is 

concerned with policy issues and, in particular, with the Ricardian equivalence 

proposition. The Ricardian equivalence proposition states that goverment debt 

should not be considered net wealth as rational agents foresee that future taxes will 

be needed to repay it; this implies neutrality of fiscal policy (Barro, 1974). If 

liquidity constraints prevent the intertemporal allocation of consumption, however, 

government debt becomes a means for transferring resources from the future to the 
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present, implying that the Ricardian equivalence proposition does not hold and, 

therefore, fiscal policy may be effective and beneficial (Tobin, 1980). 

Zeldes (1989b) uses time-series and cross-section data on families from the 

Panel Study of Income Dynamics to show that an inability to borrow against future 

labour income affects the consumption of a significant fraction of the US 

population. 

Jappelli (1990) relies on survey questions in order to assess the importance 

of liquidity constraints in the US, using the 1983 Survey of Consumer Finances 

(SCF), which contains questions not only on the availability of credit, but also on 

whether the lack of consumer credit is due to unssuccessful loan applications or also 

to the pessimism of individuals who did not apply for a loan because they felt their 

applications would have been unsuccessful. Using the SCF, Jappelli (1990) can 

classify liquidity constrained consumers in various categories and provide evidence 

that lower-educated, younger and black people are more likely to encounter liquidity 

constraints. Unfortunately, however, no information is provided on consumption 

expenditure in the SCF and, therefore, differences in consumption behaviour of the 

liquidity constrained consumers cannot be characterised. 

Campbell and Mankiw (1989) argue that the empirical link between 

consumption and income may be due to the fact that while the permanent income 

model of consumption may be applicable to some consumers, other consumers may 

be guided by "rules of thumb" according to which they consume their current rather 

than their permanent income because they encounter binding liquidity constraints 

in some time periods. There is, moreover, no inconsistency in some groups of 

consumers encountering liquidity constraints in some time periods while other 
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groups do not. Stiglitz and Weiss (1981), for example, apply an argument based 

on the principle of adverse selection to demonstrate why there may be credit 

rationing even when interest rates are fully flexible'. 

Specifically, for the liquidity-constrained group of consumers, consumption 

growth may be assumed to be directly proportional to the growth in current 

disposable income, while the remainder of consumers may be assumed to satisfy the 

general Euler equation (1.6). If the proportion of income which goes to liquidity- 

constrained consumers at time t is Xt, then the following equation may be derived: 

ACr = ýtA-Vt ++ Ct 

where: 

Et --: (1 - It) 'Elt 

and 

et: = (i - It) 

9 Work on liquidity constraints has been carried out by, inter alios, 
Hall and Mishkin (1982), Clarida (1987), Zeldes (1989b), Jappelli and Pagano 
(1989), Deaton (1991), Nicoletti-Altimari and Thomson (1995). For a recent, 
comprehensive review of the implications of the presence of liquidity constraints on 
consumption behaviour and a survey of the theoretical and empirical relevant 
literature, see Attanasio (1995). 
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In the framework of Campbell and Mankiw (1989) the proportion of income 

going to liquidity-constrained consumers is treated as constant. Using US data, 

their empirical point estimates of X imply that the fraction of income received by 

liquidity-constrained consumers is about fifty percent, indicating a significant 

departure from the life cycle-permanent income hypothesis. 

In a further paper, Campbell and Mankiw (1991) investigate whether the 

same model fits quarterly data for the UK over the period 1957-1988 and for 

Canada, France, Japan and Sweden over the period 1972-1988, exploring various 

generalizations of the basic model. They find - in common with Jappelli and 

Pagano (1989) - that the international pattern of results across a broad range of 

countries, with X held constant, suggests that X is lower for countries with better 

developed credit markets. 

In principle, however, one might expect X, to vary over time for a number 

of reasons. In particular, the effects of financial deregulation might be expected to 

reduce X, the proportion of income going to liquidity-constrained consumers'O. 

Thus, if k is an index of financial liberalization, we might expect to find X, to be 

a decreasing function of k,: 

It =I (kt) , ; Ll<o 

Campbell and Mankiw (1991), as well as executing tests of a purely liquidity 

11 Muellbauer and Murphy (1990) and Miles (1992) - among others - 
also stress the importance of financial liberalization in increasing the marginal 
propensity to consume in the UK in the mid-1980s. 
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constrained model (X = 1), estimate a very simple form of such a model, with k, set 

equal to a linear time trend. For the UK, they find some evidence of an increase 

in X over the estimation period. This finding is perverse in the sense that it seems 

to imply that credit rationing tightened over the period 1957-88 in the UK. A 

similar result is reported by Jappelli and Pagano (1989). Neither of these studies 

includes a variable real interest rate in the estimating equation, however, and 

Muellbauer (1994, p. 21) argues that this may to some extent explain this result. 

More generally, Campbell and Mankiw (1991, p. 753) suggest that their methods, 

'applied to aggregate data, are simply not powerful enough to detect movements in 

X over time'. 

Bayoumi and Koujianou (1990) examine the relationship between liquidity 

constraints, consumption and financial innovation for six different countries (the 

US, the UK, Canada, Japan, France and Sweden) all of which have recently 

experienced financial deregulation, and find a decline in the fraction of liquidity- 

constrained consumers after the deregulation. Moreover, an approach similar in 

some ways to the one undertaken in the present study is followed by Bayoumi 

(1993), who investigates the effect of the process of UK financial deregulation on 

liquidity constraints and consumption. Using regional data for the UK, Bayoumi 

(1993) shows both that financial deregulation has been effective in reducing the 

fraction of aggregate consumption subject to liquidity constraints from around 60 

percent before deregulation to around 30 percent by the late 1980s. Bayoumi's 

regional study is also one of the few studies to find strong statistical evidence of a 

non-zero intertemporal elasticity of substitution, which suggests that explicit 
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allowance for financial deregulation maybe important in this context". Usingsome 

non-parametric tests of the optimality of regional consumption patterns in the UK 

(ie. the absence of an effect of liquidity constraints on consumption), Bayoumi 

identifies a clear change in UK consumption pattern in the early 1980s, moving 

decisively towards optimality in the second half of the 1980s. 

The present paper may be seen as an extension of the literature reviewed in 

this section, in that we esthnate equation (1.7) while allowing for variation in the 

real rate of interest and by explicitly modelling X as a non-linear function of an 

index of financial deregulation. 

1.2.3 The excess smoothness debate and the link to excess sensitivity 

An issue receiving large attention by the literature on consumption function 

is concerned with the magnitude of the response of consumption expenditure to 

current income, the marginal propensity to consume out of current income. Under 

the LCPIH, assuming rational expectations, the responsiveness of expected 

permanent income to current income depends upon the degree of persistence of the 

income generation process (Muellbauer, 1994)". 

In fact, the responsiveness of permanent income to current income depends 

on whether the income process has a unit root. By and large, the literature is 

11 Note, however, that because of the lack of regional data on 
consumption of nondurables, Bayoumi is forced to use data on total consumption, 
which includes durable goods. These data, in principle, are expected to be more 
sensitive to income and the real rate of interest than nondurable goods' 
consumption, the more usual dependent variable (see Bayoumi, 1993, p. 537). 

12 This issue was first highlighted by Deaton (1987,1992) and 
Campbell and Deaton (1989), and is usually recalled as the "Deaton paradox" (see 
also Deaton, 1992, Chapter 4; and Muellbauer, 1994). 
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unable to reject the hypothesis that income is a unit root process, while the 

hypothesis of nonstationarity of income changes can be easily rejected at 

conventional nominal levels of significance, implying that income is a first- 

difference stationary process. If income contains a unit root, however, permanent 

income is expected to respond very significantly to shocks hitting current income. 

Also, under the Euler equation, if income is difference-stationary and if 

consumption shocks are not transitory and there are no measurement errors, then 

the innovation in consumption is equal to the innovation in permanent income, 

which implies that the variance of the consumption innovation should be comparable 

in size to the innovation in current income (Muellbauer, 1994). This implication 

is, however, strongly rejected by the data: consumption patterns appear to be 

excessively smooth, ie. not volatile as much as they should be if income was a unit 

root process. A paradox arises, however, as the LCPIH is intended to explain 

consumption smoothing of agents over time. 

The Deaton paradox is not robust, however, to many changes in the 

underlying model. First, it is well known that, using conventional unit root tests, 

it is very difficult to distinguish processes that contain a unit root from near-unit 

root processes (Perron, 1989; Stock, 1990,1993). This is especially true using the 

relatively short postwar sample period, if income shocks are very persistent and 

damp at a very slow rate. Also, not taking into account possible structural breaks 

due to regime shifts in the series (say shocks of the kind of the 1973 oil shock) is 

known to bias conventional nonstationarity tests towards the non-re ection region, i 

creating illusory persistence. Overall, the presence of a unit root in the income 

process is controversial, and describing income dynamics by a single univariate 
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process over a number of years is very questionable (Muellbauer, 1994). 

Nevertheless, alternative econometric specifications for the income process 

have been proposed by researchers. An example is an approach which uses 

segmented trends, where occasional large shocks shift the slope or the constant in 

what would otherwise be a deterministic trend (Perron, 1989; Banerjee, Lumsdaine 

and Stock, 1992). Also stationary nonlinear models - eg. threshold autoregressive 

models and smooth transition autoregressive models - are good candidates for fitting 

the income process (see Tong, 1990; Granger and Terdsvirta, 1993; Terdsvirta and 

Anderson, 1992; Terdsvirta, 1994,1995). Muellbauer and Murphy (1993) use two 

alternative econometric specifications for fitting US data on real personal disposable 

income and provide, with both approaches, strong evidence against the hypothesis 

that income is a difference-stationary variable. The interpretation suggested by the 

authors is that there is an upper boundary to the output pattern in the short-run, 

caused, for example, by a slowly evolving supply side, and also there are forces, 

both endogenous and induced by macroeconomic policy changes, which stimulate 

recovery if income falls below its long-run trend. If this interpretation is correct, 

then a rational consumer will tend to be more pessimist about future growth if 

growth has been relatively high lately, and vice versa. Also, this argument can also 

explain the excess smoothness of consumption, because a very large proportion of 

income shocks would not be permanent and, therefore, the Deaton paradox does not 

arise. 

Nevertheless, in principle, the existence of liquidity constraints can explain 

also the excess smoothness phenomenon. Consider again the Campbell-Mankiw 

model, derived assuming that the random walk model of consumption holds only 
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for unconstrained consumers, whose consumption expenditure may be described by 

the process cl=c, _j"+e, where e, is white noise. Credit-constrained consumers, 

however, consume out of their current income, so that their consumption pattern is 

described by the equation ctc=y, c. Using first differences, the following equation 

for the change in consumption may be derived: 

Act (1-, X) ACCU + IACCC 

(1-X) e. + ; ýAyt' 

which corresponds to equation (1.7) assuming a constant value of X and a zero 

intertemporal elasticity of substitution of consumption. Equation (1.11) establishes 

a direct link between excess sensitivity and excess smoothness, in the sense that 

excess smoothness simply follows from the fact that, given (1.11), changes in 

consumption are forecastable as the consumption innovation is equal to a weighted 

average of two elements: the innovation in permanent income for the consumers 

who follow the LCPIH (e) and the current income innovation for the liquidity- 

constrained consumers (say v). This implies that, if e, and v, are not highly 

correlated and the variance of e, is not greater than the variance of v, then it is very 

likely that the variance of the consumption innovation is smaller than the variance 

of the income innovation: again no Deaton paradox arises (Campbell and Mankiw, 
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1991; Deaton, 1992; Muellbauer, 1994). 13 14 

1.2.4 Further issues beyond the rational expectations permanent income hypothesis 

Most studies following Hall's seminal paper (1978) focus on the implications 

of relaxing one or more of the underlying assumptions of the rational expectations 

permanent income hypothesis (REPIH). Some of the issues have already been 

widely discussed, such as liquidity constraints and precautionary saving in the face 

of income uncertainty. Without aiming to provide a review of the enormous 

literature on the consumption function, some other issues examined by the relevant 

literature are briefly described for completeness, even if they are relatively less 

directly related to the main focus of this study, which is concemed with the effects 

of financial liberalization on liquidity constraints and hence on consumption 

expenditure. 

First, the analysis conducted until now assumes separability of individuals' 

utility functions between consumption and leisure. If this assumption does not hold, 

13 Some researchers argue that also precautionary behaviour of 
consumers in the face of income uncertainty may provide an alternative feasible 
explanation of the excess smoothness of consumption. This is because 'a large 
positive income shock is likely to be taken as an indicator that there is more 
uncertainty about the new, higher level of income, therefore leading to a smaller 
rise in consumption than in the absence of a precautionary motive' (Muellbauer, 
1994). 

14 Also the relaxation of the assumption of no habits and no 
adjustment costs, used in deriving the Hall model of consumption, strongly affects 
the implications of the theory. Habits and convex adjustment costs imply partial 
adjustment of consumption to life-cycle wealth, providing an explanation of excess 
smoothness, since any period's shocks are only partially adjusted within the period - Nevertheless, the empirical evidence appears to suggest that these factors cannot 
fully explain the failure of the random walk consumption model (Muellbauer, 1988, 
1994). 
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then consumption decisions depend on permanent income and also on leisure and 

leisure expectations; that is to say, if separability is violated, then, in each period, 

utility functions depends on both consumption and leisure. The derived Euler 

equation, under this framework, implies a negative relationship between changes in 

consumption expenditure and changes in unemployment, providing another possible 

explanation of the excess sensitivity phenomenon (Heclanan, 1974; Bean, 1986; 

Deaton, 1992). 

Another possible explanation of the failure of the REPIH may be the 

inadequacy of the assumption that expectations are formed rationally, even if it is 

difficult to suggest valid alternatives. First, the validity of the rational expectation 

(RE) hypothesis is very controversial. Second, if the RE hypothesis is in fact 

correct, the estimation of many consumption function executed by the literature is 

subject to the well known Lucas (1976) critique to econometric models, unless one 

constructs a model of consumption which includes only "deep structure", regime- 

invariant parameters, such as - in this context - the intertemporal elasticity of 

substitution. In addition, of course, parameters which are expected to be regime- 

variant may be included in a consumption function without assuming their 

constancy. This is the case, in fact, in the consumption function proposed in this 

study, where the parameters estimated are the time-varying parameter Xt, 

representing the proportion of income going to liquidity-constrained consumers, and 

the intertemporal elasticity of substitution a. " 

Nevertheless, Muellbauer (1994) argues that the marginal propensity to 

is Clearly, estimations of the original Campbell-Mankiw model of 
consumption are also subject to a Lucas critique problem if the proportion of 
income going to liquidity constrained consumers is assumed to be constant. 
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consume is less for illiquid assets than for liquid ones. Muellbauer's argument is 

the following. Households typically hold some liquid assets, which may be easily 

converted in expenditure, and illiquid assets, usually yielding a relatively higher rate 

of return. Among a range of assets with different liquidity characteristics, housing, 

pension funds and life insurance funds may reasonably be considered as the most 

illiquid assets. Nevertheless, if illiquid assets may be used as collateral for 

borrowing money, then the market value can be accessed to a certain degree. The 

key insight is that differences in liquidity create different spendability weights 

associated with different types of assets and debts. Muellbauer (1994) argues that 

financial deregulation increases the spendability weights on illiquid assets; rather, 

the increased spendability- of illiquid assets may be the most important implication 

of financial liberalization. This would be consistent with the empirical evidence 

suggesting an upward trend of the proportion of liquidity constrained consumers 

over time in the UK, even during the period in which the financial deregulation was 

fully operating in the UK (Jappelli and Pagano, 1989; Campbell and Mankiw, 

1991). As discussed below, however, we find the converse result: the model 

proposed in this study suggests that the proportion of income going to liquidity 

constrained consumers (X) in the LJK and in France has dechned over time, as an 

effect of the undergoing process of financial deregulation. Previous empirical 

results suggesting that X has followed an upward linear trend in the UK and that has 

not significantly changed in France - intuitively implying a tightening of UK 

financial policies during the late 1980s and no significant changes in French 

financial policies during the same period - may simply be due to the fact that the 

history of financial deregulation in France and, to a greater extent, in the UK, are 
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too complex to admit a simple monotonic behaviour of X. 

1.2.5 The macroeconomics and the microeconomics of the consumption function 

Econometric tests of the LCPIH based on Euler equations using aggregate 

per capita data generally tend to reject the LCPIH. Nevertheless, aggregation issues 

are very serious and, according to some researchers, not sufficiently taken into 

consideration by the empirical literature on the Euler equation - eg. see Attanasio 

(1995), Deaton, (1992), Muellbauer (1994). " Consider, for example, a chain of 

entering households overlapping existing households: aggregate consumption is 

carried out by different groups of people on different times and there is no reason 

for which aggregate consumption on a particular date should be related to aggregate 

consumption on other dates. For example, there is not necessarily a relationship 

between consumption of the young at a time t+1 and consumption of the old at 

time t, even if the Euler equation implies a relationship between the consumption 

of the young at time t and the consumption at time t+1 of the same people, who 

are one-period older. Important contributions on the implications of aggregation in 

the consumption function literature are due to Gali (1990,1991) and Clarida (1991) 

who demonstrate that a world of finite-lived households ought be expected to 

generate a consumption pattern exhibiting both excess sensitivity and excess 

smoothness in the aggregate. This implies that the empirical finding of excess 

sensitivity and excess smoothness of consumption using aggregate per capita data 

may be consistent with the LCPIH rather than indicating its rejection. 

In particular, Attanasio (1995) argues that the empirical results provided by 

"I See also Obstfeld and Rogoff (1996, Chapter 3). 
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Campbell and Mankiw (1989) and similar subsequent studies are questionable, as 

some of the assumptions required may not be plausible. These assumptions are that 

(a) consumption and leisure are separable in the utility function, (b) the proportion 

of income going to liquidity constrained consumers, X, is constant over time and (c) 

liquidity constrained consumers always consume their labour income in both an up- 

swing and down-swing of the business cycle. Even if there is some evidence 

against the hypothesis of separability between consumption and leisure (eg. 

Browning and Meghir, 1991), separability is generally assumed in most of the 

relevant literature as its relaxation generates high analytical difficulties. The second 

assumption is certainly not plausible and the importance of a Lucas critique problem 

has already been stressed in this context. The model we estimate in this study, 

however, is not affected by this problem since we relax the assumption that X is 

constant over time. The third assumption, also commonly used in the consumption 

function literature, even if it may not hold exactly, is not expected to have a very 

significant effect (Deaton, 1992). 

Overall, while the results from estimating the Campbell-Mankiw 

consumption function should be taken with caution, they may still provide important 

information on the determinants of consumption if the models are constructed in a 

way which is robust to the Lucas critique. Moreover, as noted by Attanasio (1995), 

given the very small number of observations provided by the micro data available, 

estimation of consumption models using aggregate data are 'extremely useful' for 

practical purposes and particularly for forecasting. 

Many empirical applications have been carried out on micro data, mainly 
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using the Panel Study of Income Dynamics (PSID)" or the Consumer Expenditure 

Survey (CEX) for US households and the British Family Expenditure Survey 

(BFES) for British households. The results from studies of Hall and Mishkin 

(1982), Zeldes (1989a), Jappelli and Pagano (1989) have already been discussed 

above. In addition to those results, recent studies using the CEX (Lusardi, 1996; 

Attanasio and Weber, 1995) and BFES (Attanasio and Browning, 1995; Attanasio 

and Weber, 1993; Blundell, Browning and Meghir, 1994) report quite favourable 

results to the Euler equation. 

Attanasio and Weber (1993) also argue that the use of improperly aggregated 

data may explain the rejection of the Euler equation usually reported using 

aggregate data. They show that, when aggregation is based on arithmetic means, 

the Euler equation is rejected on aggregate data while, when aggregation is executed 

in a theory-consistent way, the Euler equation is not rejected". The empirical 

evidence on the relationship between consumption changes and income changes 

using micro data at relatively short frequencies mainly suggests that excess 

sensitivity of consumption is relatively small, if one allows for the effects of 

demographic and labor-supply variables on the marginal utility of consumption. 

The empirical results provided by studies using micro data, however, should 

also be taken with much caution for a number of reasons. First, the introduction 

of demographic and labor-supply variables may introduce noise which reduces the 

power of the excess sensitivity tests (Attanasio, 1995). Second, excess sensitivity 

17 Other empirical applications on the PSID are due to Altonji and 
Siow (1987), Runkle (1991) and Keane and Runkle (1992). 

11 For a general survey of the literature on aggregation, see Stocker 
(1993). 
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may be important at relatively low frequency (life-cycle) and, therefore, the 

relatively high frequency (business-cycle) used in empirical studies based on micro 

data may simply not be sufficiently powerful to detect excess sensitivity. In 

particular, this argument is consistent with the empirical evidence provided by 

Carroll and Summers (1991), who estimate age profiles for both consumption and 

income for various population groups (disaggregated by occupation and education) 

for a number of countries and find that 'consumption paralIels income', in contrast 

to the prediction of the LCPIH. 

Moreover, additional doubts on the reliability of the results provided by 

empirical studies using micro data arise because of certain characteristics of the data 

sets. The PSID only provides data on food consumption (about 17 percent of total 

consumption in the National Accounts) and, in fact, empirical work on the PSID 

requires strong assumptions, such as separability in preferences of food 

consumption and other forms of consumption. Also, the CEX is a rotating panel 

of households in operation since 1980, where households are visited five times 

during a fifteen-months period and are asked about income in two of the visits and 

about consumption in all but the first visit. Using the CEX, therefore, time-series 

variation is usually replaced by cross-sectional variation and this requires additional 

and 'dangerous' (Deaton, 1992) assumptions. The BFES provides, however, time- 

series of independent cross-sections of annual data on some 7,000 households a year 

since 1954. Note that no household or group of households is observed more than 

once. Methods for constructing a usable data set are provided by Browning, 

Deaton and Irish (1985) and Deaton (1985), but the econometrics becomes very 

complex and the results ambiguous because of the lack of a lohg-panel data, which 
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represents the ideal data set for testing the LCPIH. Moreover, large measurement 

errors may be present in these data sets, affecting significantly the estimation results 

(see Deaton, 1992, p. 144). 

Overall, therefore, while a well-constructed micro data set represents the 

ideal data set for testing the LCPIH, it is very questionable that currently available 

micro data sets may be very useful for this purpose. 

1.3 The process of financial deregulation 

In this section we provide a brief discussion of the process of fmancial 

regulation and deregulation in the UK and in France over the past twenty-five years 

or so, as a motivation of our contention that one would have expected the 

proportion of income going to liquidity-constrained consumers to have diminished 

over time as binding liquidity constraints on individuals and households became less 

common. 

1.3.1 The UK experience" 

One of the first set of financial reforms in the UK during the period under 

consideration was the introduction of "Competition and Credit Control" (CCC) in 

1971. CCC removed the distortions induced by a number of impediments 

previously characterising the banking sector: ceiling controls on bank lending in 

sterling, the Clearing Bank Cartel, which was in operation since the mid 1930s, and 

19 Hall (1991) and Llewellyn (1991) provide discussions of financial 
deregulation in the UK, while OECD (1987) and Mathieson and Rojas-Suarez 
(1990) provide a general sununary of financial liberalization in industrial countries; 
see also Bayoumi (1990). 
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the previously agreed cash and liquidity ratios of the clearing banks. Changes in 

dealing tactics in the gilt-edged market were also introduced in order to limit the 

extent to which the Bank of England could create money through its operations in 

that market. Also a reserve ratio of 12.5 %, to be observed by all banks, and the 

power to call special deposits from the Bank of England were implemented in order 

to increase the effectiveness and the predictability with which the authorities' open 

market operations would impinge on bank lending and the money supply. This 

package of reforms had the objective of increasing competition in the banking sector 

and of enhancing the authorities' ability to control the money stock through market 

rather than "direct" control mechanisms. 

The effect of CCC was partly offset, however, by three actions. First, the 

"Supplementary Special Deposits" scheme (SSD) - the "Corset" - was introduced 

in 1973. In that year, significant increases in nominal interest rates occurred and 

several calls for special deposits were made. The SSD was designed to restrain the 

growth of the money supply, in some sense moving back to direct controls, since 

non-interest bearing deposits were called on a bank-by-bank basis whenever the 

growth of their balances exceeded a certain rate. Hall (1991) argues that the corset 

was particularly effective during its final phase of operation, June 1978 to June 

1980. Second, hire purchase terms control, abolished under CCC, was 

reintroduced in December 1973 and remained in force until July 1982. Third, in 

1978, the market-related formula for deriving the minimum lending rate (MLR), 

which replaced the Bank's related rediscount rate (bank rate) in 1972, was removed. 

From 1978, the MLR began once again, therefore to be determined by 

administrative action by the monetary authorities. 
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A return to the initial spirit of the CCC was signalled by the publication of 

the Green Paper on monetary controls in 1980 (HMSO, 1980), where the 

deficiencies of the current financial system and an alternative "reregulating" 

approach were emphasised. 

In August 1981, the MLR was suspended. Also, the Bank of England 

explicitly adopted an essentially laissez-faire approach to the prudential regulations 

of the banks. The new deregulating - or, perhaps better, self-regulating - spirit in 

the banking system is clearly reflected by the Banking Act in 1983, which took 

effect from 1987. 

Furthermore, the legislation of the Building Societies was strongly amended 

during the 1980s, after a Green Paper (HMSO, 1984), which relaxed the legal 

restraints under which building societies operated, subject to the general rule 'that 

the building societies continue primarily in their traditional roles. ' These proposals 

were largely confirmed in the Building Societies Bill, which received Royal Assent 

in July 1986. They allowed the building societies to enter, subject to certain 

restrictions, into a wide range of financial activities. This move was given further 

impetus by the 1987 Financial Services Act which, among other things, allowed 

building societies to compete more effectively in the retail financial services market 

place. 

1.3.2 Re French experience 

Quantitative controls on credit lasted in France for more than one decade 

(Pecha and Sicsic, 1988). In November 1972, advertisements for personal credits 

were forbidden and the length of credit agreements was limited to two years at 
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most. All bank credits were subject to a maximum sliding yearly growth rate in 

1973 and 1974. Credit to consumers was not even allowed to exceed its level 

reached in early July 1973. This measure was cancelled only within the 

expansionary fiscal policy initiated in September 1975. Over the 1976 through 

1982 period, the growth of consumer credit was limited to the same norm as all 

other types of bank credit, within the credit control procedure. More restrictive 

measures, similar to those implemented over the 1973-75 period were again 

implemented for a two-year period beginning in late November 1982. In early 

February 1983, however, limits were lifted for consumer credit assigned to the 

financing of a specific good. It proved difficult to apply in practice a distinction 

between assigned and unassigned credit. In early December 1984, the decision 

taken in 1982 was cancelled. 

During that period, the absence of respect of the ceilings on the growth of 

bank credit was sanctioned by "supplementary" required reserves with the Banque 

de France (Patat, 1993). These reserves were proportional to excess credit creation 

and were a rapidly increasing function of it. Some flexibility, however, was given 

to this system. For instance, when a bank did not reach its ceiling during a given 

month, it could "capitalise" this gap and use it over the following semester to 

exceed the ceiling. In addition, banks could trade their gaps between themselves 

during a given month. Moreover, banks were enabled to subtract from the credits 

they granted the increase in their permanent capital (own funds and banks' bonds 

issued net of bonds acquired). 

The very rapid increase in consumer credit between 1986 and 1989 resulted 

both from a catching up after the constraints its growth faced during the credit 
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control period and from an active strategy pursued by banks in search of market 

share. 

1.3.3 Concluding remarks 

Overall, the last twenty-five years or so for the LJK and France have been 

characterised by two complementary trends of financial deregulation and prudential 

regulation, although the pace has accelerated markedly in the mid-1990s. The 

competition allowed by this deregulation has also stimulated the development of 

financial innovations, contributing positively to increase both structural and 

allocative efficiency. As one would expect, increased deregulation and competition 

in the financial sector has contributed to a reduction in excess demand for financial 

products, with allocation of finance becoming more determined by the price 

mechanism than by rationing. A prioti, one would expect this process to have 

affected the proportion of consumers in the economy who face liquidity constraints 

of one kind or another. 

1.4 Data 

Quarterly data were obtained for the sample period 1963Q1-1994Q4 for the 

UK from Economic Trends (Central Statistical Office) and for the sample period 

1970Q1-1993Q4 for France from the INSEE Quarterly National Accounts for the 

following variables: real and nominal personal disposable income, the consumption 

deflator and consumption expenditure on non-durables and services. Quarterly data 

on three UK short term interest rates - the three-month Treasury Bill rate, the 

deposit rate and the bank rate - and quarterly data on three French short term 
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interest rates - the three-month Interbank rate, the Pibor rate and the money market 

rate - were taken from the International Monetary Fund International Financial 

Statistics data base. Data on population - used to construct a per capita series for 

consumption - were taken from the OECD Main Economic Indicators. Data on 

consumer credit were taken from Economic Trends (Central Statistical Office) for 

the UK and from the Banque de France for France in order to construct an index, 

k, of the total stock of consumer credit outstanding as a proportion of personal 

disposable income. The actual quarterly percentage change in the consumption 

deflator was subtracted from each of the nominal interest rates (expressed on a 

quarterly basis) to construct measures of ex post real interest rates (expressed in 

decimals). For the UK, the real deposit rate (r) was used in the regression 

equations with lags of the real bank rate (i) and the real treasury bill rate (tb) 

included in the instrument set (discussed below). For France, the real money 

market rate (r) was used in the regression equations with lags of the real interbank 

rate (i) and the real Pibor rate (tb) included in the instrument seeO. 

1.5 Estimation and empirical resulte' 

In estimating the Campbell-Mankiw consumption function, even under the 

assumption of constant X, the ordinary least squares (OLS) estimator will in general 

be biased and inconsistent, since the error term in (1.7) is orthogonal to lagged 

variables, but not necessarily to Ay, In constructing a suitable instrumental 

21 The choice of the sample period for both countries considered was 
dictated by data availability for consumer credit outstanding. 

11 In what follows, we apply a five percent nominal significance level 
to all test procedures, unless explicitly stated otherwise. 
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variables (IV) estimator, any lagged stationary variable, which is correlated with 

Ay, is a valid instrument, since it is by construction orthogonal to the error term in 

(1.7). If no good instrument is found, ie. no instrument is found which is 

orthogonal to e, yet correlated with Ay, then the procedure breaks down since 

permanent income is equal to current income and so X, is unidentified (Campbell 

and Mankiw, 1990). The choice of the instrument set is, therefore, crucial. 

Lagged values of Ay, are usually considered in the literature. Lagged values of c, 

cannot be used as instruments because the series is typically non-stationary, 

although the cointegrated (Engle and Granger, 1987) series (c, - y) may be used22. 

When lags of Ay,, Ac, and (c, - y) are included as instruments, then the instrument 

set is tantamount to the explanatory variables of a consumption simple error 

correction model (ECM) of the form suggested by Davidson, Hendry, Srba and Yeo 

(1978), Davidson and Hendry (1981) and Hendry and von Ungern-Stemberg 

(1981)1. A test of the overidentifying restrictions, given this information set, is 

therefore tantamount to testing the estimated model against the alternative of a 

general error correction model. In our empirical work we also include additional 

lagged real interest rates in the inswunent set, since these are often found to be 

powerful in forecasting changes in income (Fischer and Merton, 1984; Litterman 

and Weiss, 1985; Shns, 1980). 

Another potential problem which is encountered in estimating Euler 

equations for consumption is that consumption and income are measured as 

11 Preliminary unit root tests on the present data set indicated that the 
stochastic processes generating r,, Ayt, Ac, and (c, - y) are all apparently 1(0). 

23 See also Patterson (1984a, 1984b, 1987). 
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quarterly averages rather than at points in time. If the representative agent's 

decision period is shorter than the frequency of observation of the data (in the 

present study one quarter), then, even under the assumption of a constant real 

interest rate or a zero intertemporal. elasticity of substitution, measured consumption 

would be the time average of a random walk. As originally noted by Working 

(1960), this will induce positive first-order moving average (MA) serial correlation 

(see also Patterson and Pesaran, 1992). In principle, therefore, consistent 

estimation requires an instrument set with at least a two-period gap between the 

regressors and the instruments. 

Patterson and Pesaran (1992) suggest that it may be more appropriate to 

estimate the first-order MA process in the disturbance parametrically and test for 

its significance. This is because there may be a substantial loss in quality of the 

instrument set by lagging twice and this may be avoided if the first-order serial 

correlation is not empirically significant (Nelson and Startz, 1990a, b; Maddala and 

Jeong, 1992; Staiger and Stock, 1994; Patterson and Pesaran, 1992). In addition, 

the argument of Campbell and Mankiw (1991) that an MA process may be induced 

because of small elements of durability in the category of consumption labelled non- 

durables and services does not hold with the same force in the present investigation 

since in most of our estimations we allow time-varying real interest rates (Mankiw, 

1982). Following Patterson and Pesaran (1992), therefore, we explicitly test for the 

presence of first order MA terms in the disturbance using an instrumental variables- 

moving average estimation (IVMA) procedure (Pesaran, 1990; Patterson and 

Pesaran, 1992). 

In addition, we allow for heteroscedasticity in the errors using a Hansen 
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(1982) method-of-moments adjustment to the covariance matrix'4. Note that 

heteroscedasticity would be expected if X, is indeed time varying - see (1.8). 

1.5.1 The liquidity-constrained model assuming a constant real rate of interest 

In Table 1.1 we report the results from the estimation of the pure liquidity 

constrained consumption model, assuming a constant value of X and a constant real 

rate of interest, which is then absorbed into the constant term. The instrument set 

used corresponds to an error-correction model for consumption. In order to give 

an indication of the quality of the instrument set we report the adjusted RI from the 

first-stage regression and the p-value of a Wald test of the null hypothesis that the 

coefficients in the first-stage regression, excluding the constant, are jointly zero'. 

" In the case of heteroscedasticity, Hansen (1982) shows that it is 
possible to compute consistent estimators for the covariance matrix in a wide range 
of situations using a procedure that imposes little structure upon the covariance 
matrix. Given a regression model Y=Xo+u with covariance matrix 
V= E(uu') =A and defted a matrix of instruments Z, the instrumental variables 
estimator is: 

(xlpzx) -lxlz (zlz) -1 mcov(z, u) (Z 1 Z) -ll Zx (xlpzx) -, 

where Pz=Z(Z'Z)-'Z' and 

mcov(z, U) uzzu t t-k C-k 
k-j c2i 

with ut denoting the residual at time t (see also VIWte, 1980). 

11 Note that we do not in any way attempt to optimise these measures 
of instrument quality since it can be demonstrated that 'such pre-estimation 
screening may exaggerate rather than alleviate the size distortion described by 
Nelson and Startz (1990a, b). In essence, this error arises because those instruments 
that are identified as having high relevance for the regressors in the sample are also 
likely to have higher endogeneity in the sample' (Hall, Rudebusch and Wilcox, 
1994). 
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We also report a Sargan test for the validity of the instruments wWch is in effect 

a test of the over-identifýdng restrictions of the model (Sargan, 1958). nis is 

asymptotically distributed as XI(d) under the null hypothesis of no misspecification, 

where d= m-n, m. being the number of instruments and n the number of endogenous 

variabIes on the right-hand side of the regression. In the present context, rejection 

of the over-identifying restrictions is tantamount to a rejection of the estimated 

model against the alternative of an error correction consumption model". The final 

column lists, where appropriate, the asymptotic t-ratio for the first-order moving 

average coefficient given by instrumental-moving average error estimation of the 

model (Patterson and Pesaran, 1992). Ordinary least square regressions are 

reported for purpose of comparison only, since they are likely to be biased and 

inconsistent. 

The results for the UK and for France are reported in Panel A and Panel B 

respectively. Panel A of Table 1.1 shows that the estimated value of X for the UK, 

" Given an instrument set Z, if Z is independent of the structural error 
term in the equation, say e, the regression of E on Z is expected to yield a relatively 
low W. Using the residuals estimated by instrumental variables, say elv, in place 
of the structural ones (unobservable), the RI from the regression of er" on the 
instruments is used to construct the Sargan test: 

Sargan = (T - k) R2- X2 

where T and k denote the number of observations and the number of parameters in 
the structural equation respectively. An alternative, equivalent formulation of the 
Sargan test statistic, commonly used by the literature, is: 

Sargan = (F-. lrvPzr-. 
rv) 

Is' 

where Pz is the projection matrix of the instruments [=Z(Z'Z)-'Z'] and 
s'=(elv'flv)/(T-k). 
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using IV estimation, is significantly different from zero and indicates a proportion 

of income going to liquidity-constrained consumers of around 21 %. The results are 

qualitatively unchanged when IVMA is used, and the estimated first-order MA 

coefficient is insignificant, indicating that single lags of the instnunents are 

adequate. Most tellingly, however, the Sargan test statistic indicates a strong 

rejection of the over-identifying restrictions, indicating rejection of purely liquidity- 

constrained consumption model against the ECM alternative. 

As Panel B of Table 1.1 shows, using French data IVMA estimation yields 

a significant error structure, suggesting that once-lagged instruments are 

inappropriate. Therefore we estimate the model by using a twice-lagged instrument 

set. The estimated value of X for France, using the twice-lagged instrument set, is 

significantly different from zero and indicates a proportion of income going to 

liquidity-constrained consumers of around 36%. Also, the model, estimated with 

a twice-lagged instnunent set, cannot be rejected against the error correction 

alternative using the Sargan test statistic. 

1.5.2 The model with only unconstrained consumers 

Table 1.2 contains the results of estimates of the log-linearised Euler 

equation (1.6), under the assumption of no liquidity constraints (X = 0). The results 

for the UK and for France are reported in Panel A and Panel B respectively. 

As Panel A of Table 1.2 shows, there is again no indication of statistically 

significant first-order moving average effects in the disturbance, using the UK data. 

These results, with estimates of a significantly different from zero, provide pfima 

facie evidence against Hall's (1988) contention that the random walk model of 
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consumption is correct because the elasticity of substitution, a, is close to zero. 

Nevertheless, the Sargan test again rejects the model against the ECM alternative. 

Panel B of Table 1.2 shows, however, indication of a statistically significant 

first-order moving average effect in the disturbance, using French data. Therefore, 

we reestimate the model by IV using a twice-lagged instrument set. Interestingly, 

for France, the results, with estimates of a not significantly different from zero, 

provide evidence supporting Hall's (1988) random walk model. Also for France, 

however, the Sargan test indicates suggests the rejection of the model against the 

ECM altemative. 

1.5.3 The model with both liquidity-constrained consumers and unconstrained 

consumers 

In Table 1.3 we report the results of estimation of the full Campbell-Mankiw 

model, equation (1.7), assuming a constant value of X. The results for the UK and 

France are reported in Panel A and Panel B respectively. 

As shown in Panel A of Table 1.3, for the UK IVMA estimation again 

suggests that no significant first-order autocorrelation of the error term is present. 

Although the estimated value of X is not strongly statistically significantly different 

from zero, 0 [=(l-X)a] is strongly significant, implying a value of a significantly 

different from zero. Again the evidence is against the hypothesis that changes in 

consumption are unpredictable. Once again, however, the Sargan test statistic 

indicates a strong rejection of the model against the ECM alternative. 

In Panel B of Table 1.3, using French data, IVMA estimation suggests that 

significant first-order autocorrelation of the error term is present so that the results 
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obtained using an instrument set with at least two lags are relatively more 

appropriate. These indicate an estimated value of X strongly significantly different 

from zero, which is also very similar in size (0.344) to the results reported in Table 

1.1 for the pure liquidity-constrained consumers model; the estimated value of a, 

however, is not significantly different from zero'. Also, using the Sargan test 

statistic, the model cannot be rejected against the ECM alternative. 

1.5.4 ne liquidity-constrained model with time-varying coefficients 

Our final exercise involves allowing the proportion of income going to 

liquidity constrained consumers, X, to vary over time. Specifically, because of the 

ongoing process of financial dereguIation both in the UK and in France, one might 

expect Xt to have diminished over the sample period although - given our discussion 

in Section 1.3 - not necessarily in a monotonic fasWon. Following Bayoumi (1993), 

we take the stock of consumer credit outstanding as a proportion of personal 

disposable income (normalised to unity at its initial value over the estimation 

period) as an index of the level of financial deregulation, k,. This leads to 

estimation of the following simple non-linear model: 

Act = IXCAYC + (1-1t) art-, 

where X, is forced to lie in the closed interval [0,1] with its value in between 

27 This result is in line with what Campbell and Mankiw (1991) 
obtained for France over the 1970-1988 period. 

47 



postulated to be approximated by a non-linear power function of ký8: 

(4)o + 4)lkt + (ý2k b) 
t 

The general non-linear formulation of X, is expected to capture more 

accurately overlapping financial regulatory and deregulatory regimes. Also, the 

model (1.12)-(1.13) nests the simple linear model of Xt more usually employed in 

the literature when 02 or b are not found to be statistically significantly different 

from zero. Thus, allowing X, to be a non-linear function of an index of financial 

deregulation is a means of exploring whether previous studies which have modelled 

this variable linearly have been unduly restrictive. 

The results of estimating this model by non-linear instrumental variables are 

reported in Table 1.4. Once again, the results for the UK (where a once-lagged 

instrument set is used) and for France (where a twice-lagged instrument set is used) 

are reported in Panel A and Panel B respectively. 

As shown in Panel A of Table 1.4, for the UK the coefficient 00, always 

found to be insignificantly different from zero, is restricted to this value in our final 

11 Note that all of the variables entering the model (1.12)-(1.13) are 
realizations of stationary processes, since y, and c, are difference-stationary series 
(ie. Ay, and Ac, are stationary) rt is stationary, (see footnote 22) and k, must have 
a finite variance since it is bounded between zero and unity. This is important 
since, as shown by Stock and West (1988), in the presence of unit roots in 
consumption and income, standard regression models relating these series will only 
result in consistent parameter estimates if the equation can be reparameterised so 
that the coefficients of interest are on stationary variables. This would be a 
particular problem in a non-linear model unless, as here, the variables already enter 
in stationary form. 
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results". The estimated values of 0, and 02 are, instead, strongly jointly 

significant. Although 02 is not individually strongly significant, restricting 02 to 

zero results in the estimated value 01 becoming insignificant. Therefore, it seems 

appropriate to interpret the joint significance of 0, and 02 as a test of the 

significance of the non-linear power function, X, = [1-(q5jk, +02kI, )], with an 

estimated value of b of 3.1, itself strongly significantly different from zero. ne 

estimated value of the intertemporal elasticity of substitution, or, is also strongly 

significantly different from zero, with a point estimate of 0.15. 

We also tested for the over-identifying restrictions of the model using a 

generalization of the Sargan test statistic, due to Hansen (1982). The Hansen test 

statistic indicates that the model cannot be rejected against the ECM alternative at 

the five percent nominal significance level. 

Table 1.4 also reports the results of tests to ensure that neither serial 

correlation nor heteroscedasticity are present in the residuals. 

Overall, therefore, the estimation results for the UK are extremely 

encouraging. We have uncovered evidence of significant time variation in X which, 

when explicitly modelled as a non-linear function of the degree of financial 

deregulation, results in a statistically significant, plausible estimate of the elasticity 

of intertemporal substitution, a, in an empirical model which cannot be rejected 

against the most popular and widely used alternative specification for UK 

consumption behaviour - the error correction specification. 

As shown in Figure 1.1, which graphs the estimated trajectory of X, the 

29 Estimating the model with the exclusion of 00 implies that Xt cannot 
be constant any longer. The estimates obtained including 00 in the non-linear power 
function are, however, qualitatively invariant. 
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estimated proportion of income going to liquidity-constrained consumers is highly 

sensitive to changes in borrowing constraints. The estimated trajectory of )ý 

suggests that, while the importance of liquidity constraints has declined rapidly 

during the last decade, it has been of varying importance over the full estimation 

period. In particular, the effect of Competition and Credit Control in the early 

1970s appears to have been largely offset, as discussed in Section 1.3.1, by the 

reintroduction of hire purchase terms control, the reintroduction of administered 

interest rates and, perhaps most importantly, the introduction of the corset. The 

rise of )ý during the late 1970s accords with Hall's view (1991) that the corset was 

particularly effective over this period. On the other hand, the relaxation of the 

corset in 1980, the abandonment of hire purchase tenns control in July 1982, and 

the series of regulatory reforms in the retail financial services sector culminating 

in the 1987 Financial Services Act, all appear to have led to a rapid decline in X, 

from the early 1980s, becoming zero towards the end of 1988. 

The estimated path of )ý is also instructive for understanding the results 

obtained by previous researchers. In particular, the observed variation in )ý, - and 

especially its rise during the late 1970s - may account for why some researchers 

have detected an upward linear trend in its path (Campbell and Mankiw, 1991; 

Jappelli and Pagano, 1989). As discussed in Section 1.3.1, however, and as borne 

out by Figure 1.1, the history of financial deregulation in the UK is probably too 

complex to admit such simple monotonic behaviour. 

In order to make a comparison with Bayoumi's (1993) study of patterns of 

UK regional consumption, we also estimated the non-linear model (1.12)-(1.13) for 

total consumption, even though total consumption is not the most appropriate 
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category of consumption expenditure for our purposes since it includes expenditure 

on durables. The results are, in fact, very similar to the results obtained using 

nondurable consumption as the dependent variable, with the estimated 0, and 

estimated 0. equal to 2.09 and -6.42 respectively, estimated b equal to 3.09 and the 

estimated a to 0.19 (all parameters are statistically significantly different from zero 

at the five percent nominal level of significance). The Hansen test indicates that the 

model is not rejected against the ECM alternative. Interestingly, therefore, the 

time varying path of Xt is very similar to the one displayed above for the results 

using nondurable consumption and is fairly consistent with the results of Bayoumi's 

(1993) regional study. For example, the estimated value of X, is just below 50 

percent in the early 1980s (Bayoumi suggests around 60 percent), 32 percent in 

1985 and 26 percent at the beginning of 1987 (Bayoumi suggests about 30 percent). 

These results are also consistent with Bayoumi's conclusion that a clear change in 

UK consumption pattern occurs during the 1980s, moving decisively towards the 

absence of liquidity constraints during the Iatter half of the 1980s. 

Turning to the results for France, reported in Panel B of Table 1.4, again 

the coefficient 00 is always found to be insignificantly different from zero and 

therefore restricted to this value in the final reported results. Using the French 

data, however, we also restrict to zero, in the final estimation, the intertemporal 

elasticity of substitution, or, which was always found to be very low (about 0.008) 

and strongly insignificantly different from zero at conventional nominal levels of 

significance. The estimated values of 01 and 02 are, instead, individually 

statistically significant and the estimated value of b is 1.550, itself strongly 

significantly different from zero. 

51 



Also for France, the Hansen test statistic indicates that the model cannot be 

rejected against the ECM alternative at the five percent nominal significance level'O. 

Finally, the last three columns of Panel B of Table 1.4 ensure that there is no 

presence of serial correlation or heteroscedasticity in the residuals. 

The results for France are also satisfactory, even if less encouraging than the 

results for the UK. For France, in fact, while there is strong evidence of 

significant time variation in X and the modeI cannot be rejected against the 

alternative specification of an error-correction model for French consumption, the 

estimated intertemporal elasticity of substitution is very low and insignificantly 

different from zero. 

As shown in Figure 1.2, which graphs the estimated trajectory of X, for 

France, the importance of liquidity constraints has declined rapidly during the last 

decade, while being of varying importance over the full estimation period. 

The effect of very severe quantitative limits - discussed in Section 1.3-2, 

forbidding the growth of consumer credit in 1973 and 1974 is reflected in the sharp 

rise of Xt over this period. In the late 1970s, less severe restrictions, allowing some 

growth in consumer credit outstanding, may explain the fact that the estimated 

proportion of income going to liquidity constrained consumers was slightly reduced. 

The gradual removal of these restrictions over 1983 to 1985 is exactly consistent 

with the plummeting estimated value of X, in the second half of the 1980s. 

In addition, the estimated path of )ý is very instructive for understanding the 

results obtained by previous researchers using French data. In fact, the observed 

31 As in all previous estimated models, strong evidence of MA(l) serial 
correlation in the residuals is present when the IV estimation is based on a once- 
lagged instrument set. 
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variation in Xt may account for why some researchers have detected no significant 

change in its path (Campbell and Mankiw, 1991). As discussed in Section 1.3.2, 

however, and as bome out by Figure 1.2, the history of financial deregulation in 

France is probably too complex to admit the simple monotonic behaviour considered 

by previous research in this area. 

1.6 Conclusions 

In this study we have examined the effect of movements in the real interest 

rate on changes in real consumption for the LTK over the period 1963-1994 and for 

France over the period 1970-1993. In particular we tested the random-walk 

representative agent consumption model of Hall (1978,1988) as well as a more 

general model which allows for some consumers to encounter liquidity constraints. 

Our main conclusions are as follows. 

First, we find no evidence for the UK but strong favourable evidence for 

France to support the hypothesis that the intertemporaI elasticity of substitution is 

zero and that the real rate of interest and changes in consumption are, therefore, 

orthogonal. 

Estimating a form of the consumption function due originally to Campbell 

and Mankiw (1989), but with X held constant, we were easily able to reject the 

model against an alternative error correction specification for the UK, not for 

France. Modelling )ý as a non-linear function of an index of financial deregulation, 

however, results in an estimated model which cannot be rejected against the ECM 

specification for both countries exaniined, yielding sensible and well-deterinined 

estimates of the parameters, especially for the UK, where the intertemporal 
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elasticity of substitution is statistically significant and of plausible magnitude. 

Moreover, the implied time-varying behaviour of X, accords well with the observed 

pace and pattern of financial deregulation in the two countries considered, 

approaching zero in the second half of the 1980s. Further, the non-monotonic 

behaviour of X, may explain why previous researchers have detected evidence of a 

linear upward trend in its behaviour for the UK and have not detected any 

significant change in its path for France. 
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Appendix 1.1 Modelling the consumption function 

Using the same notation as in Section 1.2.1 and under the assumption that 

the representative consumer's utility function is strictly concave and twice 
differentiable, the consumer's optimization problem involves the maximisation of 

the objective function: 

T 

Vo = Eo E (1 + p) -' U(CC) 
C=O 

subject to the budget constraint: 

At,, =-- (i (A. + Yt" - Cc) , 

Solving for C, from the constraint (Al. 1.2) as 

(Al. 1.1) 

t=O T 

C, = (1 + ro) (AO + Yj- Co) + Yi' - A2 (1 +'rl) 

and using (Al. 1.3) onto (Al. 1.1) yields: 

VO ý U(CO) 

Eo (1 + p) -1 u (1 +z0) (AO + YO" - Co) + Yj'- 
A2 

(1 +. r1) 
EO (1 + p) -2 U(C2) 

Maximising (Al. 1.4) with respect to CO - given AO - gives: 
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v 
o= -ý-O = ul(co) + Eo (1+pI ul(cl) + ro) (A 1.1.5) 

aco 

which implies: 

Uf(CO) = Eo [ (1 + p) -1 (1 + ro) UI(Cl)] (Al. 1.6) 

Analogously, maximising (Al. 1.4) with respect to C, - given A, - yields: 

UI(Cl) = E, [ (1 + p) -1 (1 + r, ) UI(C2)] (Al. 1.7) 

and, therefore, in general: 

U'(Ct) = Et[ (1 + p) -1 (1 +r C) U(Ct+, )] (Al. 1.8) 

Alternatively, the set of stochastic Euler equations (Al. 1.8) may be derived 

using the Lagrangean method. At time t=O, for example, the maximand may be 

written as: 

L= Vo + Eo J[Lo [A, - (1 +. ro) (Ao + Y6- CO) + (Al. 1.9) 
[L, [A2 - (1 +. rl) (A, + Yj" - Cj) I+. I 

and the first-order conditions with respect to CO, Cl, ..., A,, ... are: 
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0= aL = U/ (Co) , EO 90 (1 , -ro) -j-co 

0 aL 
= Eo (1 p) -' Ul(C1) + Eo 111 (: L + Z, ) a cl 

0= 
aL 

= EO [to - EO ýL, (1 +. r1) aA, 

(Al. 1.10) 

Hence, using the first-order conditions (Al. 1.10), a relationship may be derived 
between the marginal utility of consumption and the gross rate of interest in one 

period and the next, which - at time 0- takes the form: 

U, (Co) 
Eo (. 1 +p)-1 U(Cl) 

Eopo (1 +. r. ) 
Eo V, (1 + zl) 

(Al. 1.11) 

which, by substitution, yields exactly (A1.1.6) and, in general, the set of Euler 

equations (Al. 1.8). 

Assuming an isoelastic utility function, ie. U(C) = ar(or-1)-ICt(II)`, equation 
(Al. 1.8) becomes: 

Et ( (3. + p) -1 (1 + zt) Ct., 

or 

Et( 
I 

(Al. 1.12) 

(Al . 1.13) 

where -y [ -= aý'] denotes the coefficient of relative risk aversion. Taking logs in 

(Al. 1.13) and using the approximation log(l+x)=x for small x, equation 
(Al. 1.13) may be rewritten as: 
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E, e-y('&cl"-Y-'rt)-p =1 (Al. 1.14) 

Then, under the assumption that log(C,,, ) and r, are joint normally distributed, 

computing the expected value in equation (Al. 1.14) yields": 

(A 1.1.15) 

Also, rearranging equation (Al. 1.15) yields: 

E. Ac,.,: ---y-'(E, r, -p) +-! yVar, (, &c, 
+, -y-lr. ) 

2 

which is identical to equation (1.1.4) in Section 1.2.1. Also, if the variance term 

in (Al. 1.16) is assumed to be constant and absorbed in the intercept term, the Hall 

random walk model of consumption - equation (1.1.6) - follows directly. 

Appendix 1.2 Instrumental variables-moving average estimation 
Patterson and Pesaran (1992) argue that, if a statistically significant first- 

order disturbance is not present in a consumption function, then once lagged 

variables are potentially valid instruments, regardless of the econometric problems 
discussed in Section 1.5. In general, for example, the presence of serial correlation 
in the residuals may simply be due to some form of misspecification of the model. 
Also, a poor choice of the instrument set may induce bias in the estimated 

coefficients relative to their standard error, when the instrument set is not 

substantially correlated to the explanatory variables of the estimated regression 
(Nelson and Startz, 1990a, b; Patterson and Pesaran, 1992; Hall, Rudebusch and 

31 The result needed is that if Y=Iog(X)-N(u, ol), then: 
1(12 

E(X) e" 
2 
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Wilcox, 1994). Following the approach proposed by Pesaran (1990) and Patterson 

and Pesaran (1992), in the estimations executed in Section 1.5 we test whether a 

significant MA(l) error is present in order to decide whether a once-lagged or a 

twice-lagged instrument set is appropriate. Thus, we employ instrumental variable 

estimation which allows for MA error processes (IVMA), also including the first 

lag of the instruments, and test whether a MA(l) error is significant. If no 

significant MA(l) error is discovered in a model estimated using IVMA estimation, 

we reestimate the model with the once-lagged instrument set using conventional IV 

estimation. 

Consider a linear regression model of the form: 

u 

where y, is a nx1 vector of dependent variables, x, ' is a nxk vector of explanatory 

variables, fl is a kx1 vector of parameters and the nxI vector u, is described by: 

2 (Al. 2.2) ur ý-- YEC-l + Et, cc - N(O, cc) 

Given a nxs matrix Z containing observations on the s instrumental variables Z,, the 

IVMA estimators of 0 and y are computed by minimising the criterion function: 

S(P, Y) = 
(Z U*l Pzu* + (.! )Joglol (Al. 2.3) 

2) 2 

where T is the number of observations, u*' is a vector of forward filtered values of 

u=y-x'g, E(uu')=qIO, Pz is the projection matrix Z(Z'Z)-'Z', and 0 is the 

variance-covariance matrix. The forward filter procedure used is similar to a 
Kalman filter procedure and it is only applied to the dependent variable and the 
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regressors, not to the instruments" (Pesaran, 1988,1990). Also, the second term 
in (A2.3) is an additional Jacobian term which is asymptotically negligible when the 
MA process is invertible, but its inclusion in the criterion function is important to 

ensure that in small samples the criterion function achieves a minimum, when the 

roots of the MA process are close to the unit circle (Pesaran, 1990). 

For given values of y, fl may be estimated by the IV regression of the 

forward filtered variables y* on X% using conditional maximum likelihood (ML) 

estimation. In large samples, however, the estimates given by the conditional ML 

method should be identical to the estimates obtained by the exact ML method. 

Also, -y is estimated iteratively using a modified Powell's method of conjugate 

directions, which has the advantage that, unlike other algorithms (eg. Gauss- 

Newton), it does not require the computation of complex derivatives of the IV 

minimand (A2.3) (Powell, 1964; Pesaran and Pesaran, 1991). 

Also, using the adjusted residuals defined as: 

Et . ': -YEt-1 , Ut, 

where 

k 
= yt - 

t=1,2,..., n (Al. 2.4) 

t=1,2,..., n (Al. 2.5) 

Pesaran (1990) also shows how to derive various summary statistics (RI, Durbin- 

Watson, F-statistic, etc. ). 

11 Pesaran (1990) provides a comprehensive treatment of the lVMA 
estimation procedure for the general case of a MA(q) error. 
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Appendix 1.3 The nonlinear instrumental variables estimator 
The econometric literature provides nonlinear instrumental variable (NLIV) 

estimators for three different models: (a) nonlinear only in the parameters, (b) 

nonlinear only in the variables and (c) nonlinear in both variables and parameters. 
Case (a) is analysed by Zellner, Huang and Chau (1965); for case (b) see Kelejian 

(1971) and other references cited in Goldfield and Quandt (1972), while the analysis 

of the third case is largely due to Amemiya (1974)". 

In this appendix, following Amemiya (1974), we describe the NLIV 

estimator for a model which is nonlinear in both variables and parameters. The 

NLIV estimator defined by Amemiya (1974) reduces to the NLIV estimator of 
Kelejian (1971) if nonlinearity is present only in the variables, to the NLIV 

estimator of Zellner, Huang and Chau (1965) if nonlinearity is present only in the 

parameters, and to the simple IV estimator if no nonlinearity is present in the 

regression function. Amemiya (1974) also shows that the optimality properties of 
the IV estimator also extend to the special case of a regression function which is 

nonlinear only in the parameters, which represents exactly the case of the 

consumption function proposed in this study. 
Consider the nonlinear regression: 

yt =f (X, ß) + u', Ut~ (Op 0 

where y, is a scalar random variable, x, is a H-component vector which includes 

both endogenous variables - correlated with u, - and exogenous variables - known 

constants; 0 is a G-component vector of parameters and f is a function nonlinear in 

both x and 0, and twice differentiable with respect to 0. Equation (Al. 3.1) is just 

one of the equations forming the simultaneous equations model from which the 

endogenous variables in (Al. 3.1) are generated. Given T observations on y, and 

x, estimates of fl and a2 may be derived using the NLIV estimator. 

33 For a very comprehensive treatment of nonlinear instrumental 
variables, and, more generally, of nonlinear statistical models, see Amemiya (1985) 
and Gallant (1987). 
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The NLIV estimator of fl, 13Nuv, is obtained by minimizing the criterion 
function: 

4D,, (P) = (y - f), P" (-V - f) (Al. 3.2) 

where y and f are T-component vectors whose t-th elements are y, and f(x,, fl) 

respectively; the projection matrix Pz=Z(Z'Z)-'Z', where Z is a TxK matrix of 
known constants. Under the assumptions that (a) the paramater space is compact 
(ie. bounded and closed), (b) ut is independently identically distributed, (c) the lim 

(1/T)Z'Z exists and is nonsingular, (d) the plim of (I/T)(af/aO)Z converges to a 

constant matrix of rank G uniformly in 0, (e) the plim of (11T)(alf'laoiao)Z 

converges to a constant matrix uniforn-Ay in fl for i=1,2,..., G, where Oi is the 
i-th element of the vector of parameters fl, Amemiya (1974) proves 77teorem 1, 

which states that: 

i) the estimated 0,01, converges in probability to the true value flo, and 
ii) T"(01 - flo) converges in distribution to 

af )1l (A1.3.3) 
ßýI aßt aß 0 

The iterative procedure which allows to execute the minimization of the 

criterion function (A1.3.2) is the Gauss-Newton method, based on the algorithm: 

PNLXV p,,, v + (-V - f) (Al. 3.4) 
ap n n- 

ýNf)pzý f)l If ') 
PZ 

where f and (8f'lao) on the right hand side of the equation are estimated during the 
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(n-1)-th iteratioe. 

The analysis of the efficiency properties of the NLIV estimator presents 

great difficulties, particularly in deriving its asymptotic distribution. For the linear 

two-stage least squares (2SLS) estimator, it is a well-known result that its 

asymptotic distribution is the same as the limited information maximum likelihood 

(LIML) estimator'5, having the smallest asymptotic variance-covariance matrix in 

the class of instrumental variables estimators. For both a model nonlinear in 

variables and parameters and a model nonlinear only in the variables, the 

econometric literature has neither defined the variance-covariance matrix of the 

maximum likelihood estimator nor suggested a precise set of criteria for defting 

the optimal choice of Z. Amemiya (1974) shows, however, how the efficiency 

properties of 2SLS may be extended to nonlinear 2SLS (NL2SLS) when the 

regression equation is assumed to be nonlinear only in the parameters. Obviously, 

those properties can be extended to the NLIV estimator in a straithforward way, 

since the 2SLS estimator is just a special case of the IV estimator. 
Consider the model: 

xa (0) u (Al. 3.5) 

where X represents the matrix whose t-th row is x, and cz is an H-component vector 

(H > G), whose elements are functions of fl. It follows from (ii) of Theorem 1 that 

the asymptotic variance-covariance matrix of the NLIV estimator, given (Al. 3.5), 

is: 

31 For a more comprehensive treatment of the convergence properties 
of the Gauss-Newton algorithm and its more common applications, see Davidson 
and MacKinnon (1993, Chapter 6). 

31 The LIML method, also called least variance ratio (LVR) method, 
is the first method developed for estimating simultaneous-equations models. It was 
suggested by Anderson and Rubin (1949) and was widely used until the 
development of the two-stage least squares estimator by Theil (1953) and Basmann 
(1957). 
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a, 
(aal )10. 

plim( 
xlpzx aa 

-1 (Al. 3.6) 

ap T aPI)IO01 

The variance-covariance matrix (Al. 3.6) is minimised when Z consists of 

all the exogenous variables of the system, say ZO. The log-likeIihood function 

concentrated" in fl is: 

109L =y+ (_T) jogý Xa) IM (y - Xa) (Al. 3.7) 
2 Xa) I (y - Xa) 

] 

where -y is a constant term and M= [I-ZO(ZOZO)-'ZO'1. Amemiya (1974) shows 

that the value of 0, say 0*, which maximises the log-likelihood function (A1.3.7) 

is exactly the LIML estimator of 0. Amemyia (1974) also shows that, following 

the same steps and under the same assumptions used in order to derive Theorem 1, 

VII)(O*-00) is asymptotically normally distributed with mean zero and variance 

equal to (AI. 3.7), or, in other words, NLIV has the same asymptotic properties as 

the LIML. 

" The meaning of "concentrating the likelihood function" needs to be 
clarified. Consider a parameter vector A, containing two subvectors A, and A2. It 
is often possible to concentrate the likelihood function, that is to deal with subsets 
of the parameter vector A, which turns out to be very convenient, both analytically 
and numerically. For example, if we know values for A,, then we can express A2 
in terms of A,. If, for example, the formula relating the two subvectors is of the 
form A2 = g(Aj), then we can write the likelihood function as L(A,, g(Al)), which 
can be restated as the concentrated likelihood function L*(Al) (Cuthbertson, Hall 
and Taylor, 1992). 
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Table 1.1 The liquidity-constrained model with a constant real rate of interest 

Panel A: Results for the LTK 

Method X (s. e. ) I st-stage Sargan test MA(l) test 
regress: Ay, statistic [p. v. ] statistic 
lp. v. l fp. v. l 

OLS 0.249 (0.052) 

IV 0.210 (0.080) 0.237 [0.000] 31.20 [0.013] --- 
IVMA 0.250 (0.055) 0.237 [0.000] 30.75 [0.014] -1.64[0.101] 

Panel B: Results for France 

Method X (s. e. ) lst-stage Sargan test MA(l) test 
regres.: Ay, statistic [p. v. ] statistic 
[P. V. ] 

OLS 0.194 (0.073) --- -- -- 
IVMA 0.360 (0.123) 0.287 [0.000] 27.94 [0.0631 -3.00 [0.001 

IVMA* 0.117 (0.108) 0.320 [0.000] 59.76 [0.0001 -3.09 [0.001 

The estimated equation is: 

Act =p+ lAyt + cc 

Notes: The instrument set for the UK regression is ((c-y),,, Act-, . 
ACt-2 

P 
ACO 

9 
AYt-19 

AYt-22 
A409 

A7t-19 A7t-2, A7t-3, rt-2. rt-3. rt-4, tb, 
-2 9 

tbt-3 
v 

tbt-41 it-29 it-39 i, 
-4, Constant) I 

where 7r denotes the consumption deflator, r is the real Deposit Rate, tb the real 
Treasury Bill Rate and i the real Bank Rate. The instrument set for the regression 
on French data is {(c-y), 

-2, 
Ac, 

-2, 
Ac, 

-3, 
Ac, 

-4, 
AYt-2. AY09 AYt4t AIrt-29 A70. A7E-O 

r, -3. r, -4, rt-5, ib, 
-3, 

ib, 4, ib, 
-5, 

it-3 9 it-4, i, 
_5, constant), where 7r denotes the consumption 

deflator, r is the real money market rate, ib the real interbank rate and i the real 
Pibor rate. The column labelled "first-stage regression" report the adjusted R2 for 
the OLS regression of the variable considered onto the instruments; in square 
brackets is the p-value for the test of the null hypothesis that all the coefficients 
except the constant are zero. Estimated standard errors (s. e. ) are reported in 
parentheses; p-values (p. v. ) are reported in square brackets. The Sargan test 
statistic for the validity of the instruments is asymptotically distributed as XI(18) 
under the null hypothesis of valid instruments. All tests and estimated standard 
errors are heteroscedasticity-robust. In the last column, the asymptotic t-ratio for 
the significance of the MA(l) coefficient in the disturbance is reported. 
* The instrument set is {(C-Y)t-1. ACt-19 ACt-22 AC09 AYt-19 &Yt-29 140. A7rt-1. Art-2. 

, 
670, rt-2. r, 

-3, 
r, 

-4, ib, 
-2, 

ibt-3 
9 ibt-4, i, -2, 

i, 
-3, 

i,. 
4, constant). 
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Table 1.2 The model with only unconstrained consumers 

Panel A: Results for the LTK 

Method or (s. e. ) I st-stage Sargan test MAG) test 
regression rt-, statistic [p. v. ] statistic 

lp. v. l 

OLS 0.245 (0.068) --- --- 
IV 0.238 (0.090) 0.540 (0.000) 28.66 [0.026] --- 
IVMA 0.188 (0.053) 0.540 (0.000) 28.29 [0.029] 0.702[0.4831 

Panel B: Results for France 

Method or (s. e. ) I st-stage Sargan test MA(l) test 
regression r,., statistic [p. v. ] statistic 

lp. v. l 

OLS 0.009 (0.069) --- --- --- 
IVMA 0.082 (0.049) 0.775 (0.000) 35.51 [0.008] -2.11[0.035] 
IVMA* 0.075 (0.041) 0.787 (0.000) 55.47 [0.000] -2.61[0.009] 

The estimated equation is 

Act ` 11 ,, l6t 

See Notes to Table 1.1. 
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Table 1.3 The model with both constrained and unconstrained consumers 

Panel A: Results for the UK 

Method X (s. e. ) 0 (s. e. ) Implied a 
(s. e. ) 

Sargan test 
statistic 
1p-v-1 

MA(1) test 
statistic 
1p-v-1 

OLS 0.207 0.188 0.237 --- --- 
(0.052) (0.721) (0.087) 

IV 0.148 0.198 0.233 29.52 --- 
(0.083) (0.088) (0.104) [0.021] 

IVMA 0.184 0.119 0.146 29.54 -1.236 
(0.056) (0.049) (0.062) [0.020] [0.2161 

Panel B: Results for France 

Method X (s. e. ) 0 (s. e. ) Implied a 
(s. e. ) 

Sargan test 
statistic 
[P. V. l 

MA(1) test 
statistic 
[P. V-1 

OLS 0.194 0.012 0.015 --- --- 
(0.074) (0.065) (0.081) 

IVMA 0.344 0.050 0.076 28.329 -3.042 
(0.126) (0.031) (0.121) [0.0051 [0.002] 

IVMA* 0.088 0.061 0.067 57.456 -3.082 
(0.118) (0.039) (0.087) [0.0001 [0.00] 

Notes: The estimated equation is 

Ac. = Ii + IAyt + Oz. 
-, + rz, 

Notes: The instruments are as reported in Table 1.1. The implied a is calculated 
from u=O/(I-X). The Sargan test statistic is asymptotically distributed as X'(17) 
under the null hypothesis of valid instruments. See also Notes to Table 1.1. 
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Table 1.4 The liquidity-constrained model with time-varying coefficients 

Panel A: Results for the UK 

Oo (s. e. ) (s. e. ) 02 (s. e. ) or (s. e. ) b (s. e. ) Test for 
joint sign. 
of 01 and 
02 [P-V-1 

0.000 2.120 -6.519 0.153 3.128 11.07 
(0.967) (5.077) (0.076) (0.327) [0.004] 

I Hansen test statistic [p. v. ] 23.86 [0.067] 

Order Autocorrelation ARCH test statistic 
coefficient (s. e. ) lp. v. l 

Order 1 -0.158 (0.090) 3.200 [0.074] 

Order 4 0.087 (0.097) 5.640 [0.228] 

Order 8 0.094 (0.098) 5.930 [0.6551 

Panel B: Results for France 

(s. e. ) -0, (s. e. ) 02 (s. e. ) a (s. e. ) b (s. e. ) 
0.000 6.447 

(1.697) 
-10.997 
(3.725) 

0.000 1.550 
(0.219) 

I Hansen test statistic [p. v. ] 18.920 [0.281 
1 

Order Autocorrelation ARCH test statistic 
coefficient (s. e. ) [P. V. ] 

Order 1 -0.336 (0.207) 0.244 [0.1241 

Order 4 -0.233 (0.227) 0.009 [0.110] 

Order 8 -0.015 (0.133) 0.058 [0.079] 

(Table 1.4 continued ) 
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(... continued) 

The estimated model is 

Act p+ ItAyt + It) azt-, + cc 
b) 0 It for (iýo + 4)lkt + (Nkt 

b) j b) It 0ý0 + (ýjkt + Ckt for 0 -. < ((ýO + (ýjkt + (P2kt 

It=0 for (ýO + iýjkr + Ckt b) 2: 1 

Notes: The instruments are as reported in Table 1.1, in addition to a linear time 
trend and k, 

-,. 
Estimation is by non-linear instrumental variables (Amemyia, 1974; 

Gallant, 1987). The Hansen test statistic for the validity of the instruments is 
asymptotically distributed as XI(16) under the null hypothesis of valid instruments. 
The ARCH test statistics test for autoregressive conditional heteroscedasticity 
(ARCH) in the residuals of the specified order. See also Notes to Table 1.1. 
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Figure 1.1 Estimated time trajectory of Xt in the UK 
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Figure 1.2 Estimated time trajectory of Xt in France 
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CHAPTER 2 

Capital Markets Integration, European Capital Flows and 

Saving-Investment Correlations: Transitory versus Permanent 
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'Feldstein's discovery of the tight link between national saving and investment rates 
continues to baffle the profession. Ample research over the past few years has 
failed to reject the basic findingg... The Feldstein finding runs counter to the spirit 
of the open economy literature in which, under conditions of perfect capital 
mobility, changes in national saving rates are primarily reflected in the current 
account, not in investment. ' 

(Dornbusch, 1991, p. 220) 

2.1 Introduction 

In this chapter we look at a range of issues concerning capital flows in 

Europe. We gauge the extent of international capital mobility through an 

examination of saving-investment correlations and, in particular, investigate the 

difference between the short-run and the long-run saving-investment correlation 

coefficient, in order to shed light both on the validity of the Feldstein-Horioka 

regression as a means of measuring the degree of capital mobility and on its 

implications (Feldstein and Horioka, 1980). In addition, we attempt to measure the 

degree of capital mobility in the UK and its evolution over time. In October 1979, 

exchange control was abolished in the UK, ending a long period of restrictions on 

capital flows between the UK and the international economy. Therefore, one would 

expect a significant reduction in the correlation of savings and investment after this 

point, if this is a valid measure of international capital mobility. 

The abolition of remaining capital controls by France and Italy in 1991 and 

the creation of a European Financial Area also raise important questions concerning 

the nature and the extent of capital mobility in Europe. The single most important 

macroeconomic topic currently being debated in Europe is the analysis of the 

relative benefits and costs of the adoption of a single European currency. The 

claimed benefits mainly derive from the reduced exchange rate risk and lower 
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transaction costs between countries, which may well lead to more efficient 

production. The main loss is the ability to run an independent monetary policy. 

This is of little concern in the face of disturbances which affect all the countries in 

the region in a similar manner, when a common policy response will suffice, or 

when there are fully flexible factor markets. In the case of country-specific 

disturbances and sluggish factor markets adjustments, however, the loss of an 

independent monetary policy hampers adjustment of equilibrium. Capital flows 

provide a means of insuring individuals' incomes against changes in local 

productivity, since private investors can create a portfolio which is diversified in the 

returns to both human and financial capital. ' 

We provide further evidence on the extent and effect of European capital 

mobility through an examination of GNP/GDP ratios across the largest European 

countries and a comparison of these with similar calculations executed for regions 

within the UK. In addition, we also examine the role of private financial markets 

in reducing regional risk by developing a simple empirical model which is then 

estimated on data for the European Union. 

The remainder of the chapter is set out as follows. Section 2.2 provides an 

overview of the measures of the degree of international capital mobility commonly 

used by the relevant literature. In addition, Section 2.2 provides a brief overview 

of the enormous literature on the Feldstein-Horioka regression and also discusses 

the puzzling difference between the short-run and the long-run saving-investment 

coefficients. In Section 2.3 we describe the estimation techniques that we adopt in 

I For a comprehensive discussion of the issues relating to Economic 
Monetary Union, see Masson and Taylor (1993) or De Grauwe (1994). 
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order to decompose saving and investment shares of GDP into temporary and 

permanent components. In Section 2.4 we describe the data used in order to 

construct investment and saving shares of GDP for the UK. In Section 2.5 we 

investigate the relationship between saving and investment shares of GDP in a 

vector autoregression context; we execute the decomposition of saving and 

investment shares, and compute correlation coefficients between the temporary and 

the permanent components. In Section 2.6, finiher evidence on the extent and 

effect of European capital mobility is adduced through an examination of European 

GNP/GDP ratios and a comparison of those with similar calculations executed for 

different regions within the UK. In Section 2.7, we examine the role of private 

financial markets in reducing regional risk by developing an empirical model which 

is then estimated on European Union data. A final section concludes. 

2.2 Quantifying international capital mobility 

2.2.1 The link between interestparity conditions and the Feldstein-Horioka criterion 

Since the late 1970s, it has become common among economists to describe 

the world financiaI system as characterised by perfect capital mobility. This mainly 

follows from the enhanced financial integration induced by the drastic reduction or 

complete removal of capital controls in the mid 1970s by a relatively small number 

of countries. Principal among these were the USA, Germany, Canada and 

Switzerland (Shafer, 1995)'. Also contributing to this impression is the ongoing 

process of widespread financial deregulation, the improvement of information and 

' Shafer (1995) contains a chronological account of controls of capital 
movements for OECD countries during the post-war period. 
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communication technology in financial markets and the recycling of OPEC 

surpluses to developing countries (Frankel, 1993; Coakley, Kulasi and Smith, 

1995a). Therefore, although many of both the less developed and the major 

industrialised countries retained restrictions on international capital flows for much 

of the floating rate period, the assumption of perfect capital mobility was routinely 

used in the literature on the main exchange rate models, with the exception of 

variants of the Mundell-Fleming model and the portfolio balance model (Taylor, 

1995). 

Following Frankel (1993), at least two different approaches to quantifying 

international capital mobility are suggested by the enormous and growing relevant 

literature: studies using the Feldstein-Horioka definition based on saving-investment 

correlations, and studies based on interest rate parity conditions. 

The Feldstein-Horioka criterion is, however, closely related to measures of 

international capital mobility based on interest parity conditions. Below we 

demonstrate how three different interest parity conditions commonly used by 

researchers correspond to three different criteria of financial integration, under 

different underlying assumptions'. In particular, use of an interest-parity-condition- 

based measure of international capital mobility always implies a definition of capital 

mobility according to which the null hypothesis of perfect capital mobility is a joint 

hypothesis that domestic and foreign bonds - identical in all respects but the 

currency of denomination - are perfect substitutes and that arbitrage ensures the 

interest parity condition holds continuously. Clearly, this notion of international 

I See Frankel (1993) or Lenimen and Eijffmger (1995a) for an excellent 
discussion of these issues. 
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capital mobility relies on comovements of domestic and foreignprices - ie. interest 

rates - whereas the notion of international capital mobility suggested by Feldstein 

and Horioka relies on the comovement of domestic quantities, namely savings and 

investment. 

The three criteria based on interest parity conditions are the covered nominal 

interest parity (CIP), the ex ante uncovered nominal interest parity (UIP) and the 

ex ante real interest parity (RIp)4. The CIP condition states that: 

it* f C+k 

where i, Q'I and s, denote the domestic nominal interest rate on a k-period bond 

held between time t and t+k, the forward exchange rate agreed at time t for the 

delivery of foreign currency at time t+k and the nominal exchange rate at time t 

(domestic price of foreign currency); asterisks denote foreign variables'. If (2.1) 

holds, then the forward premium - or forward discount - equals the nominal interest 

rate differential at the appropriate maturity. Under perfect capital mobility, the 

covered nominal interest rate differential or country premium [= 

which may be seen as capturing the impact of actual and future capital controls, 

transaction costs and default risks, equals zero (Frankel and MacArthur, 1988). 

Assuming that CIP holds and that the forward rate is an unbiased predictor of the 

' See Taylor and Sarno (1997, Chapter 2) for an extensive discussion 
of the theoretical and empirical literature on interest parity conditions. 

I Here and throughout this section, lower-case letters represent natural 
logarithms, except for the interest rate. 
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expected ftiture spot exchange rate, ie. F-, (St+k) =f t 
E+k (where Eý = E(- I t) denotes the 

mathematical expectation operator conditional on information available at time t), 

yields the UIP condition: 

it - it* = EC(St+k - Sd (2.2) 

Using the decomposition method of Frankel and MacArthur (1988), equation (2.2) 

implies that under perfect capital mobility both the country premium and the 

exchange rate premium [= (f 
t 
t+k - S) - Eý(s, +, - s)] must be zero, since the exchange 

rate premium measures the extent to which the forward rate is a biased predictor 

of the future spot rate'. 

Then, assuming that UIP holds and also assuming a zero expected real 

exchange rate change, ie. Eý(q, k)=q, =s, -p, +p, * (where q, p and p* denote the real 

exchange rate and the domestic and foreign price levels respectively), yields the RIP 

condition: 

Et (-rt+k) (2.3) 
t 

(. rt+k) t. 

In other words, equation (2.2) is reparametrised as: 

=[it _. i*_ (f C+k_St) + (f t+k_ 
t- 

(Er (St+k-Sd Itcc st - Et (St+k-St) 

where the two terms on the right hand side represent the country premium and the 
exchange rate premium respectively. 

77 



where r, +k denotes the domestic real interest rate at time t on a bond held between 

time t and time t+k. The RIP condition clearly refers to a relatively stronger 

notion of integration since it requires both financial and nonfinancial perfect capital 

mobility, where nonfinancial includes the mobility of goods and services as well as 

labor and physical capital. For the RIP to hold, the country premium, the exchange 

rate premium and the expected real exchange rate premium must all be zero. This 

may be better seen by using the following decomposition of the RIP: 

(f t+k 
_ St) t t('rt+k-, rt+k) "ý 

[It-itt+k- 
t 

(f t+k-S (2.4) 
t C) - Et (St+k - St) + 

(Et (Sr+k - Sd - Et (Pt+k _Pd + Et (Pt+k -PD 

where the third term on the right-hand side of the equation is a measure of the real 

depreciation of the domestic currency or, in other words, a measure of the extent 

to which ex ante purchasing power parity is violated'. Also, the last two terms on 

the right hand side of (2.4) together represent the currency premium. It is clear 

how the third interest-rate-parity-based criterion implies a much stronger definition 

of perfect capital mobility relative to the first two. 

The altemative measure of international capital mobility adopted by the 

relevant literature is the Feldstein-Horioka condition. To investigate the extent of 

international capital mobility, Feldstein and Horioka (1980) examine the cross- 

" Clearly, it is assumed that the foreign expected rate of interest is 
determined exogenously. In other words, the country in question is assumed not 
to be large enough in world financial markets to affect the world interest rate. 
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sectional correlation between saving and investment across OECD countries. 

Feldstein and Horioka argue that if capital is mobile internationally, there need not 

be any correlation between saving and investment. In a world of perfect capital 

mobility, savings may be expected to flow from countries with a relatively high 

propensity to save to countries with relatively more favourable investment 

opportunities. Feldstein and Horioka, therefore, reason that the null hypothesis of 

perfect capital mobility implies a zero regression coefficient in a cross-section 

regression of the savings share of GDP on the investment share of GDP, ie.: 

(II Y). i =a+ß (s/ Y) j+ Ei (2.5) 

where I represents gross domestic investment, S is gross national saving, Y is GDP, 

a is a constant term, e is the regression error and the subscript i is a country index. 

Feldstein-Horioka suggest that the regression coefficient a in (2.5) measures the 

degree of international capital mobility, with large values indicating low mobility 

and low values high mobility! 

The Feldstein-Horioka condition, however, can be proved to require a larger 

number of assumptions relative to the RIP condition (and therefore relative to the 

other measures of international capital mobility based on interest parity conditions), 

representing therefore the strongest' criterion for financial markets' integration. 

Using a result due to Dooley, Frankel and Mathieson (1987) and then used - among 

others - by Frankel (1993) and Lemmen and Eijffmger (1995a), four assumptions 

I In Appendix 2.1 we briefly show how the current account may be 
written as the difference between saving and investment. 
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underlie the Feldstein-Horioka definition of capital mobility. Formally, if the 

investment share of GDP is a linear function of the expected real rate of interest: 

Ii, 
t+klyi, t+k "": (0 - ý, Et(ri, C+k) 

+ yi (2.6) 

where the stochastic error term -yi, which captures the remaining determinants of 

the domestic investment-GDP ratio, is uncoffelated with the national savings-GDP 

ratio in the same country, ie. 

COV[Yif (Sly)i, 
t+kl 'ý 0 (2.7) 

and also assuming that the savings share of GDP is neither correlated with the 

expected foreign real interest rate nor with the deviations from real interest parity, 

ie. 

Cov (E. Cr *!, 
t+k) Al 

(S/ Y) i, C+kl =0 (2.8) 

Cov [ E. (ri, 
t+k - -r;, t+k) I 

(SI Y) i, t+kl : -- 0 (2.9) 

then 0 in (2.5) should be zero. All the assumptions (2.6)-(2.9) must hold for the 

Feldstein-Horioka condition to be a valid test of perfect international capital 

mobility. In fact, most of the attacks led against the Feldstein-Horioka condition 
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are concerned with the meaning of the covariances described above". Dooley, 

Frankel and Mathieson (1987) decompose the covariance between investment and 

saving share of GDP as follows: 

OýIyi- , lyl-) = c0+1, 
'Yi) 

- 
ý, Co Et (ri*) , -ýI- (1 cov E, (. r, - ri*) , -ýI- 

Yi) - yi) 
(2.10) 

where the time subscripts t+k- which apply to all variables in (2.10) except for the 

stochastic error term -yj - are dropped for clarity. Under the Feldstein-Horioka 

definition of perfect capital mobility, equation (2.10) equals zero. If (2.6) holds 

and therefore domestic investment depends only on the domestic interest rate, then 

the first covariance term on the right hand side of (2.10) is zerolO. If the foreign 

expected rate of return F, (r*i,, +k) is exogenously determined, however, the second 

covariance term is also zero. Finally, under this definition of perfect capital 

mobility, the third covariance must be zero because the first variable in the 

covariance is zero. Note, however, that for the Feldstein-Horioka regression to 

yield a zero covariance between investment and saving shares of GDP the RIP is 

not necessafily required, contrary to what is argued by some researchers (eg. 

I For a more detailed discussion of the meaning attached to those 
covariances and of the criticisms raised by the relevant literature, see Lemmen and 
Eijffinger (1995a). 

11 The assumption that domestic investment depends linearly on the 
domestic interest rate is, however, very controversial and the relevant empirical 
evidence suggests that the statistical relationship between I and r is quite weak. In 
practice, the error term -yj in (2.6) may be very large. 
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Blundell-Wignall and Browne, 1991). For example, equation (2.10) may equal zero 

simply because the covariances on the right hand side of (2.10) cancel out, even if 

none of the covariance terms is zero, in which case a zero covariance between 

saving and investment share of GDP would not imply perfect capital mobility. 

Nevertheless, the RIP is not sufficient for the Feldstein-Horioka regression to yield 

a zero 0, because the covariance between -yj and the saving share of GDP - and 

consequently the covariance between investment and savings shares - may be 

nonzero. Overall, therefore, the Feldstein-Horioka regression must be interpreted 

with caution, since it depends on three covariances, which must all be zero for 

yielding 0=0 and implying perfect capital mobility. 

From the discussion above, the least ambiguous evidence on international 

capital mobility comes from a comparison of nominal interest rates on onshore and 

offshore loans of the same currency: under perfect capital mobility, the interest rate 

offered on a three-month Italian lira deposit in Rome, for example, should be the 

same as the interest rate on a three-month Italian lira deposit in London. Studies 

based on interest parity generally suggest relatively high degrees of international 

capital mobility and especially for France, Italy, Germany, Japan, the US and the 

LJK, the onshore and the offshore money market are extremely linked and, 

furthennore, the link has increased during the 1980s. This evidence is, however, 

generally contradicted by studies which accept the Feldstein-Horioka definition", 

to which we now tum. 

11 For an excellent survey of the studies on interest rate differentials, 
see Obstfeld (1995). 
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2.2.2 The saving-investment literature 

In their seminal paper, Feldstein and Horioka (1980) examine the cross- 

sectional correlation between saving and investment across OECD countries and test 

the null hypothesis of perfect capital mobility by testing for a zero regression 

coefficient in a cross-section regression of the savings share of GDP on the 

investment share of GDP of the form (2.5). Under the null hypothesis, the 

regression coefficient fl measures the degree of capital mobility, with large values 

indicating low mobility and low values high mobility. 

Empirically, Feldstein and Horioka (1980) find that saving and investment 

shares of GDP across OECD countries are very highly correlated. Indeed the 

estimated coefficients are generally close to and insignificantly different from unity, 

and significantly different from zero. This leads them to conclude that the level of 

capital mobility in the world economy is low. Using a variety of techniques, 

numerous subsequent researchers have also found a high and significant correlation 

between saving and investment across countries". Studies employing instrumental 

variables estimators, in order to avoid the possibility of simultaneity bias due to the 

endogeneity of savings, do not contradict the original finding of a high correlation 

of domestic savings and investment (Dooley, Frankel and Mathieson, 1987; 

Bayoumi, 1990; Tesar, 1991). 

Nevertheless, for reasons formally explained in the Section 2.2.1, while a 

number of researchers have confirmed the empirical findings of Feldstein and 

Horioka, some have argued that these results do not necessarily imply low capital 

11 For a comprehensive survey of the literature, see Coakley, Kulasi 
and Smith (1995a). 
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mobility in the international economy. But if savings and investment need not be 

closely related because capital is mobile, it is difficult to rationalise the Feldstein- 

Horioka finding - corroborated in many similar studies - that savings and investment 

are in fact highly correlated. 

A number of alternative hypotheses have been used to rationalise the 

Feldstein-Horioka regression result without concluding that capital is immobile. 

For example, saving and investment may be highly correlated as a result of 

endogenous private sector responses to private shocks (eg. population, technology, 

growth or productivity) which may simultaneously raise savings and investment 

(Obstfeld, 1986; Baxter and Crucini, 1993; Razin, 1995). 

Real business cycle models provide neither unequivocal support nor rejection 

of the Feldstein-Horioka interpretation. For example, Tesar (1993) calibrates a 

dynamic model in which consumer preferences over traded and non-traded goods 

and over the intertemporal. allocation of consumption lead to a significant correlation 

between saving and investment, even under perfect capital mobility. By contrast, 

van Wincoop and Marriman (1993), after asserting that it is not possible to explain 

the significant saving-investment correlation by simply referring to shocks to 

technology in a model assuming perfect capital mobility, argue that the cause of the 

correlation is the immobility of capital across countries. 

Alternatively, the identity which links savings and investment to the current 

account of the balance of payments may have induced the high saving-investment 

correlations, for instance because governments target the current account (Sunnners, 

1988; Bayoumi, 1990; Ards and Bayoumi, 1991; Ballabriga, Dolado and Vimls, 

1991; Argimon and Roldan, 1994; Coakley, Kulasi and Smith, 1995b; Ghosh, 
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1995; Glick and Rogoff, 1995). The central argument of this strand of the 

literature is that goverments operationalise the long-run solvency constraint on the 

current account in order to avoid Ponzi financing, biasing therefore the correlation 

between saving and investment towards unity, regardless of the degree of capital 

mobility (Coakley, Kulasi and Smith, 1995a, b). This may also help explain the fact 

- discussed below - that the short-run saving-investment correlation is generally 

found to be lower than the long-run correlation, although the converse should be 

implied by the Feldstein-Horioka interpretation (Coakley, Kulasi and Smith, 1995a). 

Other researchers emphasise capital market imperfections to support the 

Feldstein-Horioka interpretation - eg. Obstfeld (1995), who discusses hysteresis in 

factor supplies, or Stefani (1994), who explains the association of saving and 

investment by developing a model of investment under credit rationing. 

Finally, evidence against the interpretation of capital mobility suggested by 

Feldstein and Horioka is provided by some neoclassical growth models, in many of 

which human capital - second in immobility only to physical capital - plays a central 

role (Mankiw, Romer and Weil, 1992; Barro, Mankiw and Sala-i-Martin, 1995). 

Further support in favour of the Feldstein-Horioka hypothesis is, however, 

provided by studies which compute saving-investment correlations across regions 

within a highly financially integrated area such as a single country. Bayoumi and 

Rose (1993), for example, compute saving-investment correlations across regions 

of the UK for the period 1971-85. In contrast to the Feldstein-Horioka results 

across OECD countries, Bayoumi and Rose (1993) find that the regression 

coefficient of UK regional investment on UK regional saving is generally 

statistically insignificantly different from zero. The Bayoumi-Rose results thus 
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confirm that saving and investment shares of GDP need not be correlated in a 

financially integrated economy. Similar results are reported by Bayoumi and Sterne 

(1993) using regional data for Canada, and by Obstfeld (1995), who uses data for 

45 different Japanese prefectures. Moreover, Sinn (1992), who looks at saving- 

investment correlations for 48 US states and Alaska in both 1953 and 1957, finds 

a negative but statistically insignificant cross-sectional correlation. Also, in Section 

2.6, we provide empirical support to the idea that capital mobility is higher within 

a national economy than internationally, by making a comparison of GNP/GDP 

ratios across the major European countries with similar computations executed 

across different UK regions 
13 

. 

Overall, therefore, the debate conceming the "Feldstein-Horioka puzzle" has 

strongly deepened at a theoretical level and, although a number of alternative 

solutions proposed by the literature on the saving-investment correlation reject the 

interpretation of low or zero international capital mobility, a strand of literature still 

provides support to a modified view of only partial intemational capital mobility. 

While saving-investment regressions should be interpreted with caution, they may 

still shed some light on the issue of international capital mobility, especially when 

complemented by other statistical evidence. 

13 Nevertheless, international capital mobility is expected to increase 
in moving towards a single market, one provision of which was the widespread 
abolition of exchange controls within the European Union. Bhandari and Mayer 
(1990), Artis and Bayourni (1991) and Feldstein and Bacchetta (1991) - among 
others - argue that the progress in informational and institutional links is expected 
to increase financial flows within the European Union relative to the whole OECD 
and, looking at correlations within the European Monetary System, arrive at similar 
conclusions. 
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2.2.3 Saving-investment correlations: transitory versus permanent 

In order to abstract from cyclical effects Feldstein and Horioka (1980) and 

others average the data over successive subperiods. In general, the results obtained 

have been extremely robust to the choice of the length of subperiods. Many 

researchers have used long-term averages of the data, both to capture the adjustment 

of investment to a sustained change in savings and in order to circumvent the 

problem that annual data estimations may be subject to some bias even in a cross- 

section context if business cycles are not synchronised internationally (Bayoumi, 

1990). Nevertheless, Sinn (1992) argues that the savings-investment correlation 

coefficient, estimated using long-term averages, is biased towards non-rejection of 

the null hypothesis of immobility of capital. Calculations based on annual data do 

in fact tend to give lower correlation coefficients, although still suggesting an 

increase in capital mobility over time in the major industrialised countries. 

Time-series estimates have also been undertaken in the literature. Although 

they are perhaps subject to greater bias than cross-section regressions because of the 

problems of identification and estimation induced by the endogeneity of both savings 

and investment, time-series estimations are considered very important as a guide to 

the appropriateness of imposing the same correlation across different countries 

(Obstfeld, 1986,1995). The results obtained using time-series estimation, in fact, 

present a great range of dispersion across countries (Coakley, Kulasi and Smith, 

1995a). 

Nevertheless, even if initially time-series estimates seemed less supportive 

of the Feldstein-Horioka findings, Coakley, Kulasi and Smith (1994) show that the 

average of the long-term estimate of the Feldstein-Horioka coefficient across 
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countries is very close to the standard cross-section estimate. Some authors argue 

that the time-series estimate of the saving-investment correlation coefficient, 

especially when the data is expressed in first differences, may be likely to capture 

the short-run transitory responses of investment to savings, whereas cross-section 

estimates may pick up mainly the long-run permanent response (Coakley, Kulasi 

and Smith, 1995a). Following this argument, it is considered a "fairly general 

result" (Coakley, Kulasi and Smith, 1995a) that the short-run estimates of the 

savings-investment coefficients are smaller than the long-run ones. This result has 

been heavily stressed by the literature supporting current account targeting or the 

solvency constraint argument as explanations of the Feldstein-Horioka puzzle, since 

these approaches imply that the short-run saving-investment correlation should be 

lower than the long-run correlation, whereas the converse should be found as an 

implication of the Feldstein-Horioka interpretation (Coakley, Kulasi and Smith, 

1995a). 

Nevertheless, Feldstein (1983) provides a theoretical benchmark based on 

a portfolio balance type model in order to explain why the short-run (temporary) 

effect of savings on investment may be expected to be smaller than the long-run 

(permanent) effect. The argument proposed is that the short-run capital flow is only 

part of a once-for-all adjustment of the international portfolio adjustment and that, 

once this adjustment is completed, the flow of capital tends to a lower level, 

determined by the rate of growth of the world capital stock and by the share of 

international assets held in the equilibrium portfolio (Feldstein, 1983, p. 147). 

This - perhaps ad hoc - explanation of the underlying dynamics of saving 

and investment has not, however, received widespread support (Coakley, Kulasi and 
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Smith, 1995a), but very little work exists on the theoretical interpretation of the 

difference between the short-run and long-run savings-investment coefficients. In 

particular, the finding of a relatively lower short-run correlation coefficient seems 

inconsistent with the Feldstein-Horioka interpretation of the savings-investment 

correlation coefficient (Coakley, Kulasi and Smith, 1995a). The argument is that 

a transitory increase in savings may be expected to stay at home since it may not 

be worth incurring the costs of analysing foreign investment opportunities or 

evading or avoiding exchange controls. In contrast, if a permanent increase in 

savings occurs, then these costs to mobility are more likely to be countenanced by 

economic agents and a larger proportion of the permanent increase in savings may 

be expected to flow abroad. 

In the following sections we describe and employ a rigorous estimation 

strategy in order to analyse empirically - using UK data - the difference between 

short-run and long-run estimates of the savings-investment coefficient. 

2.3 Estimation techniques 

Blanchard and Quah (1989) suggest an econometric technique which enables 

researchers to identify temporary and permanent shocks in the context of a 

multivariate time series model. Using the bivariate vector autoregressive 

representation (BVAR) of two variables w(t) and z(t), expressed in stationary fonn, 

and assuming the long-run restriction that the cumulative impulse response function 

of w(t) to temporary shocks goes to zero, Blanchard and Quah show how 

restrictions on the BVAR may be imposed in order to recover the temporary and 

permanent shocks driving the series - see Appendix 2.2 for a more technical outline 
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of the Blanchard-Quah decomposition. 

Blanchard and Quah analyse US data on real output and unemployment, and 

motivate the method using a small stylised macro model with a long-run vertical 

supply curve. Hence, they identify temporary shocks with demand innovations and 

permanent shocks with supply innovations. Such a taxonomy is not, however, 

necessary in the present context. 

In Section 2.5, we employ the BQ decomposition to decompose saving and 

investment shares of GDP into their temporary and permanent components. 

2.4 Data on UK saving, investment and GDP 

Quarterly LIK data were obtained on gross savings as a ratio of personal 

disposable income, gross fixed capital formation and GDP from Economic Trends 

(Central Statistical Office, CSO). The data cover the period from 1955QI to 

1994Q4. From this data set, savings and investment shares of GDP were 

computed, consistent with much of the literature on saving-investment correlations 

(Coakley, Kulasi and Smith, 1995a, b). 

2.5 Empirical results 

2.5.1 Saving and investment in the UK 

The first exercise involves the ordinary least squares (OLS) estimation of the 

regression coefficient and the correlation coefficient in the FeIdstein-Horioka 

equation with saving and investment shares both in levels and first differences. We 

also examine the effect of the abolition of exchange controls by the UK government 

in October 1979. In fact, one would expect saving and investment shares of GDP 
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to have been affected by the removal of barriers to capital flows, and perhaps 

greater international capital mobility to have been induced. 

Taylor and Tonks (1989) assess the impact of the abolition of exchange 

control on the degree of integration of UK and overseas stock markets, providing 

evidence that a marked increase in the degree to which these markets move together 

in the long run occurred after 1979. Also, Artis and Taylor (1990) examine the 

effect generated by the removal of exchange controls in 1979 in the UK, showing 

that this action contributed to move towards the elimination of the deviations from 

onshore-offshore interest rate parity: a greater degree of fimncial integration 

appears, therefore, to have been induced by the abolition of exchange rate controls. 

In order to test for a structural break in the Feldstein-Horioka coefficient, 

we employ a Chow test for structural stability. The result - reported in Table 2.1 - 

enables us to reject the null hypothesis of no structural break in the estimated 

coefficient in the regression of investment on savings shares. It seems therefore 

reasonable to estimate the regressions not only for the full sample period, but also 

for the two subperiods 1955QI-1979Q4 and 1980Q1-1994Q4, in order to take 

account of the structural break. 

The estimated Feldstein-Horioka coefficients and the correlation coefficients 

on both regressions in levels and in changes and for the three sample periods 

considered are reported in Table 2.1. For all sample periods considered, the 

estimated FeIdstein-Horioka coefficients are - as expected - rather lower than the 

ones generally reported from cross-section estimates. They are, however, always 

significantly different from zero at conventional nominal levels of significance in 

the levels regression. Also, the estimated coefficient is much higher before than 
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after the abolition of capital controls, and, further, the post-abolition estimated 

coefficient is significantly negative. Conversely, in the regression of the variables 

in first differences, the estimated coefficient is insignificantly different from zero 

apart from the pre-abolition sample period. All the point estimates using first 

differences are, however, negative. 

The correlation coefficients are generally higher than the Feldstein-Horioka 

coefficients and, for savings and investment shares in levels, they are statistically 

significant at conventional nominal levels of significance. Most tellingly, the 

correlation in the subperiod 1955Q1-1979Q4 is relatively high (0.755), whereas the 

correlation in the second subperiod is statistically significant and negative (-0.574). 

The results are consistent with the literature in that the estimated coefficients 

may largely vary from one period to another and it is interesting that they may be 

relatively high also in time series estimation, as it is the case in both subperiods. 

Following the interpretation of Feldstein and Horioka, the results indicate a strong 

increase in the degree of capital mobility after 1979. 

The latter result is consistent with recent work by Lemmen and Eijffmger 

(1995a), who provide evidence that savings and investment shares of GDP are in 

fact cointegrated before 1979, not after 1979, using the augmented Dickey-Fuller 

test statistic on both annual and quarterly UK data. This evidence may suggest in 

fact that savings and investment contain common trends before the abolition of 

capital controls, while their abolition made it more feasible to run large, persistent 

current account imbalances after this date. After the abolition of capital controls, 

therefore, targeting the current account by government has perhaps become more 

cumbersome. In general, in a world of limited capital mobility, the goverrunent can 
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adjust its own saving-investment balance to match changes in the private sector 

balance, using - for example - appropriate fiscal policy. In internationally 

financially integrated economies, however, the possibility of targeting the current 

account seems less feasible (Artis and Bayourni, 1991; Summers, 1988). This 

result is also consistent with the implications of the intertemporal approach to the 

current account balance, suggesting that the abolition of barriers and impediments 

to capital movements, enhancing greater capital market integration, cetefis pafibus, 

make current account imbalances more likely and the predictions of the 

intertemporal approach more applicable (Sachs, 1981,1982; Frenkel and Razin, 

1987; Obstfeld and Rogoff, 1995a; Razin, 1995). 

A general point, however, needs to be made against the widely used 

technique of using the Feldstein-Horioka regression for quantifying the degree of 

international capital mobility. The two variables in the estimated regression are 

generally expected to be and - in the next section shown to be - integrated of order 

one, I(1) (Coakley, Kulasi and Smith, 1995a). This implies that both the Feldstein- 

Horioka coefficient and the correlation between the two variables in levels are - 

unless the variables in question are cointegrated - spurious and unreliable, both in 

time series and cross section estimates (Granger and Newbold, 1974; Pesaran and 

Smith, 1995). It might, therefore, seem more appropriate to look at the regression 

in first differences rather than in levels. As Table 2.1 (Panel B) shows, such an 

analysis would suggest a complete lack of correlation between savings and 

investment. Upon reflection, however, it is clear that those regressions should also 

be treated with caution, since they do not adequately distinguish between temporary 

and permanent movements in the underlying series. 
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2.5.2 Decomposition of savings and investment shares 

In order to identify temporary and permanent shocks in the variables in 

question, we employ the Blanchard-Quah decomposition in BVARs with the first 

difference of the logarithm of nominal GDP as a second variable. As noted by 

Blanchard and Quah (1989), the decomposition can be applied to any two series 

whose time series behaviour is jointly determined. 

Modelling saving poses both practical and theoretical challenges to 

economists. Differences in saving rates are often considered responsible for 

differences in output growth across countries and in this context the decline in 

saving rates recently experienced by many industrialised countries is particularly 

worrying (Modigliani, 1993)". Moreover, where the old "exogenous growth" 

literature attributed to saving a permanent effect on the level of per capita income, 

but only a transitory effect on the rate of growth of per capita income, post- 

neoclassical endogenous growth models usually assume that saving rates may 

generate permanent increases in both the growth and the level of income in an 

economic sYstem (eg. Romer, 1986,1990; Lucas, 1988; Barro, 1990; Barro and 

Sala-i-Martin, 1990; Sala-i-Martin, 1990a, 1990b; Grossman and Helpman, 1991; 

Helpman, 1991; Buiter, 1993). Further, a large amount of recent work on 

microeconomic data has been done to identify the determinants of saving and some 

degree of consensus is emerging in that the most commonly suggested determinant 

of the saving rate of a country is the growth rate of output (eg. Lau, 1993; Fitoussi 

" In the growth model of Harrod and Domar, for example, the rate of 
economic growth is governed by the quotient of the savings ratio and the capital 
output ratio, so that there is a direct relationship between saving and economic 
growth. 
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and Le Cacheux, 1993; Ickes, 1993; Horioka, 1993). 

The relationship between investment and output is also heavily discussed in 

the literature, going back to accelerator type models where the level of investment 

in an economy is modelled as a function of the rate of change of output (Samuelson, 

1939). Post-neoclassical endogenous growth models also predict a positive and dual 

relationship between capital accumulation and output. Therefore shocks which 

impinge upon output and output growth are likely to have much in common with 

those that affect investment. 

Overall, therefore, nominal GDP appears to be a variable which is likely to 

be determined jointly with both savings and investment. It seems therefore 

appropriate to apply the BQ decomposition to investment and savings using GDP 

as the second variable. 

Preliminary unit root tests are reported in Table 2.2. In no case can we 

reject the hypothesis that each of the series in a realization of a stochastic process 

containing one unit root, at the five percent nominal level of significance. 

In Table 2.3 we also report the results of testing for cointegration between 

investment and savings ratios in the full sample period and in the two subperiods 

before and after the abolition of UK exchange controls (Engle and Granger, 1987). 

At the five percent nominal significance level the ADF test statistic fails to reject 

the null hypothesis of no cointegration between savings and investment ratios in all 

sample periods considered. 

Figures 2.1 and 2.2 show the cumulative impulse response functions of 

saving and investment shares respectively, obtained from the execution of the BQ 

decomposition employed in a BVAR with the logarithm of GDP as a second 
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variable. A positive temporary shock to the savings ratio (Figure 2.1), in both 

subperiods, increases the savings ratio in the short run, while producing a long-run 

cumulative effect of zero. As would be expected, a positive permanent shock to 

savings raises the savings ratio. The effect of a temporary savings innovation is to 

cause a short-term variation in the output level, which dissipates and settles down 

to a steady-state long-run positive cumulative effect. A positive permanent saving 

shock also generates a permanent increase in the level of output. 

The impact effect on investment of a temporary shock to the investment ratio 

(Figure 2.2), as one might expect, declines to zero, but only after a quite long 

period of time, reflecting the identifýýing restriction imposed but also suggesting that 

temporary shocks may be quite persistent. The effect of a positive permanent 

investment shock is, conversely, a permanent increase in investment. For both sub- 

periods, both temporary and permanent innovations to the investment ratio lead to 

a permanent increase in output and, as one would expect, the output effect is greater 

for the permanent investment innovations. 

Overall, therefore, the decomposition of saving and investment shares 

suggest that strong similarities exist in the dynamics of the two processes 

responding to both the permanent and the temporary shocks impinging upon them. 

2.5.3 Correlations between temporary andpermanent components of the change in 

savings and investment shares 

Having identified the temporary and permanent shocks to savings and 

investment shares, we can now construct the paths of those variables which would 

have been obtained in the absence of temporary or permanent shocks. Effectively, 
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this invoIves setting either the transitory or the permanent shocks to zero in the 

moving average representation. 

We can then compute cross correlation coefficients between the resulting 

temporary and permanent components of the change in saving and investment shares 

in order to shed light on the issue of capital mobility, on the implications which we 

should expect from the analysis of saving-investment correlations and also on the 

validity of this measure for quantifying the degree of international capital mobility. 

As already stressed in Section 2.5.1, correlations of the levels of the shares of GDP 

or on their permanent components, which are I(l), are spurious. Only the 

correlation of the stationary, temporary components is meaningful and should be 

considered. Conversely, the correlation of the temporary and permanent shocks to 

movements in savings and investment shares, ie. of the temporary and permanent 

components of the change in the variables in question, is always meaningful, since 

we are dealing with stationary processes. 

Table 2.4 reports the correlations between both the temporary and the 

permanent components of the change in saving and investment shares for the three 

sample periods considered. The results are extremely interesting. Correlations for 

the full sample period are relatively high for both components, suggesting quite a 

strong and immediate association of the two processes. Nevertheless, perhaps the 

most interesting result is that the temporary components are more highly correlated 

(ri, =0.43) than the permanent components (ri, =0.29). This finding provides prima 

facie support to the view that if the Feldstein-Horioka interpretation of the 

relationship between savings and investment is correct, then temporary components 

of the series should be more highly correlated than the permanent ones, ie. the 
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short-run correlation coefficient should be higher than the long-run coefficient. 

Table 2.4 also reports the correlations between savings and investment 

components for the two subperiods 1955Q1-1979Q4 and 1980QI-1994Q4. If the 

savings-investment association has some power in higWighting the degree of 

international capital mobility, then one would expect the correlation to be lower in 

the second subperiod, as an effect of the abolition of UK exchange rate control. 

The results do indeed display a very large and significant difference between the 

two correlation coefficients. The correlation between the temporary components 

of the change in savings and investment shares dedines from 0.72 in the first 

subperiod to 0.32 in the second subperiod, while the correlation between the 

permanent components is lowered from 0.54 to 0.18 from one subperiod to another. 

The permanent components are in all cases less correlated than are the temporary 

components. Most tellingly, the correlation coefficient for the permanent 

components of investment and saving is, on the basis of the t-statistic, significantly 

different from zero before 1980 (t-ratio of 6.12) but is insignificantly different from 

zero after the abolition of exchange control (t-ratio of 1.39). Correlation 

coefficients between the temporary components are strongly significantly different 

from zero in both cases. 

As a matter of statistical precision, we also compute a test statistic for 

equality of the correlation coefficients across the two subperiods. The test statistic 

employed is constructed as follows. If ri, is the sample correlation coefficient of the 

change in saving and investment shares, then the statistic: 
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1 log 

is approximately normally distributed with mean and variance equal to 

)] and 1/(n-3) respectively, where pi, represents the population (1/2)log[(l +pj. )1(1-pj. 

correlation coefficient between savings and investment and n is the sample size. 

The approximation is close for sample sizes larger than fifty (Kendall and Stuart, 

1967). Therefore, under the null hypothesis of equality of the two population 

correlation coefficients, the test statistic: 
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(where the subscripts 1 and 2 attached to r and n refer to the first and second 

subperiod respectively) is distributed approximately standard normal. 

For both temporary and permanent components, the test statistic for equality 

of the correlations, reported in Table 2.4, is very high (a marginal significance level 

of virtually zero), implying a very marked decrease in the correlation between the 

two periods. 

Overall, therefore, the results of this section demonstrate that the correlation 

coefficients between the temporary components of changes in saving and investment 

ratios is high relative to that between the permanent components. There was, 

however, a significant reduction in both of these correlations consequent upon the 
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abolition of UK capital controls in 1979 and, indeed, the correlation between the 

permanent components of movements of UK savings and investment ratios is 

statistically insignificantly different from zero after 1979. 

2.6 GNP/GDP ratios for Europe and the UK 

In order to supplement the Feldstein-Horioka regressions and gain further 

insight into the nature of capital mobility within Europe, we perform some 

calculations on GNP/GDP ratios for seven European Union (EU) countries, using 

annual data on GNP and GDP taken from the OECD National Accounts for the 

sample period 1964-1992. This ratio gives an indication of whether a country is a 

net receiver or remitter of factor income from abroad. It is, thus, a measure of the 

extent to which net capital positions diverge across EU countries. 

Table 2.5 lists the percentage deviation from the group average of the 

GNP/GDP ratio for the seven largest European countries for four-year subperiods 

from 1964 through 1992. 

The data illustrate some interesting regional patterns. Italy and, more 

significantly, Spain, two fast-growing European economies, have negative ratios 

throughout the period, indicating that they were net borrowers of capital from other 

European economies. By contrast, the most mature and slowest growing economy, 

the UK, has the largest positive ratio in the group considered, indicating that it has 

been a net creditor. Also France, to a less extent than the UK, displays a positive 

ratio. Germany has switched position, from debtor in the 1960s to creditor in the 

1980s, presumably reflecting the slowdown in its growth relative to the rest of 

Europe, displaying a significantly large ratio for the whole sample period. In 

100 



Belgium, the data appear dominated by the high level of government debt built up 

in the late 1970s and 1980s, which have made it a debtor over the last two decades. 

Finally, the Dutch have overall maintained a very balanced GNP/GDP ratio, 

switching from a position of net debtor in the 1960s and 1970s to one of net 

creditor in the 1980s. 

It seems instructive to compare the results obtained for different European 

countries with similar calculations computed for different regions within a single 

European country. Table 2.6 shows the results obtained from similar calculations 

which we carried out for geographical regions within the UK for five-year 

subperiods from 1972 through 1990. Is Such a comparison seems interesting since, 

like the Bayourni-Rose result on saving-investment correlations for the UK, it 

provides a benchmark comparison of the results for European countries with a 

completely financially integrated area. 

Although data on GDP are available at regional level, figures on GNP are 

not. As a proxy for GNP we use total personal income (TPI) adjusted for 

government transfer payments. The main difference between TPI and GNP is 

retained corporate profits, which appear unlikely to have a significant regional 

pattem. 

Table 2.6 shows ratios of TPI (net of government transfer payments) to 

regional product, calculated as percentage deviations from the LTK average. The 

first thing to note about the data is that the ratios within the UK are considerably 

larger than those across European countries. The data generally diverge by at least 

11 Data taken from the UK Central Statistical Office Regional Trends, 
various issues. 
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one percent from the average. By contrast, in the European data only exceptionally 

does a country present a GNPIGDP ratio which diverges from the average by more 

than one percent. In particular, the South West and, to a smaller extent, East 

Anglia and the South East, display very large deviations from the UK average. 

Overall, therefore, it appears that net capital positions are considerably more 

diverse across the UK monetary union than they are across European countries. 

Regional differences in the UK appear largely to reflect economic 

specialization. Interestingly, heavily industrialised areas, such as the North and 

North West are net debtors, while regions which are more service oriented and with 

larger retirement communities, such as the South East, South West and East Anglia, 

are the most significant net creditors. Wales has shown a significant change in its 

position over the sample period, seeing its percentage deviation from the UK 

average switching from a mildly positive value in the 1970s and a heavily positive 

value in the early 1980s (presumably reflecting the decline of much of its traditional 

heavy industry, in particular coal mining) to a significantly negative value in the 

second half of the 1990s, displaying an overall position of net debtor throughout the 

whole period. Scotland and Northern Ireland also display a negative percentage 

deviation (probably largely due to the remittance of capital earned from emigrants) 

while England is the only nation with a positive deviation from the UK average. 

Overall, it appears that, within the UK, industrial regions have widely used open 

capital markets to borrow capital from outside of that particular region. 

Some simple calculations may underline this point. The data in Table 2.6 

indicate that in the UK the average deviation of the ratio of total personal income 

to regional product from the national average is 1.3 percent. Assuming that this 
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reflects capital income flows and that the interest rate is 10 percent, this implies that 

the average net capital position of a UK region represents 13 percent of its regional 

product. Put another way, the average UK region has a net capital position of plus 

or minus 13 percent of its regional output. By contrast, on the same assumptions, 

the average European country has a net capital position equal to only one fortieth 

of its output. 

If the UK data is a useful guide, the continued financial integration of the 

European economy should be expected to make capital ownership less insular. This 

has at least three implications. First, such capital flows imply significant regional 

current account imbalances, as implied by the intertemporal approach to balance of 

payments theory (Sachs, 1981; Frenkel and Razin, 1987; Obstfeld and Rogoff, 

1995a). The removal of liquidity constraints due to financial integration should 

make the intertemporal approach more fully applicable and reduce current account 

imbalance to a minor role, in the same way in which, in the domestic economy, 

financial deregulation should make more applicable theories based on consumption- 

smoothing rather than liquidity-constrained consumers (Mathieson and Rojas-Suarez, 

1990; Artis and Bayoumi, 1991). Second, as net factor flows become more 

important, there will be an increasing divergence between the output of a country 

and its level of income; in the UK, over four percent of the income in the South 

West is generated outside the region, while over one percent of the output in the 

North and North West flows to other regions. Finally, open capital markets may 

make it easier for individuals to use private capital markets to insure themselves 

against regional risk. It is to this topic that we now turn. 
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2.7 Private capital flows and regional risk 

In addition to producing net capital movements between economies, transfer 

payments could also be used to reduce regional income fluctuations. Most of the 

discussion of transfer payments in this context has focused on the role of 

goverment transfers. For example, Sachs and Sala-i-Martin (1992) examine the 

contribution of a federal fiscal system to the stabilization of incomes in individual 

states or regions. They are able to show that, in the US, about 40 percent of any 

income shock is offset by autonomous changes in tax payments to the federal 

governments and endogenous changes in transfers from it. 

Nevertheless, private capital markets may also play a role in reducing 

income fluctuations. In order to investigate this role, we first derive an empirical 

modeI which we then estimate using data for EU countries. 

Consider a simple model with three types of individuals - capitalists, 

workers and capital investors. In what follows we shall refer to the area as the 

geographical area made up by the various regions. Capitalists derive all their 

income from the ownership of capital; since they have no income from labour they 

will invest in the average area portfolio, and hence their capital income will vary 

with area capital income. Workers, on the other hand, attempt to insure themselves 

against movements in their own local or regional labour income. They will choose 

a portfolio whose returns are negatively correlated with regional labour income and 

hence their capital income will be negatively correlated with regional labour 

income. Finally there are some capital investors who invest in the regional 

economy, due to factors such as superior information about local investment 

options. Their capital income is assumed to be correlated with that of the region. 
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Formally, indexing these three types of individuals by superscript 1,2 and 3 

respectively, the following equations can be derived: 

'ka 
t 

2iC= 
_ßä, 1 it (2.13) 

Iä 
I; 

Iä IL t=A 'pki t 

where Ikit represents per capita income from capital in region i in period t, Ikat is 

area per capita income from capital in period t, I,, t is per capita income from labour 

in region i in period t, and P, k is capital product per capita from region i in period 

t; A is the first difference operator. Thus, I represents personal income, while P 

represents income from the production side of the accounts. 

If it is assumed that these three types of individuals each receive a fixed 

proportion of total capital income, then, writing these proportions as X", XIi, and 

for capitalists, workers and local investors respectively in region i, then 

from equations (2.13), the data generation process for the change in total capital 

income in region i becomes: 

AI 
C= 
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t-P; 
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Including a constant term in each equation, ai, to account of umneasured 

factors, produces estimating equations for regions i=b, ..., h: 
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These are the basic estimating equations used in this section of the chapter. 

Annual data on household income derived from capital and from labour and the 

operating surpluses of incorporated enterprises were obtained over the period 1964- 

92 from the OECD National Accounts. The data cover eight members of the EU: 

Germany, France, Italy, the United Kingdom, Belgium, the Netherlands, Spain and 

Greece. In the above terminology, each country is an individual region. The series 

were converted into real per capita terms using the respective GDP deflators, 1985 

bilateral exchange rates (national currency per US dollars) and OECD population 

estimates. Area per capita income from capital, I.., is computed as the sum of per 

capita income from capital over the eight EU countries examined. 

First, we estimate equations (2.15) jointly as a set of seemingly unrelated 

regressions (SUR) for all countries considered since the exogenous disturbance 

terms in these equations are likely to covary across countries (Zellner, 1962). It 

is a well known result that generalized least squares estimation of seemingly 

unrelated regressions is an efficient technique for analysing the effect of a common 

set of global factors across a group of countries where the disturbances in the 

individual regressions are expected to be correlated since they include some factors 

that are common to all of the countries as well as some factors that are specific to 
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a particular country (Dwivedi and Srivastava, 1978). " 

Table 2.7 shows the results from estimating simultaneously equations (2.15) 

as seemingly unrelated regressions across the European countries listed above. " 

Since the cross-equation restriction of equality of all the coefficients except the 

constant could not be rejected at conventional nominal levels of significance, we 

report only the results with these restrictions imposed. As Table 2.7 shows, the 

coefficient estimates are correctly signed and are all very strongly significantly 

different from zero at conventional nominal levels of significance. " Nevertheless, 

they are rather small in magnitude, and suggest that private capital markets provide 

a very limited degree of insurance against fluctuations in labour income. The 

estimate of the coefficient on the change in household labour income is -0.201, 

indicating that a one (constant 1985) dollar fall in labour income is associated with 

a rise in income from capital of twenty cents. Overall, it appears that, at least at 

present, private capital markets have a relatively small role in reducing regional 

income fluctuations across Europe. The estimated coefficient associated with the 

" See Appendix 2.3 for a technical discussion of SUR and GLS. 

"' A consistent estimate of the contemporaneous covariance matrix was 
obtained by first-stage ordinary least squares. This was then used to construct the 
SUR estimator. 

11 A battery of diagnostics (not reported to conserve space, but 
available from the author) was also executed on the eight regressions in the system - 
namely Durbin-Watson statistics, Ljung-Box test statistics for serial correlation, 

Jarque-Bera (1980) tests for normality of the residuals, Breusch-Pagan (1979) tests 
for heteroskedasticity, and tests for first order autoregressive conditional 
heteroskedasticity. Model adequacy was suggested in every case (none of the 
diagnostics was significant at the five percent level and high coefficients of 
determination - in the range between 0.82 and 0.95 - suggest that the model fits the 
data very well). Also, using a simple Chow test we found no evidence of a 
structural break at the mid-point of the sample period at conventional nominal levels 
of significance. 
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change in aggregate capital income is 0.006, but it is very significantly different 

from zero at conventional nominal significance levels. The coefficient on the 

change in operating surpluses (profits) is estimated at 0.205, perhaps smaller than 

one would expect. Fluctuations in income from capital within Europe do not appear 

to be strongly correlated with fluctuations in capital product, possibly because 

corporations smooth capital income flows. 

In order to take account of potential country-specific random shocks across 

the panel, we also estimated an error components model formulation of the system. 

In the error components model, the country-specific intercept is assumed to be a 

random variable with constant mean. 19 

In Table 2.8, we report the results from estimating equations (2.15) as an 

error components model for the eight European countries examined. The 

coefficient estimates are correctly signed, very strongly significantly different from 

zero at conventional nominal levels of significance and close to the estimates 

reported in Table 2.7. A Hausman (1978) test for the applicability of the error 

components model (see eg. Judge, Hill, Griffiths, Lutkepohl and Lee, 1982, p. 498) 

suggests, in fact, that it is the more appropriate model. The estimate of the 

coefficient on the change in household labour income and on the change in 

aggregate capital income are equal to -0.201 and 0.006 respectively, identical to the 

estimates given in Table 2.7 from the estimation of equations (2.15) as seemingly 

unrelated regressions. The coefficient on the change in operating surpluses is 

19 For an excellent description of SUR, fixed and random effects 
models and the underlying assumptions about the structure of the covariance matrix 
made in those models, see Greene (1993, Chapters 16,17) or Judge, Hill, Griffiths, 
Lutkepohl and Lee (1982, Chapter 16). 
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estimated, however, at 0.13 1. This is even smaller than the point estimate obtained 

from the SUR estimation, reinforcing the finding that fluctuations in income from 

capital within Europe are not strongly correlated with fluctuations in capital 

product. " 

The implications of these results is that private capital markets currently 

provide relatively little insurance across EU countries. Evidence from the US 

(Atkeson and Bayoumi, 1993) indicates that financial integration may well produce 

more geographic diversification of investment portfohos within the EU, in turn 

providing some insurance against fluctuations in regional output. However, such 

private markets will probably continue to provide a partial degree of insurance 

against regional fluctuations. 

Nevertheless, there remain some ambiguities affecting the comparison 

between regional risk-sharing within nations with risk-sharing aniong nations. As 

noted by Obstfeld (1995), given incompleteness of asset markets, the appearance 

of relatively greater risk sharing within nations may be due to the predominance of 

non-insurable idiosyncratic shocks. Moreover, redistributive domestic fiscal 

policies may be effective in pooling risks widiin national borders (Obstfeld, 1995). 

Despite these drawbacks, however, approaches based on comparisons of regional 

and international differences provide a better understanding of how international and 

intranational financial linkages differ and throw light on the degree of capital 

mobility present in the economy. 

11 Footnote 18 also applies here, except that the coefficients of 
determination were in excess of 0.9. 
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2.8 Conclusions 

In this chapter we have investigated a number of related issues concerning 

capital markets' integration in Europe. In particular, we examined the difference 

between the short-run and the long-run saving-investment correlation coefficient, 

in order to shed light both on the validity of the Feldstein-Horioka regression as a 

means of measuring the degree of international capital mobility and on its 

implications. This task was accomplished through a statistical investigation of the 

relationship between transitory and permanent components of movements in savings 

and investment shares of GDP on UK data. In fact, estimation of the regression of 

investment shares on savings shares - both non-stationary - produce spurious 

estimates and are therefore unreliable, unless a cointegrating relationship between 

the two variables is established. Our results indicate that the short-run correlation 

is statistically significantly higher than the long-run correlation, in the sense that the 

temporary components are relatively more highly correlated. This suggests that 

transitory movements in savings, given the frictions existing in international 

transactions, are more likely to remain in the UK, since it may not be worthwhile 

facing the cost of analysing foreign investment opportunities or evading or avoiding 

exchange controls. Conversely, when an increase in savings occurs which is 

perceived to be permanent, then it is more likely to flow abroad. 

Overall, the change in savings and investment shares, which are not found 

to be cointegrated in any sample period considered, display correlations which 

strongly suggest that the Feldstein-Horioka definition of international capital 

mobility, correctly interpreted, provides a valid way to shed light on the degree of 

international capital mobility. In fact, the correlation, both between temporary 
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(short-run) and permanent (long-run) components of the change in savings and 

investment shares are significantly lower in the period after the abolition of UK 

exchange controls. Moreover, the correlation between the permanent components 

in the post-1979 period is not significantly different from zero at the one percent 

nominal level of significance, suggesting a very high degree of capital mobility 

when the change in savings is perceived to be permanent" - 

In addition, we gauge the extent of financial markets' integration with regard 

to the past, present and prospective nature of capital flows in Europe. A 

comparison of GNP/GDP ratios across Europe with TPI/GDP ratios across regions 

of the United Kingdom indicated that, as European financial integration continues, 

one may expect an increasingly diverse pattern of capital ownership across the EU 

to emerge. In turn, this may be expected to enhance higher intra-EU current 

account imbalances, generating a greater possibility of European output and income 

measures diverging and greater opportunities for individuals to insure themselves 

against region-specific risk. At the present time, however, our empirical work 

suggest that private capital markets currently provide relatively little insurance 

across EU countries. 

21 This finding is also consistent with some recent evidence from Euler 
equation tests, which suggest that the LJK is one of the most highly financially 
integrated countries in Europe (Lemmen and Eijffmger, 1995b). 
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Appendix 2.1 Savings, investment and the current account 

The Feldstein-Horioka regression is based on the parametrisation of the 

current account as the difference between national savings and investment. This 

parametrisation may de derived using elementary manipulation of the balance of 
payments identities: 

S= GNP- C+IVCT (A2.1.1) 

GIVP =C+I+X-M+ IVFI (A2.1.2) 

Substitution of (A2.1.2) onto (A2.1.1) yields: 

I+X-M+ IVFI + IVCT (A2.1.3) 

with 

I= FCF + ST (A2.1.4) 

where S denotes gross national savings, I is gross domestic investment, C is total 

private and government final consumption expenditure, M and X denote import and 

export of goods and services respectively, GNP is gross national product, NCT 

denotes net current transfers from the rest of the world, NFI is net factor income 

from the rest of the world, FCF is gross fixed capital formation and ST denotes 

increase in stocks. 
Using (A2.1.1)-(A2.1.4) yields: 

(X-M+NFI+NCT) = (I+X-M+NFX+NCT) - (FCF+ST) (A2.1.5) 
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or 

CA= S -I (A2.1.6) 

where CA denotes the current account of the balance of payments. 
Also, Artis and Bayoumi (1991) demonstrate also how the current account 

balance may be written as the sum of private and public sector savings-investment 

balances: 

CA = (Sp - IP) + (Sg - Ig) =S-I (A2.1.7) 

Then, splitting the statistical discrepancy equally between savings and investment 

and dividing both regressors in (A2.1.6) by GDP[ = GNP + NCT] yields exactly the 

Feldstein-Horioka regression. 

Appendix 2.2 The Blanchard-Quah decomposition 

Consider a 2x 1 vector of macroeconomic variables, X(t) = (1 -L) [w(t) z(t)]' 

where L denotes the lag operator. Both (1-L)w(t) and (1-L)z(t) are assumed to be 

realisations at time t from stationary stochastic processes with - for the purposes of 

exposition - their deterministic components removed. Both variables w(t) and z(t) 

are therefore assumed to be integrated processes of order one, I(1) and not 

cointegrated'. By employing the multivariate form of Wold's decomposition, X(t) 

will have an infinite order moving average representation. Blanchard and Quah 

consider a transformation of the Wold representation of the following form: 

' Blanchard and Quah consider a system in which z(t) is stationary. For our 
purposes, however, it is more convenient to define z(t) as an integrated process. 
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w(t) T11 (L) IF12 (L) I Ili, (t) (A2.2.1) 
z (t) T21 (L) T22 (L) j [112 ( t) 

I 

or 

X(t) =T (L) 11 (t) (A2.2.2) 

where t7(t) = [771(t) 77, (t)]' is a 2xl vector of innovations occurring at time t, and 

Tij , 
*jj (k) L 

k-1 
(A2.2.3) 

so that Vij(k) (ij = 1,2) denotes the impulse response of the i-th element of X(t) to 

the j-th element of -q(t) after k periods. If the innovation i7, (t) is to have only a 

temporary effect on w, then the following restriction must hold: 

T1, (1) = (A2.2.4) 

The p-th order vector autoregressive representation for X(t) yields a vector 

of innovations P(t): 

(I - 19 (L) I X(t) =v (t) (A2.2.5) 

where O(L) is the W matrix of estimated polynomials in the lag operator. Since 

X(t) is stationary, this can be inverted to obtain the estimated moving average 

representation: 
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X(t) = (I -0 (L) I -lv (t) (A2.2.6) 

or 

X(t) = C(L) v (t) (A2.2.7) 

From (A2.2.6) and (A2.2.7) it is clear that C(O) = I. Equating coefficients 
in (A2.2.2) and (A2.2.7) implies that the VAR innovations will be linear 

combinations of the underlying temporary and permanent shocks: 

(t: ) =T (0) ýq (t: ) (A2.2.8) 

Since T(O) is a (W) matrix, Blanchard and Quah (1989) derive four 

restrictions in an attempt to achieve identification. 

Tbree restrictions can be obtained by normalizing the variances of the 

temporary and permanent shocks, 77, (t) and 772(t), to unity and requiring them to be 

orthogonal. Let 0 be the variance-covariance matrix of P, then, using (A2.2.8), 

this implies the following three restrictions: 

T (0) T (0) 1=0 (A2.2.9) 

From (A2.2.2), (A2.2.7) and (A2.2.8) we can deduce the impulse response 
functions in terms of CO) and T(O): 

T (j) =C (j) T (0) (A2.2.10) 

Finally, using (A2.2.4) and (A2.2.10) we can deduce a fourth restriction on T(O): 
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lc' C (1) T (0) ic =0 (A2.2.11) 

where K= (1 0Y. 

It is also instructive to note that the bivariate vector autoregression model 
(A2.2.1) may also be written in a common trends representation as follows: 

I W(01 
= 

T1, (1) T12 (1) TI ( t) 
+ 

111 t) 
(A2.2.12) 

z (t) T21 (3-) T22 T2 (2 

where 

"I (t) 
1 

'Fl, (L) -'Fll (1) lrl2 -'F12 
] IT] 

i 
(t) I 

T, * (t) (1 -L) IF 
21 

(L) -T21 (1) IF22 -T22 J 1112 (t) j 

(A2.2.13) 

and 

-ri (t) = -ri (t-1) (A2.2.14) 

Clearly, [? 7*j(t)%*(t)]'-I(O), while 7-1(t) and T2(t) are pure random walks, so that 

both w(t) and z(t) are shown to be the sum of two common stochastic trends and 

an 1(0) component. 
Then, the Blanchard-Quah restriction (A2.2.4) that 771(t) has only a 

temporary effect on w may be written as: 
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W(t)l 0 T12(l) Tl(t)l 1 (t)l (A2.2.15) 
z( t) T21(l) T22(1)1 T2(t) 

2( t) 

that is to say (A2.2.4) is equivalent to imposing the restriction that the stochastic 

trend in which -q, (t) is the innovation, ie. 7-, (t), is suppressed from the time series 

representation r w(t). 

Appendix 2.3 Seemingly unrelated regressions and generalised least squares 
Consider the system of equations: 

-Vi Xi Pi, 61 
YX 22 

P2 + 62 (A2.3.1) 

Y=x N NPN + 6N 

or, in compact form: 

7 =XP +c (A2.3.2) 

where the vector of disturbances iE: --[c-j'9***0EN1 satisfies E(e)=O, E(c-6')=V and 
E(eafj) = ori j., I if t=s and 0 otherwise with i and j denoting the i-th and j-th equation 
in the system - ie. the disturbances are uncorrelated across observations. Defining 

the total number of observations as T and the number of regressors in each 
individual regression as Ki (i N), so that K= EiKi, the disturbance formulation 

implies: 

E(Ejejl) = ojjIT (A2.3.3) 
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or 

0111 CF12, ... OINI 

EV 
(121-1 (1221 2N, (A2.3.4) 

UNI, GN2, ... NIVIJ 

where I is the identity matrix. 

The set of assumptions adopted above implies that each of the regressions 
in the system considered satisfies the classical assumptions and, therefore, ordinary 

least squares (OLS) estimation provides consistent, if not efficient, estimates of the 

parameters. Generalised least squares (GLS) estimation, applied to the system 

(A2.3.2), provides, however, efficient estimates. Noting that the NxN covariance 

matrix of the disturbances for the t-th observation is: 

all 012 GIN 

021 022 02M (A2.3.5) 

GKI GN2 *** GNNJ 

then, clearly, (A2.3.4) may be rewritten as: 

Zoi (A2.3.6) 

or 

V-1 = E-l(&I (A2.3.7) 

Defining the fg-th element of V as dý, the GLS estimator is given by: 
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[X/(y -1(& -lx/ (z -101) , -T) X] 
i ix, ix 

, ()12 ... 
lNvl v 11 XiX2 (y "1"N 

/ E 
, icrli 

Xi 
-vi 

CY 21XIX, (122 
/ 

... G 2Nvl v 
21 XiX2 

-112"N 
2i / Xý 

-vi 
(A2.3.8) 

NJ N2 NNv1 v Cy 
X; 

T'Xl 
a 4X2 ... G "Ax"Nj 

Ni 

-, 
i (Y 4-vJ 

where the inverse on the right hand side is the asymptotic covariance matrix for the 

GLS estimator. At this stage, clearly, the seemingly unrelated regressions in the 

system are linked only by their disturbances. As demonstrated by Dwivedi and 
Srivastava (1978), if either the regressions in the system are in fact unrelated and 

therefore aij=O or the explanatory variables are the same in all equations and 

therefore Xi=Xj, GLS does not provide any efficiency gain relative to OLS. Also, 

if the explanatory variables in one set of equations are simply a subset of the 

explanatory variables in another equation, GLS does not provide any efficiency gain 
in estimating the smaller equations relative to OLS. Given different explanatory 

variables in the regressions, however, the efficiency gain from using the GLS 

estimator relative to OLS is greater the greater the correlation of the disturbances 

and the lower the correlation between the X matrices. 
Nevertheless, given that the true covariance matrix of the disturbances is 

generally unknown, feasible GLS is used in place of GLS. In practice, the elements 

of E can be estimated consistently by OLS as: 

a s,, = (eilej) IT (A2.3.9) 
ij = .1 

where ej (e) denote the OLS residuals from the i-th (j-th) regression, and therefore 

the estimated E 
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is used in place of the true E. 

s 

s 11 S12 SlN 

S21 S22 S2N 

. 
SRI SN2 SMVJ 
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Table 2.1 Savings-investment correlations 

Panel A: The Feldstein-Horioka regression 

Estimated fl Estimated Chow test for 
correlation of structural break 
IN and S/Y in 1979Q4 

1955QI-1994Q4 0.150 (0.063) 0.185 [2.359] 4.0549 (0.044) 

1955Q1-1979Q4 0.587 (0.051) 0.755 [4.875] 

198OQ1-1994Q4 -0.488 (0.091) -0.574 [-5.292] 
otes: Standard errors are reported -in parentheses, next to the estimated value of 

13; t-statistics are reported in square brackets, next to the estimated correlation of 
the savings and investment shares of GDP. P-values are reported in braces, next 
to the Chow test statistic for a structural break in the regression. 

Panel B: The Feldstein-Horioka regression in first difference 

Estimated 
coefficient 

Estimated 
correlation of 
A(I/Y) and A(S/Y) 

Chow test for 
structural break 

1955Q1-1994Q4 -0.006 (0.034) 

1955Q1-1979Q4 -0.288 (0.037) 

1980Q1-1994Q4 -0.105 (0.083) 
lotes: Standard effors are reporte( 

-0.014 [-0.175] 

-0.008 [-0.0791 

-0.164 [-1.2501 
trentheses, next to 

0.3116 {0.577) 

the coefficient on the change in the savings share of GDP; t-statistics are reported 
in square brackets, next to the estimated correlation of the changes in savings and 
investment shares of GDP. P-values are reported in braces, next to the Chow test 
statistic for a structural break in the regression. A denotes the first difference 
operator. 
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Table 2.2 Unit root tests: augmented Dickey-Fuller (ADF) test statistics 

ADF test statistic 
for the sample 
period 1955-1994 

log(Y) 

IN 

S/Y 

Alog(y) 

AIN 

AS/Y 
Notes: TIE 

-1.2839 (-3.4389) 

-1.4727 (-3.4391) 

-2.0980 (-3.4394) 

-5.2746 (-2.8799) 

-6.0423 (-2.8800) 

-11-0446 (-2.8800) 

ADF test statistic 
for the sample 
period 1955-1979 

-1.3043 (-3.4561) 

-1.6506 (-3.4561) 

-2.2994 (-3.4571) 

-7.6315 (-2.8909) 

-8.9258 (-2.8912) 

-7.0664 (-2.8912) 

ADF test statistic 
for the sample 
period 1980-1994 

-0.4391 (-3.4849) 

-1.4556 (-3.4849) 

-1.5515 (-3.4849) 

-5.7025 (-2.9101) 

-4.4084 (-2.9101) 

-6.0922 (-2.8800) 

is approximately white noise. A trend is also included in executing the test statistic, 
but is dropped if found statistically insignificantly different from zero at 
conventional nominal levels of significance; for the variables considered, however, 
the results are qualitatively the same no matter whether a time trend is included or 
not. A denotes the first difference operator. Five percent critical values are 
reported in parentheses. 

Table 2.3 Cointegration tests between IN and S/Y 
I ADF test statistic on the residuals 

I 

Sample 1955Q1-1994Q4 

Sample 1955Q1-1979Q4 

Sample 1980Q1-1994Q4 
Note-s-. Five percent critic,, 

-2.3235 (-3.3766) 

-1.5646 (-3.3995) 

-1.5288 (-3.4687) 
are reported in parentheses. 
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Table 2.4 Correlation of components of A(I/Y) and A(S/Y) 

Correlation between 
temporary components 

Correlations between 
permanent components 

Sample 1955QI-1994Q4 0.43 (5.85) 0.29(3.72) 

Sample 1955QI-1979Q4 0.72(9.86) 0.54(6.12) 

Sample 1980Q1-1994Q4 0.32(2.57) 0.18(l. 39) 

Test of the equality of 
the correlations before 24.94 [0.000] 14.73 [0.001E-01] 
and after abolition 

Notes: In parentheses and square brackets we report the t-statistic for the null 
hypothesis that the correlation is not significantly different from zero and p-values 
respectively. 

Table 2.5 Ratio of GNP to GDP (percentage deviation from group average) 

1964- 
1968 

1969- 
1972 

1973- 
1976 

1977- 
1980 

1981- 
1984 

1985- 
1988 

1989- 
1992 

1964- 
1992 

France 0.28 0.10 0.07 0.28 0.32 0.10 -0.3E-3 0.17 

Germ. -0.38 -0.12 -0.4E-2 0.28 0.53 1.03 1.26 0.35 

Italy 0.15 0.24 -0.24 0.07 -0.16 -0.27 -0.76 -0.13 
Spain -0.59 -0.80 -0.40 -0.73 -1.06 -0.56 -0.50 -0.66 
UK 0.45 0.40 0.44 0.28 0.80 0.42 -0.06 0.39 

Belg. 0.41 0.42 0.31 -0.16 -0.87 -0.86 -0.30 -0.13 
Neth. -0.32 -0.26 -0.18 -0.02 0.44 0.13 0.36 0.01 
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Table 2.6 Ratio of total personal income net of transfer payments to regional 
product (percentage deviation from UK average) 

1972-75 1976-80 1981-85 1986-90 1972-90 

North -1.46 -1.74 -1.38 -0.87 -1.36 

Yorkshire- 0.50 0.53 -0.07 1.19 0.54 
Humbers. 

East 1.21 1.05 0.36 0.84 0.85 
Midlands 

East 2.12 2.71 0.40 2.12 1.82 
Anglia 

South East 2.59 2.41 0.21 2.57 1.91 

South 4.10 4.25 3.82 5.19 4.35 
West 

West 1.70 1.95 0.41 0.49 1.11 
Midlands 

North -0.51 -1.18 -1.01 -0.63 -0.85 
West 

Wales -0.15 0.30 1.62 -3.11 -0.35 

Scotland -0.74 -0.92 -1.25 0.81 -0.52 

Northern -0.73 -0.88 -0.66 0.56 -0.41 
Ireland 

England 1.62 1.50 0.29 1.74 1.27 

Notes: Transfer payments allowed for include all National Insurance b 
supplementary benefits, child benefits and war pensions. 
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Table 2.7 SUR Estimation Results 

Aggregate Income from 
Capital X1 

0.006 
(0.008E-01) 

liote: Th equations were 

Income from Labor _gX2 

-0.201 
(0.004) 
ited using 

Capital Product (1-XI-XI) 

0.205 
(0.007) 

squares on, 
EU countries with the intercept and error variances allowed to vary but with slope 
coefficients constrained to be equal across countrires. Estimated standard errors for 
coefficients are reported in parentheses. 

Table 2.8 Error Components Estimation Results 

Aggregate Income from 
Capital X1 

0.006 
(0.002) 

.. 14ote: The equations were 

Income from Labor -OXI 

-0.201 
(0.006) 

Capital Product (l-xl-x2) 

0.131 
(0.005) 

squares z assuming 
an error components model where, while the slope coefficients were constrained to 
be equal across countries, error variances were allowed to vary and the intercept 
terms were assumed to be random variables with constant mean. Estimated 
standard errors for coefficients are reported in parentheses. 
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Figure 2.1 Cumulative Impulse Response Functions 
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Figure 2.2 Cumulative Impulse Response Functions 
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CHAPTER 3 

The Recent Surge of Capital Flows 

to Developing Countries 
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'The surge of capital inflows to Asia and Latin America in the first half of the 
1990s is an enormous and multidimensional natural experiment, one that economists 
will be studying for years to come .... Attempting to accomplish this task is 
essential to a better understanding of the forces driving the cycles in foreign lending 
to developing countries, and to gauging the vulnerability of developing countries to 
a reversal of such capital flows. ' 

(Calvo, Leiderman and Reinhart, 1996, pp. 137-13 8) 

3.1 Introduction 

A sharp expansion of net and gross capital flows together with a marked 

increase in the participation of foreign investors and foreign financial institutions 

in the financial markets of developing countries is one of the main features of the 

recent development of international capital flows (World Bank, 1997)'. This 

expansion has been significantly greater than that of international trade flows 

(Goldstein, Mathieson and Lane, 1991; Montiel, 1993), and has been reinforced by 

the ongoing process of abolition of various sorts of impediments and capital controls 

and the broader liberalization of financial markets in developing countries from the 

late 1980s. In fact, even if the Feldstein-Horioka finding of low international 

capital mobility based on the correlation between savings and investment shares of 

GDP (Feldstein and Horioka, 1980) still remains a puzzle, studies based on interest- 

rate differentials generally provide evidence that a high and increasing degree of 

international capital mobility already exists not only between the major 

industrialised countries, but also including the developing countries (Montiel, 1993). 

' For a comprehensive review of some recent prospects and developments 
concerning capital flows to developing countries, see Yhe Road to Financial 
integration: Private Capital Flows to Developing Countries (World Bank, 1997), 
World Economic Outlook (IMF, 1994a), or Trends in Developing Economies (World 
Bank, 1995), International Capital Markets: Developments, Prospects, and policy 
Issues (IMF, 1994b, pp. 83-91), Private Market Financingfor Developing Countries 
(IMF, 1995), and - for Latin American countries - Economic Panorama of Latin 
America, 1994 (UN, 1994). 

129 



Another main feature of the recent trend of capital flows to developing 

countries is that private (bond and equity) as opposed to official capital flows are 

increasingly a crucial source of financing of large current account imbalances: 'This 

surge of portfolio investment combined with the large amounts of foreign direct 

investment has meant that in the early 1990s, close to half of all aggregate external 

financing of development economies comes from private sources and goes to private 

destinations' (Bruno, 1993). 

These trends in the pattern of net and gross capital flows raise important 

issues conceming which factors motivate the flows and how they affect and are 

expected to affect the performance of developing countries. The first part of this 

chapter focuses on the first of these issues, in an attempt to identify the main 

detenninants of US capital flows to developing countries and to shed light on the 

relative importance - on the one hand - of the improved economic performances of 

these countries (country-specific or "pull" factors) and of the stimulus - on the other 

hand - provided by the decline of US interest rates and the slowdown of the US 

economy in the early 1990s (global or "push" factors) (Chuhan, Claessens and 

Mamingi, 1993; Femandez-Arias, 1996; Agenor, 1997). 

The reason why the identification of the relative importance of push and pull 

factors is important for the effective design of policy - and therefore worthy of 

investigation - has recently been made forcefully by Fernandez-Arias and Montiel 

(1996). Fernandez-Arias and Montiel (1996) first summarise a number of 

arguments describing why large capital flows may, under various circumstances, 

have adverse effects on developing countries unless proper policies designed to 

neutralise such effects are adopted. They then point out that, if the causes of 
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capital flows are deemed largely external and exogenous to the developing country 

in question, then compensatory policies are appropriate. If, on the other hand, the 

causes of the large capital flows are deemed largely domestic, then a more direct 

policy design may be more appropriate and effective. 

Also, given that much of the recent capital inflow consists of flows labelled 

short term - primarily bonds, equities and other money market instruments which 

may be included in the World Bank's definition of portfolio flows -a crucial issue 

for policy makers is to quantify the degree of persistence characterising capital 

flows received by developing countries (Claessens, Dooley and Warner, 1995; 

Corbo and Hernandez, 1993; Gooptu, 1993). Hence, in the second part of this 

study we address this question in that we measure the relative size and statistical 

significance of the permanent and temporary components of capital flows to a large 

group of Latin American and Asian developing countries, on the basis that 

accounting labels may not in themselves be a reliable guide as to the "coolness" or 

"hotness" - persistence or temporariness - of capital flows (Claessens, Dooley and 

Wamer, 1995). 

The remainder of the chapter is set out as follows. In Section 3.2 we 

discuss the motivation of international capital flows, briefly review the findings of 

the relevant literature on the assessment of the determinants of capital flows to 

developing countries, and develop a simple theoretical model of capital flows. In 

Section 3.3 we discuss the data set used in this chapter. In Section 3.4 we describe 

the estimation techniques employed to model capital flows to developing countries 

in the long-run and in the short-run. In Section 3.5 we report and discuss results 

from applying cointegration techniques to capital flows to a set of Asian and Latin 
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American countries in order to identify their long-run determinants. We also 

discuss in Section 3.5 the results of estimating seemingly unrelated error-correction 

models for capital flows to those countries in an attempt to understand the short-run 

dynamics underlying them. In Section 3.6 we briefly discuss the importance of the 

degree of persistence of capital flows to developing countries from the policy- 

making point of view. In Section 3.7 we describe the estimation techniques 

employed in order to model portfolio flows to developing countries and measure 

their persistence, while in Section 3.8 we report and discuss the empirical results 

from employing those techniques on data for portfolio flows to a number of Asian 

and Latin American developing countries. A final section concludes. 

3.2 Determinants of international capital flows 

Net capital flows arise when savings and investment are unbalanced across 

countries, and therefore a transfer of real resources is generated through a trade or 

current account imbalance. Gross capital flows, on the other hand, need not 

involve any transfer of real resources, since they may be offsetting across countries. 

Nevertheless, they allow individuals and firms to adjust the composition of their 

financial portfolios and are therefore important in improving the liquidity and 

diversification of portfolios. 

Both net and gross capital flows generally respond to economic 

fundamentals, official policies and financial market imperfections. International 

capital flows play an important role in increasing economic efficiency, provided that 

the international financial markets can correctly evaluate the portfolio preferences 

of savers, identify and fund investments with a relatively higher expected rate of 
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return, appropriately price financial assets on the basis of their underlying risks and 

returns and provide information in order to reduce uncertainty. 

Following the traditional literature in financial economics, assets are priced, 

in the absence of distortions, so that the more risky assets offer higher rates of 

return. Also, while the unsystematic risk can be reduced to a minimum level by 

appropriately diversifying portfolios, the systematic risk is nondiversifiable and 

should be reflected in the assets' price, so that investors should be compensated for 

a relatively higher covariance between the return of an asset and the other assets in 

the market portfolio (see Taylor, 1991 for a survey of this literature). These 

arguments therefore imply that among the fundamental determinants of international 

capital flows one should consider - in the absence of distortions in the international 

financial markets - factors such as the investment opportunity set available in the 

global economy, the covariances between the expected returns on various 

investment projects and the preferences of individuals for present and future 

consumption as well as their attitudes tow s ris . 

A major problem, however, exists in measuring empirically the effect of 

those factors in determining capital flows: intemational capital markets may react 

to a shock in one country either through capital flows or through changing the 

prices of the country's financial claims, or through a mix of the two. Moreover, 

as the international financial system becomes more integrated and portfolios more 

diversified, it seems likely that asset price changes may substitute for net capital 

flows to restore market equilibrium. Therefore, most econometric models try to 

express financial linkages across countries in terms of interest rate parity conditions. 

That is to say they specify the asset price linkages that are the outcome of arbitrage 
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between financial markets rather than the capital flows that are part of the arbitrage 

process (Goldstein, Mathieson and Lane, 1991). 

In addition to these economic fundamentals, government policies and capital 

market imperfections also represent crucial determinants of international capital 

movements. It is, however, extremely difficult to assess the impact of these 

policies and distortions on the level and the change of capital flows, since these 

effects generally overlap one another, creating a mix of impediments and stimuli to 

capital flows. 

Nevertheless, a widely accepted fact is that the processes of deregulation, 

globalisation and innovation in financial markets have induced a double effect. On 

one side, financial market efficiency has increased; on the other side, however, 

volatility in financial markets has also been increased, generating an additional 

source of risk, not only making the pricing of financial assets more difficult, but 

also creating potentially more unstable portfolio flows (Corrigan, 1989; Claessens, 

Dooley and Warner, 1995; Grabel, 1995; Clarke, 1996)'. 

3.2.1 Push andpullfactors 

The recent literature usually distinguishes between two different sets of 

factors affecting capital movements (eg. Claessens, Dooley and Warner, 1995; 

Chuhan, Claessens and Mamingi, 1993; Femandez-Arias, 1996; Femandez-Arias 

and Montiel, 1996; Agenor, 1997). First, country-specific (pull) factors reflecting 

' Nevertheless, some evidence exists which suggests that volatility is not 
correlated at all with any measure of financial integration and that no significant 
increase in volatility arises because of financial. liberalisation (eg. Tesar and 
Werner, 1995; Bekaert, 1995). 
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domestic opportunity and risk are potential determinants of international capital 

flows. As developing countries' creditworthiness is restored, capital (bond and 

equity) flows are likely to become an increasingly prominent source of external 

finance. For example, equity-related capital flows may potentially be very large 

and in the form of either foreign direct investment or portfolio investment in 

equities. Foreign direct investment may for example be attracted by the opportunity 

to utilise local raw materials or employ a local labour force. Portfolio equity flows 

to developing countries, although they have increased sharply in recent years, are 

expected to be extremely sensitive to the degree of openness of the country 

considered, and in particular to the rules concerning the repatriation of capital and 

income (Williamson, 1993). The right to repatriate dividends and capital is perhaps 

the most important factor in attracting significant amounts of foreign equity flows 

(Goldstein, Matffieson and Lane, 1991) 3. 

Rates of return, an obviously crucial determinant of capital flows, are often 

very high in developing countries' financial markets in comparison with many major 

markets in the industrial countries, also reflecting the high risk stemming from the 

usually high volatility of those markets. In particular, rates of return significantly 

rose in developing countries in the late 1980s relative to those available in the major 

industrialised economies (Calvo, Leidennan and Reinhart, 1993; Chuhan, Claessens 

and Mamingi, 1993). 

3 The International Finance Corporation (IFC) differentiates between 
countries which give foreign investors free and unrestricted repatriation of capital 
and income from shares and countries, defined "relatively open", which apply some 
restrictions on the repatriation of capital and income, and some other countries, 
defined "relatively closed", which still apply very strict restrictions to the way in 
which capital can be repatriated. 
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Credit ratings and secondary market prices of sovereign debt, reflecting the 

opportunities and risks of investing in the country, are also likely to be important 

factors in determining capital flows (Bekaert, 1995). Those indicators also 

experienced a rising trend in the late 1980s (Mathieson and Rojas-Suarez, 1992; 

Reisen and Fischer, 1993; Chuhan, Claessens and Mamingi, 1993). 

The second set of determinants of capital flows to developing countries 

identified by the literature are global (push) factors. For example the sharp increase 

in US capital flows, which represent a significant share of the portfolio flows 

received by emerging markets, may also have been induced to some extent by the 

fast and marked fall in US interest rates (short, medium and long-term) which 

occurred in the late 1980s. Moreover, the slowdown of the US economy may also 

have been a significant explanatory variable in attracting US capital flows in the late 

1980s, especially because in that period macroeconomic policies, labour market 

conditions and exchange rate policies in many developing countries were starting 

to appear noticeably more stable (CaIvo, Uiderman and Reinhardt, 1993,1996). 

One would expect that, as the governments of the developing countries establish 

macroeconomic and institutional reforms, international investors gain confidence 

and may be more willing to direct capital flows towards the new markets 

(Papaioannu and Duke, 1993). 

In an analysis of the motivations of portfolio flows to developing countries, 

Chuhan, Claessens and Mamingi (1993) find - using a panel data approach for the 

period 1988-1992 - that a sample of Latin American and Asian countries are about 

equally sensitive to global factors and country-specific factors. They also find that 

equity flows, relative to bond flows, are more responsive to global factors; bond 
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flows, however, are more responsive to a country's credit rating and to the 

secondary market price of debt. 

Using a model with partial irreversibility of investment, Daveri (1995) 

derives a negative relationship between costs of entry and exit from financial 

markets and foreign investment, generating a theoretical framework which is 

consistent with the results of Chuhan, Claessens and Mamingi (1993). 

3.2.2 A simple theoreticalframework 

A useful analytical framework which incorporates the effect of domestic and 

global factors on capital flows is due to Fernandez-Arias and Montiel (1996). In 

particular, they separate potential domestic causes into those that operate at the 

project level and those which operate at the country level. Assuming capital flows 

may occur as transactions in n different types of assets, indexed by s (s = n), 

the domestic return on an asset of type s is decomposed into two components: a 

project expected return (G) and an adjustment factor depending upon the 

creditworthiness of the country (C). The project return is assumed to be a function 

of a vector of net flows (F) going to projects of all types, while the creditworthiness 

factor is assumed to be a function of the vector of the end-of-period stocks of 

liabilities of all types, S: S=S-I+F, where S-, denotes the initial stocks of 

liabilities. Given that external creditors will diversify their portfolios, the 

opportunity cost of assets of type s, V, is a function of S. Fernandez-Arias and 

Montiel (1996) then write down an arbitrage condition - from which F may be 

' An alternative way to model capital flows would be to apply the 
international capital asset pricing model (Bohn and Tesar, 1996). 
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solved for - of the form: 

Gs (9, F) C., (C, S-., + F) = Vs (V, S-1. + F) 

where g, c and v represent shift factors associated, respectively, with the domestic 

economic environment and domestic creditworthiness (pull factors) and the financial 

conditions of the creditor country (push factors). G, C, and V, are assumed to be 

increasing functions of g, c and v respectively. The equilibrium or 'desired' value 

of the vector of net flows F, F* say, determined implicitly by equation (3.1), may 

be expressed as: 

F* = F* (91 cl v' S-1) (3.2) 

where F will be increasing in g and c but decreasing in v and S. 1. Holding S., 

constant, totally differentiating equation (3.2) and approximating total derivatives 

by first differences Yields: 

.1 
(3.3) AF* = F*Ag + F2*Ac + F3*Av I 

where subscripts denote partial derivatives. Equation (3.3) describes the pattern of 

changes in desired capital flows, determined by a combination of the changes in the 

pull factors g and c and the push factors v and the initial value of S. Increases in 

g and c and decreases in v may therefore induce a prolonged surge in capital flows 
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to developing countries. This simple model is clearly consistent with both the push 

and the pull view of the surge in capital inflows, while the relative importance of 

the two factors will depend upon the relative magnitudes of the partial derivatives 

of F* as well as on the relative magnitudes of changes in the factors themselves. 

Differences in short-nm and long-ran capital movements might arise 

according to equation (3.3) by considering the decomposition of changes in g, c and 

v into permanent and transitory components: permanent changes in g, c and v may 

cause long-run, permanent changes in the net flows pattern, whereas transitory 

changes in these factors may be expected to generate transitory, short-term changes 

in net flows, which may be reversed over time. For example, the gradual 

permanent removal of capital controls and liberalization of restrictions on foreign 

direct investment may be expected to reduce the adjustment costs faced by foreign 

investors in diversifying their portfolio and cause a gradual stock adjustment (flow) 

over time. This gradual adjustment also implies a complex dynamic pattern of net 

flows towards their long-run equilibrium value and is consistent with an estimation 

methodology which distinguishes the short-run determinants from the long-run 

detenninants of capital flows. 

Then, dynamic adjustment can be formally introduced into the Fernandez- 

Arias - Montiel framework by assuming a simple costs-of-adjustment model in 

which factors such as market imperfections, informational asymmetry (Stiglitz and 

Weiss, 1981), entry and exit costs to emerging financial markets (Daveri, 1995) and 

other factors are encapsulated in the assumption that creditors face costs in adjusting 

their portfolio, which we assume are increasing in the size of the adjustment. The 

desired vector of capital flows is given by equation (3.2): assume that agents wish 
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to minimise the distance between desired and actual flows, subject to costs of 

adjustment. A simple way of modelling this is to assume a simple quadratic loss 

function for investors of the form: 

£= (F-F*) im, (F-F*) + (F-F-, ) /, % (F-F-, ) (3.4) 

where M, and M2 represent positive definite weighting matrices. From the first- 

order conditions for minimisation of f we can derive a simple equation for changes 

in F: ' 

-1M (3.5) AF = (Ml+Zd2) 
1 

('F * -F-1) 

which, rearranging and using (3.3), can be equivalently expressed in the error- 

correction form: 

AF = Ao (F*-F) -3. + A: L 
Ag+ A2 AC+ A3AV (3.6) 

I In order to derive equation (3.5), note that the first-order condition of the 
loss function (3.4) implies: 

2M1 (F - F*) + 2M2 (F - F-, ) = 

Subtracting MIF., on both sides of the equation yields: 

(Ml + M2) F- MIF-1 - M2F-j =-- MF* - MIF-1 

from which equation (3.5) follows directly. 
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where Ao=(M, +M2)-'Ml and Ai=(M, +M2)-'M, Fi* (i = 1,2,3). 

Intuitively, according to (3.6), changes in current capital flows are 

deteninined partly by the distance between desired and actual capital flows in the 

previous period and partly by changes in the factors determining the desired level 

of capital flows. Again, changes in the push and pull factors might be decomposed 

into permanent and transitory components, with only the former affecting the long- 

run level of F (by causing persistent changes in IF) while transitory movements, 

which are reversed over time, will entail transitory movements in F which are also 

reversed over time. For example, a temporary reduction in US interest rates, which 

might be interpreted as a downward movement in v, will, other things equal, 

generate an upward movement in the level of capital flows to the developing 

country equal to A3Av (which is positive since F* is decreasing in v and Av is 

negative). If this change persists over time, then the long-run level o wil e 

raised because of the permanent effect on F* operating through (3.2). If on the 

other hand, the change in v is reversed over subsequent periods, then although AF 

will be affected over several periods, the net long-run effect on both desired and 

actual capital flows will be zero. 

While the simple theoretical framework developed in this section obviously 

should not be taken too literally, it does suggest, together with a reading of the 

literature also discussed in this section, that shifts in capital flows may be 

determined by both push and pull factors and by factors which are permanent as 

well as by those which are transitory. However, the issue as to which of these 

factors - push or pull, short-run or long-run - is relatively more important is hard 

to determine theoretically and therefore remains largely an empirical matter. 
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3.3 Data 

The data set used in the present study is identical to that employed by 

Chuhan, Claessens and Mamingi (1993). We use monthly data on US portfolio 

flows, defined as gross and net purchases of foreign long-tenn securities for a group 

of nine Latin American countries and nine Asian countrieS6 . The capital flow data 

are taken from the International Capital Reports of the US Treasury Department 

and, according to the computations of Chuhan, Claessens and Mamingi (1993), 

cover a very substantial amount of the US portfolio flows to developing countries'. 

Also, following Chuhan, Claessens and Mamingi (1993), we use net equity flows 

(ef) and gross bond flows (bf) to developing countries, which cover a substantial 

share of portfolio flows to those countries. Even if in principle we are concerned 

with modelling net capital flows, it seems preferable to use gross measures for bond 

flows in order to abstract from the effect of sterilization policy actions and other 

types of reserve operations by central banks'. 

I The Latin American countries are Argentina, Brazil, Chile, Colombia, 
Ecuador, Jamaica, Mexico, Uruguay and Venezuela. The Asian countries examined 
are China, India, Indonesia, Korea, Malaysia, Pakistan, Philippines, Taiwan and 
Thailand. For a full statistical description of the data set employed in this study, 
see Chuhan, Claessens and Mamingi (1993). 

' Note, however, that the US share in total portfolio flows is far larger for 
the Latin American countries relative to the Asian countries. 

I These data are collected by the Treasury from financial intermediaries in 
the US through the Intemational Capital Form S reports. Hence, the data do not 
include direct dealings of US investors with foreign intermediaries as these 
transactions bypass the system. Note also that the data on bonds cover transactions 
of foreign securities in the US from and to developing countries; transactions in 
bonds not issued by the developing country concerned nor by US parties - which 
would be covered in the data set build in this fashion - is expected to be quite 
insignificant (see Chuhan Claessens and Mamingi, 1993, pp. 6-7). 
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The explanatory variables used consist of two different sets: a set of country- 

specific factors and a set of global factors. As country-specific factors we use the 

country credit rating (cr) and the black market exchange rate premium (bm) which 

are available for both groups of countries considered. The credit rating variable is 

constructed on the basis of the Institutional Investor's semi-annual country credit 

rating, while the black market exchange rate premia are calculated from data taken 

from the World Currency Yearbook and the official exchange rates of the 

International Monetary Fund's International Financial Statistics (IFS). 

Finally, we also take from the IFS data base a short-term and a long-term 

US nominal interest rate - the Treasury Bill Rate (i) and the Government Bond 

Yield (r) respectively - and the level of real US industrial production (y), which we 

consider as the global factors potentially determining US capital flows to developing 

countries9. 

The sample period examined runs from January 1988 to September 1992, 

corresponding exactly to the sample period considered by Chuhan, Claessens and 

Mamingi (1993)10 11. 

I Another possible candidate as a country-specific variable is secondary 
market debt prices, which is a continuous random variable likely to be I(1). 
Chuhan, Claessens and Mamingi (1993, pp. 10-11) use secondary market prices 
only for the countries for which Salomon Brothers provide data. Since secondary 
market prices are not available for all the countries we consider in this study, for 
consistency, we do not use secondary market prices in this study. 

11 An immediate avenue for research is to extend the sample period 
employed in this study. Some of the global factors considered here as well as in 
Chuhan, Claessens and Mamingi (1993) have changed over the last two years or so; 
in particular, the US interest rates have started to rise after a prolonged period of 
decline and the US economy is in recovery after the slow-down in the early 1990s. 
While structural breaks may have been caused by these changes, therefore 
generating additional estimation difficulties, it will be interesting to investigate 
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3.4 Estimation strategy 

Consider a panel of N countries, indexed by i (i = 1,..., N), with portfolio 

flows at time t denoted fit, assumed to be integrated processes of order one, I(l). 

Also define a vector of country-specific factors as xi, and a vector of global factors 

as wi, and assume that both xi, and wi, contain at least one I(l) variable and no 

higher-order integrated processes. Then we can analyse the long-run behaviour of 

portfolio flows by investigating cointegrating relationships of the kind: 

fj, = pIxj, + ylw,, + e.,, i= if .IN 
(3.7) 

where fi, may be either equity flows - say efi, - or bond flows - say bfi,. 

If cointegration is established in equations (3.7) - ie. the error tenn ej, is 

approximately stationary - then the I(I) variables in xit and wt may be considered 

to capture the long-run or permanent components in fit, while ej, captures the short- 

run or temporary movements. Given that the dependent variable is I(l), then there 

must be at least one I(l) variable among the explanatory variables; if all of the 

explanatory variables are 1(0), then equation (7) will be mis-specified (Pagan and 

whether and how portfolio flows to developing countries have been affected by 
these changes. 

1-1 Chuhan, Claessens and Mamingi (1993, pp. 13-15) provide a detailed 
description of the data employed here in Section 3 of their paper, and also report 
illustrative graphs of all the data series. In addition, they report a panel 
correlations table and find that most correlations are of the expected sign: negative 
between US interest rates and flows, negative between black market exchange rate 
premia and flows as well as between US industrial production and flows, positive 
between credit ratings and flows. These preliminary results are in fact encouraging 
in the sense that they give strong support to the underlying rationale of empirical 
models of the type employed in the present study. 
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Wickens, 1989, p. 1002; Banerjee, Dolado, Galbraith and Hendry, 1993; Baffes, 

1997). In fact, after we execute preliminary unit root tests on the series in question 

in order to identify their order of integration, the first exercise we address is testing 

for non-stationarity of the residuals of the cointegrating regressions described by 

(3.7) using the two-step procedure due to Engle and Granger (1987). 

In order to ensure that (3.7) is a cointegrating relationship we also employ 

the relatively more powerful technique described by Johansen (1988) in a vector 

autoregression (VAR) context (see Kremers, Ericsson and Dolado, 1992). The 

Johansen cointegration technique is based on an error correction representation of 

the p-th order vector autoregression (VAR(p)) model with gaussian errors of the 

form: 

qi 4bi + r., A qi t-I + r. 2 
A qi t-2 ++ ri, 

-, L 
A ql t-, P+l 

+ II qj t; - + Bj Zj t+ Uj t; 
(3.8) 

p 

where % is an mx1 vector of I(I) variables, 0, is an mxl vector of constants, zit is 

an sxl vector of 1(0) variables, the ru's and H are mxm matrices of parameters, B, 

is anmxs matrix and u,, -N(O, E). The Johansen maximum likelihood procedure is 

based on the estimation of (3.8) subject to the hypothesis that the matrix H has a 

reduced rank r<m, which may be written formally as H(r): II = oW, where ci and 

are mxr matrices. blxt represents the cointegrating vectors. In the Johansen 

cointegration framework, we can also test the hypothesis that the estimated 

coefficients on the country-specific factors or the estimated coefficients on the 

global factors are zero. These tests may in fact shed light on the relative 
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importance of the two sets of factors employed as explanatory variables, and 

therefore indicate whether pull (country-specific) factors or push (global) factors are 

the major determinants of longer-run capital flow movements". 

Since ej, may alternatively be interpreted as the deviation from the long-run 

equilibrium (ejt=fj, 7fl'xjt-. yIw, ), it may be used in an analysis of the short-run 

dynamics of capital flows through estimation of the error correction model (ECM): 

A fi, 
t= 

*i - pi (f - Plic - Y* !, t-, + (), A fl, 
t-3. 

pp (3.9) 
E AllAxj, t-j +E 5ijAw.,, 

t, -, 
+ (A)i, t: 

j. 0 j. 0 

where i (i=1,..., N) is a country index, V1j is a constant term, j (=O,..., p) denotes 

the number of lags and wi., is approximately white noise. Equations (3.9) are a 

panel data generalisation of the error-correction representation of cointegrated 

variables established by Engle and Granger (1987) and follow directly from the 

Granger representation theorem (Granger, 1983; Engle and Granger, 1987). They 

may be interpreted as a statistical approximation to the theoretical error-correction 

form (3.6) derived above, on the assumption that desired capital flows F* are 

achieved in the long run and are well approximated by the cointegrating vector. 

The adoption of a system of seemingly unrelated error correction models, 

employed in other dynamic modelling contexts in international finance, allows us 

to shed some light on the dynamics versus long-run determination of bond and 

11 A more detailed explanation of the Johansen cointegration procedure is 
given in Chapter 4. 
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equity flows and differentiates the present study from the earlier studies on portfolio 

flows determination. 

Equations (3.9) provide the full dynamic interaction of the determinants of 

capital flows. In particular, the analysis of the parameters pi may shed some light 

on the degree of persistence in the flow series considered (Claessens, Dooley and 

Warner, 1995; Dooley, Fernandez-Arias and Kletzer, 1996), conditional on the 

dynamics of the underlying fundamental determinants. 

Overall, therefore, if we assume that actual and desired capital flows 

coincide in the long-run, then we can think of the cointegrating relationship as 

determining the desired level of capital flows: f*i, =flIxjt+-yIwjt. Under this 

interpretation, (3.7) is the empirical analogue of the theoretical equation (3.2). 

Hence, as the error terni eit can be thought of as the difference between desired and 

actual flows, ej, = fjt7f*j, we can then estimate an error correction equation which is 

the empirical counterpart of the theoretical error correction model (3.6), in which 

changes in flows are a function of changes in the variables determining the desired 

level of flows - ie. changes in xi, and wit - as well as of the error correction tenn 

itself, ci,. Estimating the dynamic error correction form then allows us to determine 

which are the important factors determining short-run movements in capital flows. 

Note also that, in principle, the country-specific factors could be influenced 

by the global factors; for example, global interest rates may affect the pattern of 

secondary market debt prices and credit ratings (see eg. Dooley, Fernandez-Arias 

and Kletzer, 1996; Femandez-Arias, 1996). To the extent that country-specific 

factors affect portfolio flows only insofar as they are collinear with the global 

factors, this would show up as the country-specific factors being insignificant when 
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both sets of explanatory variables are included. 

3.5 Empirical results 

3.5.1 Long-run fundamental determinants ofponfolioflows to developing countries 

As a preliminary step to testing for cointegration in (3.7), we execute 

augmented Dickey-Fuller (ADF) unit root test statistics on the series used. The 

results, reported in Table 3.1, suggest that all of the series are realizations from 

integrated processes of order one. The null hypothesis of nonstationarity is never 

rejected for both portfolio flows (equities and bonds) and global factors, while it is 

rejected once (Chile) for the credit rating and five times out of eighteen (Malaysia, 

Philippines, Taiwan, Argentina and Uruguay) for the black market exchange rate 

premium. In general, the ADF test statistics are relatively closer to the rejection 

region for credit ratings and black market premia, perhaps indicating - as one would 

expect - less evidence of nonstationarity in these series. In fact, credit ratings are 

discrete random variables that cannot assume a very large number of outcomes; 

also, black market premia tend to widen ahead of crises but may become very thin 

over time as a result, for example, of international capital market integration. 

Overall, however, the unit root tests executed suggest that a permanent component 

is statistically significant in credit ratings and generally statistically significant also 

in black market premia, at the five percent nominal significance level, therefore 

implying that these variables can potentially contribute to the long-run determination 

of portfolio flows to the countries concerned. 

Given the finding that the series considered appear to be realizations of I(I) 

processes, we are justified in testing for cointegration. in equation (3.7). In Table 
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3.2 (Panel A to D), we report the ADF test statistics on the residuals of the 

cointegrating relationship (3.7) for all the countries examined. We test for non- 

stationarity of the residuals in (3.7) considering first equity flows and then bond 

flows as dependant variables. Apart from 6 of the 36 regressions examined, we are 

always able to reject the null hypothesis of no cointegration at the five percent 

nominal level of significance, which suggests that a combination of domestic factors 

and global factors share a common trend with capital (equity and bond) flows. In 

order to gauge which of the two sets of variables, xi, and wi,, are more important 

in determining long-run movements of capital flows, we employ the ADF test 

statistic on a regression including only country-specific factors (xit) and then only 

global factors (w. ). In fact, a test of the null hypothesis HO: 6=0 or HO: y=O 

cannot be executed in such a framework because of the strong bias characterising 

the estimated standard errors. The results, reported in Table 3.2, show that 

cointegration is often established in both regressions. Nevertheless, in 3 cases out 

of 6 for which the ADF fails to reject the null hypothesis in regressions of the type 

(3.7), the results suggest that if the null of no-cointegration cannot be rejected in 

a regression of capital flows on xit (wi), we are not able to reject non-cointegration 

either in a regression of capital flows on wit (xi), perhaps supporting the view that 

it is appropriate to consider both sets of variables as explanatory variables of capital 

flows. 

It must be noted, however, that the results in Table 3.2 are subject to the 

problem of small sample bias in cointegrating relationships originally highlighted 

by Baneýee, Dolado, Hendry and Smith (1986) and by Stock (1987). Therefore, 

in order to strengthen the finding of cointegration in equations (3.7), we employ a 
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relatively more powerful cointegration technique, the Johansen (1988) procedure in 

a vector autoregressive system including capital flows, country-specific as well as 

global factors (Kremers, Ericsson and Dolado, 1992). Moreover, in this framework 

we can also test - using likelihood ratio tests - for zero restrictions on the 

coefficients on the specific (pull) factors or on the coefficients on the global (push) 

factors. In order to save space and given that the results for all regressions are 

qualitatively the same, in Table 3.3 we report the results from the execution of the 

Johansen procedure for the six regressions on which cointegration could not be 

established using the ADF test statistics on the residuals". The results enable us, 

on the basis of both the test statistics suggested by Johansen, to establish 

cointegration in all 36 systems analysed at conventional nominal levels of 

significance, therefore suggesting that the cases in which the Engle and Granger 

procedure fails to detect cointegration may simply be due to the low power of the 

test"'. The Johansen procedure also suggests that multiple cointegrating vectors 

exist between the variables examined, as may be the case whenever cointegration 

is investigated between more than two variables. Further, the zero restrictions on 

either the coefficients on country-specific or on global factors are always strongly 

rejected, suggesting the long-run importance of both pull and push factors. This 

result also suggests that pull factors are important determinants of capital flows in 

their own right, and not only because they may be correlated with the push factors 

11 Clearly, the results for the remaining regressions are available from the 
author on request. 

" In particular, the evidence of cointegration is impressive since it is based 
on the estimation of individual regressions with a relatively small number of 
observations. This obviates the need to employ more powerful panel cointegration 
tests (Quah, 1994; Im, Pesaran and Shin, 1997). 
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(see Section 3.4.2 above). 

3.5.2 A dynamic analysis of ponfolio flows to developing countries 

The finding that at least one cointegrating relationship exists between a set 

of variables implies that an error-correction model exists, since - as established by 

the Granger representation theorem - for any set of I(1) variables, error correction 

and cointegration are equivalent representations. Therefore, the residuals from the 

equilibrium regressions (3.7) can be used to estimate by generalised least squares 

(GLS) the error-correction models (3.9) as seemingly unrelated regressions. The 

speed of adjustment coefficients pi are of particular interest in that they have 

important implications for the dynamics of the model. In fact, for any given value 

of the deviations from long-run equilibrium (fj, -flIxjt--yIwj), a large value of the 

speed of adjustment pi is associated with a large value of the change in capital 

flows, Afj, If pi is zero, the change in capital flows does not respond at all to the 

deviation from long-run equilibrium in period (t-1). If pi is zero and all X, =O 

0), then it can be established that Axit (Awi) does not Granger cause Afi,. We 

know, however, that one or both of these coefficients should in fact be significantly 

different from zero since the variables are found to be cointegrated, (Engle and 

Granger, 1987). 

We examine the panel data generalization of the error-correction 

representation of cointegrated variables (3.9) using the cointegrating residuals 

retrieved from the cointegrating regressions (3.7). Note that the estimation, 

executed by GLS, of seemingly unrelated ECMs exploits the nature of the panel 

data set employed and is an efficient technique for analyzing the effect of a common 
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set of global factors across a group of countries in a dynamic framework. In fact, 

the disturbances in the individual regressions are expected to be very highly 

correlated since they certainly include some factors that are common to all of the 

countries as well as some factors that are specific to a particular country (Dwivedi 

and Srivastava, 1978). 11 

The results from the GLS estimation of the seemingly unrelated error- 

correction models for both Asian and Latin American portfolio flows are 

sunimarised in Tables 3.4 and 3.5. We adopt the conventional general-to-specific 

procedure to estimate a parsimonious error-correction model, as suggested by 

Davidson, Hendry, Srba and Yeo (1978) and Hendry (1983)". The resulting 

models appeared to be quite adequate in terms of high coefficients of determination 

and approximately white noise residuals. While space considerations preclude us 

from reporting each of the estimated equations in detail, the following equation, 

estimated for bond flows to Colombia, is reasonably representative: 

-0.976 +0.197 + 0.555 -1.811 Abft = (0.097) e t-1 (0.083) 
Aczt 

(0.083) 
A cr t-1 (0.687) 

Ait-1 

R2=0.79, Q(24) = 
15.138 
(0.9171 

where W denotes the coefficient of determination and Q(24) denotes the Ljung-Box 

I-' See Appendix 2.3 

11 See Cuthbertson, Hall and Taylor (1992) for a text book exposition of 
general-to-specific modelling. 
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statistic for residual autocorrelation computed for 24 autocorrelations; figures in 

parentheses are estimated standard errors and the figUre in brackets is the marginal 

significance level (a constant term was also included). bf denotes the bond flow, 

cr the country credit rating and i the US short-term interest rate; e denotes the 

cointegrating residual or error correction variable. The equation shows a strongly 

significant and relatively large error correction coefficient - indicating rapid 

adjustment - and demonstrates the importance of both push and pull factors 17 
. 

In Table 3.4, we report the number of statistically significant dependent 

variables in the estimated seemingly unrelated ECMs, namely the error correction 

term (e), a once-lagged dependent variable (ldv), the credit rating (cr), the black 

market exchange rate premium (bm), short- and long-term US interest rates (i and 

r respectively) and US real industrial production (y). As Table 3.4 shows in detail 

and Table 3.5 summarises, the underlying dynamics of the error-correction models 

for Asian capital flows are - especially for equities - slightly more complex than the 

dynamics of the error-correction models for Latin American capital flows, in the 

sense that more variables are found to be statistically significant on the right hand 

side of the ECMs. Global and country-specific factors seem to have roughly the 

same statistical significance in determining the change in equity flows for both 

Asian and Latin American countries. The change in bond flows, however, appears 

to be relatively more strongly determined by global factors than by domestic ones. 

As shown in Table 3.5, the number of times a global factor is significant in the 

error correction models for bonds is much greater than the number of significant 

"' The full set of results with the point estimates of the parameters of the 
seemingly unrelated ECMs is available ftom the author. 
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country-specific variables, for both Asia (24 versus 25 and 24 versus 16 for equities 

and bonds respectively) and - to an even larger extent - Latin America (21 versus 

17 and 26 versus 13 for equities and bonds respectively). This suggests that equity 

flows are much more responsive to changes in country-specific factors than are 

bond flows. 

Even if some significant lags of country-specific factors enter the error- 

correction model, overall bond flows appear to react predominantly to changes in 

global factors. From Table 3.5, we can see that among global factors, the effect 

of a change in US interest rates appears to be more strongly significant in 

explaining the dynamics of bond flows relative to the other global factor considered 

in this study, the growth of US industrial production". The finding that the 

dynamics of bond flows, relative to equity flow dynamics, are determined more by 

global factors than by country-specific factors contrasts with the finding of Chuhan, 

Claessens and Mamingi (1993), who find that equity flows are more sensitive than 

bond flows to global factors, while bond flows are more sensitive to country- 

specific factors. In Chuhan, Claessens and Mamingi (1993), however, the primary 

interest is the investigation of the long-term determinants of the large capital flows 

to developing countries using a panel data approach rather than fully modelling the 

dynamics of capital flows. Hence, their conclusions on the relative responsiveness 

of bond and equity flows to the two sets of factors is drawn for illustrative purposes 

using a simpler approach based on the computation of standardised coefficients and 

elasticities. 

" It must be pointed out, however, that the two interest rates series 
considered are not expected to have necessarily the same cyclical properties. 
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The relative importance of the global factors suggested by our results is 

consistent with previous work by Calvo, Leiderman and Reinhart (1993,1996) who 

first suggested the importance of US interest rates and of the slowdown in US 

industrial production over the period 1988-1992 in explaining portfolio flows to 

emerging markets, arguing also that a reversal of the global conditions could induce 

a fast outflow of capitals from developing countries. In the light of our results, one 

may perhaps be more specific in pointing out that interest rates are likely to be the 

most important determinant of the dynamics of portfolio flows (especially bonds) 

to developing countries (both Asian and Latin American). 

Finally, note that the importance of interest rates as a short-term determinant 

of portfolio flows is higher for Latin American countries than for Asian countries. 

This can be seen by noting, from Table 3.5, that interest rates are statistically 

significant 31 times (34 percent of the total number of significant terms) in the 

Asian ECMs, while they are significant 35 times (45 percent of the total number of 

significant terms) in the Latin American ECMs. Put another way, Latin American 

inflows are as sensitive as Asian inflows to interest rates, but the former appear to 

be less sensitive to all the other (global and country-specific) factors. 

3.6 The "hotness" of portfolio flows to developing countries 

The large increase in capital flows to developing coimtries, mainly consisting 

of portfolio flows and coming from private institutions, also raises the question of 

whether these flows are sustainable since they mainly involve the purchase of assets 

with short maturities rather than fixed assets (Claessens, Dooley and Warner, 

1995). Reisen (1993) provides evidence suggesting that most flows to Latin 
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America are very "hot" - ie. have very low persistence - while Nunnenkamp (1993) 

argues that the degree of "hotness" of capital flows differs widely across developing 

countries. 

The reason the identification of the hotness of capital flows is considered an 

important issue stems from the argument that different policy measures have in 

principle to be undertaken by policy makers in response to flows with different 

persistence properties. Kiguel and Caprio (1993) and Corbo and Hernandez (1993) 

describe a number of cases of policy responses adopted by developing countries in 

response to the increase of "hot" money flows; these include exchange rate policies, 

fiscal policy, sterilization policies or changes in reserve requirements. 

Claessens, Dooley and Warner (1995), using balance of payments capital 

account data for a range of developing countries, show that the accounting labels 

"short-term" and "long-term" as traditionally applied to capital flows do not provide 

any reliable indication as to the degree of persistence or "coolness" of the flows, 

They argue, moreover, that relying on accounting labels rather than on the actual 

properties of capital flows for policy purposes may generate disastrous results. 

Dooley (1995), for example, argues that the 1982 debt crisis was in part generated 

by the imprudence of private investors induced by capital flows to developing 

countries in the 1970s which, although labeled as private, should really have been 

considered as official in that a general governmental guarantee underlay them. 

More generally, it is clear that, whatever accounting label may be appropriate, if 

capital inflows display high volatility or have a large temporary component, their 

reversibility can potentially generate high adjustment costs arising from resource 

reallocation, sunk costs and other hysteresis effects or other market imperfections. 
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The implication, therefore, is that the country concerned should try to avoid a long 

and difficult adjustment process on the basis of capital flows which may be reversed 

later 19. 

In the present study, we also contribute to the literature discussed above in 

that we try to shed light on the "hotness" of capital flows to developing countries 

by modelling portfolio flows in a fashion which allows us to quantify the degree of 

persistence of the flows themselves, on the basis that accounting labels alone may 

not be very informative in this respect. 

3.7 Measuring the persistence of capital flows 

3.7 1 Unobserved components 

In this study, the persistence of capital flows is examined employing the 

unobserved components model by Harvey (1989). Consider a panel data set of N 

countries with capital flows to country i (i = N) at time t generically denoted 

fj, Dropping the subscript i for clarity, the unobserved components model may be 

writtenýo-. 

19 As noted by Corbo and Hernandez (1993): "Reversing an initial 
adjustment could be quite costly if there are irreversible costs involved ... This is 
particularly relevant in the case of hot money. " 

"A possible extension of the model would be to consider one or more 
cyclical components as well as a seasonal component. We neglect this possibility 
because in estimating the model for a number of countries the inclusion of a cycle 
or of a seasonal component in the model was not found to improve the goodness of 
fit on the basis of the prediction error variance (PEV) and the Akaike Information 
Criterion (AIC). 
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ft -= t, r, 6t, vt, t=l, ..., (3.10) 

where f, may be either equity flows (ef) or bond flows (bf), tt, is a trend 

component, the irregular component e, is approximately normally independently 

distributed with zero mean and constant variance and v, represents a first-order 

autoregressive, AR(l) component: 

Vt ý Pvvr-l , Et 

where ý, is approximately normally independently distributed with zero mean and 

constant variance and the autoregressive coefficient is constrained to be less than 

unity in absolute value in order to ensure stationarity of the autoregressive 

componenel. 

The stochastic trend component is modelled as: 

9r ý-- V t-l ,p t-l 71 t (3.12) 

and 

Pt : -- popt-1 , Cc (3.13) 

21 The need to impose stationarity on the AR(1) process arises because of 
the risk of it being confounded with the random-walk component in the trend 
specification. 
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where 0, represents the slope or gradient of the trend component ju, and p, (less than 

or equal to unity in absolute value) represents the damping factor while the 

disturbances q, and ý, are approximately normally independently distributed with 

zero mean and constant variance. The irregular component e, the level disturbance 

77t and the slope disturbance r, are mutually uncorrelated. The slope component may 

be treated as fixed rather than stochastic and also excluded from the trend 

specification when this is appropriate. 

Intuitively, (3.10) expresses the capital flow as the sum of a permanent 

component (it), a purely temporary, zero persistence component (e) and a more 

slowly decaying temporary component (vý. In addition, the drift in the random 

walk component (0) may itself vary over time. Thus the model separates out the 

permanent and temporary components of the data in a very general and 

comprehensive fashioO. 

21 Note that the structural time series model outlined above also nests an 
1(2) process for f,. In particular, ignoring the AR(1) component for ease of 
exposition, the first difference of f, Aft, may be written as: 

Aft ` Pr-l , T)t , 6t - 6c-l 

Since flj=pAO, 
_2+r, _,, 

if a, =O or po=O, then Af, is the sum of an MA(1) process 
and a white noise process, so that f, - I(1): f, - ARIMA(O, 1,1) (Granger and Morris, 
1976). If at 0 0, however: (a) if po =1 then A2f, is the sum of a white noise process, 
an MA(l) and an MA(2) so f, - 1(2): f, - AREN4A(0,2,2) (ibid. ); (b) if I pp I<1, then Af, 
is the sum of a stationary AR(1), an MA(l) and a white noise so f, - I(1): 
ft - ARIMA(l, 1,2) (ibid. ). 

Nevertheless, as discussed in Section 3.8, when the stochastic slope is found 
to be statistically significantly different from zero at conventional nominal levels of 
significance, it is always the case that the estimated I p# I<1, clearly implying that 
all the series modelled in this study are first-difference stationary, which also 
accords with the evidence, reported in Table 3.1, from ADF unit root tests. 

This taxonomy also illustrates how the structural time series model may be 
viewed as a means of interpreting low-order ARIMA processes in terms of 
permanent and temporary components. 
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The statistical treatment of the unobserved components model outlined above 

is conveniently handled by writing it in state space form (SSF) involving a 

measurement equation relating the unobserved components (the state vector) to an 

observed series, together with a transition equation governing the evolution of the 

state vector. The state-space parameters are then estimated by maximum likelihood 

methods (Harvey, 1989; Cuthbertson, Hall and Taylor, 1992)". 

The estimated hyperparameters (ie. the variance parameters) indicate the 

relative contribution of each component in the state vector to explaining the total 

variation in the time series under consideration. In some sense, therefore, the 

estimated hyperparameters allow us - by providing information on the size of the 

nonstationary and the stationary components in the series - to quantify the degree 

of persistence of the series in question. If a large and statistically significant 

proportion of flows is attributed to the stochastic level, for example, then one may 

expect that a large part of the portfolio flows will remain in the country concerned 

for an indeterminate period of time. By contrast, if a large portion of the variation 

in the time series is explained by movements in the temporary components, then the 

portfolio flows under consideration may be regarded as characterised by low 

persistence". 

When the maximum likelihood estimate of the variance of an element of the 

state vector (ie. a' or one of the diagonal elements of Q) is zero, the model can be 

22 A more detailed, technical exposition of the state space form 
representation of the unobserved components model is given in Appendix 3.1. 

23 In fact, while the irregular component is totally temporary, the AR(l) 
component displays some degree of positive persistence according to the size of the 
damping factor, still being mean-reverting. 
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reestimated making the corresponding component deterministic. Also, standard 

tests of the significance of the component itself can be carried out: if the component 

concerned is not found to be significantly different from zero, the model may be 

simplified by eliminating the component from the SSF altogether. 

In choosing the most appropriate model for each country and label flow, we 

relied not only on standard measures such as the coefficient of determination: the 

fit of alternative models was also compared on the basis of the Akaike Information 

Criterion (AIC), ie. log(PEV)+2(m/T), where PEV is the steady state prediction 

error variance (Harvey, 1989, pp. 263-270), m represents the number of 

hyperparameters to be estimated pIus the number of nonstationary components and 

T is the number of observations. 

3.72 Variance ratio tests 

The other measure of persistence we employ in this study is a simple 

nonparametric test, due originally to Cochrane (1988), generally referred to as the 

variance ratio test, z(k): 

1 var(f,, - fit-k) 

k var (f, r- fit_, ) 
(3.14) 

where k is a positive integer and Var stands for variance. If the series follows a 

random walk, then the ratio in (3.14) should be equal to unity. If capital flows 

exhibit mean reversion, then the ratio z(k) should be in the range between zero and 

unity. 
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Cochrane (1988) shows that the Bartlett estimator provides appropriate 

standard errors for z(k), with Var(fi t-k) used for the random walk component". In 

small samples, however, both the variance ratios and the Bartlett standard errors 

may be biased upwards and the asymptotic standard errors may not be a satisfactory 

approximation of the actual standard errors. Thus, in our empirical work, since we 

are dealing with small samples, we adopt the two corrections for small-sample bias 

suggested by Cochrane (1988, pp. 907-910). First, we use the sample mean of the 

first differences to estimate the drift term at all k rather than estimate a different 

drift term at each k from the mean of the k-differences. Second, we adopt a 

degrees of freedom correction, T/(T-k-1). 

3.8 The persistence of portfolio flows: empirical results 

In Table 3.6 (Panel A) we specify the various model specifications selected 

for portfolio flows to developing countries on the basis of the goodness of fit 

criteria discussed in Section 3.7.1. 

Panels B-E of Table 3.6 report the results of estimating the most appropriate 

structural time series model - chosen by minimising the AICI - in state space form 

by the Kalman filter maximum likelihood method for equity and bond flows to the 

Asian and Latin American countries examined. 

Note that the convergence achieved by the BFGS numerical optimisation 

11 Thus, the standard error is consistently estimated as (4k/3T)0-5Var(fjt-k) - 
2' Although the prediction error variance is the basic measure of goodness 

of fit, when a choice has to be made among alternative models with different 
numbers of hyperparameters, it is more appropriate to compare them on the basis 
of the AIC (Harvey, 1989). 
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method is always very strong in the sense that the three convergence criteria 

considered are always satisfied using the same tolerance level of LOE-7 for the 

likelihood kernel, the gradient and the parameterS26. 

In the second and third columns of Table 3.6 (Panels B-E) we report details 

of the unobserved components included in the estimated structural time series 

model. In the fourth column we report the estimated standard deviations of the 

disturbances of the stochastic components included in the state and in parentheses 

we report the signal-to-noise ratios (ie. the ratios of each estimated standard 

deviation to the estimated standard deviation of the irregular component)". As 

Panels B-E of Table 3.6 display, for both sets of countries and for both equity and 

bond flows the largest variance of the disturbances is always one of the stationary 

components in the state (either the irregular or the AR(1) component). Also, in 32 

out of 36 cases, the largest estimated hyperparameter is the variance of the 

disturbance of the irregular component, therefore suggesting that the time series has 

virtually no persistence at all. In the remaining four cases, the AR(1) 

hyperparameter has the largest variance, which implies some slight degree of 

persistence. Note, however, that this persistence is also very small, as suggested 

by the fact that the estimated damping factors in the AR(l), reported in the fifth 

column of Panels B-E, components are always relatively low. Indeed the half life 

of shocks affecting portfolio flows ranges from 0.39 (about one and a half weeks) 

26 See Appendix 3.1 for a technical treatment of the Kalman filter 
recursions. 

'"' In terms of the state-space presented in Appendix 3.1, the Q-ratios are 
the square roots of the estimated diagonal elements of Q, and so give the ratio of 
the standard deviation of the relevant element of the state vector to the standard 
deviation of the irregular component. 
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for equity flows to Venezuela to 0.84 (about three and a half weeks) for bond flows 

to Ecuador. 

Moreover, the Q-ratios for the stochastic level and especially for the 

stochastic slope, when it is found to be statistically significantly different from zero, 

are very low, suggesting that the contribution of the nonstationary, more persistent, 

components to explaining the variance of equity and bond flows is extremely low 

while the temporary component is, by contrast, very large. Nevertheless, a 

significant stochastic level is always found to be statistically significantly different 

from zero at conventional nominal levels of significance, as displayed by the fifth 

column in Table 3.6 (Panels B-E), which reports the estimated coefficients of the 

fmaI state vector and the respective t-value for the nonstationary stochastic 

components included in the estimated model. 

The sixth and seventh columns in Table 3.6 (Panels B-E) report goodness 

of fit statistics, namely the coefficient of determination - which may be regarded as 

quite high in all of the estimated models - and the AIC. Finally, in the last column 

of Panels B-E we report Ljung-Box test statistics for residual serial correlation. 

Overall, therefore, the results of the estimation of the unobserved 

components model for equity and bond flows to developing countries suggest that 

a statistically significant nonstationary component is present in the data, but that this 

is generally very small in size, contributing very little to explaining variation in the 

series. That is to say, portfolio flows to Asian and Latin American countries over 

the sample period may be regarded as almost entirely temporary. 

Our last exercise is to compute some variance ratio tests corrected for small- 

sample bias in the fashion suggested by Cochrane (1988, pp. 908-910). The 
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estimated variance ratio tests provide qualitatively identical results for all portfolio 

flows examined in this study. Hence, in order to save space, we do not report the 

results for all portfolio flows (although they are available from the author). 

However, a reasonable representative of the results from computing small-sample 

adjusted variance ratio tests on portfolio flows data may be Indonesia: 

Lag Equity Flows Bond Flows 

1 1.0000 (0.1529) 1.0000 (0.1529) 
2 0.6423 (0.1389) 0.8473 (0.1833) 

3 0.4675 (0.1238) 0.5092 (0.1349) 
6 0.3115 (0.1167) 0.3362 (0.1259) 
9 0.1239 (0.0569) 0.2573 (0.1180) 

12 0.0990 (0.0524) 0.1229 (0.0651) 

18 0.1167 (0.0757) 0.1022 (0.0663) 

24 0.0861 (0.0645) 0.0974 (0.0730) 
30 0.0014 (0.0011) 0.70E-3 (0.59E-3) 
36 0.0011 (0.0010) 0.0015 (0.0014) 

where Bartlett standard errors [=(4k/3T)I-IVar(fjk)] are reported in parentheses. 

The results display a clear, fast decline towards zero of the variance ratio, which 

also lies between zero and unity. Moreover, the variance ratios are, in most cases, 

statistically significant at conventional nominal levels of significance only for 9-12 

lags (ie. up to one year). These results therefore corroborate the Kalman filter 

results, clearly suggesting that both equity and bond flows to developing countries 

have at most a very small persistent component. 
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3.9 Conclusions 

In this study we have examined the determinants of US capital flows directed 

to nine Latin American and nine Asian countries over the sample period 1988-92, 

extending previous work by Chuhan, Claessens and Mamingi (1993). In 

particular, we have investigated whether the large capital inflows in the form of 

bonds and equities received by the countries examined were induced by 

improvements in the economic performances of those countries - country-specific 

or pull factors - or by factors related to US economic performance - global or push 

factors, and have explicitly differentiated between short-run and long-run 

determinants. 

We considered in our set of country-specific factors the domestic credit 

rating and the black market exchange rate premium, while the set of global factors 

included two US interest rates and the level of US real industrial production (Calvo, 

Leiderman and Reinhart, 1993,1996). We examined the long-run determinants of 

portfolio flows by employing two complementary cointegration techniques to 

examine the long-run relationship between capital flows and both sets of potential 

explanatory variables. The results provide unequivocal evidence that long-run 

equity and bond flows are about equally sensitive to global factors and to country- 

specific factors, and therefore that both sets of variables contribute in explaining US 

portfolio flows to the developing countries considered. 

Moreover, we also estimated seemingly unrelated error-correction models 

for equity and bond flows to the developing countries considered in order to shed 

light on the underlying short-run dynamics of US portfolio flows. The estimated 

error-correction models for portfolio flows to Asian developing countries, especially 
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for equity flows, are more complex, in terms of the short-run dynamics, than the 

error-correction models for portfolio flows to Latin American countries. 

A count of the number of significant pull and push factors appearing in the 

error correction forms, classified by type of flow and geographic area, revealed the 

following. As far as equity flows are concerned, global (push) and country-specific 

(pull) factors seem to be equally important in determining short-run movements for 

both Asian and Latin American countries. When bond flows are considered, 

however, global factors seem to be much more important than domestic factors in 

explaining the short-run dynamics of flows for both sets of countries. In particular, 

the change in US interest rates is found to be the single most important determinant 

of short-run movements in bond flows to the emerging markets. 

Also, we modelled portfolio flows to a set of Asian and Latin American 

countries by representing unobserved components time series models in state space 

form and estimating them using Kalman filtering maximum likelihood techniques 

in order to quantify the size of the unobserved nonstationary (permanent) and 

stationary (temporary) components present in these equity and bond flows. In 

addition, we employed some simple non-parametric variance ratio tests corrected 

for small sample bias to measure the degree of persistence present in these portfolio 

flows. 

Overall, the empirical results strongly suggest that the permanent - or at 

least highly persistent - component in equity and bond flows to developing countries 

is very small in size relative to the temporary component. 

From the policy maker's point of view, therefore, given the very large 

temporary component of capital inflows, developing countries should be wary of 
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implementing painful adjustment processes that may need to be reversed in the 

future. Especially for countries with a more flexible exchange rate regime, capital 

inflows can potentially generate excessive volatility in both the nominal and the real 

exchange rate (Kiguel and Caprio, 1993; Corbo and Hernandez, 1993; Calvo, 

Leiderman and Reinhart, 1996). The macroeconomic repercussions of the increase 

of portfolio flows of a highly temporary nature in the 1990s may be very high for 

several developing countries. 

Also, as first argued by Claessens, Dooley and Warner (1995), accounting 

labels attached to capital flows may be meaningless in providing information about 

the properties of the flows, since bond flows, which should be relatively more 

persistent from an accounting point of view, may be modelled in a similar fashion 

to equity flows, which one might in principle expect to be relatively less persistent, 

therefore requiring the same type of policy response needed against flows which are 

identified as "hot money" 
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Appendix 3.1 The Kalman filter recursions 

The unobserved components model outlined in Section 3.7.1 may be 

represented in state space form (SSF), where a measurement equation relates the 

unobserved components (the state vector) to an observed series, while a transition 

equation governes the evolution of the state vector. The SSF corresponding to the 

model outlined in (3.10)-(3.13) may be written: 

gt) 

ft : -- (1 0 1) Pt+ Cc (A3.1.1) 

kv t) 

1 0,1 00 

0 po 0p+010 (A3.1.2) 

ko 0 Pv) ýv 
001 

where (A3.1.1) represents the measurement equation, which shows how an observed 

series is related to the state vector, whereas (A3.1.2) is the transition equation, 
describing the dynamic evolution of the state vector. The SSF given by (A3.1.1) 

and (A3.1.2) may itself be written in a more compact form, using an obvious 

notation, as: 

ft = ZIxt + Err t=l, . ..,, 
(A3.1.3) 

xt =M xt-, +R Kt, 

where: 

t=l, -- (A3.1.4) 
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CC - rlV(O, (12) (A3.1.5) 

Kc - ll\T (0, Cr 2 0) (A3.1.6) 

z' is a known (3xl) vector, M and R are fixed matrices of order (30) and Q is also 
a fixed (3x3) matrix. The (3x1) vector x, is the unobservable state vector. 

Given knowledge of the parameters of the SSF, the Kalman filter provides 

us with optimal estimates of x, using either information up to time t-1 (the 

prediction equations), information up to time t (the updating equations), or the full 

sample information (the smoothing equations) (Kalman, 1960a, b)". 
Suppose we have an optimal estimator of x, j using all information up to time 

t-1, and denote this x, -,. 
Then the prediction equation providing us with the 

optimal predictor of x, using information up to time t-1, denoted X, 1,1, is: 

(A3.1.7) 

and the covariance matrix of can be shown to be given by: 

PCIC-1 ý- M PC-, Ml +R0 Rl (A3.1.8) 

where P, 
-, 

is the covariance matrix of X, 1,1. Equations (A3.1.7) and (A3.1.8) 

describe the prediction equations of the Kalman filter. 

The updating equations, which update these predictions on the basis of 
information at time t, are given by (A3.1.9) and (A3.1.10): 

28 See Harvey (1989), or Cuthbertson, Hall and Taylor (1992) for an 
accessible introduction to the Kalman filter. 
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. xkt = AtIt-1 + Ptlt-iz(ft - ZIrcric-1) /gr (A3.1.9) 

pt = ptit-1 - Ptlt-IZZ"Ptlt-2. /-qt (A3.1.10) 

where gt=z'Ptlt-, z+l 29. 

Given a finite sequence of observations f, the only state vector estimator 

which uses all the available information is X, The smoothing equations, given by 

(A3.1.11) and (A3.1.12), describe optimal, full sample information estimators: 

XtIT 'ý xt + pt* (2t+11T 

PtIT ` PC - PC* (Pt+IIT - Pt+llt ) PT*1 

(A3.1.11) 

(A3.1.12) 

where P t* =PtMIPt+lltg XTIT= XT and PTIT=PT. Equations (A3.1.7)-(A3.1.12) 

describe the Kalman filter recursions (Kalman, 1960a, b). 
The state space parameters can in practice be estimated by maximum 

likelihood methods (Harvey, 1989; Cuthbertson, Hall and Taylor, 1992). A natural 
by-product of the Kalman filter recursions is a sequence of one-step-ahead 

prediction errors, u, defined by: 

ut = ft -z 12C I t-1 (A3.1.13) 

Using a result due to Schweppe (1965), the likelihood function for the sample, E(-), 

" The term (f, 7z'xq, j) in (A3.1.7) is the prediction error. This innovation 
contains all the new information in ft and is used to update X,,,, via the Kalman 
gain, which is the (3xl) vector (P,,,, z)/g, which essentially decides what weight to 
assign to the innovation. 
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can be derived and expressed in terms of the innovations u, and their variances, g,: 

TT2 
F- ( fl fT) T log (2, n) -. 

1log (, 02) -_L 
I ut 

22 
;ý log (gt) ;ý 

C-1 C-1 9c 

(A3.1.14) 

The likelihood function obtained may then be maximised with respect to the 

hyperparameterS30 using numerical optimisation procedures (see eg. Cuthbertson, 

Hall and Taylor, 1992, Chapter 2). In our empirical work, we employ the 
Broyden-Fletcher-Golgfarb-Shanno quasi-Newton algorithm (Harvey, 1981), based 

on three convergence criteria - the likelihood kernel, the gradient and the 

parameters. 

"I The scale factor ol may always be concentrated out of (A3.1.14) by 
substituting: 

C12 =1u2 
TE tlgt 

C-1 

so that the maximisation of the likelihood function becomes equivalent to 
minimising the function: 

7 
T log (C12) + log (g, ) 

Concentrating o2 out of the likelihood function reduces the dimension of the search 
involved in the numerical optimisation procedure. 
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Table 3.1 Unit root tests 
Panel A: Global variables 

Yt An it Ait r, Ar, 

-2.6961 -5.4810 -2.7360 -3.4684 -1.7215 -5.2062 
Tote: The number of lags inclu d is chosen such that the estimated disturbance'J 

approximately white noise. In testing for a unit root on the variables in levels, a 
constant and a trend are included (and found statistically significant at conventional 
nominal significance levels) in the regression; the relevant critical values are -3.50 
(5%) and -3.18 (10%). The trend is eliminated in testing for a unit root on the 
variables in first difference and the critical values are -2.93 (5 %) and -2.60 (10 %). 

Panel B: Asian portfolio flows 

Country efk Aefi, bfi, Abfi, 

China -0.5248 -4.4164 -1.5941 -3.8151 
India 0.2157 -4.4789 -1.2234 -3.9799 
Indonesia -1.3034 -4.6493 -1.0389 -3.2180 
Korea -0.8939 -3.6372 -1.5115 -4.8245 
Malaysia -1.5453 -3.5428 -1.3370 -3.9836 
Pakistan 1.3010 -5.7416 -1.4324 -4.1918 
Philippines 0.2897 -3.4286 -1.3165 -4.9880 
Taiwan -1.5266 -4.1754 -1.1413 -3.0646 
Thailand -1.1840 -3.5842 -1.3197 -4.4809 

See Note to Panel A. 

Panel C: Latin American portfolio flows 

Country efi, Aefi, bfi, Abfk 

Argentina -1.2721 -6.2347 0.8670 -3.4676 
Brazil -1.4989 -3.6320 -1.3302 -3.9369 
Chile -1.7486 -3.8676 -1.3684 -5.2494 
Colombia -1.5285 -3.9302 -1.8662 -4.2347 
Ecuador -0.8936 -4.6504 -1.9590 -3.9517 
Jamaica -1.4659 -4.1918 -0.6671 -5.8417 
Mexico 0.7812 -5.6005 1.1217 -3.4337 
Uruguay -0.6484 -3.9791 1.3078 -4.5792 
Venezuela -0.8500 -5.3234 -0.0637 -5.4417 
ee Note to Panel A. 
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Panel D: Asian domestic factors 

Country cri, Acri, bmi, Abm,, 

Argentina -1.6445 -7.7209 -1.877T -5.6641 
Brazil -1.33011 -8.0871 -2.5466 -8.5098 
Chile -0.8781 -8.5323 -2.1616t -5.7510 
Colombia -2.8472 -7.5528 -2.0466 -8.4026 
Uuador -1.1980 -8.3368 -3.9660* -10.9186 
Jamaica -1.5163t -5.6234 -2.5214 -7.5662 
Mexico -2.0738 -7.3867 -5.1564* -10.5621 
Uruguay -2.2326 -7.4828 -3.5186* -10.4215 
Venezuela -1.8316 -7.8401 -2.97891 -6.4717 

Note: The numb er of lags includ ed is chosen such that the estimate d disturbance is 
approximately white noise. In testing for a unit root on the variables in levels, a 
constant is always included and a trend is included if found to be statistically 
significant at the conventional nominal significance levels - ADF statistics drawn 
from regressions where a trend was included are depicted with the superscript t. 
The trend is eliminated in testing for a unit root on the variables in first difference. 
The asterisk denotes that the null hypothesis of nonstationarity can be rejected at the 
5% nominal level of significance. The relevant critical values if both constant and 
trend are present in the regression are -3.50 (5 %) and -3.18 (10 %), while if only 
a constant is present in the regression the critical values are -2.93 (5 %) and -2.60. 

Panel E: Latin American domestic factors 

Country cri, Acrit bmi, Abmi, 

Argentina -0.41 10t -7.2953 -5.5522* -12.6013 
Brazil -1.8181 -12.1219 -3.0067' -8.4141 
Chile -5.1971t* -11.8500 -2.1381 -6.9522 
Colombia -2.973 1t -7.2809 -3.04091 -9.5964 
Ecuador -2.1883t -7.5398 -2.6205 -7.6318 
Jamaica -1.4030 -7.8738 -3.4846t -6.5092 
Mexico -2.3990' -10.3578 -2.58431 -7.8405 
Uruguay -2.51631 -7.7817 -4.30631* -11.4835 
Venezuela -1.4463' -7.0342 -1.9456' -6.9795 
ee Note to Panel D. 
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Table 3.2 Augmented Dickey-Fuller cointegration tests 

Panel A: Asian equity flows 

ADF1 

China 

India 

Indonesia 

Korea 

Malaysia 

Pakistan 

Philippines 

Taiwan 

Thailand 
Note: AD] 

ADF2 

-8.2182 (-3.8963) 

-6.4854 (-3.9053) 

-6.8962 (-3.8963) 

-4.4005 (-3.8962) 

-6.5245 (-3.8962) 

-2.3677 (-3.9085)* 

-5.2261 (-3.8963) 

-2.7677 (-3.9085) 

-4.1257 (-3.8963) 
are augmented Di 

ADF3 

-8.4364 (-4.2988) 

-4.4082 (-4.3064) 

-5.6371 (-4.2988) 

-6.4559 (-4.2988) 

-6.0072 (-4.2988) 

-0.9119 (-4.3146)* 

-6.1861 (-4.2988) 

-2.6200 (-4.3146) 

-5.8286 (-4.2988) 
y-Fuller test statistiE-s 

-8.4265 (-5.0141) 

-6.2328 (-5.0257) 

-7.1897 (-5.0141) 

-6.7943 (-5.0141) 

-7.0122 (5.0141) 

-1.7677 (-5.0382)* 

-6.1994 (-5.0141) 

-8.5079 (-5.0141) 

-5.9094 (-5.0141) 
9 

computed on the residuals from the regression of portfolio flows to the country 
considered on both country-specific and global factors, only country specific factors 
and only global factors respectively. Critical values are reported in parentheses. 
The number of lags included is such that the error term is approximately white 
noise. The symbol * is associated with regression where the null hypothesis of no 
cointegration. cannot be rejected at standard nominal levels of significance. 

PaneI B: Asian bond flows 

ADF1 

China 

India 

Indonesia 

Korea 

Malaysia 

Pakistan 

Philippines 

Taiwan 

Thailand 
See Note to 

-6.4286 (-5.0141) 

-8.2003 (-5.0141) 

-5.4419 (-5.0141) 

-5.7214 (-5.0198) 

-7.6344 (5.0141) 

-7.8331 (-5.0141) 

-4.2752 (-5.0198)* 

-5.4774 (-5.0141) 

-7.8268 (-5.0141) 

ADF2 

-6.1033 (-3.8963) 

-7.0188 (-3.8963) 

-5.3780 (-3.8963) 

-7.4051 (-3.8963) 

-7.4688 (-3.8963) 

-7.7325 (-3.8963) 

-4.1574 (-3.8992) 

-2.8194 (-3.8992)* 

-7.7779 (-3.8992) 

ADF3 

-6.0844 (-4.2988) 

-7.3904 (-4.2988) 

-5.1129 (-4.2988) 

-8.0958 (-4.2988) 

-7.6126 (-4.2988) 

-7.7011 (-4.2988) 

-3.9047 (-4.3025)* 

-4.1504 (-4.2988)* 

-8.4181 (-4.2988) 
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Panel C: Latin American equity flows 
I ADF1 ADF2 ADF3 I 

Argentina 

Brazil 

Chile 

Colombia 

Ecuador 

Jamaica 

Mexico 

Uruguay 

Venezuela 
See Note to 

-7.3331 (-5.0318) 

-5.5815 (-5.0198) 

-6.0774 (-5.0141) 

-7.5776 (-5.0141) 

-10.6141 (5.0141) 

-7.9104 (-5.0141) 

-3.8560 (-5.0318)* 

-8.1749 (-5.0141) 

-2.7387 (-5.0382)* 
LneT-X. 

-3.5075 (-3.8992)* 

-5.3729 (-3.8963) 

-4.7966 (-3.8963) 

-6.1239 (-3.8963) 

-10.7085 (-3.8963) 

-7.7771 (-3.8963) 

-5.0159 (-3.9053) 

-7.5328 (-3.9053) 

-2.5070 (-3.9085)* 

-5.1805 (-4.3146) 

-6.2050 (-4.2988) 

-4.9482 (-4.2988) 

-6.9158 (4.2988) 

-10.1457 (-4.2988) 

-7.5235 (4.2988) 

-3.6606 (-4.3146)* 

-8.1380 (4.2988) 

-2.2916 (-4.3146)* 

Panel D: Latin American bond flows 
I ADF1 ADF2 ADF3 I 

Argentina 

Brazil 

Chile 

Colombia 

Ecuador 

Jamaica 

Mexico 

Uruguay 

Venezuela 
See NoFe- to 

-7.6526 (-5.0141) 

-8.7683 (-5.0198) 

-8.8537 (-5.0141) 

-7.8772 (-5.0141) 

-8.2530 (5.0141) 

-6.2529 (-5.0318) 

-2.3368 (-5.0382)* 

-5.8362 (-5.0198) 

-3.6914 (-5.0257)* 

-5.5257 (-3.8963) 

-7.4884 (-3.8963) 

-8.3542 (-3.8963) 

-6.9796 (-3.8963) 

-7.4536 (-3.8963) 

-3.7397 (-3.9053)* 

-3.8186 (-3.9022)* 

0.8025 (-3.9022)* 

-5.1953 (-3.8963) 

-7.3757 (-4.3146) 

-8.7535 (-4.2988) 

-8.6428 (-4.2988) 

-8.0583 (-4.2988) 

-8.1222 (-4.2988) 

-4.3974 (-4.2988) 

-2.3687 (-4.3146)* 

-0.8631 (-4.2988)* 

-3.2371 (-4.3146)* 
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Table 3.3 Johansen cointegration tests 

Panel A: Asian equity flows 
H. H. X. - 95% c. v. 90% C. V. X, test on 8 X, test on -f 

Pakistan F-O r-I 121.69 39.43 36.35 

r<-l r-2 54.25 33.32 30.94 

r< -2 r-3 43.21 27.14 24.78 

r<-3 r-4 23.30 21.07 18.90 

r< -4 r-S 16.50 14.90 12.91 

r< -5 r-6 3.02 8.18 6.50 

r-O r>-l 261.97 95.18 9D. 39 

r<-l r> -2 140.28 70.60 66.49 

t< -2 r>-3 86.03 48.29 45.23 

r< -3 r> -4 42.92 31.52 28.71 

r< -4 r> -5 19.52 17.95 15.66 

r< -5 r-6 IM 8.18 6.50 

IS7.25 166.34 

1 (0-00) (0-00) 

Note: The critical values for the X,,. and X,,,,, test statistics are provided by 
Johansen and Juselius (1990). In the last two columns we report the likelihood ratio 
test for the zero restriction on the coefficients on the country-specific factors 

and on the global factors (-y) respectively. 

Panel B: Asian bond flows 
H. H, )4- X- M C. v. 90% C. v. x, tut on 0 x2 mst on -t 

Philippines r-0 r-1 112.96 39.43 36.35 

r<-l r-2 73.13 33.32 30.84 

r< -2 r-3 5110 27.14 24.78 

r< -3 r-4 34.77 21.07 18.90 

r< -4 r-5 7.67 14.90 12.91 

r< -5 r-6 4.47 8.18 6,50 

r-0 r>-l 286.10 95.18 90.39 

r<-l r>-2 173.14 70.60 66.49 

r<-2 r> -3 IOD. 01 48.28 45.23 

r< .3 r>-4 46.91 31.52 28.71 

r< -4 r>-5 12.14 17.95 15.66 

T< -5 r-6 4.47 8.18 6.50 

150.23 191.71 
(0-00) (0-00) 

See iNote to Panel A. 
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Panel C: Latin American equity flows 
H. H. 95% C. V. 90% C. V. X, test on 0 )e test on 'y 

Mexico T-O r-I 115.90 39.43 36.35 

r<-l r-2 41.48 33.32 30.84 

r<-2 r-3 31.67 27.14 24.79 

r< -3 r-4 20.95 21.0 18.90 

r< -4 r-5 13.31 14.90 12.91 

f< -5 r-6 2.40 8.18 6.50 

r-O r>-l 22S. 72 95.18 90.39 

r<-l r>-2 109.82 70.60 66.49 

r< -2 r>-3 68.34 48.28 45.23 

r<-3 f>-4 36.66 31.52 28.71 

r< -4 r>-S 17.71 17.95 15.66 

T< -5 r-6 2.40 8.18 6.50 

68.69 (0.00) 99.99 (0.00) 

Verr--wla r-O f-I 64.68 39.43 36.35 

r<-l r-2 48.05 33.32 30.84 

r< -2 r-3 26.98 27.14 24.78 

r< -3 r-4 21.02 21.07 18.90 

r<=4 r-5 10.06 14.90 12.91 

r< -5 r-6 0.34 8.18 6.50 

r-O r>-l 171.13 95.18 90.39 

r<-l r> -2 106.45 70.60 66.49 

r< -2 r>-3 59.40 48.28 45.23 

r< -3 t>-4 31.41 31.52 28.71 

r< -4 r> -5 10.39 17.95 15.66 

r< -5 r-6 0.34 9.19 6. " 

79.75 (0.00) 93.08 (0.00) 

See Note to Panel A. 
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Panel D: Latin American bond flows 
H. Hý )1.. X- M C. v. 90% C. v. X, gest on 0 x' test on -y 

Mex. r-o r-1 112.42 39.43 36.35 

r<-l r-2 86.38 33.32 30.84 

r< -2 r-3 29.77 27.14 24.78 

r<-3 r-4 24.77 21.07 18.90 

r< -4 r-5 17.57 14.90 12.91 

r< -5 r-6 1.368 8.18 6.50 

T-o r>-l 284.39 95.18 90.39 

r< -1 r> -2 172.17 70.60 66.49 

f<-2 r>-3 85.79 48.28 45.23 

K -3 r> -4 56.02 31.52 28.71 

r< -4 r> -5 31.25 17.95 15.66 

r< -5 r-6 1.368 9.19 6.50 

111.22 145.17 
(0-00) (0-00) 

Venez. r-o r-1 84.89 39.43 36.35 

r<-l r-2 60.07 33.32 30.84 

r<-2 r-3 48.63 27.14 24.78 

r< -3 r-4 21.50 21.07 18.90 

r< -4 r-5 11.31 14.90 12.91 

K -5 r-6 4.89 8.18 6.50 

f-o r>-l 231.29 95.18 90.39 

r<-l r>-2 146.40 70.60 66.49 

r< -2 r>-3 86.33 48.28 45.23 

K -3 r> -4 37.70 31.52 28.71 

r< -4 r>-5 16.20 17.95 15.66 

r< -5 r-6 4.89 8.18 6.50 

V. 04 (0.00) 114.10 
(0-00) 

See Note to Panel A. 
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Table 3.4 Seemingly unrelated ECMs: number of significant lags of right- 
hand-side variables 

Panel A: Asian equity flows 

e ldv cr bm i r y 

China 1 1 1 0 0 0 1 

India 1 0 2 2 3 1 3 

Indonesia 1 0 0 2 1 0 1 

Korea 1 1 2 3 2 2 0 

Malaysia 1 0 3 2 0 2 1 

Pakistan 1 1 0 2 0 0 0 

Philippines 1 0 1 2 0 0 0 

Taiwan 1 1 1 1 1 1 1 

Thailand 1 0 1 0 1 1 1 
Note: e, v, cr, bm, i, r and y denote the error correction term, the once-lagged Id- 
dependent variable, the country's credit rating, the black market exchange rate 
premium, US short-term interest rate, US long-term interest rate and US real 
industrial production respectively. 

Pand B: Asian bond flows 

e ldv cr bm i r y 

China 1 1 0 0 2. 0 1 

India 1 0 1 2 0 2 1 

Indonesia 1 1 2 0 1 1 0 

Korea 1 1 0 1 0 1 0 

Malaysia 1 0 0 0 2 2 0 

Pakistan 1 0 1 1 0 0 3 

Philippines 1 1 0 3 1 0 3 

Taiwan 1 1 1 2 0 1 0 

Thailand 1 0 0 2 2 1 0 

ee Note to Panel A. 
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Panel C: Latin American equity flows 

e ldv cr bm i r y 

Argentina 1 1 2 0 1 0 0 

Brazil 1 1 1 2 2 0 1 

Chile 1 0 3 0 0 1 1 

Colombia 1 0 0 2 0 1 0 

Ecuador 1 0 1 1 0 2 0 

Jamaica 1 0 0 0 1 2 0 

Mexico 1 0 2 0 1 0 1 

Uruguay 1 0 0 1 2 1 1 

Venezuela 1 0 1 1 2 1 0 

ee N ote to pane 

Panel D: Latin American bond flows 

e ldv cr bm i r y 

Argentina 1 0 0 1 2 0 0 

Brazil 1 1 0 1 0 0 1 

Chile 1 0 1 0 2 1 3 

Colombia 1 0 2 0 1 0 0 

Ecuador 1 0 0 1 1 2 1 

Jamaica 1 1 1 2 2 0 1 

Mexico 1 0 2 0 1 1 0 

Uruguay 1 0 0 1 4 0 1 

Venezuela 1 1 1 0 1 0 1 
See Note to Panel A. 
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Table 3.5 Summary table: number of significant country-specific and global 
factors in the ECMs 

Panel A: Results for Asian developing countries 

Capital Credit Black US interest US real Total 
flow type rating market rates industrial 

premium production 

Equities 11 14 15 9 49 

Bonds 5 11 16 8 40 

Total 16 25 31 17 89 

Panel B: Results for Latin American developing countries 

Capital Credit Black US interest US real Total 
flow type rating market rates industrial 

premium production 

Equities 10 7 17 4 38 

Bonds 7 6 18 8 39 

Total 17 13 35 12 77 
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Table 3.6 Results from estimating unobserved components models 

Panel A: Structural time-series models adopted in modelling portfolio flows 

Model 1: 

ft = ILC cc 

lit -,: Ilt-I qr 

Model 2: 

ft ý 11C , 'Cc 

Pt --'ý 9 t-l ,p 

Model 3: 

ft : -- lit , 6c 

ý, c`V C-1 ,p t-I , 11 t 

PC = Pt-l , Cc 

Model 4: 

ft ý- Ilt , 6t , Vc 

9c "ý R 
t-I ` 11 c 

Vt "'-- Pvvt-i , ýt lpvl<3- 

Model 5: 
frý-- lit +Et: 

lltý lIC-1 Pr-l 'TIC 

PC : -- pppt-i , ct Ippl. --a 
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Panel B: Kalman filter estimation: Asian equity flows 

Country Model Component Est. s. d. of disturb. Est. coef. of R2 AIC LB(9, q) 
and final state 
Q-ratios vector 

[t-values] 

China I Stc Lvl, No Iff: 55.489 (1.000) Lvl: 9.314 0.919 -1.122 5.36 
Slp, Irr Lvl: 10.141 (0.183) [2.6881* (0.50) 

India 2 Stc Lvl, Fxd Iff: 12.453 (1.000) Lvl: 5.263 0.803 0.565 7.13 
Slp, Irr Lv1: 3.658 (0.294) [2.6621 * (0.31) 

Sip: 0.954 (0.077) Sip: 0.388 
[2.9851** 

Indonesia 2 Stc LvI, Fxd Irr: 5.663 (1.000) LvI: 9.268 0.869 4.191 12.11 
Sip, Irr LvI: 3.748 (0.662) (2.343]* (0.59) 

Sip: 0.169 
[2.315]* 

Korea 3 Stc Lvl. Stc Irr: 88.190 (1.000) LvI: 2.366 0.866 4.650 3.67 
Sip, Irr LvI: 22.061 (0-250) [5.389]** (0.72) 

Sip: 3.213 (0.036) Sip: 0.828 
(2.124]* 

Malaysia I Stc Lvl, No Irr: 88.257 (1.000) LvI: 7.632 0.925 5.902 9.93 
Sip, Irr LvI: 7.752 (0.088) [2.601]* (0.13) 

Pakistan I Ste I. A. No Irr: 0.177 (1.000) LvI: 7.353 0.867 -0.828 9.01 
SIP, hT LvI: 0.073 (0.414) [2.968]** (0.17) 

Philipp. 3 Stc LvI, Sm Irr. 7.179 (1.000) LvI: 1.026 0.883 2.913 7.76 
Sip, Irr LvI: 0.995 (0.138) [6.035]** (0.26) 

Sip: 0.160 (0.022) Sip: 0.492 
[3.004]** 

Taiwan I Stc LvI, No Irr: 45.446 (1.000) LvI: 4.637 0.822 1.183 4.57 
Sip, Irr LvI: 7.549 (0.166) (8.4311** (0.60) 

Thailand I Stc LvI, No Iff: 66.217 (1.000) LvI: 1.359 0.801 4.300 10.19 
SIP, Iff LvI: 13.741 (0.416) [3.2671** (0.12) 

Note: The Q-ratios (computed as the ratio of the standard deviation of each component to the 
standard deviation of the irregular component) are reported in parentheses in the fourth column; 
in the fifth column we report the t-values (ie. the ratio of each estimated coefficient to its root 
mean square error) in square brackets - the * (**) symbol indicates significance of the 
component concerned at the 5% (I %) marginal level of significance. The LB(p, q) - where p is 
the number of lags considered and q is the difference between p and the number of 
hyperparameters in the state -is the Ljung-Box test statistic for serial correlation; under the null 
hypothesis of no serial correlation, LB(p, q) is distributed as X2 with q degrees of freedom 
(marginal significance levels arc reported in braces). Abbreviations used are: est. for estimated, 
disturb. for disturbance, s. d. for standard deviation, stc for stochastic, lvl for level, fxd for fixed, 
dmp for damped, slp for slope, irr for irregular. 
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Panel C: Kalman Filter estimation: Asian bond flows 

Country Model Component Est. s. d. of 
disturb. and 
Q-ratios 

Est. coef. of 
final state 
vector 
[t-values] 

R2 AIC LB(9, q) 

China 2 Stc LvI, Fxd Im 0.641 LvI: 5.463 0.863 4.209 9.45 
Sip, Irr (1.000) [2-9981** 

LvI: 0.096 Sip: 0.553 
(0.150) [2.343]* 

India I Stc Lvl, No Irr: 1.140 LvI: 2.911 0.890 5.213 4.22 
SIP, Iff (1.000) [3.4091** (0.65) 

LvI: 0.337 
(0.296) 

Indonesia I Stc Lvl, No Irr. - 5.248 LvI: 4.836 0.807 4.334 9.24 
SIP, Iff (1.000) [2.0361* (0.16) 

LvI: 2.334 
(0.445) 

Korea I Stc LvI, No Irr: 9.570 LvI: 1.096 0.831 4.655 10.89 
Sip, Irr (1.000) [3.061)** (0.09) 

LvI: 1.164 
(0.122) 

Malaysia I Stc LvI, No Irr: 17.250 LvI: 5.882 0.863 4.649 0.31 
SIP, Iff (1.000) [2.457]* (0.99) 

LvI: 1.741 
(0.101) 

Pakistan 4 Stc LvI, No Irr. 0.141 LvI: 3.511 0.902 -3.243 1.37 
SIP, Iff, (1.000) [2.515]* AR(l): {0.93) 
AR(l) Lvl: 0.074 0.356 

(0.525) 
AR(l): 0.544 
(3.858) 

Philipp. 3 Stc Lvl, Stc Irr 3.265 LvI: 1.176 0.921 4.262 6.19 
Sip, Irr (1.000) [3.2581** (0.40) 

LvI: 0.402 Sip: 0.815 
(0.123) (3.410]** 
Slp: 0.233 
(0.071) 

Taiwan I Stc Lvl, No Irr: 7.985 LvI: 2.153 0.886 4.047 9.83 
Sip, Iff (1-000) (8.217]** (0.13) 

Lvl: 3.489 
(0.437) 

Thailand 4 Sm Lvl, No Irr: 0.708 LvI: 2.135 0.867 8.226 3.74 
Sip, Irr, (1.000) [3.046]** 10.59) 
AR(l) LvI: 0.352 AR(l): 0.563 

(0.497) 
AR(l): 7.385 
(10.431) 

See Note to Pane B. 
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Panel D: Kalman Filter estimation: Latin American equity flows 

Country Model Component Est. s. d. of 
disturb. and 
Q-ratios 

Est. coef. of 
final state 
vector 
[t-values] 

R2 AIC LB(9, q) 

Argentina 4 Stc LvI, No Irr: 9.825 LvI: 1.161 0.893 4.957 5.33 
SIP, Iff, (1.000) [3.0881** (0.38) 
AR(l) LvI: 1.413 AR(l): 0.296 

(0.144) 
AR(l); 5.289 
(0.538) 

Brazil I Stc LvI, No Irr: 55.225 Lv 1: 5.290 0.858 5.415 10.47 
SIP, Irr (1.000) [9.497]** (0.11) 

LvI. 20.977 
(0.380) 

Chile 3 Stc LvI, Stc Irr: 11.624 LvI: 2.366 0.801 5.378 3.92 
SIP, Irr (1.000) (3.668]** (0.69) 

Lvl: 0.456 SIP: 0.431 
(0.039) [2.355]* 
SIP: 0.781 
(0.067) 

Colombia I Stc LvI, No Iff: 1.232 LvI: 1.049 0.831 0.473 4.66 
SIP, Iff (1.000) (2.02 1)* (0.59) 

LvI: 0.283 
(0.229) 

Ecuador I Stc LvI, No Iff: 0.413 LvI: 3.228 0.923 -1.675 4.29 
SIP, Iff (1.000) [6.824]* (0.64) 

LvI: 0.157 
(0.381) 

Jamaica I Stc LvI, No Iff : 3.677 LvI: 1.821 0.846 2.696 0.09 
SIP, Iff (1.000) (0.99) 

LvI: 0.746 
(0.203) 

Mexico I Stc LvI, No Iff : 75.446 LvI: 1.339 0.892 1.184 6.98 
SIP, Irr (1.000) [11.746]** (0.32) 

LvI: 21.349 
(0.283) 

Uruguay I Ste LvI, No Iff: 3.096 Lvl: 2.410 0.905 2.445 9.20 
SIP, Irr (1.000) [2.209]* (0.16) 

LvI: 0.411 
(0.133) 

Venezuela 4 Stc LvI, No Irr- 5.957 LvI: 4.367 0.902 5.420 5.07 
SIP, Irr, (1.000) (3.704]** {0.41) 
AR(1) LvI: 2.585 AR(l): 0.167 

(0.434) 
AR(l): 11.114 
(1.866) 

See Note to Pane 
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Panel E: Kalman filter estimation: Latin American bond flows 

Country Model Component Est. s. d. of 
disturb. and 
Q-ratios 

Est. coef. of 
final state 
vector 
ft-values) 

R2 AIC LB(9, q) 

Argentina 2 Stc Lvl, Fxd Irr: 21.044 Lvl: 6.783 0.808 4.420 7.02 
Sip, Irr (1.000) [6.579]** (0.32) 

LvI: 5.362 (0.255) Sip: 0.874 
[3.812]** 

Brazil 3 Stc LvI, Stc Irr: 40.568 Lvl: 7.666 0.804 4.463 6.78 
SIP, hT (1.000) (8.0691** (0.34) 

LvI: 4.976 (0.122) Sip: 0.896 
Sip: 3.501 (0.086) [2.621]* 

Chile 5 Stc LvI, Irr: 9.083 (1.000) LvI: 5.921 0.863 4.539 8.99 
Dmp Sip, Irr LvI: 0.873 (0.096) (4.9221** (0.17) 

Sip: 0.345 (0.038) Sip: 0.643 
[2.541]* 

Colombia I Ste LvI, No Irr: 2.981 (1.000) Lvl: 1.975 0.915 2.256 1.39 
Sip, Irr Lvl: 0.056 (0.019) [4.312]** (0.97) 

Ecuador 4 Stc Lvl, No Irr: 0.312 (1.000) LvI: 6.306 0.902 2.043 0.84 
Sip, Irr, Lvl: 0.569 (1.824) [4.281]** (0.97) 
AR(I) AR(l): 2.268 AR(l): 0.437 

(7.269) 

Jamaica 2 Stc Lvl, Fxd Irr: 0.487 (1.000) Lvl: 8.487 0.799 -1.239 11.56 
Sip, Irr Lvl: 0.061 (0.127) [4.653]** (0.07) 

Sip: 0.773 
[6.590]** 

Mexico 3 Stc Lvl. Sm Irr: 68.200 Lvl: 2.749 0.853 3.129 4.58 
Sip, Irr (1.000) [7.700]** (0.60) 

LvI: 10.114 Sip: 0.455 
(0.148) [2.5931* 
Sip: 4.182 (0.061) 

Uruguay 2 Stc LvI, Fxd Irr 16.343 Lvl: 8.423 0.800 4.081 11.72 
Sip, Irr (1.000) Lvl: 5.921 [8.6391** (0.07) 

(0.362) SIP: 0.909 
[3.6361** 

Venezuela 2 Stc LvI, Fxd Irr: 11.959 LvI: 7.392 0.846 4.484 9.86 
SIP, Iff (1.000) (10.112]** , (0.13) 

LvI: 5.412 (0.453) Sip: 0.495 
[3.2351** 

See Note to Pan-ef-B- 
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CHAPTER 4 

The Behaviour of the G5 Real Exchange Rates 

During the Post-Bretton Woods Period 
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'Among the puzzles which have emerged concerning the exchange rate over the last 
twenty years are the following. Real exchange rates are hard to distinguish from 
random walks .... The behavior of real exchange rates under the float may in fact 
be similar to behavior in other periods and the relative incidence of different types 
of shocks also largely the same, but researchers may not be able to discriminate, 
since, with less than twenty annual data points, the recent float may simply contain 
too few low-frequency components for researchers to detect mean-reverting real 
exchange rate behavior using conventional statistical tests. ' 

(Lothian and Taylor, 1995a, pp. 1-2) 

4.1 Introduction 

This study provides a number of insights into multivariate tests for mean 

reversion in real exchange rates. In particular, we both extend the development of 

and illustrate a potential pitfall in the interpretation of multivariate tests of long-run 

purchasing power parity which have been used by a number of researchers. In 

addition, we examine the finite-sample performance of an alternative multivariate 

test which avoids this pitfall and which is widely available to researchers. Further, 

we apply the suggested test procedures to provide some new evidence on long-run 

purchasing power parity among the G5 countries during the recent float. 

The purchasing power parity (PPP) hypothesis states that national price 

levels expressed in a common currency should be equal. Equivalently, PPP implies 

that movements in the nominal exchange rate should be proportional to the ratio of 

national price levels or that the real exchange rate should be constant. PPP has 

variously been viewed as a theory of exchange rate detennination, as a short-run 

or long-run equilibrium condition, and as an efficient arbitrage condition in either 

goods or asset markets (Officer, 1982; Dombusch, 1987; Taylor, 1995; Froot 

and Rogoff, 1995; Rogoff, 1996). 

The modem articulation of PPP starts in the immediate post World War 1, 

after the collapse of the world financial system and as an attempt to restore a stable 
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international financial enviro=ent. In fact, from the end of the nineteenth century 

until 1914, the international financial system was governed by the gold standard, 

a monetary arrangement among the major world countries according to which each 

participating country was committed to guarantee the free convertibility of the 

domestic currency into gold at a fixed price. Nevertheless, despite the commitment 

and the seriousness of the intentions of the member countries' monetary authorities, 

the collapse of the gold standard could not be prevented after the World War I and 

the fixed parities against gold could not be maintained especially because of the 

threat of a speculative attack led by investors expecting future devaluations of some 

members' currencies attempting to gain seignorage revenues. Also, another factor 

leading to the abandonment of the gold standard is identified by some researchers 

in the fact that no country had a strong leadership position in the international 

financial system during the interwar period: the US had not taken the leading role 

yet, while the UK was losing its leadership (eg. Kindleberger, 1973). At that time, 

re-establishing the exchange rates prevailing before the war was not a feasible 

solution, given the very different inflation and governinent finances positions 

experienced by the countries participating to the gold standard after the war. 

Hence, when 'the intensity of the crisis was so great that the conviction arose that 

a competitive international monetary system would always lead to extreme disorder' 

(De Gmuwe, 1990), Cassel (1921,1922) suggested the use of PPP as benchmark 

to reset exchange rates to new relative gold parities'. The very influential and 

debated proposal of Cassel, who may be considered to have written almost 

I Officer (1982) and Dombusch (1987) provide fascinating excursus on the 
origins of PPP, which was first postulated by some Spanish economists at the 
University of Salamanca in the sixteenth century. 
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everything one would wish to know about PPP, was simply to compute cumulative 

inflation rates on the basis of consumer price indices since the beginning of the war 

and then calculate the changes in the exchange rates of each country consistent with 

PPP on the basis of the cross-country inflation differentials'. 

The profession has radically switched position several times with regard to 

the validity of PPP. During the pre-Bretton Woods period, the professional 

consensus was quite supportive of PPP as a proposition holding over long periods 

of time (Friedman and Schwartz, 1963; Gaillot, 1970). Quoting Friedman and 

Schwartz (1963, pp. 678-679): 'One striking example of basic economic relations 

is the stability of relative prices in the United States and Great Britain adjusted for 

changes in the exchange rate between the dollar and the pound.... In the 79 years 

from 1871 to 1949, vast changes occurred in the economic structure and 

development of the United States, the place of Britain in the world economy, the 

internal monetary structures of both the Unites States and Great Britain, and the 

international monetary arrangements linking them. Yet despite these changes, 

despite two world wars and despite the statistical errors in the price-index numbers, 

the adjusted ratio on the base that makes 1929 = 100 was between 84 and 111 in all 

but one of the 79 years. ' 

A much stronger position was, however, taken in the early 1970s by some 

proponents of the monetary approach to exchange rate determination, who posited 

continuous, rather than long-run, purchasing power parity (eg. McCloskey and 

' While Cassel (1921,1922) was influential in explicitly introducing the 
concept of PPP into modem discussions of exchange rate equilibrium, however, 
versions of the PPP hypothesis are implicit in the work of classical economists at 
least as far back as Hume (1752) and Ricardo (1821). 
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Zecher, 1976; Frenkel, 1976; Frenkel and Johnson, 1978). 

A radical change in the position of the profession on the behaviour of real 

exchange rates occurred in the mid to late 1970s. In fact, following the very high 

variability of real exchange rates after the collapse of the Bretton Woods system, 

the extreme position of continuous PPP was largely abandoned (eg. Krugman, 1978; 

Frenkel, 1981). In addition, the relevant literature of the 1980s could not reject the 

hypothesis of random walk behaviour in real exchange rates (eg. Roll, 1979; Adler 

and Lehmann, 1983; Piggott and Sweeney, 1985), consistently with the failure to 

find cointegration between nominal exchange rates and relative prices (eg. Taylor, 

1988; Corbae and Ouliaris, 1988; Enders, 1988; Mark, 1990), further reducing 

professional confidence in purchasing power parity and leading to the widespread 

belief that PPP was of little or no use empirically (eg. Dornbusch, 1988). 

At the same time, however, some authors have reported results supporting 

long-run purchasing power parity for certain historical periods such as the interwar 

period (Taylor and McMahon, 1988), the International Gold Standard (Diebold, 

Husted and Rush, 1991) or the 1950s Canadian float (Choudhry, McNown and 

Wallace, 1991) or under special circumstances such as high inflation episodes 

(McNown and Wallace, 1989) or among the exchange rates of member countries 

of the European Monetary System (Cheung and Lai, 1995), thereby creating a 

puzzle as to why PPP failed to hold for the major exchange rates during the recent 

float. 

A number of authors have argued that the data period for the recent float 

alone may simply be too short to provide any reasonable degree of test power in the 

normal statistical tests for non-stationarity of the real exchange rate (Frankel, 1989; 
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Lothian and Taylor, 1995; Hakkio and Rush, 1991). Accordingly, researchers 

have sought to remedy this by increasing the sample period under investigation (eg. 

Frankel, 1986,1989; Edison, 1987; Abuaf and Jorion, 1990; Kim, 1990; 

Lothian, 1990; Hakkio and Joines, 1990; Diebold, Husted and Rush, 19911; 

Lothian and Taylor, 1996). As noted by Frankel and Rose (1996) and others, 

however, the long samples required to generate a reasonable level of statistical 

power with standard nonstationarity tests may be unavailable for many currencies 

and may potentially be inappropriate because of regime changes. While some 

authors, notably Lothian and Taylor (1996), have argued that reliable inferences can 

be drawn - at least concerning the stability of the first moments of real exchange 

rate series - by extending the data across exchange rate regimes, others remain 

sceptical of this view. A number of authors, including Baxter and Stoclanan 

(1989), Mussa (1986), Frankel (1989) and Hegwood and Papell (1996), argue that 

the statistical properties of the real exchange rate appear to vary strongly across 

nominal exchange rate regimeO. To settle the issue of whether the real exchange 

rate has behaved in a mean-reverting fashion over the post-Bretton Woods period, 

therefore, would seem to require inference based on data for the recent float alone. 

A second approach has therefore been taken by some researchers, involving 

the use of panel data on exchange rates over relatively shorter periods of time. 

Flood and Taylor (1996), for example, analyse a panel of annual data on 21 

I Diebold, Husted and Rush (1990) apply fractional integration techniques - 
see also Cheung and Lai (1993a). 

I Relatedly, Grilli and Kaminksy (1991) argue that real exchange rate 
behaviour varies more with the historical period per se than across exchange rate 
regimes. 
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industrialised countries over the floating rate period and find strong support for 

mean reversion towards long-run purchasing power parity by regressing five-, ten- 

and twenty-year average exchange rate movements on average inflation differentials 

against the US. Frankel and Rose (1996) analyse a very large panel of annual data 

on 150 countries in the post World War II period and also find evidence of mean 

reversion similar to that evident in studies of long time series. In an influential 

study, Abuaf and Jorion (1990), develop a multivariate unit root test based on 

systems estimation of autoregressive processes for a set of real exchange rate series, 

and use this to reject the joint null hypothesis of non-stationarity of a number of 

real exchange rates for the recent floating rate period. Panel data methods have 

also been applied to this issue by, inter alios, Wei and Parsley (1995), Wu (1996), 

Oh (1996), O'Connell (1996) and PapeIl (1996). 

In the present study, we seek to contribute to this literature in a number of 

ways. Firstly, we provide some further evidence on panel unit root tests of this 

kind, by calculating the finite-sample empirical distribution of a multivariate 

augmented Dickey-Fuller (MADF) statistic while allowing for higher-order serial 

correlation in real exchange rates and relaxing the assumption that the sum of the 

autoregressive coefficients are identical across the panel under the alternative 

hypothesis. 

Secondly, however, we point out and illustrate through Monte Carlo 

simulations an important potential pitfall in the interpretation of multivariate unit 

root tests of this kind. The pitfall is simply this: the null hypothesis in panel unit 

root tests is usually that all of the series under consideration are realizations of unit 

root processes. Thus, the null hypothesis will be violated even if only one of the 
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real exchange rate series in the panel is in fact stationary. Hence, although such 

multivariate tests may be informative under certain conditions, they may also be 

relatively uninformative - re ection of the null hypothesis will in general not help i 

the researcher in determining how many of the series under consideration are 

stationary. We show, inter alia, that multivariate unit root tests of this kind may 

lead to a very high probability of rejection of the joint null hypothesis of non- 

stationarity when there is a single stationary process among a system of otherwise 

unit root processes, even when the root of the single stationary process is close to 

the unit circle. 

Thirdly, therefore, we investigate by Monte Carlo methods the finite-sample 

empirical performance of a multivariate test in which the null hypothesis is that at 

least one of the series in the panel is a realization of a unit root process. This null 

hypothesis is only violated if all of the series are in fact realizations of stationary 

processes5. Moreover, the test procedure we suggest is now widely available to 

researchers since it simply involves a special application of Johansen's (1988) 

maximum likelihood procedure for testing for the number of cointegrating vectors 

in a system. A further attractive property of this test which we demonstrate is that, 

in the special case we examine - ie. under the null hypothesis that at least one of 

the series is a realintion of a unit root process - it has a known limiting )ý(l) 

distribution. We compute finite-sample critical values for this test but we also show 

' Given, that is, the maintained hypothesis - common to all test procedures 
of this kind - that the series are realizations of either I(I) or 1(0) processes (where 
an I(d) process can be thought of as one which must be differenced d times before 
it becomes stationary). Evidence of explosive behaviour in real exchange rates - 
for example positive Dickey-Fuller statistics - can easily be checked for prior to 
applying multivariate test procedures. 
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that the finite-sample empirical distribution is quite close to the asymptotic 

distribution in sample sizes exceeding about one hundred, corresponding 

approximately to the number of quarterly observations currently available for the 

recent float6. 

The remainder of the chapter is set out as follows. In Section 4.2 we briefly 

outline the PPP hypothesis and the long-run properties of real exchange rates which 

it implies. In Section 4.3 we outline two multivariate unit root tests based on a 

generalisation of the augmented Dickey-Fuller test statistic and of the Johansen 

maximum likelihood cointegration procedure respectively. In Section 4.4 we 

discuss some preliminary data analysis and univariate unit root tests on four dollar 

real exchange rates over the floating rate period. In Section 4.5 we report Monte 

Carlo evidence on the two multivariate tests described in Section 4.3. In Section 

4.6 we employ these tests on quarterly real exchange rate data for the G5 countries. 

In Section 4.7 we report ftu-ther empirical and Monte Carlo work based on real 

exchange rates among the same countries constructed using price indices containing 

a smaller proportion of non-tradables. A final section summarises and concludes. 

I One can distinguish between panel data studies in which the number of 
time series is relatively large (eg. Frankel and Rose, 1996) and those where the 
number of series is relatively small (eg. Abuaf and Jorion, 1990; Jorion and 
Sweeney, 1996). Formally, if N is the number of time series in the panel and T 
is the sample size, different econometric results follow according to whether T is 
assumed fixed and N is assumed to be relatively large, or whether N is assumed 
fixed and T is assumed to be relatively large, or whether both N and T are assumed 
to be large (which would normally require an additional assumption such as that 
NIT is small) - see Im, Pesaran and Shin (1997). The conceptual issues raised in 
this study relate to tests of long-run PPP based on both small and large panels, ie. 
tests involving any of the standard assumptions regarding N and T. The particular 
tests we investigate, however, are applicable primarily to relatively small systems 
of real exchange rates, such as is the case commonly encountered in testing for 
long-run PPP for a group of industrialised countries' exchange rates over the recent 
floating rate period. 
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4.2 Purchasing power parity 

The PPP hypothesis states that the nominal exchange rate is proportional to 

a ratio of foreign and domestic price Ievels: 

PC - PC 

where s, denotes the logarithm of the nominal exchange rate (domestic price of 

foreign currency) observed at time t and p, and pt* are the logarithms of the 

domestic and foreign price levels respectively. 

PPP may be examined through the real exchange rate since the logarithm of 

the real exchange rate, %, can be defined as the deviation from PPP: 

St + PC - PC (4.2) 

While allowing q, to be non-zero in the short-run, a necessary condition for PPP to 

hold in the long run is that the real exchange rate q, be stationary over time, not 

driven by permanent shocks. If this is not the case, then the nominal exchange rate 

and the price differential will permanently tend to deviate from one another. This 

is the rationale for applying non-stationarity tests to real exchange rate data as a 

means of testing for long-run purchasing power parity. 

It should be noted that there are good economic reasons why real exchange 

rate movements should contain permanent components, particularly where the price 

indices used in the construction of the real rate contain both tradables and non- 
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tradables. 

The well known Harrod-Balassa-Samuelson effect (Harrod, 1933; Balassa, 

1964; Samuelson, 1964), for example, implies that relatively fast growing countries 

may have a tendency to have higher real exchange rates based on relative consumer 

price indices (see eg. Froot and Rogoff, 1995; Rogoff, 1996; Obstfeld and Rogoff, 

1996; Taylor and Sarno, 1997). The underlying argument of the Harrod-Balassa- 

Samuelson effect is that consumer price indices in fast-growing (rich) countries rise 

more rapidly than consumer price indices in slow-growing (poor) countries, once 

prices are expressed into the same currency using the prevailing exchange rate. The 

crucial underlying assumption is that technological progress is faster in the traded 

goods sector thm in the nontraded goods sector, Perhaps because the nontraded 

goods sector is relativeIy more service intensive'. Then, since rich countries are 

more productive especialty in the traded goods sector relatively to poor countries, 

the price levels tend to be higher in wealthy countries. The mechanism is that if 

a positive productivity shock occurs in the traded sector, wages tend to rise in the 

whole economy. The rise in the wages in the traded goods sector can only be met 

by firms in the nontraded goods sector by increasing prices. Consequently, the 

overall level of prices rises. As noted by Rogoff (1996), however, while there is 

reasonably strong evidence supporting the Harrod-Balassa-Samuelson effect for 

exchange rates between very rich and very poor countries, its empirical relevance 

for the long-horizon time-series behaviour of real exchange rates among 

industrialised countries remains a matter of debate, possibly because of the effects 

7 This argument was first advanced and empirically tested by Baumol and 
Bowen (1966). 
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of technology diffusion'. 

Besides the issue of traded-goods productivity bias, however, other 

arguments may be adduced at a theoretical level to suggest why real exchange rates 

may have persistent components. For example, differences in aggregate growth 

rates across countries may induce permanent changes in real exchange rates through 

preferences if consumers' Engle curves bend towards non-traded goods. Obstfeld 

and Rogoff (1995b) show that in the presence of sticky goods prices, monetary 

shocks may have a long-run effect on the real exchange rate because of the residual 

effects of temporary current account imbalances occasioned by short-run movements 

in the real exchange rate. 

As noted by Lothian and Taylor (1996), it is probably true to say that few 

economists would rule out the possibility of real long-run effects on real exchange 

rates altogether, so that in testing for long-run PPP we are, therefore, implicitly 

testing whether permanent real effects account for only a relatively small part of 

long-run real exchange rate movements. To that extent, long-run PPP becomes an 

empirical matter9. 

I Equilibrium models of the exchange rate (Stockman, 1980; Lucas, 1982), 
in which the real exchange rate is driven primarily by persistent real shocks such 
as shifts in tastes and technology, have also been used to rationalise persistence in 
real exchange rate movements. On the other hand, one might expect that relative 
real shocks affecting the real exchange rate between industrialised countries may 
have a higher mean-reverting component because of technology diffusion and other 
catch-up effects. Moreover, empirical tests of the implications of such models - for 
example that the real exchange rate should be invariant to nominal exchange rate 
regimes - has not by large been favourable. See Taylor (1995) for further 
discussion of these issues. 

' The possibility that a very small unit root component may be dominated 
by a short-run stationary component of the real exchange rate is explicitly 
considered by Engel (1996). This possibility raises the issue of distinguishing 
between features of the processes under investigation which are economically 
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4.3 Multivariate unit root tests 

In this section we outline two multivariate unit root tests. The first may be 

considered as an extension of previous work due to Abuaf and Jorion (1990). The 

second test we propose is an application of Johansen's maximum likelihood 

procedure for testing for the number of cointegrating vectors (Johansen, 1988, 

1991) in the unusual case where the number of cointegrating vectors tested for is 

exactly equal to the number of time series in the system. 

4.3.1 A multivariate augmented Dickey-Fuller test 

Following the work of Fuller (1976) and Dickey and Fuller (1979,1981), 

it is possible to test for a unit root in the stochastic process generating a time series 

q, by estimating the auxiliary regression: 

k 
qt =p+E pjqt_j + u. (4.3) 

j. 1 

where the number of lags k is chosen such that the residual u, is approximately 

white noise. For stationarity we require Ej'- Ipj < 1, while if q, is a realization of a 

unit root process, one should expect to find EjI-, pj=l. The augmented Dickey- 

Fuller test statistic is the standard "t-ratio" test statistic for HO: Ej'-Ipj=l and the 

rejection region consists of large negative values. As is well known, this statistic 

important and those which are statistically important. The implicit assumption in 
this chapter, as in virtually all of the related literature, is that a non-stationary 
component which is statistically unimportant (in the sense that the unit root 
hypothesis is rejected) is also economically unimportant. Investigating the validity 
of this assumption provides an avenue for future research. 
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does not, however, follow the standard Student's t-distribution under the null 

hypothesis because of the theoretically infinite variance of q, and finite-sample w jr 

critical values have been computed using Monte Carlo methods by Fuller (1976) 

and MacKinnon (1991). This statistic is normally termed the Dickey-Fuller (DF) 

statistic for k=O and the augmented Dickey-Fuller statistic (ADF) for k>0. 

The first multivariate test for unit roots we propose is a multivariate 

analogue of the standard, single-equation augmented Dickey-Fuller test - the 

multivariate ADF or MADF test. Consider an (Nxl) dimensional stochastic vector 

process generated in discrete time according to: 

k 

qir = [ti +E pilqit-j + u,, (4.4) 
j. 1 

for i=1,..., N and t=1,..., T, where N denotes the number of series in the panel and 

T is the number of observations. The disturbances u, =(u,, .. -UN)' are assumed 

to be independently normally distributed with a possibly non-scalar covariance 

matrix: 

IN(O, A) (4.5) 

The standard, single-equation ADF unit root test would involve estimating 

each of the N equations separately and carrying out N individual tests of the null 

hypothesis: 
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k 

Hoi: E pij -I=0 (4.6) 
j. 1 

For situations where the root of each of the individual autoregressive process is 

close to but less than unity, it is well known that univariate ADF tests may lack 

power. 

The approach taken in this study is to estimate (4.4) as a system of N 

equations, taking account of contemporaneous correlations among the disturbancesio, 

and to test (4.6) jointly on all N equations: 

HO: E Pij -1=0, Vi =ls .. .�N 
(4.7) 

taking the resulting Wald statistic as the MADF statistic. 

The obvious way to estimate (4.4) jointly is to employ Zellner's (1962) 

"seemingly unrelated" (SUR) estimator, which is basically multivariate generalised 

least squares (GLS) using an estimate of the contemporaneous covariance matrix of 

the disturbances obtained from individual ordinary least squares estimation. We 

can write (4.4) in matrix notation as: 

11 O'Connell (1996) demonstrates the importance of accounting for cross- 
sectional dependence among real exchange rates when testing for long-run PPP. 
He shows that failure to allow for contemporaneous correlation of the residuals may 
generate very large size distortion in panel unit root tests. 
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Q= ZP +u (4.8) 

where the NTxl vector Q= (ql' q' ... qý)', qj is a Txl vector of observations on 2 

the i-th real exchange rate, with t-th element qit; Z is an NTxN(k + 1) block diagonal 

matrix with the i-th block a Tx(k + 1) matrix with ones in the first column and T 

observations on k lags of q-t in the remainder of the matrix; 0 is an N(k + 1)x 1 

vector of stacked parameters for each equation; u is an NTxl vector containing the 

stacked disturbances, so that 

N(o, AOI7, ) (4.9) 

where Ik denotes - here and throughout this chapter - the kxk identity matrix 

(k=T, N). The restrictions in the null hypothesis (4.7) may then be written as: 

To -I= (4.10) 

where 4, is an NxN(k + 1) block-diagonal matrix with the i-th block aI x(k + 1) row 

vector with zero as the first element and unity elsewhere, t is an Nx1 vector of ones 

and 0 is an Nxl vector of zeroes. The MADF test statistic for the unit root 

hypothesis (4.7) is the standard Wald test statistic which may be written: 
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ITADF= 
(X-zp) I) (X-zo) 

where ý and A are consistent estimates of fl and A ". In general, the Wald statistic 

for testing N restrictions has a limiting XI distribution with N degrees of freedom 

under the null hypothesis being tested. In the present case, however, its distribution 

is unknown because of the theoretically infinite variance of q, under the null 

hypothesis (4.7). Its finite-sample empirical distribution can, however, be 
.1K 

calculated by Monte Carlo simulation. 

Abuaf and Jorion (1990) suggest a similar multivariate test, based on 

estimation of a first-order autoregressive equation for each individual real exchange 

rate, with the first-order autocorrelation coefficient constrained to be equal across 

exchange rates. Their proposed test statistic is then the ratio of the estimated 

common parameter minus one to its estimated standard error. The multivariate 

ADF statistic we propose can thus be viewed as a generalisation of the Abuaf-Jorion 

approach, to allow for higher order serial correlation in real exchange rates and to 

allow the sum of the autoregressive coefficients to vary across exchange rates under 

"A was estimated as the covariance matrix of the residuals obtained from 
OLS applied individually to each equation. Given a non-diagonal contemporaneous 
residual covariance matrix, the SUR estimator will be a more efficient estimator of 
0 than OLS and so the finite-sample performance of the MADF should be better 
using SUR rather than individual OLS estimates. Note that the gain in efficiency 
and hence in test power should not be contingent upon assuming that the speed of 
adjustment is the same for all real exchange rates (Nelson, 1976). 
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the altemative hypothesis 12 
. 

4.3.2 Yhe Johansen likelihood ratio test 

Johansen (1988,1991) suggests a maximum likelihood procedure for testing 

for the number of cointegrating vectors in a muItivariate context. Engle and 

Granger (1987) demonstrate that, among a system of N I(l) series, there can be at 

most N-1 cointegrating vectors. Hence, the only way there can be N distinct 

cointegrating vectors among N series is if each of the series is 1(0) and so is itself 

a cointegrating relationship 13. Thus, a test of the null hypothesis that there are less 

than N cointegrating vectors (which includes the possibility of zero cointegrating 

vectors) against the alternative that there are N is a test that each of the series is 

stationary. 

The Johansen likeIihood ratio QLR) test for cointegration is based on the 

rank of a long-run multiplier matrix in a vector autoregressive system. Consider 

the data generation process of an Nxl vector process Q, - which may be assumed 

" Recent papers by Papell (1996) and O'Connell (1996) also allow for 
higher order serial correlation in tests of this kind, and the Monte Carlo work of 
Papell (1996) shows that the presence of serial correlation may affect the size of 
panel unit root tests. These authors do, however, retain the restriction that the 
autoregressive coefficients are identical across the panel. O'Connell (1996) shows 
that the generalised least squares estimator of the autoregressive parameters is 
invariant to the choice of the numeraire so long as they are constrained to be equal 
across the panel. Engel, Hendrickson and Rogers (1996) point out that allowing the 
autoregressive coefficients to vary across the panels implies that the form of the 
ARMA process may alter when the numeraire currency is changed, which is a 
general property of the addition or subtraction of ARMA processes (Granger and 
Morris, 1976), although this implies no inconsistency in the context of the present 
study. 

" Again, as in Johansen (1988,1991) and Johansen and Juselius (1990), this 
implicitly assumes a maintained hypothesis that the series are either 1(0) or I(l). 
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to generate realizations of N real exchange rates at time t- in a vector 

autoregressive (VAR) form: 

Qr ý ni Qr 
-1 +I*'+ ]IkQt-k +9+ 6) t- t=1,2,..., T (4.12) 

where the terms in front of the His are (NxN) matrices of parameters, u is an Nxl 

vector of constants and co, is an Nxl vector of white noise errors. This VAR 

system can be reparameterised into the error correction form: 

A Qr ": ýPjA Qt-l + rk-lA Qt-k. 1 + rkQ, 
-k + It + 0) t 

(4.13) 

where: 

r. = -1 + Ill + ... ]lit a =1, ..., k (4.14) 

and Pk represents the long-run solution of the VAR. Indeed, rk is an NxN matrix 

whose rank defines the number of distinct cointegrating vectors. To see this, note 

that rkmay be written: 

rk '2 -ay/ 

where ci and y are each Nx[rank(rk)] matrices. -y can be interpreted as the matrix 
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of cointegrating parameters and ct as the matrix of error correction coefficients 

(Johansen, 1988). If, for example, each of the series is individually I(l) and no 

cointegrating; vectors exist, then since all of the other terms in (4.13) are 1(0), Ilk 

must be the null matrix so that rank(rk) = 0. To take the opposite extreme, if Ilk is 

of full rank then the space spanned by -y is N-dimensional Euclidean space and 

contains IN. Hence, N cointegrating; vectors can be formed, each consisting of just 

one of the series, which implies that each of the series must be 1(0) and the vector 

process X, is stationary (eg. Johansen and Juselius, 1990). 

The rank of a matrix is equal to the number of non-zero latent roots. In the 

present context, stationarity of all of the processes in the vector autoregressive 

system is tantamount to rkhaving full rank and so N non-zero latent roots. Thus, 

the null hypothesis of one or more non-stationary processes making up an Nx1 

vector process can be expressed: 

HO: rank (rk) <N (4.16) 

and tested against the alternative hypothesis that each of the series is stationary, or 

equivalently: 

Hi: rank (r. ) =IV (4.17) 

Since full rank of rk would imply that all of the latent roots are non-zero, 

a test of (4.16) can be based only on the smallest latent root, since rejection of the 
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hyn thesis that the smallest latent root is zero is sufficient to reject the hypothesis W Ir 

0 

that I'k has less than full rank. 

Following Johansen (1988,1991), an appropriate test statistic for the null 

hy othesis that the smallest latent root of rk is zero, equivalent to a likelihood ratio IP 

test of (4.16) against (4.17) can be constructed as follows. First, correct for the 

effects of %={t, AQ-19 AQ-29 -9 AQ, 
-k+l) on AQ and Qt-k (where t is the unit 

vector) by projecting each of them onto % and retrieving the residuals, denoted k, 

, j=TIFT and Rb respectively. Then form the matrices S, t_, RiRj, (ij=O, k), and 

extract the smallest root, )ýN say, of the characteristic equation I ýýSU-SkOSOO'I Sok I =01 

Johansen's likelihood ratio statistic is then": 

JLR = -T log (1 - IN) . 

JLR as defined in (4.18) is a likelihood ratio statistic for one restriction 

PIN': --0)- Johansen and Juselius (1990) show that JLR converges weakly to a 

function of Brownian motion: 

"' The Johansen procedure can be related to the estimated rk in the 
following way. The roots of I ýýSkk - SkoSOO'I Sok I=0 are, of course, the same as the 
roots of I ýý 

- SkOSoo'ISokSkk-I I=0. Nevertheless, by the Frisch-Waugh-Lovell 
(Frisch and Waugh, 1933; Lovell, 1963) theorem, SokSkk" is the multivariate least 
squares estimator of rk in (4.13). By the same token, SkoSOO" is the estimated 
matrix of coefficients of AQ, resulting from applying least squares to (4.13) with 
AQ, and Qt-k interchanged. 
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1'2 

JLR 

f (t-1/2) dB 

- 
(4.19) 0 

1 
f (t-1/2 )2 dt 
0 

where B is a standard Brownian motion. Although, in general, the likelihood ratio 

statistics derived by Johansen (1988,1991) and Johansen and Juselius (1990) have 

non-standard limiting distributions, the right hand side of (4.19) is in fact 

distributed as X2(l), so that, in this special case, the Johansen likelihood ratio 

statistic has a standard XI distribution with one degree of freedom in large samples 

(Johansen and Juselius, 1990)'s. 

4.3.3 The MADF and the JLR tests compared 

There is a subtle but very important difference between the null hypothesis 

tested by the MADF statistic - (4.11) - and that tested by the JLR statistic - (4.18). 

The null hypothesis (4.7) will be violated if one or more of the series in question 

is a realization of an I(o) process. The null hypothesis (4.16) will, however, only 

be violated if all of the N series are realizations of 1(0) processes. This implies that 

multivariate Dickey-Fuller tests should be interpreted with caution in the context of 

testing for non-stationarity of real exchange rates. Abuaf and Jorion (1990), for 

" This result arises for two reasons. First, we are testing for the 
significance of only one latent root. Second, because we placed no restrictions on 
the constant intercept terms in the VAR (4.13), we implicitly allowed for the 
possibility of linear trends (Johansen and Juselius, 1990, p. 171). This is therefore 
a special case of the result due to West (1988), that if a linear trend is present under 
the null hypothesis of non-stationarity, then the usual asymptotics hold for the 
likelihood ratio test. 
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example, apply a restricted form of the MADF test to a system of ten real exchange 

rates and reject the null hypothesis of joint non-stationarity at the five percent level: 

while this may imply ten stationary real exchange rates, it may equally imply only 

one or tWO16. This suggests that the JLR test statistic may provide a useful 

alternative or complement to the MADF or similar panel unit root tests. 

Below, we investigate the power of the MADF and JLR statistics under a 

variety of assumptions concerning the number of non-stationary series in the system 

under consideration. 

4.4 Preliminary data analysis and single-equation unit root tests 

Quarterly data on bilateral real dollar exchange rates among the G5 countries 

(ie. sterling-dollar, mark-dollar, franc-dollar and yen-dollar) for the period 1973 Q1- 

1996Q2 were constructed from series obtained from the International Monetary 

Fund's International Financial Statistics (IFS) data bank". Initially, we examined 

two real exchange rate series. These correspond to the nominal exchange rate 

(currency per dollar) deflated by, respectively, relative consumer price indices 

(CPI) and relative GDP deflators. In Section 4.7 below we analyse real exchange 

" PapeIl (1996) finds that rejection of join non-stationarity is more likely 
with larger panels of real exchange rates. VvUle this may be due to the increased 

., more cross-sectional variability, it may also be due to the power from exploiting 
increased likelihood of finding one or more stationary processes as the panel size 
is increased. 

17 In investigating the low-frequency characteristics of time series 
processes, Shiller and Perron (1985) note that the span of the data set - in terms of 
Years - is far more important than the number of observations per se. An intuitive 
discussion of this point is given in Davidson and MacKinnon (1993, Chapter 20). 
Our choice of quarterly data should therefore make the present analysis of wider 
interest to other researchers (since quarterly data are available for a wider range of 
countries than are monthly data) without a major loss of power of the tests. 
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rates for these countries constructed using producer price indices. All of the price 

indices are based on 1990. Each of the real exchange rate series was put into 

natural logarithms before the econometric analysis. 

The first task was to estimate univariate autoregressive equations for each 

of the series and to construct single-equation unit root tests. In every case, a first- 

order autoregressive process appeared unsatisfactory in that significant serial 

correlation remained in the residuals. A prioti, one might expect a fourth-order 

autoregression to be more suitable for quarterly data, and, in fact, this turned out 

to be the case in terms of eliminating serial correlation of the residuals. A fourth- 

order autoregressive model was also preferred on the basis of the Akaike 

Information Criterion (AIC) (Akaike, 1973), the Schwartz Information Criterion 

(SIC) (Schwartz, 1978) or the method proposed by Campbell and Perron (1991, 

P. 155)18 19. 

" In their Monte Carlo simulations, Cheung and Lai (1993b) show that for 
autoregressive processes with no moving average dependencies the Akaike 
Information Criterion and the Schwartz Information Criterion indicate the right lag 
order of a vector autoregression used for testing for cointegration in 99.86 percent 
and 99.96 percent of cases respectively. 

" The AIC and SIC criteria for a univariate model are calculated as: 

AIC = Tlog (RSS) +2g 
SIC = Tlog (RSS) +9 log (T) 

where RSS denotes the residual sum of squares, g is the number of parameters 
estimated and T is the number of observations. The Campbell-Perron method 
involves starting with a high-order autoregression and sequentially excluding the 
highest-order lag until the coefficient on the highest-order lag is statistically 
significant. 

In selecting the appropriate lag length for a vector autoregression of four 
autoregressive real exchange rates, we also employed the multivariate version of the 
AIC and the SIC: 
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Table 4.1 (Panel A) lists the estimated coefficients of the fourth-order 

autoregressions as well as test statistics for serial correlation in the residuals and 

ADF test statistics for each of the real exchange rates. In all cases, we were unable 

to reject, at the five percent level, the null hypothesis of non-stationarity on the 

basis of the single-equation ADF test statistics. Taken alone, this evidence would 

suggest - in keeping with the literature on univariate tests for mean reversion in the 

major real exchange rates over the period since 1973 - that real exchange rates for 

the G5 countries in the post Bretton Woods period are all realizations of stochastic 

processes integrated of order one. In economic terms, this would mean that real 

exchange rates show no tendency to settle down in the long run and that long-run 

purchasing power parity is violated over the recent floating-rate period. 

In Table 4.1 (Panel B) we report the standard deviations of the residuals 

from estimating singIe-equation AR(4) models for the real exchange rates, together 

with the contemporaneous cross-exchange rate residual correlation matrix. The 

likelihood ratio statistics for the null hypothesis that the residual covariance matrices 

AIC = T1091E I+2G 

SIC = Tlog JE I+ Glog (T) 

where E is the determinant of the variance-covariance matrix and G is the total 
number of parameters estimated in all equations. In the context of a vector 
autoregression, the Campbell-Perron method consists of testing the joint exclusion 
restriction of the last lag included in each autoregression using a likelihood ratio 
test. 

In addition, we also computed the AIC and the SIC for a system of four 
seemingly unrelated autoregressive processes. Also, in this case, the Campbell and 
Perron method is employed by estimating seemingly unrelated p-th order 
autoregressive processes for the four currencies' exchange rates and testing for the 
joint statistical significance of the p-th lagged dependent variable included in the 
regressions. 

Overall, the results clearly indicate an optimal lag length of four. 
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are diagonal [LR(diag)] massively reject the null hypothesis, suggesting that systems 

estimation should yield substantial efficiency gains and that panel unit root tests 

applied to this data without allowing for this cross-sectional dependence would very 

likely be subject to substantial size distortion (O'Comell, 1996). 

4.5 Monte Carlo simulations 

The Monte Carlo experiments were based on a data generation process 

consisting of one to four autoregressive models, each of order four. From the 

descriptive statistics reported in Table 4.1 (Panel B) we derive the average 

contemporaneous covariance matrix for the AR(4) residuals, averaged across the 

CPI and GDP deflator adjusted real exchange rate residual covariance matrices 

(Table 4.1, Panel Q. We employ this average covariance matrix in executing the 

Monte Carlo simulations. For each autoregressive model we took the average 

parameters for the estimates of the AR(4) process using the two real exchange rate 

series for each of the countries, as reported in Table 4.1, adjusting the first two 

slope parameters equally in order to adjust their sum". Specifically, the systems 

" It might be argued that a separate data generating process should be 
formulated for each data set (ie. CPI and GDP deflator adjusted real exchange 
rates), rather than averaging across the covariance matrix or across the estimated 
autoregressive parameters. While the approach adopted in this study has the 
advantage of making the results of the Monte Carlo simulations more readily 
comprehensible by reducing the quantity of results to assimilate, it is clearly 
important to check for the generality of the results. In order to check the 
robustness of our Monte Carlo results to slight changes in the assumed data 
generating process, we therefore performed a number of safeguards. First, we 
carried out Monte Carlo simulations with data generating processes corresponding 
more specifically to each of the two data sets, for experiments corresponding to at 
least one cell in every column reported in Tables 4.3 - 4.8. In every case, the 
results were qualitatively unaffected, affecting at most the second decimal place of 
the rejection frequencies. In addition, we report in Table 4.2 how the empirical 
critical values for the MADF are affected by quite wide adjustments to the assumed 
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were based on the following data generating process: 

q1t = -0.016 + (1.107+81)qlt-l + (-0.188+6 1) q" (4.20) 
+ 0.072qlt-3 - 0'090qlt-4 + Ult 

q. 
ý : -- -0.005 + (1.24l+Ö (-0 - 359 +82) CI2t-2 2t 2) 92C-1 

(4.21) 
0.274C12t-3 - 0.224q2t-4 +U2C 

q3t = -0.010 + (1.318+83)q3t-l + (-0.480+63)q3t-2 
(4.22) 

+ 0.2lOq3t-3 - O. l2Oq3t-4 +U3t: 

9,4t = -0 - 017 + (1 -317 +8 4) CI4C-1 +( -0 . 
462+84) q4t-2 (4.23) 

+ 0.246q4t_3 - 0.144q4t-4 +U4t 

Where (Ult UZE U3, u, )'-N(O, A) with A as given in Table 4.1 (Panel Q, and the 6i 

denote the relevant adjustments to the parameters. In order to generate the critical 

values for the test statistics, for example, we needed to generate the replications 

with the coefficients summing to unity in each case. Thus, we set 6, =(1-0.901)/2, 

62=(1-0.932)/2,63=(1-0.928)/2 and 64=(1-0.957)/2. To take another example, in 

order to examine the behaviour of the statistics under the alternative hypothesis 

where all of the autoregressive processes had coefficients summing to 0.95, we set 

61 = (0.95-0.901)/2,62=(0.95-0.932)/2, ý, =(0.95-0.928)/2and54=(0.95-0.957)/2. 

All of the Monte Carlo experiments discussed below were constructed using 

5,000 replications in each experiment, with identical random numbers across 

covariance matrix. In Section 4.7, we also report the results of a case study of real 
exchange rates constructed using producer price indices, the Monte Carlo 
simulations for which are based on a data generating process calibrated on those 
particular series. 
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experiments (Hendry, 1984). The simulations were executed for a number of 

different sample sizes (T=25,50,75,100,200,300,500). At each replication we 

started with the first four initial values of each of the artificial series set to zero. 

We then generated a sample size of 105+T (T=25,50,75,100,200,300,500) 

and discarded the first 105 observations, leaving a sample of size T for the 

analysiS21 . For the simulated 1(0) process - ie. those with autoregressive coefficients 

summing to less than unity - this should reduce the dependence of the results on the 

initialization. By definition, however, the simulated I(l) processes are long- 

memory in nature and so are unavoidably contingent upon the initialization. An 

initialization of zero for the log real exchange rate does, however, seem reasonable. 

4.5.1 The M, 4DF test: Monte Carlo evidence 

Table 4.2 reports the five percent empirical critical values for the MADF 

test with N=4 and the various sample sizes considered. In order to see how 

sensitive the results were to the assumed covariance matrix of the innovations, we 

also generated the critical values assuming two alternative covariance matrices: a 

half correlations matrix, in which the covariances between residual series were 

halved while keeping variances unchanged; and a diagonal covariance matrix, in 

which cross-correlations are all set to zero. The critical values obtained from 

experiments using the alternative covariance matrices (Table 4.2), however, do not 

differ widely from the critical values generated from the simulations employing the 

21 A sample size of 25 was not used for analysis of the JLR statistic 
because of the very low degrees of freedom in a fourth-order VAR with four lags 
with only 25 observations. Sample sizes of 300 and 500 were only used for 
analysis of the NLADF test because of the high computational expense of Monte 
Carlo analysis with samples of this size with the Johansen procedure. 
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full historical matrix. 

Table 4.3 reports the percentage of rejections of the null hypothesis of joint 

non-stationarity when each of the series is a realization of a stationary process, for 

various true values of the sum of the autoregressive coefficients, under a 

multivariate system with four time series using the full historical covariance matrix. 

As Table 4.3 displays, the MADF test is quite powerful even when the sum of the 

autoregressive parameters is very close to unity. With a sample size of 100, for 

example, the null hypothesis of non-stationarity is rejected in around 30 percent of 

the replications when each of the series is generated by a process with a root of 

0.99. For roots of 0.975, the rejection rate rises to around 60 percent, to close to 

90 percent for roots of 0.95, nearly 99 percent for roots of 0.925 and close to 100 

percent for roots of 0.9 or less. 

For purposes of comparison, we also calculated the empirical power function 

for a univariate ADF test applied to the first equation in the system (assuming an 

AR(4) process), using five percent critical values calculated from the response 

surface results given in MacKinnon (1991). The results are reported in Table 4.4. 

This exercise demonstrated, however, that the MADF test is very much more 

powerful than the univariate ADF test. For a sample size of 100 and a single root 

of 0.990, for example, the ADF statistic has a rejection frequency of just a little 

over six percent, compared to nearly 30 percent for the MADF Statistic when there 

are four processes with the same root (Table 4.3). For roots of 0.95 the MADF 

statistic has a rejection frequency of nearly 90 percent, compared with just over 17 

percent for the univariate ADF. 

In Table 4.5 we report the power of the MADF test to reject the null 
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hypothesis of joint non-stationarity of the processes when, respectively, one, two 

or three of them have a root less than unity. The MADF test remains quite 

powerful under these circumstances. For example, when two of the processes are 

I(l) and two are stationary (Panel B), the rejection frequency is around 23 percent 

at the five percent significance level and a sample size of 100 when the roots of the 

stationary processes are each equal to 0.99, rising quickly to over 45 percent for 

roots of 0.975 and of over 80 percent for roots of 0.95.11 

Table 4.5 illustrates, however, the potential pitfall in the use - or rather the 

interpretation - of the MADF or similar panel unit root tests in testing for long-run 

PPP: rejection of the null hypothesis does not necessarily indicate that all of the 

processes in the system under consideration are stationary. For N=4, T=100, with 

three unit root processes in the system together and with just one stationary process 

with a root of 0.95, for example, the null hypothesis is rejected at the five percent 

level in 65 percent of the replications (Panel Q. For one stationary process with 

a root of 0.9 together with three unit root processes and a sample size of 100, the 

rejection frequency is in excess of 95 percent. For larger sample sizes, the 

rejection frequencies when there is only a single stationary process are even greater. 

Following Abuaf and Jorion (1990), we also investigated the possibility that 

the small-sample behaviour of the MADF test may be affected, in terms of both 

critical values and power, by the presence of autoregressive conditionally 

22 We also performed Monte Carlo experiments for the MADF with 
smaller systems - ie. with N=2 and N=3. For N=3 we omitted (4.23) from the 
data generating process, and for N=2 we omitted (4-22) and (4.23) (as well as the 
corresponding rows and columns of A in each case). The major noteworthy 
characteristic of these experiments was a noticeable drop in power as the number 
of series in the system is reduced. 
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heteroskedastic (ARCH) effects and generalised ARCH (GARCH) in the 

disturbances. As part of our preliminary data analysis, we tested for ARCH effects 

in the residuals of the AR(4) real exchange rate processes. In Table 4.1 (Panel D) 

we report the estimated ARCH(l) parameters using CPI- and GDP deflator-adjusted 

real exchange rate data, in addition to the average of the estimated ARCH 

parameters from the two real exchange rates series. In general the estimated ARCH 

parameters are found to be very small and not statistically significantly different 

from zero at conventional nominal levels of significance. Thus, we investigate, 

using Monte Carlo simulations, the effect on the MADF test statistic of an 

ARCH(l) process of the form: 

ult. 11t - N(O, hit. 1) , hjc., j= ilo + IlluI2. (4.24) 

as well as a GARCH(1,1) process of the forin: 

Uit+llt ~ N(O, hit. 1), hit+, = qo + 111U2C + ýhi t 
(4.25) i 

In executing the Monte Carlo simulations, we use the averaged ARCH 

parameters given in Table 4.1 (Panel D). Table 4.6 reports the five percent critical 

values and the estimated power function obtained from executing 5,000 Monte 

Carlo simulations. Using an ARCH(l) and a GARCH(l, 1) specification based on 

the estimated paramaters obtained from the preliminary data analysis (Table 4.1, 
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Panel D), we found that the power of the MADF tests was little affected. More 

precisely, in Table 4.6 (Panel A), we report the critical values for the MADF with 

N=4 for three different cases: (a) the error terms are generated by ARCH(l) 

processes set on the basis of the estimated parameters reported in Table 4.1 (Panel 

D); (b) the error terms are generated by ARCH(l) processes set using the sample 

estimates given in Table 4.1 (Panel D) for 770 and with 77, arbitrarily set to 0.6; (c) 

the error terms are generated by GARCH(1,1) processes using the sample estimates 

given in Table 4.1 (Panel D) for -qO and 77, and setting ý to 0.6. While the power 

of the MADF tests was - in general - little affected, as the parameters were 

arbitrarily increased, however, both the power and the actual test size increased 

slightly. Overall, the results reported in Table 4.6, indicating that the MADF test 

statistic does not appear too sensitive to the presence of conditional 

heteroskedasticity, are in line with the results reported by Abuaf and Jorion (1990). 

4.5.2 The JLR test: Monte Carlo evidence 

As we showed above, the JLR statistic does in fact have a limiting XI(l) 

distribution under the null hypothesis of less than full rank of the long-run matrix. 

Nevertheless, we generated its small-sample empirical distribution, since Cheung 

and Lai (1993b) show that there may be substantial finite-sample bias toward 

rejection of the null hypothesis in Johansen likelihood ratio statistics. 

In Table 4.7, therefore, we report the critical values, obtained from 

executing 5,000 simulations, for the JIR statistic under the null hypothesis that the 

rank of the long-run matrix is less than full. As noted above, less than full rank of 

this matrix corresponds to the case of one or more non-stationary processes in the 
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system. Accordingly, the critical values were calculated under all possible cases 

which satisfy the null hypothesis - ie. for all values of the number of non-stationary 

processes from four down to one - and the arithmetic average taken as the 

appropriate entry of Table 4.7. For the smaller samples, the estimated finite-sample 

critical values are quite large, compared to the corresponding critical values from 

the XI(l) distribution. For the larger sample sizes of 100 or more, however, the 

critical values are quite close to those of the X2( 1) distribution. For a sample size 

of T=100, for example, the 5 percent critical value for a system with N=4 is 

4.0686. This compares with the five percent critical value form the X2(l) 

distribution of 3.84 and the large-sample critical value for JLR estimated by 

Johansen and Juselius (1990, Table Al) of 3.962. This suggests that in sample 

sizes of one hundred or more - corresponding roughly to the number of quarterly 

observations available for the floating rate period - researchers could assume that 

JLR follows a X2(1) distribution under the null hypothesis with only slight size 

distortioO. 

23 Reinsel and Alm (1988) suggest a finite-sample scaling factor adjustment 
of T/(T-Nk) to the asymptotic critical values of Johansen test statistics in order to 
obtain their finite-sample counterparts. Although the Monte Carlo study of Cheung 
and Lai (1993b) suggests that the Reinsel-Ahn adjustment does not yield unbiased 
estimates of the finite sample critical values, we thought it worth examining this 
hypothesis in the present situation where the limiting distribution is a known X2(l) 
distribution. Accordingly, following Cheung and Lai (1993b), we fitted by ordinary 
least squares a response surface of the form 

C (Tj) 
ao +aT+ errors (X2 (1) 1 (T-lVk) 

where s-(Tj) is the finite-sample five percent level critical value for the j-th 
experiment and V(I)] is the corresponding critical value from the X2(1) 
distribution. This yielded: 
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In Table 4.8 we report the estimated power function of the JLR test when 

all of the processes are integrated of the same order, using the finite-sample five 

percent critical value. Note that these rejection frequencies are not directly 

comparable to those discussed above for the MADF test because the null hypotheses 

for the two tests are quite different. Nevertheless, the JLR test does appear to be 

moderately powerful. For N=4, T= 100 and at a significance level of five percent, 

for example, the rejection frequency is around 12 percent for roots of 0.99, rising 

to just over 16 percent for roots of 0.975, to just under 25 percent for roots of 

0.95, to about 38 percent for roots of 0.925 and to 54 percent for roots of 0.9.24 

C (Tj) -0.149 + 
1.096 T 

(X2 (1) (0.335) (0.282) (TýNk) 

R 2=0 
.95 DW=2.21 LM(l) =(0 

29 RST(l) - 
0.17 JB (2) =[0.84 0: 591 - [0.671 0.661 

BP(1) =0 
14 ARCH (1) =(0.11 2 (a, = 1=1) = 

1.23 
[0: 701 0.741 X 0, a (0.541 

where figures in parenthesis below estimated coefficients are estimated standard 
errors and in brackets below test statistics are p-values. W is the coefficient of 
determination, DW is the Durbin-Watson statistic, LM(l) is a Ugrange multiplier 
test statistic for first-order serial correlation, RST is Ramsey's (1969) test statistic 
for functional form misspecification, JB is the Jarque-Bera (1980) test for normality 
of the residuals, BP is the Breusch-Pagan (1979) test for heteroskedasticity, ARCH 
is a test for first order autoregressive conditional heteroskedasticity, and the final 
test statistic relates to a linear Wald test that the intercept is zero and the slope 
coefficient is unity. Higher-order powers of the regressor were found to be 
insignificant. These results suggest that, in this particular case, the Reinsel-Ahn 
adjustment may provide a reasonable approximation to the finite-sample critical 
values. 

" This compares to rejection frequencies calculated for a univariate ADF 
statistic of around six percent, ten percent, 17 percent, 28 percent and 42 percent 
respectively. 
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4.6 Empirical results for CPI-adjusted and GDP deflator-adjusted real 

exchange rates 

In Table 4.9 we report the results of applying the MADF and JLR tests to 

four real dollar exchange rates - dollar-sterling, dollar-mark, dollar-franc and 

dollar-yen - using quarterly data for the period 1973Ql through 1996Q2. We used 

lag lengths of four for each of the autoregressions (in the construction of the MADF 

test statistic) and in the vector autoregression (in the construction of the JLR test 

statistic). 

The MADF test (Panel A) rejects the null hypothesis of joint non-stationarity 

at the five percent significance level for both types of real exchange rates (ie. 

deflated either by relative CPIs or relative GDP deflators), thereby implying that 

at least one of the series in each of the systems is a realization of a stationary 

process. 

Applying the RA test (Panel B), we easily reject the null hypothesis that the 

long-run impact matrix has less than full rank when we consider the real exchange 

rates deflated by relative CPIs, implying that all the series in question are 

realizations of stationary processes. 

When we consider the real exchange rates constructed using relative GDP 

deflators, however, we are not able to reject the null hypothesis at the five percent 

level. In both cases, the JIR test results are qualitatively unaffected whether we 

use the finite-sample critical values given in Table 4.7, the relevant percentiles of 

the x2(l) distribution, or the asymptotic critical values calculated by Johansen and 

Juselius (1990, Table Al). 

Taken together, therefore, the MADF and JLR test results imply the 
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following. For the CPI-adjusted real exchange rates, we reject the hypothesis that 

each of the four series is generated by an IM process (Panel A). For the same real 

exchange rates, we can also reject the null hypothesis that at least one of them is 

generated by a non-stationary process (Panel B). Hence, the strong implication is 

that they are each reafizations of stationary processes over the floating exchange 

rate period. 

For the GDP deflator-adjusted real exchange rates, however, while we can 

reject at the five percent level the hypothesis that each of the four series is 

generated by an I(1) process (Panel A), we are unable to reject, at the same 

significance level, the null hypothesis that at least one of them is generated by a 

non-stationary process (Panel B). The RR test thus indicates the need for caution 

in interpreting the MADF test result applied to the GDP-adjusted real exchange 

rates: the most we can say is that at least one of them appears to be generated by 

a stationary process over the floating rate period. 

The difference in the test results applied to the two sets of real exchange 

rates is perhaps not surprising since real exchange rates constructed using relative 

CPIs may be viewed as more appropriate for testing PPP than those constructed 

using relative GDP deflators, as GDP deflators will typically be constructed using 

a much larger proportion of non-tradable goods prices (Froot and Rogoff, 1995; 

D- 
Rogoff, 1996; Taylor and Samo, 1997, Chapter 3). 

4.7 A case study: producer price indeces 

As a check on the robustness of the simulation results discussed above to the 

specific data generating processes assumed, we also investigated the mean-reverting 
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behaviour of real exchange rates among among the G5 constructed using producer 

price indices (PPIs). Since PPIs cover a higher proportion of tradables goods prices 

than either CPls or GDP deflators, one might expect long-run PPP to hold more 

strongly using these indices to construct the real exchange rate series'. Quarterly 

data on PPIs were obtained from the IFS data bank for the sample period 1980Q1- 

1996Q2 (66 data points), since the PPI series for France was only available from 

1980i onwards. 

As for the CPI-adjusted and the GDP deflator-adjusted real exchange rate 

series, a first-order autoregressive model appeared unsatisfactory for each of the 

real exchange rate series in that significant serial correlation remained in the 

residuals. Elftnination of the residual serial correlation led to the choice of a 

fourth-order model in every case, and this lag length was also optimal according to 

the other selection criteria *considered, namely the Akaike Information Criterion, the 

Schwartz Information Criterion and the Campbell-Perron method". 

Table 4.10 (Panel A) lists the estimated coefficients as well as ADF test 

statistics and residual diagnostics. In all cases, we were unable to reject, at the five 

percent level, the null hypothesis of non-stationarity on the basis of the single- 

equation ADF test statistics. 

The contemporaneous covariance matrix for the AR(4) residuals, given in 

Table 4.10 (Panel B), demonstrates strong cross-sectional effects in the data, which 

is confirmed formally on the basis of a likelihood ratio statistic for the diagonality 

11 Keynes (1932) and McKinnon (1971) argue that the Harrod-Balassa- 
Samuelson effect is likely to be more pronounced in real exchange rates constructed 
using PPIs rather than CPIs. 

21 See footnote 19. 
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of the covariance matrix. Using this estimated covariance matrix and the estimated 

parameters adjusted to fit the null hypothesis of four unit roots, as described in 

Section 4.7, we then constructed the MADF and JLR five percent critical values for 

a sample size of 66 and 5,000 replications27. 

The five percent empirical critical value for the MADF test is 18.7894, 

which is in the range between the critical values, given in Table 4.2, for samples 

of T= 50 (21.2993) and T= 75 (18.5062) as generated from the average covariance 

matrix of CPI-adjusted and GDP deflator-adjusted real exchange rate residuals. In 

fact, using the data generation process described in Section 4.5, we estimated the 

five percent critical value for a sample size of T=66 at 18.9834. 

The five percent critical value for the JLR statistic was estimated at 4.6856, 

which again is in the range between the critical values, given in Table 4.5, for 

samples of T=50 (5.5065) and T=75 (4.3133) as generated from the average 

covariance matrix given in Table 4.1 (Panel Q. Using the data generation process 

described in Section 4.5, we estimated the JLR five percent critical value for a 

sample size of T=66 at 4.6834. 

The MADF test statistic calculated on the actual PPI-adjusted real exchange 

rates for the period 198OQ1-1996Q2 is 19.7432 which, compared to the critical 

value of 18.7894, enables us to reject the null hypothesis of joint non-stationarity 

at the five percent level, implying that at least one of the PPI-adjusted real exchange 

rate series in the system is a realization of a stationary process. 

The JI. R test computed on the same system of PPI-adjusted real exchange 

"' Following our previous practice, we initialised the first four observations 
to zero, generated 105+66 observations and discarded the first 105. 
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rate series is, however, 4.0969 which, compared to the five percent critical value 

of 4.6632, does not enable us to reject the null hypothesis that the long-run impact 

matrix has less than full rank. In fact, the empirical marginal significance level of 

this value of the test StatiStiC28 is 6.64 percent, so that while we were unable to 

reject the null hypothesis at the five percent level, it could be rejected at the seven 

percent level. Given that we were able to reject the null hypothesis using the JLR 

test applied to the real exchange rate series constructed using consumer price 

indices, which would cover a higher proportion of non-tradables, than the producer 

price indices, this suggests that the marginal inability to reject the null hypothesis 

at the five percent level using the PPI-adjusted real exchange rates may be due to 

a loss of power because of the smaller sample size". 

4.8 Conclusions 

Given that univariate tests for stationarity may lack power with sample 

periods corresponding to the span of the recent floating rate period, a number of 

authors have employed multivariate unit root tests to systems of real exchange rates 

in order to provide a more powerful test of the hypothesis that real exchange rates 

are realizations of non-stationary processes. In this study we have provided a 

number of insights into multivariate tests of long-run purchasing power parity. 

11 ie. the percentage of experiments which generated a larger value of the 
test statistic under the null hypothesis. 

11 As note earlier, this problem would not be alleviated by increasing the 
frequency of the data, since it is the total span in terms of years that is available 
which is important for investigating long-run time-series behaviour (Shiller and 
Perron, 1985). 
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First, in an extension of the previous literature, we developed a multivariate 

augmented Dickey-Fuller (MADF) test for the null hypothesis of joint non- 

stationarity of the processes in question, to allow for higher-order serial correlation 

and for the roots of the autoregressive processes to differ across the panel under the 

alternative hypothesis. We generated the finite-sample empirical distributions of 

this statistic using Monte Carlo methods, and also investigated its power 

characteristics under various departures from the null hypothesis. Although the 

MADF test was shown to be quite powerful, we also demonstrated a potential pitfall 

in the use - or rather the interpretation - of multivariate ADF tests of this kind. 

Namely, that rejection of the null hypothesis of joint stationarity may be due to as 

few as one of the real exchange rate series in the system under investigation being 

generated by a stationary process. For a sample size of around 100, for example, 

the presence of a single stationary process in a system together with three unit root 

processes will lead to rejection, at the five percent level, of the joint null hypothesis 

of non-stationarity on about 65 percent of occasions when the root of the stationary 

process is as large as 0.95, and on more than 95 percent of occasions if the single 

stable root is 0.9 or less. 

We therefore suggested an alternative or complementary multivariate test of 

non-stationarity where the null hypothesis is not that all of the series are generated 

by non-stationary processes, but, rather, that at least one of the series is generated 

by a non-stationary process. This null hypothesis will only be violated if all of the 

series in question are realizations of stationary processes. Moreover, the suggested 

test procedure is widely available to researchers since it is just a special case of 

Johansen's (1988) maximum likelihood ratio QLR) for testing for the number of 
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cointegrating vectors in a system, applied to the unusual case where the number of 

cointegration vectors tested for is equaI to the number of series in the system under 

consideration. In addition, it turns out - again unusually - that this statistic has a 

limiting X'(1) distribution under the null hypothesis. 

Again using Monte Carlo simulation techniques, we generated the finite 

sample empirical distributions of this test statistic, and showed that the XI(l) 

distribution - or indeed the large sample distribution tabulated by Johansen and 

Juselius (1990) - provides a reasonable approximation in samples larger than 100. 

We also demonstrated that the JLR test statistic has reasonable power characteristics 

for various departures from the null hypothesis. 

We also applied both the MADF and JLR multivariate tests for non- 

stationarity to quarterly data on real dollar exchange rates constructed using 

consumer price indices and GDP deflators for the UK, Germany, France and Japan 

over the floating rate period 1973QI-1996Q2, and to quarterly data on real dollar 

exchange rates for the same countries constructed using producer price indices for 

the period 1980QI-1996Q2. 

For real exchange rates constructed using relative consumer price indices, 

both tests strongly reject their respective null hypotheses at the five percent level, 

indicating mean reversion in these real exchange rates over the floating rate period. 

For real exchange rates constructed using relative implicit GDP deflators, 

however, while the MADF statistic strongly rejects at the five percent level the 

hypothesis that all of the series are generated by non-stationary processes, the JLR 

test cannot reject at the five percent level the hypothesis that at least one of the 

series is generated by a non-stationary process. Taken together, therefore, the 
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MADF and JLR tests imply that some but probably not all of the GDP deflator- 

adjusted real exchange rate series are mean reverting. As noted by a number of 

authors, this is perhaps not surprising given the higher proportion of non-tradables 

prices covered by the implicit GDP deflator compared with the consumer price 

index. 

For real exchange rates constructed using relative producer price indices, we 

were able to reject at the five percent level the null hypothesis that all of the series 

are realizations of I(l) processes using the MADF statistic, while the JLR statistic 

for the null hypothesis that at least one of the series was a realization of an I(l) 

process had a marginal significance level of 6.64 percent. Given the finding of 

mean reversion in the CPI-adjusted real exchange rates, which would be more prone 

to Harrod-Balassa-Samuelson effects than the PPI-adjusted real exchange rates 

because of the higher proportion of non-tradables prices covered, one interpretation 

is that the failure to establish mean-reversion of all the PPI-adjusted real exchange 

rates may be due to the loss in power resulting from the smaller available span of 

data. 

In any case, the evidence that CPI-adjusted real exchange rates among the 

G5 are apparently mean reverting over the floating rate period is, by itself, an 

important finding of our research, corroborating other recently emerging evidence 

that long-run PPP may hold after all. Indeed, it seems that the profession's 

confidence in long-run PPP, having been low for a number of years, may itself be 

mean reverting". 

" The fact that our MADF statistics are significant at the five percent level 
for all real exchange rate systems considered contrasts with the recent results 
reported by O'Connell (1996) and Engel, Hendrickson and Rogers (1996), who are 
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Appendix 4.1 The Engle-Granger procedure 
According to the seminal work of Engle and Granger (1987), any two non- 

stationary series, which are found to be integrated of the same order, are 

cointegrated if a linear combination of the two exists which is integrated of lower 

order. If two series are cointegrated, then the non-stationarity of one series exactly 

offsets the non-stationarity of the other and a long-run relationship is established 
between the two variables. Generally, if two variables X, and y, both have a 

stationary, invertible, non-deterministic ARMA representation after differencing d 

times, ie. they are both integrated of order d or I(d), then the linear combination: 

xt + ayt = zt (M. 1.1) 

will in general found to be I(d) as well. If, exceptionally, a cointegrating parameter 

ot exists such that the residual in (M. 1.1) is integrated of order I(d-c), c>0, then 

the two variables are said to be cointegrated of order d, c, or CI(d, c). If this is the 

case, then a strong long-run relationship exists between the two variables 

considered, since they share a common stochastic trend and cointegration of a pair 

of variables is at least a necessary condition for them to have a stable long-run 

(linear) relationship (Stock and Watson, 1988). 

A widely used econometric procedure to test for cointegration is the two-step 

procedure of Engle and Granger (1987), who formalise the idea of variables sharing 

an equilibrium relationship in terms of cointegration between time series. The 

preliminary step before proceeding to investigate cointegration is to test for 

unable to reject the unit root hypothesis using panel unit root tests. As noted by 
Engel, Hendrickson and Rogers (1996, p. 22), however, while these authors are 
unable to reject unit roots, their point estimates do suggest mean reversion with half 
lives similar to thos reported in the literature. They therefore suggest that their 
particular test may lack power. In contrast, O'Connell (1996) is careful to 
Construct tests which have good power characteristics. The prime suspect for the 
differences in our results must therefore be data differences. While O'Connell uses 
quarterly IFS data for a comparable sample period to us, his panels cover available 
data for the world (64 countries), Europe (20 countries), Asia (13 countries), South 
America (13 countries) and Africa (13 countries). In contrast, we study only the 
G5 countries. 
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nonstationarity of the series considered (see Spanos 1976). The work of Fuller 

(1976) and Dickey and Fuller (1979,1981) is crucial at this stage. In fact, it is 

possible to test for a unit root on a time series x, by estimating the auxiliary 

regression: 

Axt -ý ßxt-i +E YIA-yt-i + Yo , Ut (A4.1.2) 
i-i 

where the number of lags n is chosen such that u, is approximately white noise. 
For stationarity we require 0<0, while if xt is a nonstationary series, we would 
find 0=0. The test statistic is the standard "t-ratio" for the estimate of 0 and the 

rejection region consists of large negative values. Unfortunately, the t-ratio statistic 
for the estimate of 0 does not follow the standard Student's t-distribution under the 

null hypothesis, because of the theoretically infinite variance of x, Empirical 

critical values computed using Monte Carlo methods have to be considered. They 

are given by Fuller (1976) for the Dickey-Fuller statistic (where no lags are 
included in (A4.1.2)) and for the augmented Dickey-Fuller (ADF, so termed if lags 

are included in (A4.1.2)). Also Mackinnon (1991) lists the critical values for the 
DF and ADF statistics for a number of cases and degrees of freedom. 

In order to fully understand the rationale behind this test statistic, consider 
the following (n+1)-th order representation of x,: 

xt = 10 +I ixt-1 +I 2Xt: -2 
+--- +'Xn+lXt-n-1 + Ut (A4.1.3) 

Now reparameterise (A4.1.3) as: 

n+l n+I 
äxt: = ÄO +( 

xi 
- 

1) Xt-l -( ýxl), äxt: -, i-1 i-2 (A4.1.4) 
n+l 

(E )'1) ln+lAXt-n +Ut 

i-3 
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which is of the form (A4.1.2). The condition we require for stationarity is that the 

sum of the autoregressive parameters Xi, EXi, is less than one, whilst Exi is equal 
to one if the series xt has a unit root. Thus, we require the coefficient of x,., in 

(A4.1.2) to be significantly negative for a unit root to be precluded. 
If the null hypothesis of nonstationarity is rejected, then we cannot go any 

ftirther. By contrast, if the null is not rejected, then it is correct and advisable to 

test for a unit root on the first difference of the series in question in order to exactly 

specify the order of integratioO. Only at this stage the possibility of cointegration 

may arise. If a linear combination between two or more series is defined which 

makes the difference between them stationary, the variables in the estimated 

regression are said to be cointegrated and the error term in the regression will 

present well-defined first and second order momentS32. Ordinary least squares 
(OLS) is therefore legitimate for estimating the cointegrating regression: 

xr =8 ayt + Vt (A4.1.5) 

where v, is the fitted residual. In fact, if cointegration characterises the estimated 
regression, the OLS estimator of the cointegrating parameter cz converges to the 

true ci as the number of observations increases more rapidly than it usually is for 

the OLS estimator under standard conditions. This is the so-called property of 
" super consistency". Formally, estimates of cz are highly efficient with variances 
O(T'2) compared to more usual situations where the variances are O(T"), T being the 

11 Dickey and Pantula (1988) suggest an extension of the basic procedure 
if more than one unit root is suspected. The methodology simply consists of 
performing (augmented) Dickey-Fuller tests on successive differences of the series 
in question, starting from higher-order unit roots and testing down until stationarity 
is found. 

11 This definition of cointegration is not incompatible with the one given 
previously. From the last definition given, the case is not considered that a set of 
1(2) variables may be cointegrated of order CI(2,1), so there exists a linear 
combination that is I(l). This case is, however, of no interest in economics. Most 
of the cointegration literature focuses on the case in which each variable contains 
a single unit root. 
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sample size (Stock, 1987). Offsetting the result of super consistency, however, 

there is another feature of cointegration analysis: small-sample bias is present in the 
OLS estimator of the cointegrating parameter and its limiting distribution is non- 

normal with a non-zero mean. Moreover, Banerejee, Dolado, Hendry and Smyth 

(1986) show that a high R2 can provide an index of the value of the estimate. That 

is to say, I-R2 has the same limiting distribution of the biaS33. 

On the other side, if the no-cointegration hypothesis cannot be rejected, then 
the estimated regression is just a "spurious" one and has no economic meaning. If 

no bounded combination of the levels exists, then the error term in the regression 
must be non-stationary under the null hypothesis. Yule (1926) proves that the R2 

of a spurious regression tends to unity and therefore it is meaningless in that case. 
Granger and Newbold (1974) also point out that the least square estimator is not 
even consistent and the customary tests of statistical inference break down. They 

suggest using the Durbin-Watson (DW) statistic, which would tend to zero since the 

residuals would be nonstationary. A simple general rule suggested is that RI > DW 

constitutes a serious indication that the esthnated, regression is spurious (Granger 

and Newbold, 1974)'. 

So, if we cannot reject the hypothesis that both x, and y, are I(I), then the 

second step of the procedure is to test the hypothesis of no-cointegration: 

Ho : vt -1 (1) (A4.1.6) 

and in practice we test for a unit root on the residual from the cointegrating 

33 Note, however, that in multivariate models a high RI does not imply 
that each element in the cointegrating vector is estimated with neglegible bias. 
Therefore, the use of RI as a rough index of the small-sample bias is limited to 
simple bivariate models (Banerejee, Dolado, Hendry and Smyth, 1986). 

"' In the light of the likely event of incurring in spurious regression, time- 
series analysts following the traditional Box-Jenkins approach suggest differencing 
and prewhitening the series prior to proceeding to estimation. The limitation of this 
approach is, obviously, that it does not give due attention to long-run relationships 
between the levels of the series in question, to which economic theory is instead 
usually devoted. 
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regression (A4.1.3) in the same way as outlined for testing for a unit root on any 

time series. The critical values tabulated by Fuller (1976) cannot be used, however, 

when testing for non-stationarity in the residuals. It is clear even intuitively that, 

since OLS chooses the estimator which minimises the residual variance, we might 

expect to reject the hypothesis of non-stationarity too often. Appropriate critical 

values, computed by Engle and Granger (1987) by using Monte Carlo simulations, 

have to be used to test for a unit root on the cointegrating residuals" 16. 

Nevertheless, the Engle and Granger two-step procedure is not a very 

powerful technique for testing for cointegration37. A relatively more powerful 

econometric technique for testing for cointegration is the Johansen procedure. 

In addition, the Engle and Granger procedure implicitly assumes that there 

is a unique cointegrating vector, but this may well not be the case when the number 

of variables in the cointegrating regression is greater than two. In the latter case 
there is no guarantee that we have an estimate of a unique cointegrating vector. In 

general, given N I(l) variables, there may be up to (N-1) distinct cointegrating 

vectors (Engle and Granger, 1987). 

The Johansen (1988) maximum likelihood estimator circumvents this 

problem and enables us to test for the presence of multiple cointegrating vectors. 
Moreover, as discussed in Section 4.3.2, Johansen also shows how to test for linear 

restrictions on the parameters of the cointegrating vectors, therefore making it 

11 Another way of testing for non-stationarity on the OLS residuals from 
a cointegrating regression, suggested by Sargan and Barghava (1983), consists of 
testing the Durbin-Watson statistic against a value of zero (CRDW). Intuitively, 
since CRDW=2(1-p), where p is the first-order autocorrelation coefficient, 
CRDW =0 when P=1, ie. a unit root is present. 

Also a more general alternative exists to the Dickey-Fuller tests for testing 
for a unit root on a time series: the Phillips-Perron test. Its main feature is that this 
test does not require the error term to be serially uncorrelated or homogeneous. 
Rather, the Phillips-Perron test allows the error terms to be weakly dependent and 
heterogeneously distributed (Perron, 1988). 

11 A useful reference is, once again, MacKinnon (1988), who reports the 
critical values not only for the DF and ADF statistics, but also for the CRDW 
statistics for a number of cases and degrees of freedom. 

"' By "powerful" we mean having a relatively high probability of rejecting 
the null hypothesis when it is false. 
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possible to test the theory by drawing statistical inferences on the relative 

magnitudes of the estimated coefficients. 
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Table 4.1 Preliminary data analysis 

Panel A: Single-equation AR(4) estimates and ADF tests on bilateral dollar 
exchange rate 

Lag I Lag 2 Lag 3 Us 4 hurcept Adj. R' Q(27) DW SLun of ADF 
AR 
Coeffs. 

UK 

CPI 1.104 -0.207 0.096 -0.097 -0.014 0.86 

GDPD 1.110 -0.169 0.048 -0.083 -0.018 0.88 

Mean 1.107 -0.188 0.072 -0.090 -0.016 

Germ. 

CPI 1.247 -0.391 0.307 -0.232 -0.003 0.92 

GDPD 1.235 -0.327 0.241 -0.216 -0.007 0.93 

Mean 1.241 -0.359 0.274 -0.224 -0.005 

France 

CPI 1.328 . 0.504 0.234 -0.129 -0.012 0.91 

GDPD 1.308 -0.456 0.186 -0.111 -0.008 0.91 

Mean 1.318 -0.480 0.210 -0.120 -0.010 

Japan 

CPI 1.330 -0.493 0.287 -0.163 -0.018 0.95 

GDPD 1.304 -0.431 0.205 -0.125 -0.016 0.94 

Mean 1.317 -0.462 0.246 -0.144 -0.017 

lqotes: CPI and GDPD denote the real exchange i 

31.21 2.016 0.896 -2.407 
(0.26) 

36.12 2.012 0.906 -2.392 
(0.11) 

0.901 

16.58 2.051 0.931 -2,198 
(0.94) 

17.15 2.052 0.933 -2.163 
(0.93) 

0.932 

12.06 2.016 0.929 . 2.096 
(0-99) 

11.84 2.012 0.927 . 2.128 
(0-99) 

0.928 

27. (9 2.011 0. %l -1.678 
(0.46) 

22. % 2.011 0.953 . 1.703 
(0.69) 

0.957 

leflated by re lative consumer 
price indices and implicit GDP deflators respectively. Adj. RI denotes the degrees- 
of-freedom adjusted coefficient of determination; Q(27) is the Ljung-Box test 
statistic for residual serial correlation up to 27 lags (p-values in parentheses); DW 
denotes the Durbin-Watson test for first-order serial correlation; and ADF is the 
augmented Dickey-Fuller statistic (ie. the "t-ratio" for the slope coefficients to sum 
to unity). 
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Panel B: residual standard deviations and contemporaneous correlations 

UK Germany France Japan 

CPI 

Standard 0.052 0.046 0.044 0.049 
Deviations 

Correlations: 

UK 1.000 

Germany 0.631 1.000 

France 0.639 0.907 1.000 

Japan 0.457 0.565 0.554 1.000 

LR (diag) 
249.88 

GDPD 

Standard 0.054 0.049 0.047 0.051 
Deviation 

Correlations: 

UK 1.000 

Germany 0.633 1.000 

France 0.644 0.900 1.000 

Japan 0.460 0.563 0.553 1.000 

LR (diag) 
245.47 

Notes: Covariance and correlation matrices were constructed usinz the residuals 
from the AR(4) regressions reported in Panel A LR(diag) is a likelihood ratio 
statistic for the null hypothesis that the off-diagonal elements of the relevant 
covariance matrix are zero, and has a limiting XI distribution with six degrees of 
freedom if the true covariance matrix is diagonal. 
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Panel C: Average covariance matrix 

LTK Germany France Japan 

UK 0.283 E-2 

Germany 0.159 E-2 0.224 E-2 

France 0.111 E-2 0.120 E-2 0.208 E-2 

Japan 0.172 E-2 0.215 E-2 0.127 E-2 0.254 E-2 
Notes: Entries correspond to the arithmetic average of the corresponding entries 
in the two covariance matrices for the residuals from the AR(4) regressions given 
in Panel B. 

Panel D: Estimated ARCH parameters 

est. 77,, est. n, 
UK 

CPI 0.279E-2 0.177E- I 

GDPD 0.307E-2 0.000 

Mean 0.293E-2 0.885E-2 

Germany 

CPI 0.215E-2 0.485E-2 

GDPD 0.236E-2 0.187E- I 

Mean 0.226E-2 0.118E-1 

France 

CPI 0.197E-2 0.000 

GDPD 0.216E-2 0.000 

Mean 0.207E-2 0.000 

Japan 

CPI 0.217E-2 0.000 

GDPD 0.237E-2 0.000 

Mean 0.227E-2 0.000 
Notes: est. % and est. ni are the estimated ARCH parameters. In fact, the error 
tcnn in each autorcgressivc process was modelled as an ARCH(l) process of the 
form: 

110 +q1 Ul t+I 
1 t: ~ N(O, hi t. 1) , hi c., =1t 
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Table 4.2 MADF: empirical critical values at the 5 percent level 

T=25 T=50 T=75 T=100 T=200 T=300 T=500 

FHM 30.7115 21.2993 18.5062 16.8701 14.5119 13.5531 12.2813 

HCM 28.8331 19.3964 16.4575 15.2197 13.2503 12.4483 11.3285 

DM 33.4695 22.1978 18.7771 17.2629 14.1732 12.9284 11.7198 
! qotes: The critical values correspond to a fourth-order system. FHM, HCM an 
DM stand for full historical covariance matrix, half-historical covariance matrix and 
diagonal covariance matrix respectively. T is the sample size. 

Table 4.3 MADF: estimated power function 

I EP T=25 T=50 T=75 T=100 T=200 T=300 T=500 

0.990 6.53 11.45 18.71 29.57 70.96 92.18 99.94 
(0.35) (0.45) (0.55) (0.64) (0.64) (0.38) (0.03) 

0.975 8.17 20.67 38.84 59.88 97.70 99.58 100.00 
(0.40) (0.57) (0.69) (0.69) (0.21) (0.09) (0.00) 

0.950 10.46 33.25 66.38 89.39 100.00 100.00 100.00 
(0.43) (0.67) (0.67) (0.43) (0.00) (0.00) (0.00) 

0.925 12.25 47.79 86.37 98.51 100.00 100.00 100.00 
(0.46) (0.71) (0.48) (0.17) (0.00) (0.00) (0.00) 

0.900 13.57 62.17 96.37 99.90 100.00 100.00 100.00 
(0.48) (0.68) (0.26) (0.04) (0.00) (0.00) (0.00) 

Notes: Entries give the percentage of rejections at thefiv4ercent level of-th-e-null 
hypothesis that the autoregressive coefficients sum to unity in each of the four 
equations, using the critical values (full historical covariance matrix) given in Table 
4.2, computed from 5,000 replications. Figures in parentheses are the estimated 
standard errors. Ep is the sum of the autoregressive coefficients in each of the 
four equations in the data generating process, and T is the sample size. 
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TabIe 4.4 ADF: estimated power function 

Erp T=25 T=50 T=75 T= 100 T=200 T=300 T=500 

0.990 3.86 4.52 5.16 6.28 12.84 19.46 36.88 
(0.27) (0.29) (0.31) (0.34) (0.47) (0.56) (0.68) 

0.975 4.50 6.54 8.32 10.08 23.46 40.34 77.72 
(0.29) (0.35) (0.39) (0.42) (0.60) (0.69) (0.59) 

0.950 5.60 8.34 12.32 17.34 51.26 84.22 99.68 
(0.32) (0.39) (0.46) (0.53) (0.71) (0.51) (0.08) 

0.925 7.34 10.74 18.00 28.02 78.76 98.36 100.00 
(0.37) (0.44) (0.54) (0.64) (0.58) (0.18) (0.00) 

0.900 7.78 13.80 25.89 42.24 93.34 99.92 100.00 
(0.38) (0.49) (0.62) (0.77) (0.34) (0.04) (0.00) 

Notes: Entries give the percentage of rejections of the null hypothesis that ffie- 
autoregressive coefficients sum to unity in a single AR(4) equation, using five 
percent level critical values calculated from MacKinnon (1991), computed from 
5,000 replications. Figures in parentheses are the estimated standard errors. Ep 
is the sum of the autoregressive coefficients in the autoregressive equation and T 
is the sample size. 
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Table 4.5 NUM estimated power function with less than four unit root 
processes 

Panel A: three stationary processes, one unit root process 

Erp T=25 T=50 T=75 T=100 T=200 T=300 T=500 

0.990 5.98 9.60 16.36 26,46 70.74 90.24 99.72 
(0.33) (0.42) (0.52) (0.62) (0.64) (0.42) (0.07) 

0.975 7.25 15.86 33.06 53.83 96.80 98.97 100.00 
(0.37) (0.52) (0.66) (0.70) (0.25) (0.14) (0.00) 

0.950 8.66 26.43 60.98 86.52 99.94 100.00 100.00 
(0.40) (0.62) (0.69) (0.48) (0.03) (0.00) (0.00) 

0.925 9.41 40.82 83.52 97.51 100.00 100.00 100.00 
(0.41) (0.69) (0.52) (0.22) (0.00) (0.00) (0.00) 

0.900 11.14 55.44 94.36 99.70 100.00 100.00 100.00 
(0.44) (0.70) (0.33) (0.08) (0.00) (0.00) (0.00 

Panel B: two stationary processes, two unit root processes 

Ep T=25 T=50 T=75 T=100 T=200 T=300 T=500 

0.990 5.90 9.20 14.48 22.74 58.96 84.78 99.34 
(0.33) (0.41) (0.50) (0.59) (0.69) (0.51) (0.11) 

0.975 7.03 15.28 28.48 45.49 94.00 99.88 100.00 
(0.36) (0.51) (0.64) (0.70) (0.33) (0.05) (0.00) 

0.950 8.20 25.21 52.98 81.06 99.06 100.00 100.00 
(0.39) (0.61) (0.70) (0.55) (0.14) (0.00) (0.00) 

0.925 8.91 37.79 77.52 95.89 100.00 100.00 100.00 
(0.40) (0.68) (0.59) (0.28) (0.00) (0.00) (0.00) 

0.900 9.72 51.86 90.96 99.36 100.00 100.00 100.00 

1 (0.42) (0.71) (0.40) (0.11) (0.00) (0.00) (0. 
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Panel C: one stationary process, three unit root processes 

Ep T=25 T=50 T=75 T=100 T=200 T=300 T=500 

0.990 5.44 7.01 10.02 15.28 46.06 73.33 95.90 
(0.32) (0.36) (0.42) (0.51) (0.70) (0.62) (0.28) 

0.975 6.11 9.62 17.66 31.58 83.76 98.46 100.00 
(0.34) (0.42) (0.54) (0.66) (0.52) (0.17) (0.00) 

0.950 6.32 15.51 36.80 64.89 98.46 100.00 100.00 
(0.34) (0.51) (0.68) (0.67) (0.17) (0.00) (0.00) 

0.925 6.82 23.78 58.24 86.95 100.00 100.00 100.00 
(0.36) (0.60) (0.70) (0.48) (0.00) (0.00) (0.00) 

0.900 7.65 33.00 76.42 95.78 100.00 100.00 100.00 

1 (0.37) (0.66) (0.60) (0.28) (0.00) (0.00) (0. 

Notes: Entries give the percentage of rejections of the null hypothesis that the 
autoregressive coefficients sum to unity in each of the four equations, using the 
critical values (full historical covariance matrix) given in Table 4.2, computed from 
5,000 replications. Figures in parentheses are the estimated standard errors. Ep 
is the sum of the autoregressive coefficients in each of i equations in the data 
generating process (the sum of the coefficients in the first 4-i equations is set to 
unity), with i=3 inPanel A, i=2 in Panel Band i=1 in Panel C. Tisthesample 
size. 
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Table 4.6 MADF with ARCH and GARCH disturbances 

Panel A: Empirical critical values 

T=25 T=50 T=75 T=100 T=200 T=300 T=500 

ARCHI 32.9844 22.1175 19.5125 17.2653 14.8646 13.9033 12.5775 

ARCH2 36.9487 25.4134 21.8299 19.6811 16.5323 15.2188 14.8223 

GARCH 34.9293 24.5427 21.6089 20.1777 17.1882 15.3876 14.0479 
otes: 11-ecntical values correspond to a fourth-order system where theerru term 

in each autoregressive process was modelled as an ARCH or a GARCH process. 
More precisely, ARCH1, ARCH2 and GARCH correspond to the three different 
cases where: (a) the error terms are generated by ARCH(l) processes set on the 
basis of the estimated parameters reported in Table 4.1 (Panel D); (b) the error 
terms are generated by ARCH(l) processes set using the sample estimates given in 
Table 4.1 (Panel D) for 770 and with 77, arbitrarily set to 0.6; (c) the error terms are 
generated by GARCH(1,1) processes using the sample estimates given in Table 4.1 
(Panel D) for 770 and 77, and setting r to 0.6. 

Panel B: Estimated power function (ARCH1) 
I Ep T=25 T=50 T=75 T=100 T=200 T=300 T=500 

0.990 6.70 11.92 19.86 31.90 75.54 94.68 100.00 

0.975 8.42 21.24 39.58 60.08 98.52 100.00 100.00 

0.950 10.82 33.90 66.08 90.60 100.00 100.00 100.00 

0.925 12.76 48.58 87.02 98.96 100.00 100.00 100.00 

0.900 13.36 63.18 97.52 100.00 100.00 100.00 100.00 
Notes: Entries give ttie percentage ot rejections at the five percent level ot the null 
hypothesis that the autoregressive coefficients sum to unity in each of the four 
equations, using the critical values (full historical covariance matrix) given in Panel 
A, computed from 5,000 replications. Ep is the sum of the autoregressive 
coefficients in each of the four equations in the data generating process, and T is 
the sample size. ARCHI corresponds to the case where the error terms are 
generated by ARCH(I) processes set on the basis of the estimated parameters 
reported in Table 4.1 (Panel D). 
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Panel C: Estimated power function (ARCH2) 
I Bp T=25 T=50 T=75 T=100 T=200 T=300 T=500 

0.990 7.10 13.72 22.34 33.62 79.12 97.66 100.00 

0.975 9.20 22.50 42.54 63-16 99.98 100.00 100.00 

0.950 11.86 36.62 69.16 94.72 100.00 100.00 100.00 

0.925 14.22 50.20 90.12 100.00 100.00 100.00 100.00 

0.900 15.14 68.70 99.60 100.00 100.00 100.00 100.00 
Notes: - Entries give the percentage of rejections at the five percent level of the n 
hypothesis that the autoregressive coefficients sum to unity in each of the four 
equations, using the critical values (full historical covariance matrix) given in Panel 
A, computed from 5,000 replications. Ep is the sum of the autoregressive 
coefficients in each of the four equations in the data generating process, and T is 
the sample size. ARCH2 corresponds to the case where the error terms are 
generated by ARCH(l) processes set using the sample estimates given in Table 4.1 
(Panel D) for 770 and with771 arbitrarily set to 0.6. 

Panel D: Estimated power function (GARCH) 
I Ep T=25 T=50 T=75 T=100 T=200 T=300 T=500 

0.990 7.00 11.86 20.78 32.60 77.42 95.12 100.00 

0.975 8.92 21.02 40.84 63.06 98.60 100-00 100.00 

0.950 11.22 34.12 67.98 92.82 100.00 100.00 100.00 

0.925 13.64 49.62 89.14 98.68 100.00 100.00 100.00 

0.900 14.12 68.70 98.40 100.00 100.00 100.00 100.00 
Notes: Entries give the percentage of rejections at the five percent level of the null 
hypothesis that the autoregressive coefficients sum to unity in each of the four 
equations, using the critical values (full historical covariance matrix) given in Panel 
A, computed from 5,000 replications. Ep is the sum of the autoregressive 
coefficients in each of the four equations in the data generating process, and T is 
the sample size. GARCH corresponds to the case where the error terms are 
generated by GARCH(l, 1) processes using the sample estimates given in Table 4.1 
(Panel D) for 770 and -ql and setting the GARCH parameter r to 0.6. 
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Table 4.7 JLR: average empirical critical values 

N T=50 T=75 T=100 T=200 

4 5.5065 4.3133 4.0686 3.9712 
qotes: Using a fourth-order system, for each sample size, four experiments 

performed in which, respectively all four, the first three, the first two, and the first 
of the four autoregressive equations in the data generating process had coefficients 
summing to unity while the remainder were set equal to the estimated values given 
in Table 4.1 (Panel A). Each experiment involved 5,000 replications and the 
critical value was taken as the 95th percentile. The average empirical critical value 
was then taken and is given in the table. T is the sample size. 

Table 4.8 JLR: estimated power function with four processes integrated of the 
same order 

EP T=50 T=75 

0.990 6.56 (0.35) 8.86 (0.40) 

0.975 9.03 (0.40) 13.26 (0.48) 

0.950 9.45 (0.41) 16.44 (0.52) 

0.925 9.55 (0.41) 21.46 (0.58) 

0.900 9.84 (0.42) 28.24 (0.64) 
otes: Entries aive the Dercentan of reiectio 

T=100 T=200 

11.77 (0.45) 26.04 (0.62) 

16.10 (0.52) 46.04 (0.70) 

24.28 (0.61) 83.61(0.52) 

38.39 (0.69) 97.18 (0.23) 

53.96 (0.70) 99.49(0.10) 
at the five Dercent-Te--ver. -o-Fl 

null hypothesis that the autoregressive coefficients sum to unity in each of the four 
equations, using the critical values given in Table 4.7, computed from 5,000 
replications. Figures in parentheses are the estimated standard errors. Ep is the 
sum of the autoregressive coefficients in each of the four equations in the data 
generating process, and T is the sample size. 
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Table 4.9 Empirical results 

Panel A: MADF test statistics 

Countries CPI GDPD 

LJK, GE, FR, JA 26.5497 26.5774 

Panel B: JLR test statistics 
Countries CPI GDPD 

UK, GE, FR, JA 5.8851 3.7712 

Notes: In Panel A, the null hypothesis is that all four real exchange rate series are 
realizations of unit root processes, the alternative hypothesis is that at least one of 
them is a realization from a stationary process. The five percent critical value, taken 
from Table 4.2, is 16.8701. 

In Panel B the null hypothesis is that at least one of the four real exchange 
rate series is a realization of a unit root process, the alternative hypothesis is that all 
of them are realizations of stationary processes. The five percent critical value, 
taken from Table 4.5, is 4.0686. 
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Table 4.10 Estimates using PPI-adjusted real exchange rates 

Panel A: Single-equation AR(4) estimates and ADF tests on bilateral dollar 
exchange rate 

Lag I Lag 2 Lag 3 Lag 4 Interce Adj. R2 Q(27) DW Sum of ADF 
pt AR 

I 

Coeffs. 

UK 1.148 -G. 282 0.132 -0.070 0.005 0,88 21.95 1.992 0.928 . 1.619 
(0.58) 

Germ. 1.243 -0.279 0.095 -0.114 0.005 0.93 13.04 2,056 0.945 -1,568 
(0.96) 

France 1.291 -0.421 0.175 -0.115 0.014 0.91 12.57 2.040 0.930 . 1.763 
(0.97) 

Japan 1.263 -0.422 0.297 -0-181 -0.008 0.94 7.99 1.986 0.957 -1.334 
(0.99) 

otes: Adj. W denotes the degrees-of-freedorn a uste coefficient o determination, 
Q(27) is the Ljung-Box test statistic for residual serial correlation up to 27 lags (p- 
values in parentheses); DW denotes the Durbin-Watson test for first-order serial 
correlation; and ADF is the augmented Dickey-Fuller statistic (ie. the "t-ratio" for 
the slope coefficients to sum to unity). 

Panel B: Covariance Matrix 

UK Gennany France Japan 

UK 0.264 E-2 

Gennany 0.178 E-2 0.235 E-2 

France 0.167 E-2 0.216 E-2 0.226 E-2 

Japan 0.116 E-2 0.151 E-2 0.139 E-2 0.199 E-2 

LR(diag)= 
328.48 
otes: Covanance and correlation matrices were constructed usinQ the residuals 

from the AR(4) regressions reported in Panel A. LR(diag) is a likelihood ratio 
statistic for the null hypothesis that the off-diagonal elements of the covariance 
matrix are zero, and has a limiting X2 distribution with six degrees of freedom if the 
true covariance matrix is diagonal. 
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CONCLUSIONS 
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In this thesis we have investigated four different topics in macroeconomics 

and international finance which are currently under debate, receiving widespread 

attention by researchers. In this final section, we briefly summarise our key 

findings and suggest potential avenues for future research. 

The first task accomplished in this thesis was an investigation of the effect 

of movements in the real interest rate on changes in real consumption over a sample 

period which is characterised. by very significant regime changes in financial 

policies in the two countries examined, the UK and France. After estimating a 

number of alternative models for consumption - which are found to be quite 

unsatisfactory, especially using UK data - we proposed and estimated a nonlinear 

model for consumption which extends and significantly outperforms the linear 

consumption function due originally to Campbell and Mankiw (1989). Modelling 

the proportion of income going to liquidity constrained consumers, X, as a non- 

linear function of a proxy for financial deregulation, results in an estimated model 

which cannot be rejected against an alternative error correction specification for 

both countries examined, yielding sensible and well-determined estimates of the 

parameters. Most tellingly, the implied time-varying and non-monotonic behaviour 

of X, accords well with the observed pace and pattern of financial deregulation in 

the two countries considered over the sample period, providing a feasible 

explanation of previous findings of researchers who detected evidence of a linear 

upward trend in Xt for the UK and detected no significant change in the path of )ý 

for France. 

The empirical evidence provided here suggests, therefore, that imperfections 

in capital markets lead to variations in loan supply having a substantial impact on 
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private consumption expenditure and may be responsible for the commonly reported 

rejection of the pure life-cycle permanent income hypothesis. Nevertheless, while 

the results from estimating our nonlinear model for consumption expenditure of 

nondurables and services should be taken with caution because of the use of 

aggregate data, they provide a clear and sensible explanation of the large errors in 

forecasting consumption - and overall economic developments - obtained in the late 

1980s and early 1990s using macroeconometric models where the consumption 

functions do not adequately capture the effects of financial deregulation. Overall, 

in fact, the main interest of the findings provided here is for practical purposes, 

such as macro-modelling and forecasting. Also, for example, modelling explicitly 

the precautionary motive for saving in the estimated model as well as modelling the 

transition probability of consumers changing their status from liquidity-constrained 

to unconstrained or vice versa may further improve the performance of the model 

proposed in this thesis, hence representing immediate avenues for future research 

in this area. 

As the removal of imperfections in capital markets and financial deregulation 

make - in the domestic economy - the consumption-smoothing paradigm implied by 

the life-cycle permanent income hypothesis more applicable relative to models 

allowing for liquidity-constrained consumers, the widespread reduction or removal 

of barriers to international capital movements and financial liberalization are 

expected to make - in the world economy - the intertemporal approach to the 

current account more fully applicable, ie. leaving current account imbalances to the 

role of residual, thanks to the enhanced increase in the degree of international 

capital mobility. In particular, the abolition of remaining capital controls by France 
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and Italy in 1991 and the creation of a European Financial Area also raise important 

questions concerning the nature and the extent of capital mobility in Europe. The 

second issue investigated in this thesis involves, in fact, a range of issues 

concerning capital flows in Europe. In particular, we reexamined the validity of 

savings-investment correlations as a means to shed light on the degree of 

international capital mobility distinguishing between the short-run and the long-run 

saving-investment correlation coefficient. Using data for the UK, where in October 

1979 exchange control was abolished ending a long period of restrictions on capital 

flows between the UK and the international economy, we provide strong evidence 

that the short-run savings-investment correlation is significantly higher than the 

long-run correlation, in the sense that the temporary components are relatively more 

highly correlated. This suggests that transitory movements in savings, given the 

frictions existing in international transactions, are more likely to remain in the UK, 

since it may not be worthwhile facing the cost of analysing foreign investment 

opportunities or evading or avoiding exchange controls. Conversely, when an 

increase in saving occurs which is perceived to be permanent, saving is more likely 

to flow abroad. Overall, the results suggest that the Feldstein-Horioka definition 

of international capital mobility, correctly interpreted, may provide a valid way to 

shed light on the degree of international capital mobility. In fact, the correlation, 

both between temporary (short-run) and permanent (long-run) components of the 

change in savings and investment shares are significantly lower in the period after 

the abolition of UK exchange controls. Moreover, the correlation between the 

permanent components in the post-1979 period is not significantly different from 

zero, suggesting a very high degree of capital mobility when the change in savings 
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is perceived to be permanent. 

Capital flows in a financially integrated area also provide a means of 

insuring individuals' incomes against changes in local productivity, since private 

investors can create a portfolio which is diversified in the returns to both human 

and financial capital. We also examined this issue and provide ftirther evidence on 

the extent and effect of European capital mobility through an examination of 

GNP/GDP ratios across the largest European countries and a comparison of these 

with similar calculations executed for regions within the UK. The empirical 

evidence provided indicates that, as European financial integration continues, one 

may expect an increasingly diverse pattern of capital ownership across the EU to 

emerge. In turn, this may be expected to enhance higher intra-EU current account 

imbalances, generating a greater possibility of European output and income 

measures diverging and greater opportunities for individuals to insure themselves 

against region-specific risk. Further research on those issues is certainly warranted. 

As an effect of the ongoing process of abolition of various sorts of 

impediments and capital controls and the broader liberalization of financial markets 

experienced also in developing countries from the late 1980s, a sharp expansion of 

capital flows together with a marked increase in the participation of foreign 

investors and foreign financial institutions in the financial markets of developing 

countries represents one of the main features of the recent development of 

international capital flows. An interesting feature of the recent trend of capital 

flows to developing countries is that private (bond and equity) as opposed to official 

capital flows are increasingly a crucial source of financing of large current account 

imbalances. 
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We investigated the determinants of US capital flows directed to some Latin 

American and Asian countries over the sample period 1988-92, in order to shed 

light on whether the large capital inflows in the form of bonds and equities received 

by the countries examined were induced by improvements in the economic 

performances of those countries - country-specific or pull factors - or by factors 

related to US economic performance - global or push factors. Using an estimation 

strategy which explicitly distinguishes between long-run and short-run determinants, 

we provide unequivocal evidence that long-run equity and bond flows are about 

equally sensitive to global factors and to country-specific factors, and therefore that 

both sets of variables contribute to explaining US portfolio flows to the developing 

countries considered. However, the short-run dynamics of portfolio flows to Asian 

developing countries, especially for equity flows, is found to be more complex 

relative to the short-run dynamics of portfolio flows to Latin American countries. 

As far as equity flows are concerned, global (push) and country-specific (pull) 

factors seem to be equally important in determining short-run movements for both , 

Asian and Latin American countries. When bond flows are considered, however, 

global factors seem to be much more important than domestic factors in explaining 

the short-run dynamics of flows for both sets of countries. In particular, the change 

in US interest rates is found to be the single most important determinant of short- 

run movements in bond flows to the emerging markets. 

Also, given that much of the recent capital inflow consists of flows labelled 

short term according to the World Bank's classification, a crucial issue for policy 

makers is to quantify the degree of persistence characterising capital flows received 

by developing countries. We addressed this question by measuring the relative size 
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and statistical significance of the permanent and temporary components of capital 

flows to Latin American and Asian developing countries, on the basis that 

accounting labels may not in themselves be a reliable guide as to the "coolness" or 

"hotness" - persistence or temporariness - of capital flows. Using Kalman filtering 

maximum likelihood techniques in order to quantify the size of the unobserved 

nonstationary (permanent) and stationary (temporary) components present in equity 

and bond flows, supplemented by some simple non-parametric tests to measure their 

degree of persistence, we find that the permanent - or at least highly persistent - 

component in equity and bond flows to developing countries is very small in size 

relative to the temporary component. 

The reason why the identification of the relative importance of push and pull 

factors and of the degree of persistence of capital flows are important for the 

effective design of policy is that large capital flows may, under various 

circumstances, have adverse effects on developing countries unless proper policies 

designed to neutralise such effects are adopted. More precisely, if the causes of 

capital flows are deemed largely external and exogenous to the developing country 

in question, then compensatory policies are appropriate. If, on the other hand, the 

causes of the large capital flows are deemed largely domestic, then a more direct 

policy design may be more appropriate and effective. From the policy maker's 

point of view, therefore, given the very large temporary component of capital 

inflows, developing countries should be wary of implementing painful adjustment 

processes that may need to be reversed in the future. Especially for countries with 

a more flexible exchange rate regime, capital inflows can potentially generate 

excessive volatility in both the nominal and the real exchange rate. The 
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macroeconomic repercussions of the increase of portfolio flows of a highly 

temporary nature in the 1990s may be very high for several developing countries. 

Also, accounting labels attached to capital flows may be meaningless in providing 

infonnation about the properties of the flows, since bond flows, which should be 

relatively more persistent from an accounting point of view, may be modelled in a 

similar fashion to equity flows, which one might in principle expect to be relatively 

less persistent, therefore requiring the same type of policy response needed against 

flows which are identified as "hot money". 

An immediate, straightforward avenue for research in this area is to extend 

the sample period employed in this study. In particular, some of the global factors 

considered here have changed over the last two years or so and, while structural 

breaks may have been caused by these changes generating additional estimation 

difficulties, it will be interesting to investigate whether and how portfolio flows to 

developing countries have been affected by these changes. 

In the last part of the thesis, we devoted our attention to the examination of 

nonfinancial - as opposed to financial - integration in the world economy, where 

nonfinancial refers to the mobility of goods and services and also the mobility of 

the production factors, labor and physical capital. The concept of nonfinancial 

integration in the worId economy is, in practice, captured by the purchasing power 

parity proposition. 

In particular, we provide a number of insights into multivariate tests for 

mean reversion in real exchange rates, both extending the development of and 

illustrating a potential pitfall in the interpretation of multivariate tests of long-run 

purchasing power parity which have been used by a number of researchers. Also, 
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we examined the finite-sample performance of an alternative multivariate test which 

avoids this pitfall. Under the multivariate unit root test we suggest, in fact, we do 

I- 
not test the null hypothesis - common to most multivariate unit root tests - that all 

of the series are generated by non-stationary processes, but, rather, that at least one 

of the series is generated by a non-stationary process. This null hypothesis will 

only be violated if all of the series in question are realizations of stationary 

processes. Moreover, the suggested test procedure is widely available to 

researchers since it is just a special case of Johansen's maximum likelihood ratio 

for testing for the number of cointegrating vectors in a system, applied to the 

unusual case where the number of cointegration vectors tested for is equal to the 

number of series in the system under consideration. In addition, it turns out - again 

unusually - that this statistic has a limiting X'(1) distribution under the null 

hypothesis. Using Monte Carlo simulations, we could generate the finite sample 

empirical distributions of this test statistic and showed that the X'(1) distribution 

provides a reasonable approximation in samples larger than one hundred. We also 

demonstrated that the JLR test statistic has reasonable power characteristics for 

various departures from the null hypothesis. 

Further, we apply the suggested test procedures to provide some new 

evidence on long-run purchasing power parity among the G5 countries during the 

recent float and, for real exchange rates constructed using relative consumer price 

indices, both tests strongly reject their respective null hypotheses at the five percent 

level of significance, indicating mean reversion in all the G5 real exchange rates 

over the floating rate period. For real exchange rates constructed using relative 

implicit GDP deflators, however, while we could strongly reject the hypothesis that 

256 



all of the series are generated by non-stationary processes, we could not reject at 

the five percent level of significance the hypothesis that at least one of the series is 

generated by a non-stationary process. Taken together, therefore, the two test 

statistics imply that some but probably not all of the GDP deflator-adjusted real 

exchange rate series are mean reverting. This finding may be easily explained, 

however, on the basis of the higher proportion of non-tradables prices covered by 

the implicit GDP deflator compared with the consumer price index. Also, the same 

result was obtained for real exchange rates constructed using relative producer price 

indices. Given the finding of mean reversion in the real exchange rates constructed 

using consumer price indices, which would be more prone to Harrod-Balassa- 

Samuelson effects than the real exchange rates constructed using producer price 

indices because of the higher proportion of non-tradables prices covered, one 

interpretation is that the failure to establish mean-reversion of all the real exchange 

rates adjusted by producer price indices may be due to the loss in power resulting 

from the smaller available span of data. 

In any case, the evidence that real exchange rates adjusted by consumer 

price indices among the G5 are apparently mean reverting over the floating rate 

period is, by itself, an important finding of our research, corroborating other 

recently emerging evidence that long-run purchasing power parity may hold after 

all. The strong implication of this finding is that shocks impinging upon real 

exchange rates may be highly persistent, but are temporary as there are forces that 

tend to restore purchasing power parity in the world economy in the long-run when 

the Iatter is disturbed. 

It is a task for future research in this area to reconcile the finding that 
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deviations from purchasing power parity slowly die out with the observed very high 

volatility of real exchange rates, which involves the modelling of financial and 

monetary shocks which, despite medium-run and long-run neutral, may be the 

major source of the large temporary deviations from purchasing power parity. In 

fact, clearly, real shocks - productivity or preferences shocks - are not volatile 

enough to explain deviations from purchasing power parity. On the other side, 

however, the speed of adjustment of real exchange rates towards long-run 

equilibrium seems too slow to be explained only by monetary and financial shocks, 

which suggests that a role should also be given to other factors such as - for 

example - trading frictions across countries due to transport costs, tariff and 

nontariff barriers, information costs, low factors mobility. In fact, we believe that 

the reconciliation of a slow mean-reversion in real exchange rates with large 

deviations from long-run equilibrium requires appropriate modelling of those 

factors. 

In sum, we have that this thesis adds to the relevant literature in 

macroeconomics and international finance on the four different issues examined by 

providing insights and evidence to researchers, and indicating potential avenues for 

future research. 
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