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## SYNOPSIS

Comprehensive sets of measure ments at 139,441 , and 900 MHz in London and Liverpool have provided a data base for investigation of radio wave propagation in urban and suburban areas. Propagation prediction models estimating the median path loss have been derived from the experimental data. These involve parameters such as distance from the transmitter, transmission frequency, base station antenna height, mobile antenna height, and the calculation of diffraction losses.

Measurements at 139 MHz in rural areas provided a means by which the accuracy of the JRC prediction model could be assessed. Suggestions have been made to improve the prediction accuracy of the model.

Comparisons have been made with measurements carried out by previous investigators, and the prediction model has been proved to be quite accurate in the frequency range of $85-900 \mathrm{MHz}$.

Finally investigations have been carried out on the signal variability, in order to estimate the $q \%$ quantiles related to the median value. This meant employing the Suzuki model for describing the mixed distribution of Rayleigh and log-normal processes.
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## LIST OF SYMBOLS

| $a_{0}$ | Amplitude |
| :---: | :---: |
| $\Phi_{0}$ | phase angle |
| $\lambda$ | wavelength ( m) |
| V | velocity of vehicle |
| $\beta_{0}$ | $2 \pi / \lambda$ |
| $\Psi$ | azimuthal angle of arrival of signal |
| $\mathrm{X}_{0}$ | mean power |
| $\mu$ | mean value |
| $\sigma$ | standard deviation |
| $\mathrm{P}_{\mathrm{t}}, \mathrm{P}_{1}$ | transmitted power (W) |
| $\mathrm{P}_{\mathrm{r}}$ | received power (W) |
| $\mathrm{h}_{\mathrm{m}}, \mathrm{h}_{1}$ | mobile antenna height |
| $h_{b}, h_{2}$ | base antenna height |
| $g_{m}, g_{1}$ | mobile antenna gain relative to an isotropic antenna |
| $g g_{b}, g_{2}$ | base antenna gain relative to an isotropic antenna |
| $\beta$ | clutter factor |
| d, R | range from transmitter |
| PL | median path loss between two isotropic antennas |
| $\rho$ | reflection coefficient of the ground |
| $\eta$ | intrinsic im pedance of free space |
| $\Delta$ | phase difference between the direct wave and the reflected |
|  | wave |
| E | electric field strength |
| f | transmission frequency in MHz |
| $\mathrm{F}_{\mathrm{q}}$ | $\mathrm{q} \%$ quantiles |
| $\mathrm{PL}_{\mathbf{u}}$ | median path loss when the transmitter is situated in an urban |
|  | area |


| $\mathrm{PL}_{s}$ | median path loss when the transmitter is situated in a |
| :---: | :---: |
|  | suburban area |
| $\mathrm{p}_{\text {s }}$ | the probability density of the combined distribution (Suzuki |
|  | distribution) |
| F | the field strength level |
| $\mathrm{F}_{\mathrm{OR}}$ | mean square value of the field strength of the Rayleigh |
|  | distribution |
| $\mathrm{F}_{\mathrm{OS}}$ | mean square value of the field strength of the overall |
|  | distribution |
| S | Suzuki parameter |
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## INTRODUCTION

The continuously increasing pressure on the available mobile radio spectrum to provide expanded or new services to users, makes it mandatory to re-examine the current definition of service area for given facilities, or a given system, and to devise new or improved methods for defining and determining what constitutes useful service. Many studies and measure ments have been carried out on propagation characteristics in the VHF and UHF bands. However, a more detailed analysis of propagation is required for efficient utilization of the radio frequency spectrum. In particular a quantitative analysis of environmental structures (buildings, trees, etc.) is an important subject as it has a large effect on the received field strength, and the service often tends to concentrate in built up areas particularly at the higher frequencies.

By definition, the term "mobile radio communications" describes any radio com munication link between two terminals one or both of which are in motion or halted at unspecified locations and of which one may actually be a fixed terminal such as a base station. This definition applies to both mobile-to-mobile and mobile-to-fixed radio communication links. The mobile-tomobile link could in fact consist of a mobile-to-fixed-to-mobile radio link system which employs the "talk-through" mode. Mobile radio systems may be classified as:

1. Radiophones, such as CB (citizens band) radios, which are allocated 40 channels in the 27 MHz band, for anyone to use whenever the channel is free. No privacy is offered to the user.
2. Dispatch systems, which use a common channel. Any vehicle driver can hear the operator's message to other drivers unless some form of selective calling is used. The drivers can only talk to the central
operator. In some military applications, the users can also talk to each other on an open channel. Two-frequency simplex (half duplex) operation is normal in the U.K.
3. Radio paging systems. In these systems a portable radio is carried by the user. Each unit reacts only to signals addressed to it by an operator. A 'beep' sounds to alert the bearers, who then may go to a nearby telephone to receive the message.
4. Packet radios. This requires a form of multiple-access control that permits many scattered devices to transmit on the same radio channel without interfering with each other's transmissions. This type of system may become important in the future. A receiving device receives any packet addressed to it and transmits an acknowledgement if the packet appears to be free of error.
5. Radiophones also known as mobile 'phones. In the U.K., up to the present time these have operated in the VHF band, using full-duplex systems, but with mainly "operator-assisted" connections. However as from 1985, two operating companies have been licensed to provide a service in the 900 MHz band with multiple frequency reuse using a cellular layout. Automatic dialling facilities will be available as on normal line telephone links.

### 1.1 DEVELOPMENT OFMOBILE COMMUNICATION

The development of mobile communication stems from the first experiments of the radio pioneers. The startling demonstration of Hertz in the 1880 s inspired the entrepreneur Marconi to seek a market for this marvellous new commodity. After limited use of radio communication in World War I, more as a curiosity than anything else, the first land mobile radiotelephone system was installed in 1921 by the Detroit Police

Department for police car dispatch. The New York City Police Department followed suit in 1932.

These first systems operated in the $2-\mathrm{MHz}$ frequency bands. However, as technology and needs increased during the next decade, the trend was to higher frequencies. In 1933 the Federal Communication Commission (FCC) authorized use of four channels in the $30-40 \mathrm{MHz}$ based on an experimental basis. Experimental work at 150 MHz directed specifically towards mobile systems was started in 1945 at Bell Telephone Labs and other places with the twofold objective of improving existing services and pushing on to higher frequencies. In 1914 a new 150 MHz Bell telephone system was made available which provided full duplex operation, automatic channel search, and dialling to and from the mobile station. This was followed in 1969 with the introduction of the same kind of improved operation at 450 mHz .

The future of mobile-radiotelephone communication is dependent upon techniques of network planning and mobile equipment design that will enable efficient and economical use of the radio system. One possible solution to the problem of meeting the steadily increasing customer demand for the mobile-radiotelephone, is to develop a workable plan for reusing the assigned channels within each band of frequencies. To encourage the USA mobile-radiotelephone industry in its development of advanced highcapacity systems, the FCC in 1974 allocated a 40 MHz band in the 800 -to900 MHz frequency range for this purpose. Subsequent research and trial tests conducted by the Bell Telephone Labs concluded that high-capacity systems based on the reuse of assigned channel frequencies in a celleluar planned network were a practical solution.

The extent of interest in mobile communications in the U.K. may be judged by the fact that there were over 100,000 mobile radios

1972, and this was expanding at a rate of $17 \%$ per year. In 1977 there were over 200,000 mobile radios licensed in the private mobile radio service and the use of the mobile radiotelephone grew at a rate of $10 \%$ per annum. At present there are over 300,000 users, and the use of mobile radio has been increasing by $8-10 \%$ per annum for many years. By 1990 the number of mobile radios is expected to exceed 700,000 and could well approach 2 million by the end of the century. There is no reason to suppose that this growth will slow down. Since the introduction of private mobile radio into the U.K. in 1947, the market has largely been AM. With the introductionof UHF FM equipment in the late sixties, the dominant AM position has declined, and now the market is roughly $60 \% \mathrm{AM}$ and $40 \% \mathrm{FM}$.

Following the interim recommendation of the independent review of radio spectrum in 1983, the U.K. government has decided to release band I and III of the radio spectrum primarily for mobile radio. This will constitute one of the biggest ever additions to the land mobile spectrum in the U.K. Synchronously detected SSB pilot carrier has attracted much attention as an efficient, bandwidth economic modulation technique for mobile radio applications. In recent developments the use of SSB in band III has been proposed. This might be a practical solution to the problem of the explosively growing demand for mobile radiotelephones. The demand for more channels in limited frequency bands allocated has led up to now to the introduction of progressively narrower channel separation i.e. the frequency spacing between carrier frequencies. As the technology advanced the channel spacing was reduced from 100 KHz to 12.5 KHz in the VHF band and 25 KHz in the UHF band. Further channel spacing reductions may be made possible by use of a more appropriate modulation scheme such as SSB.
picture has been one of steady growth characterized by advancing technology and increasing demand for a service that always exceeded the available system capabilities. The ultimate objective of mobile communication is to enable anyone on the move to communicate quickly, easily and effectively with anyone else. The fundamental problem has already surfaced, lack of frequency bandwidth to handle the service channel in regions of the frequency spectrum where modern technology can provide reasonably economical hardware and systems. In order to provide a mobile telephone service to many thousands of users in a metropolitan area, it is quite clear that the available radio channels must be re-used within the overall service area, in order to use the assigned spectrum most efficiently. There is thus a potential problem of mobiles simultaneously using the same channel in different locations interfering with each other. The severity of this interference depends on the various factors governing radio transmission at these high frequencies.

The following can be considered as steps that could be taken towards reducing the pressure on the available spectrum for mobile radio communication:

1. Change of modulation scheme (e.g. SSB)
2. Dynamic channel assignment (or trunking)
3. reduction of channel spacing
4. Frequency re-use within reasonable geographical spacing.

One im mediate solution is to re-use the available frequencies within a reasonable geographical spacing, but this demands a powerful tool by means of which the optimum power required for covering a certain area could easily and efficiently be deduced. It is this problem that is addressed in this thesis. A versatile signal strength and data logging experiment has been
designed and built, and extensive field trials have been carried out in urban, suburban and rural areas. The urban trials have been carried out mainly at 900 MHz as this frequency is to be used in the new cellular radiotelephone system, due to start operation early in 1985. Rural trials have been conducted at ranges up to 40 km at a frequency in the VHF band.

The field trial results have been analysed to provide information about the median path loss and its variability. Ordnance survey map squares 500 m $x 500 \mathrm{~m}$ have been used as the unit of area to facilitate the introduction of terrain and land usage data where appropriate. Simple propagation models are proposed for urban areas and these are able to provide accurate predictions over a wide range of frequencies.
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## CHAPTER 2

## FUNDAMENTALS OF MOBILE RADIO PROPAGATION

### 2.1 INTRODUCTION

Radio signals transmitted from a mobile-radio base station are not only subject to the same significant propagation-path losses that are encountered in other types of atmospheric propagations, but are also subject to the path loss effects of terrestrial propagation. Terrestrial losses are greatly affected by the general topography of the terrain. The low mobile antenna height, usually very close to ground level, and an ever-changing environment around the mobile unit, contributes to this additional propagation path loss. In general, the texture and roughness of the terrain tend to dissipate propagated energy, reducing the received signal strength at the mobile unit and also at the base station. Losses of this type, combined with free-space losses, collectively make up the propagation path loss.

Mobile radio signals are also affected by various types of scattering and multipath phenomena - which can cause some signal fading attributable to the mobile radio communications medium. Due to $m$ otion from place to place, an everchanging and very large number of propagation paths are formed between the base station and a mobile unit, and between the mobile units themselves. This multipath interference causes the signal to fade rapidly and deeply, and can be a serious problem in highly built-up urban areas where a large number of propagation paths may be formed. Mobile radio signal fading compounds the effects of long-term fading and shortterm fading. Long-term fading is typically caused by relatively small mcale variations in topography along the propagation path. Short-term fading is typically caused by the reflectivity of various types of signal scatterers, both stationary and moving. Fading of this kind is termed "multipath" fading.

This chapter reviews the basic propagation phenomenon starting with simple situations such as "free space" and plane earth. Various diffraction theories for isolated and multiple knife-edge obstacles are compared. The influence of environmental structures on the path loss is examined and finally characteristics of short-term fading and fast-term fading are considered.

### 2.2 FREE-SPACETRANSMISSION FORMULA

The power received by a receiving antenna separated from a radiating antenna is given by a simple formula, provided there are no objects in the regions that absorb or reflect energy. This free-space transmission formula [2.1] is given by :

$$
\begin{equation*}
P_{r}=P_{t}\left(\frac{\lambda}{4 \pi \mathrm{~d}}\right)^{2} g_{b} g_{m} \tag{2.1}
\end{equation*}
$$

The path loss in $d B$ is therefore given by

$$
\begin{equation*}
P_{L}=20 \log d-20 \log \lambda-10 \log g_{b} g_{m}+21.9 \tag{2,2}
\end{equation*}
$$

From equation (2.2), doubling the distance reduces the signal by 6 dB .

### 2.3 PLANE EARTHFORMULA

A simple propagation situation also exists when a base-station transmitter and a mobile receiver are separated by a large distance $d$, and the terrain between the two sites is, flat as shown in Fig. 2.1. Three possible kinds of waves may occur at the mobile reciever: a direct wave, a reflected wave, and a surface wave. The resultant received signal power [2.2] is then:

$$
\begin{equation*}
P_{r}=P_{t} g_{m} g_{b}\left(\frac{\lambda}{4 \pi d}\right)^{2} \cdot\left|1+\rho e^{j \Delta}+\eta\right|^{2} \tag{2.3}
\end{equation*}
$$

For mobile radio communications, the grazing angle $\Psi$, as shown in

Fig. 2.1 is always $s m a l l$ and $d \gg h_{1} h_{2}$ hence it is reasonable to assume that $\Delta \ll 1$ and $\rho \approx-1$ for both vertical and horizontal polarisation hence equation 2.3 becomes

$$
\begin{equation*}
p_{r}=p_{t} g_{m} g_{b}\left(\frac{h_{1} h_{2}}{d^{2}}\right)^{2} \tag{2.4}
\end{equation*}
$$

and the path loss is given by

$$
\begin{equation*}
P_{L}=40 \log d-20 \log h_{1} h_{2}-10 \log g_{m} g_{b} \tag{2.5}
\end{equation*}
$$

From the above equation, doubling the distance reduces the signal by 12 dB , and the path loss is independent of frequency.

### 2.4 DIFFRACTION LOSS

Diffraction of radio waves occurs when the propagation path is wholly or partially obstructed by features of the intervening terrain between the transmitting antenna and the receiving antenna. The severity of signal attenuation depends on whether the obstruction extends through the propagation path, extends beyond the line-of-sight propagation path (Fig. 2.2a), or merely approaches the line-of-sight propagation path (Fig. 2.2b). In practice, it is not always possible to select the highest point along the propagation path as the ideal location for the base station. In hilly areas, even with good siting of the base station, there will frequently be occasions when no line of sight path exists to the mobile unit. When the shadowing is caused by a single object such as a hill, it is instructive to treat the object as a diffracting knife-edge to estimate the amount of signal attenuation.

### 2.4.1 Knife-edge Diffraction Theory

In classic electromagnetic theory applications, the field strength of a diffracted radio wave associated with a knife edge can be expressed as:

$$
\begin{equation*}
\frac{E}{E_{O}}=F e^{j \Delta \Phi} \tag{2,6}
\end{equation*}
$$

The loss in dB due to diffraction is normally added to the free-space path loss and is given by :
where $E_{0}$ is the free-space electromagnetic field with no knife-edge diffraction present, $F$ is the diffraction coefficient, and $\Delta \Phi$ is the phase difference with respect to the path of the direct wave.

$$
\begin{equation*}
L_{D}=20 \log F \tag{2.7}
\end{equation*}
$$

$$
\begin{align*}
& F=\frac{\mathrm{S}_{0}+0.5}{\sqrt{2} \sin (\Delta \Phi+\pi / 4)}  \tag{2,8}\\
& \Delta \Phi=\tan ^{-1}\left(\frac{\mathrm{~S}_{0}+0.5}{\mathrm{C}+0.5}\right)-\pi / 4 .
\end{align*}
$$

and $C$ and $S_{0}$ are the Fresnel integrals

$$
\begin{align*}
& \mathrm{C}=\int_{0}^{v} \cos \left(\mathrm{x}^{2} \pi / 2\right) \mathrm{dx} \\
& \mathrm{~S}_{0}=\int_{0}^{v} \sin \left(\mathrm{x}^{2} \pi / 2\right) \mathrm{dx} \\
& v=-\mathrm{h} \sqrt{\left(1 / r_{1}+1 / r_{2}\right) 2 / \lambda} \tag{2,9}
\end{align*}
$$

$r_{1}$ and $r_{2}$ are the separation distances, and $h_{1}$ is the height of the knife-edge as shown in Fig. 2.2. The parameter $v$ is known as the Fresnel parameter.

Two possible situations can arise : first, when the wave is not obstructed; second, when the wave is diffracted by the knife edge obstruction. Fig. 2.2 illustrates the two possible situations. In the first case $h$ is a negative value and $v$ becomes a positive value. In the second case $h$ is positive and therefore $v$ becomes negative. The exact solution of equation (2.8) is shown graphically in Fig. 2.3. An approximate solution can be obtained for $v$ in certain ranges as follows :

$$
\begin{gathered}
v \geq 1 \\
0 \leq v \leq 1 \\
-1 \leq v \leq 0 \\
-2.4 \leq v<-1 \\
v<-2.4 \\
2.4 .2 \text { Multiple Diffraction }
\end{gathered}
$$

$$
\mathrm{L}_{\mathrm{D}}=0 \mathrm{~dB}
$$

$$
\begin{array}{ll}
0 \leq v \leq 1 & \mathrm{~L}_{\mathrm{D}}=20 \log (0.5+0.62 v) \\
-1 \leq v \leq 0 & \mathrm{~L}_{\mathrm{D}}=20 \log [0.5 \exp (0.95 v)] \\
-2.4 \leq v<-1 & \mathrm{~L}_{\mathrm{D}}=20 \log \left(0.4-\sqrt{0.1184-(0.1 v+0.38)^{2}}\right) \\
v<-2.4 & \mathrm{~L}_{\mathrm{D}}=20 \log (-\sqrt{2 / 2 \pi v)}
\end{array}
$$

The extension of single knife-edge diffraction concepts to the problem of a two obstacle transmission path involves considerable mathematical complexity. Although it cannot easily be extended to cases involving three or more obstacles, an exact solution for two obstacles exists [2.3]. Consequently, the trend has been for the continued use of simple approximations, the most notable of which are outlined below.

### 2.4.3 The Bullington Method

In Bullington's method [2.4], two tangential lines are extended, one over each knife-edge obstruction, and the effective height of an equivalent knife-edge obstruction is measured as shown in Fig. 2.4. The disadvantage with this method is that terrain paths having several significant obstructions are oversimplified since only two of these will ever be relevant in the construction of the equivalent knife-edge as shown in Fig. 2.4. In general, the method tends to overestimate the losses.

### 2.4.4 The Epstein-Peterson Method

In the Epstein and Peterson model [2.5], the heights $h_{1}$ and $h_{2}$ of the two effective knife-edge obstructions are obtained as shown in Fig. 2.5a. The excess path loss is the loss due to $\mathrm{h}_{1}$ plus the loss due to $\mathrm{h}_{2}$. This model is difficult to apply when the two obstructions are relatively close together as shown in Fig. 2.5b and large errors often occur.

### 2.4.5 The Japanese Model

The Japanese [2.6] and Epstein-Peterson models are similar except in the geometric construction in positioning of the hypothetical transmitter. For the Epstein-Peterson model this conceptual radiator is placed at the summit of the previous obstacle while the Japanese construction places it at the point where the projected horizon ray meets the plane of the true transmitter as shown in Fig. 2.6a. The construction for a path obstructed by many obstacles is indicated in Fig. 2.6b.

### 2.4.6 The Deygout Method

The principle of this method [2.7] for two obstructions is illustrated in Fig. 2.7a. The Fresnel para meter is calculated for each of the edges. If $v_{1}$ $>v_{2}$ then edge 01 is considered as the main edge and its loss is calculated as if the obstacle 02 were absent and the loss $T-01-R$ is determined. The additional loss resulting from 02 is then determined as the loss between the main edge and the obstructed terminal, in this case $R$.

This technique can be extended for a path with many obstacles, as illustrated in Fig. 2.7b. The process divides the path into sections on either side of the main edge, 03. On the receiver side, first $v_{4}$ and $v_{5}$ are calculated taking the line $03-R$ as the base line and then proceeding in the two-obstacle case described above. A similar procedure is carried out on the transmitter side. In the case illustrated a main edge is established and
edges between the main edge and either terminal the section on that side of the main edge is split into further subsections; the problem rapidly becomes quite complicated, and the solution correspondingly lengthy. Hence, this $m e t h o d$ is not recommended for problems involving more than four obstacles.

### 2.5 INFLUENCE OF ENVIRONMENTAL STRUCTURES ON PATH LOSS

In mobile radio com munications syste ms , the condition of propagation paths varies as a function of time because of the very low mobile antenna height. This usually ranges from 1 to 3 m above ground, and a mobile station continually traces the service area. Therefore, the propagation characteristics are influenced by terrain and environmental shielding structures, and location variability occurs.

### 2.5.1 Effect of Buildings

A quantitative analysis of the effect of environmental buildings is an important subject as it has a large influence on the received field strength, and the service often tends to concentrate in built-up urban areas. The effect of environmental buildings on signal strength has been measured by different authors [2.8]-[2.9] and similar approaches have been considered to characterise the effects.

Changes of as much as 10 dB in median signal strength can be observed in adjacent locations only a few hundred metres apart if the building density changes substantially.

### 2.5.2 Effect of Foliage

The propagation of radio waves at UHF frequencies can be greatly affected behind a grove of trees. Precise estimates of attenuation are difficult because tree heights are not uniform; also, the type, shape, density
and distribution of the trees influence the propagation. In addition, the density of the foliage depends on the season of the year. However, some success has been obtained by treating trees as diffracting obstacles with an average effective height [2.10]. The effect of foliage is more pronounced at X -band than at UHF. In cases where the shadowing obstacle is tree covered, signal level at UHF might typically be 10 dB lower when the trees are in full leaf, whereas at $X$-band this additional loss could be as high as 20 dB .

### 2.6 SHORT TERMFADING

Short term fading is mainly caused by multipath interference; it consists of very rapid and deep fades, depths of 30 dB being quite common. To properly understand the effects of multipath phenomena, it is necessary to understand the concept of standing waves as applied to radio signals. If a radio signal arrives from one direction and is reflected in the opposite direction by a perfect reflecting scatterer, as shown in Fig. 2.8a, then the resultant signal received by a mobile unit moving at a speed $\mathbf{v}$ is as expressed in equation [2.10]. For simplicity, it can be assumed that the arrival angle $\theta=0 .[1.2]$
$s(t)=a_{0} \exp \left[j\left(\omega_{0} t+\Phi_{0}-\beta_{0} v t\right)\right]-a_{0} \exp \left[j\left(\omega_{0} t+\Phi_{0}-\omega_{0} \tau\right)\right]$

$$
=-j 2 a_{0} \sin \left(\beta_{0} v t-\omega_{0} \tau / 2\right) \exp \left[j\left(\omega_{0} t+\Phi_{0}-\omega_{0} \tau / 2\right)\right]
$$

and $\tau$ is the time it takes for the wave to travel to the scatterer and return to the $t=0$ line.

The envelope of this signal is the resultant standing wave pattern, Fig. 2.8b. In a real life situation scatterers are randomly situated around the mobile unit and reflected waves arrive at the unit from all directions, hence
giving rise to a much more complex fading pattern. One such fading pattern in an urban area at 900 MHz is shown in Fig. 2.9. This represents a typical segment of a fading signal received at a mobile unit. Variations as large as 40 dB in signal amplitude can occur as a result of fading, with nulls occurring approximately every half wavelength. Such severe fading will degrade the signal and produce poor voice quality in speech systems or high error rates in data syste ms.

### 2.6.1 Short Term Fading Characteristics

Measurements by many workers over the frequency range from 50 MHz to 11200 MHz have shown that the envelopes of the mobile radio signal is Rayleigh distributed [2.11] - [2.12] when measured over distances of a few tens of wavelengths where the mean signal is sensibly constant. This suggests that at any point the received field is made up of a number of horizontally travelling plane waves with random amplitudes and angle of arrival for different locations. The phases of the waves are uniformly distributed from zero to $2 \pi$. The amplitudes and phases are assumed to be statistically independent. Furthermore, the signal $x(t)$, at a point in space may be written as:

$$
x(t)=\sum_{i=1}^{N} x_{i} \cos \left[\left(\omega_{c}+(2 \pi / \lambda) v \cos \Psi_{i}\right) t+\Phi_{i}\right]
$$

As a consequence of the central limit theorem the vector sum of a large number of sinusoids with random amplitudes and phase angles is a Gaussian random variable. The envelope of a Gaussian random process can easily be shown to be Rayleigh distributed. Thus for short term fading in a radio channel the probability density $p(r)$ for the amplitude is given by :

$$
\begin{equation*}
p(r)=\left(r / x_{0}\right) \exp \left(-r^{2} / 2 x_{0}\right) \tag{2.12}
\end{equation*}
$$

## Where $x_{0}=$ mean power

The instantaneous signal power is $x=\frac{1}{2} r^{2}$.
When changing the variable the following must hold :

$$
p(r) \cdot d r=P(x) \cdot d x
$$

and

$$
\mathrm{dx} / \mathrm{dr}=\mathrm{r}
$$

Hence

$$
\begin{align*}
& p(x)=\left(r / r x_{0}\right) \exp \left(-x / x_{0}\right) \\
& p(x)=\left(1 / x_{0}\right) \exp \left(-x / x_{0}\right) \tag{2.13}
\end{align*}
$$

Fig. 2.13 shows that the instantaneous power of a signal with a Rayleigh distributed amplitude will be exponentially distributed. It is worth noting that the only parameter necessary to completely describe the distribution is the mean value, $x_{0}$.

### 2.7 LONG-TERMFADING (LOCALMEAN) CHARACTERISTICS

One experimental result that has been consistently observed is that the distribution of the received signal averaged over a distance of $10-20 \mathrm{~m}$ at fixed base and mobile antenna heights, frequency and separation distance from the base station within the same environment class (urban, for
example) have very nearly a normal distribution when the distribution is plotted for the received signal measured in decibels. Such a probability distribution is often referred to as log-normal [2.13].

In order to understand the properties of $\log$-normal distribution a knowledge of Normal distribution properties is essential.

Any distribution defined by the expression

$$
\begin{equation*}
\mathrm{p}(\mathrm{x})=(1 / \sqrt{2} \pi \beta) \exp -(1 / 2)[(\mathrm{x}-\alpha) / \beta]^{2} \tag{2.14}
\end{equation*}
$$

where $\alpha$ and $\beta$ are positive constants, is known as a normal or Gaussian distribution.

> The mean of a continuous random variable is given by $$
> \begin{aligned} \max x & \int_{\min x} x \cdot P(x) d x\end{aligned}
$$

Hence for a Normal distribution

$$
\begin{equation*}
\dot{\mu}=\int_{-\infty}^{+\infty}(x / \sqrt{2 \pi} \beta) \exp -(1 / 2)[(x-\alpha) / \beta]^{2} \tag{2.15}
\end{equation*}
$$

Unfortunately, the operations indicated in equation (2.15) are extremely difficult to execute. It is thus necessary to develop and make use of the normal moment generating function to find the mean.

$$
M_{x}(t)=E\left(e^{x t}\right)=\int_{-\infty}^{+\infty} e^{x t} \cdot(1 / \sqrt{2 \pi} \beta) \exp -(1 / 2)[(x-\alpha) / \beta]^{2} d x
$$

After a little algebraic manipulation,

$$
M_{x}(t)=e^{\left[\alpha t+\left(\beta^{2} t^{2} / 2\right)\right]} \int_{-\infty}^{+\infty}(1 / \sqrt{2} \pi \beta) e^{-(1 / 2)\left[\left(x-\left(\alpha+\beta^{2} t\right)\right) / \beta\right]^{2}} d x
$$

The expression following the integration sign has the form of a normal density function. Hence the integration over the range $-\infty$ to $+\infty$ is equal to one. Thus :

$$
\mathrm{M}_{\mathrm{x}}(\mathrm{t})=\mathrm{e}^{\left[\alpha \mathrm{t}-\left(\beta^{2} \mathrm{t}^{2} / 2\right)\right]}
$$

and

$$
\mu=E(x)=\left[d M_{x}(t) / d t\right]_{t=0}=\alpha
$$

and

$$
\mathrm{E}\left(\mathrm{x}^{2}\right)=\alpha 2+\beta 2
$$

and the variance is

$$
\sigma^{2}=E\left(x^{2}\right)-[E(x)]^{2}=\beta^{2}
$$

If an essentially positive variate $x(0<x<\infty)$ such that $y=\log x$ is normally distributed with mean $\mu$ and variances $\sigma^{2}$, then it is said that x is lognormally distributed. Following the rules of probability when changing variables, the log-normal density function will be given by :

$$
\begin{equation*}
P(x)=(1 / x \sigma 2 \pi) e^{-(1 / 2)[(\log x-\mu) / \sigma]^{2}} \tag{2.16}
\end{equation*}
$$

and using methods similar to those described above, the mean $\alpha$ and variance $\sigma^{2}$ are given by

$$
\begin{aligned}
& \alpha=e^{\mu+(1 / 2) \sigma^{2}} \\
& \beta^{2}=\alpha^{2}\left(e^{\sigma^{2}}-1\right)
\end{aligned}
$$

The median of the distribution is at $\mathrm{x}=\mathrm{e}^{\mu}$ and the mode is at $\mathrm{e} \mu-\sigma^{2}$.

Fig. 2.10 gives a comparison of the frequency curves of a normal and $\log$-normal distribution when $\mu=0$ and $\sigma^{2}=0.5$.
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## CHAPTER 3

## REVIEW OFEARLIER WORK

### 3.1 INTRODUCTION

Many investigators have tried to develop ways to predict median values of propagation loss in built-up areas - where buildings and trees may cause severe attenuation of the radio signals [3.1] - [3.4]. Others have been concerned with describing path-to-path variability and multipath fading in statistical terms [3.5]-[3.6]. In order to obtain the median path loss in builtup areas, many investigators first calculated the propagation loss to be expected if the buildings and other surface features were not present. The additional observed loss is then assumed to be caused by the urban, or suburban development. Over relatively smooth terrain, theoretical plane earth values have first been calculated and the differences between these and the measured values have then been variously referred to as the shadow loss, excess loss, urban factor, clutter factor etc. In a similar manner some investigations have compared measured losses with calculated free space values.

### 3.2 PROPAGATION MODELS FOR IRREGULARTERRAIN

### 3.2.1 Bullington Method

Bullington [3.7] started from the basic theory of free space propagation for his investigation of signal strength prediction. Since most radio paths cannot be considered to be free space paths, he next went on to determine the effect of perfectly flat earth, and this was followed by the effect of earth curvature. In all his discussions he assumed earth to be a perfectly smooth sphere. He claimed that the effect of hills, trees and buildings is difficult or impossible to compute, but that the order of magnitude of these effects may be obtained from a consideration of the rather extreme case which is propagation over a perfectly absorbing knife
edge.
Bullington started from the fundamental equation

$$
\begin{equation*}
E_{O}=\sqrt{30 g 1 \mathrm{Pl}} / \mathrm{d} \quad \text { Volts per metre } \tag{3.1}
\end{equation*}
$$

where $E_{o}$ is the field intensity at a distance $d$ meters from the transmitting antenna.

He then expressed the maximum useful power $P_{2}$ that can be delivered to a matched receiver in terms of the received field strengths;

$$
\begin{equation*}
P_{2}=(E \lambda / 2 \pi)^{2} g_{2} / 120 \quad \text { Watts } \tag{3.2}
\end{equation*}
$$

From equations (3.1) and (3.2) and using the principal effect of plane earth on the propagation of radio waves Bullington obtained

$$
\begin{equation*}
\frac{P_{2}}{p_{1}}=\left(\frac{h_{1}^{\prime} h_{2}^{\prime}}{d^{2}}-\right)^{2} g_{1} g_{2} \tag{3.3}
\end{equation*}
$$

where $h^{\prime}=h+j h o$ where $h$ is the actual antenna height and $h_{0}=\lambda / 2 \pi z$ has been designated as the minimum effective antenna height

## Where

$$
\begin{aligned}
& z=\sqrt{\epsilon_{0}-\cos ^{2} \theta} / \epsilon_{0} \quad \text { for vertical polarization } \\
& z=\sqrt{\epsilon_{0}-\cos ^{2} \theta} \quad \text { for horizontal polarization } \\
& \epsilon_{0}=\epsilon-j 60 \sigma \lambda
\end{aligned}
$$

The magnitude of $\left|h_{0}\right| c a n$ be found from a set of graphs given by

Bullington gave a nomograph that could be used to calculate the diffraction loss over a knife edge as shown in Fig. 3.2.

The height of the obstruction H is measured from the line joining the two antenna to the top of the ridge.

### 3.2.2 Egli's Method

Egli [3.8] suggested the use of theoretical plane earth field strength equation

$$
\begin{equation*}
E=\left(h_{t} h_{r} f / 95 d^{2}\right) \sqrt{p_{t}} \tag{3.4}
\end{equation*}
$$

For irregular terrain Egli defined a median field strength $E_{50}$ as the theoretical plane earth field intensity, less the median deviation therefrom. Egli noted that the deviation from the plane earth field strength varied inversely with the frequency and was independent of distance. By taking 40 MHz as the reference frequency he obtained

$$
\begin{equation*}
E_{50}=\left(40 h_{t} h_{r} / 95 d^{2}\right) \sqrt{P_{t}} \tag{3.5}
\end{equation*}
$$

Egli also gave the theoretical plane earth received power between half-wave dipoles as:

$$
\begin{equation*}
P_{r}=0.345\left(h_{t} h_{r} / d^{2}\right)^{2} P_{t} \cdot 10^{-14} \quad W \text { atts } \tag{3,6}
\end{equation*}
$$

Egli defined $P_{t}$ as the effective radiated power, however, the transmitting antenna gain of 1.46 dB has already been used in the derivation of equation (3.6) ${ }^{[3.4]}$
of equation (3.6). Therefore $P_{t}$ should be defined as the transmitter output
power. Making use of his earlier conclusion :

$$
\begin{equation*}
P_{50}=0.345\left(h_{t} h_{r} / d^{2}\right)^{2}(40 / f)^{2} \cdot 10^{-14} \quad \text { Watts } \tag{3.7}
\end{equation*}
$$

Egli noticed that the deviation of median field strength from the theoretical plane earth when described in dB was log-normally distributed. Hence, using the expected standard derivation at different frequencies he established a correction factor to the $\mathrm{E}_{50}$ field strength when the received field strength other than the 50 percentile location is desired.

### 3.3 COMPUTER BASED MODELS

### 3.3.1 The JRC Method

The method [3.9] - [3.10] is used to predict the coverage area of a base station using a computer and a topographical data base, the output being presented in the form of a plotting of the predicted field strength and path losses at half-kilometer intervals over the service area. The topographical data base has been extracted from Ordnance Survey maps, providing 800,000 height reference points at 0.5 km intervals for Britain.

To calculate the received signal level, the computer reconstructs the ground path profile between the transmitter and the receiver; it then tests for the existence of a line of sight path and whether Fresnel-zone clearance is obtained over the path. If both tests are satisfied, both free space and plane earth losses are calculated and the higher value is chosen. If the test fails, the programme evaluates the loss caused by obstruction, grading them into single or multiple diffraction edges. Calculations are made for up to three diffracting edges, and any greater number of obstructions are converted into three edges by approximating the profile between the outer two diffraction edges to an equivalent knife edge Fig. (3.3). This
construction was first suggested by Bullington [3.7]. In this way the profile is reduced to the three-diffraction-edge, and computation proceeds as before.

The JRC method is of interest to major mobile users in the UK, France and Scandinavia, hence a close examination of its prediction accuracy is carried out in a later chapter, using experimental data.

### 3.3.2 Longley \& Rice Model

The Longley \& Rice model [3.11] is based on electromagnetic theory and on a statistical analysis of both terrain and radio measurements. It predicts the median attenuation of a radio signal as a function of distance and the variability of the signal in both time and space. Table 3.1 lists the input parameters required by the model.

Table 3.1

## System parameters

| Frequency | 20 MHz to 20 GH 3 |
| :--- | :--- |
| Distance | 1 km to 2000 km |
| Antenna height | 0.5 m to 3000 m |
| Polarization | Vertical or horizontal |

## Environmental parameters

Terrain irregularity parameter $\Delta h$
Electrical ground constants
Surface refractivity $250-400 \mathrm{~N}$-units
Climate

## Deployment Parameters

Siting criteria

The terrain irregularity parameter $\Delta \mathrm{h}$ is defined as the interdicile range of terrain elevations, that is, the total range of elevation after the highest $10 \%$ and the 10 west $10 \%$ have been removed. Given values for the input parameters, the irregular terrain model first computes several geometric parameters related to the propagation path. Next, the model computes a reference attenuation, which is a certain median attenuation relative to free space. This reference attenuation is defined in three regions, line-of-sight, diffraction and forward scatter region. The line-ofsight is defined to be the region where the general bulge of earth does not interrupt the direct radio waves, but it still may be that hills and other obstructions do so. In this region, the reference attenuation is computed as a combined logorithmic and linear function of distance. In the diffraction region there is a rather rapid linear increase; and this is followed in the scatter region by a much slower linear increase. The reference attenuation is a good representative value to indicate to a designer how a proposed system will behave. For some problems a knowledge of it alone will be sufficient. For most problems, however, the statistics of the attenuation are important and must be known.

### 3.3.3 The BBC Model

The BBC model [3.12]-[3.13] is a computer based model for predictions of area coverage at $U H F$. The computer program assumes that the transmitter sites are well clear of any local obstructions and the receiving aerials are taken to be at a standard height of 10 m , typical of a two storey residential building. The total path loss comprises of three
separate losses.

1. The free space loss
2. Diffraction loss due to terrain irregularities
3. A correction factor due to the surroundings of the receiver (buildings and trees).

The diffraction loss is calculated using a topographical data base extracted from ordnance survey maps. The loss due to building and tree density within 2 km from the receiver constitutes the correction factor. This loss is weighted in inverse proportion to the distance from receiver. Modification would be necessary to enable the model to be used for prediction with receiver heights below roof-top level, as is typical in mobile radio.

### 3.4 PROPAGATION MODELS FOR BUILT-UP AREAS

### 3.4.1 Young's Measurements

Young's work [3.1] is based on a series of experiments, conducted at 150,450 and 900 and 3700 MHz in New York. He concluded that at 3700 MHz , transmission suffers an additional impairment due to the fact that the fluctuations in the received carrier level (multipath fading) occur at an audible rate as the mobile unit moves at normal speeds. He also concluded that transmission above 1 GHz would be difficult to employ in mobile radiotelephone services.

Young realized that the path loss between a land radio transmitter and a mobile receiver increases as the frequency is increased. He came to the conclusion that the geographical features, buildings, and the like, influenced the propagation 1088 at different locations, even when the locations are only a fraction of a wavelength apart and that the only meaningful measure of
signal strength is a statistical one. He observed that when the sample measurements were confined to a relatively small area of about 100 m to 200 m , the amplitude distribution of the sample followed a Rayleigh distribution. Another point that he observed was that, although an inverse fourth-power range law was applicable in the area that he tested the losses were in the order of 30 dB greater than the value computed over smooth earth. He termed this excess loss the "shadow" loss arising from the presence of many buildings and structures.

### 3.4.2 Okumura's Model

Okumura [3.2] carried out an extensive series of tests at VHF (200 MHz ) and $\mathrm{UHF}(453,922,1310,1430,1920 \mathrm{MHz}$ ) under various conditions of irregular terrain and of environ mental clutter.

He produced a set of graphs which described the distance and frequency dependencies of median field strength, location variabilities and antenna height gain factor for the base and the vehicular station, in urban, suburban and open areas over quasi-smooth terrain. He also produced a set of graphs from which various correction factors corresponding to terrain parameter describing different types of irregular terrain such as rolling-hill terrain, isolated mountain area, general sloping terrain, and mixed level sea path could be extracted.

As a result, Okumura presented a method for predicting the field strength and service area over the frequency ranges of 150 to 2000 MHz for distances of 1 to 100 km , and for base station antenna heights of 30 to 1000 m .

$$
\begin{equation*}
E_{m u}=E_{f s}-A_{m u}(f, d)+H_{t u}\left(h_{t e}, d\right)+H_{r u}\left(h_{r e}, f\right) \tag{3.8}
\end{equation*}
$$

where $E_{m u}$ is the median field strength ( $d B$ rel. $1 \mu \mathrm{~V} / \mathrm{m}$ ) for an urban area in quasi-smooth terrain under a given condition of transmission.
$\mathrm{E}_{\mathrm{fs}}$ is the free space field strength ( dB rel. $1 \mu \mathrm{~V} / \mathrm{m}$ ) for a given condition of transmission.
$A_{m u}(f, d)=$ the median attenuation relative to free space in an urban area, where the base station effective antenna height $h_{t e}=200 \mathrm{~m}$, mobile station antenna height $h_{r e}=3 \mathrm{~m}$, expressed as a function of frequency and distance by the curve in Fig. 3.4.
$H_{t u}\left(h_{t e}, d\right)=$ the base station antenna height gain factor (dB) relative to $h_{\text {te }}$ $=200 \mathrm{~m}$, expressed by the curve in Fig. 3.5 as a function of distance.
$H_{r u}\left(h_{r e}, f\right)=$ the mobile station antenna height gain factor $(d B)$ relative to $h_{\text {re }}=3 \mathrm{~m}$, expressed by the curve in Fig. 3.6 as a function of frequency.

The difficulty with this method is that, for efficient and accurate prediction, it needs to be formulated or computerized.

### 3.4.3 Hata's Formulation

Hata [3.14] used Okumura's measurements to derive an empirical formula for propagation loss in order to put his propagation prediction method to computational use. He presented the propagation loss in an urban area in the form of $: A+B \log _{10} R$, where $A$ and $B$ are frequency and antenna height functions and $R$ is the distance. Hata's formulation is applicable to system design for UHF and VHF land mobile radio services, and the agreement with Okumura's measurements is quite good, under the following conditions : frequency range $100-1500 \mathrm{MHz}$, distance $1-20 \mathrm{~km}$, base station antenna height $30-200 \mathrm{~m}$, and vehicle antenna height $1-10 \mathrm{~m}$.

Table 3.2 gives the experimental formula for propagation loss.

## Table 3.2

$$
\begin{aligned}
L_{p} & =69.55+26.16 \log f_{c}-13.82 \log h_{b}-a\left(h_{m}\right) \\
& +\left(44.9-6.55 \log h_{b}\right) \log R \quad(d B)
\end{aligned}
$$

where
Urban
$a\left(h_{m}\right)=\left(1.1 \log f_{c}-0.7\right) . h_{m}-\left(1.56 \log f_{c}-0.8\right)$
area for medium-small city.
and
$a\left(h_{m}\right)=8.29\left(\log 1.54 h_{m}\right)^{2}-1.1 \quad f_{c} \leq 200 \mathrm{MHz}$ $a\left(h_{m}\right)=3.2\left(\log 11.75 h_{m}\right)^{2}-4.97 \quad f_{c} \geq 400 \mathrm{MHz}$ for large city

Suburban

$$
\begin{equation*}
L_{p s}=L_{p}(\text { urban area })-2\left(\log \left(f_{c} / 28\right)^{2}-5.4\right. \tag{dB}
\end{equation*}
$$

area

Open area $\quad L_{p o}=L_{p}($ urban area $)-4.78\left(\log f_{c}\right)^{2}+18.33 \log f_{c}-40.94$
(dB)

### 3.4.4 Kozono and Watanabe Investigations

The investigation by Kozono and Watanabe [3.3] leads to the production of correction factors for signal strength prediction at UHF due to buildings around the mobile station.

Four parameters were proposed in order to express the effect of buildings around a mobile station quantitatively. These parameters are as follows:
$\alpha$, area factor for occupied buildings
$\alpha^{\prime}$ extended area factor of occupied buildings
$\beta$, building volume over a sampled area
$\beta^{\prime} \quad$ building volume over an extended area

The examination was carried out for each parameter in the 400 MHz and the 800 MHz bands.
$\alpha$ was defined as

$$
\alpha=\frac{\text { Total occupancy area of building in a sa mpled area }}{\text { whole area of a sampled area }} \times 100 \%
$$

$$
\alpha^{\prime}=\frac{\text { Total occupancy area of building in an extended area }}{\text { whole area of an extended area }} \times 100 \%
$$

A sampled area is a circle about 250 m in radius and an extended area extends the sampled area towards the base station, about 500 m in width and length as shown in Fig. 3.7a.

Since the frequency, effective radiated power and base station antenna height differ for an individual base station, and the base-mobile distance differs in each sampled area, these were unified to the given reference values. The mobile antenna height was also unified to 1.5 m . A relation between the local-section median $E$ and each parameter was obtained :

$$
\begin{array}{ll}
E=-24.9 \log \alpha+66 & \mathrm{~dB} \mu \mathrm{~V} / \mathrm{m} \\
\mathrm{E}=-24.6 \log \alpha^{\prime}+63.2 & \mathrm{~dB} \mu \mathrm{~V} / \mathrm{m} \\
\mathrm{E}=-20.5 \log \beta+72.5 & \mathrm{~dB} \mu \mathrm{~V} / \mathrm{m} \\
\mathrm{E}=-20.9 \log \beta^{\prime}+73.6 & \mathrm{~dB} \mu \mathrm{~V} / \mathrm{m}
\end{array}
$$

Kozono and Watanabe claimed that highest prediction accuracy was obtained when $\beta^{\prime}$ was used. However, it was recommended that $\alpha$ was a more suitable parameter, considering the balance of prediction accuracy and the efforts required to calculate a parameter for a wide service area.

These experimental results were presented as a correction factor $S$ for the basic median field strength curve [3.2]. The relationship between $S$ and the parameter $\alpha$ is shown in Fig. 3.7b. An experimental equation was given as follows :

$$
\mathrm{S}=-25 \log \alpha+30 \quad \mathrm{~dB} \quad 3 \%<\alpha<50 \%
$$

### 3.4.5 Ibrahim's Model

Ibrahim [3.4] suggested two different models for land mobile propagation. 1) is an empirical model 2) a semi-empirical model. In both his models he introduced two factors $U$ and $L$. $U$ is a measure of the degree of urbanization of built-up areas, defined as the percentage of the buildingsite area, within the area under consideration, occupied by buildings having 4 or more floors.

He used 24 test squares in inner London at $2 k m$ range from the transmitter, and found the following relationship between path loss and U at two frequencies 168 MHz and 455 MHz .

$$
\begin{aligned}
& \mathrm{PL}_{168}=117.7+0.085 \mathrm{U} \\
& \mathrm{PL}_{455}=123.8+0.081 \mathrm{U}
\end{aligned}
$$

$L$ is a measure of building site area and was defined as the percentage of the test area that is covered by buildings regardless of their height. To examine the relationship between $L$ and path loss he used test aquares at 9 km range, except those severely shadowed from the transmitter by a rather prominent rise in the terrain. The following relationships were obtained as a result of this investigation :

$$
\begin{aligned}
& \mathrm{PL}_{168}=137.95+0.150 \mathrm{~L} \\
& \mathrm{PL}_{455}=142.52+0.219 \mathrm{~L}
\end{aligned}
$$

He later on combined the two factors together to obtain the following equations:

$$
\begin{aligned}
& \mathrm{PL}_{168}=117.37+0.154(\mathrm{~L} . \mathrm{U} .) \\
& \mathrm{PL}_{455}=123.6+0.144 \text { (L.U.) }
\end{aligned}
$$

The combined factor is the percentage of the test square area that is covered by buildings of a certain number of floors or more.

He also considered the influence of the relative mobile spot height on the median path loss, and obtained the following equations :

$$
\begin{aligned}
& \mathrm{PL}_{168}=142.98-0.45 \mathrm{H} \\
& \mathrm{PL}_{455}=154.16-0.56 \mathrm{H}
\end{aligned}
$$

In the empirical model Ibrahim used a multiple regression analysis to derive an equation describing path loss in terms of range $(m), U, L$, and $H$ ( m ). The equation obtained is:

$$
P_{L_{455}}=-42.33+47.76 \log d+0.268 L-0.39 H+K_{455}
$$

Where $K_{455}=0.087 \mathrm{U}-5.2$

The parameter $K$ is used for highly urbanized areas of the city,
otherwise it is set to zero.

And

$$
P_{L_{168}}=-33.76+43.29 \log d+0.261 L-0.35 H+K_{168}
$$

Where

$$
K_{168}=0.088 U-5.78
$$

Ibrahim used his measurements at different frequencies to derive a frequency dependent expression for path loss prediction.

$$
\begin{aligned}
P_{L}= & 11.25-20 \log f+\left[40+14.15 \log \frac{f+100}{156}\right] \log d+0.265 L \\
& -0.37 H+K
\end{aligned}
$$

His semi-empirical model was based on Eglis method by assuming that the median path loss is the sum of the theoretical plane earth loss and an excess "clutter factor" termed B, and hence he proposed the following model

$$
P L=40 \log d-20 \log \left(h_{t} h_{r}\right)+20+\frac{f}{40}+6.18 L-0.34 H+K
$$
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Fig. 3.1 Minimum effective height.


Fig. 3.2 Shadow loss relative to free space.


Fig. 3. 3 Construction of virtuel
diffraction edge.


Fig. 3.4 Prediction curve for basic median attenuation relative to free space in urban ares over quasi-smooth terrsin, referred to $h_{t e}=200 \mathrm{~m}, h_{r e}=3 \mathrm{~m}$.


Fig. 3.5 Prediction curve for basic station antenna height gein factor referred to $h_{r e}=200 \mathrm{~m}, ~ 8 s$ a function of distance.


Fig. 3.6 Prediction curves for vehicular antenne height gain factor in urban area.


Fig. 3.7(a)

1: A sampled area to define local-section mdian.
2: An extended area.


Fig. 3.7(b) Correction factor of buildings around a mobile station for the basic median field strength curve.

## CHAPTER 4

## EXPERIMENTAL EQUIPMENT

A detailed investigation of the spatially distributed r.f. signal patterns created when the propagation path contains many obstructions necessitates the collection of large amounts of data. Several methods of recording the data are available and it therefore pays to give careful consideration to this $m$ atter in order to choose the best $m e t h o d$ of recording the data in any particular case. The data can be recorded on a multichannel analogue FM tape with appropriate facilities, but this involves the problem of digitizing the analogue signal in a way which is suitable for analysis by digital computers. The other obvious method is to convert the analogue signal into a digital signal and directly record it on a suitable medium. The difference is that of analogue versus digital, continuous versus discrete. But the advent of the microprocessor has made digital recording even more attractive. With a digital system a cheap and reliable bulk storage medium is necessary.

A decision was therefore made to go for a digital data logging system and some time was spent on choosing the best storage medium. Several different storage media are available, such as hard disc, floppy disc, cartridge and magnetic tape. Hard disc and floppy disc can easily be eliminated, because of problems involved in using them in a mobile environment. Therefore a decision had to be made between a cartridge and magnetic tape. If an industry-compatible system was required, one would opt for magnetic tape, which is also cheap and offers a large storage capacity. Since the data is generated continuously in this system, a buffered tape unit is required.

A block diagram of the complete system is given in Fig. 4.1. It
consists of a Singer N M $37 / 57$ receiver, a 380 Z microcomputer and a SE 8800 buffered tape unit.

### 4.1 THE RECEIVER NM-37/57

The $\mathrm{NM-37/57}$ is a programmable, precision electromagnetic interference/field intensity ( $E M I / F I$ ) meter for the measurement of conducted or radiated $R F$ interference within the frequency range 30 MHz to 1 GHz in accordance with standard military and commercial EMI test specifications. The instrument performs automatic and semiautomatic testing when supplied with appropriate command signals and provides outputs of signal amplitude and frequency that are suitable for input to a digital data processing system. The instrument is all solid-state, rugged and portable, and operates from internal rechargeable batteries. It is an ideal unit for use in conjunction with a simple lightweight computer and recorder to form a high-speed, high-volume mobile test station.

A three-position rotary switch provides selection of three calibrated band widths of $10 \mathrm{KHz}, 100 \mathrm{KHz}$ and 1 MHz , there is also a five-position pull-turn-push switch which allows 80 dB attenuation to be inserted in 20 dB steps. A dB meter displays signal levels in microvolts, dB referred to $1 \mu \mathrm{~V}$, and $\mathrm{dB}_{\mathrm{m}}$ on three scales: a logarithmic microvolt scale from 1 to $1000 \mu \mathrm{~V}$, a linear $d B$ scale from 0 to 60 dB referred to $l \mu V$, and a linear $d B m$ scale from -107 to -47 dB referred to 1 m W .

### 4.1.1 Characteristic of the Receiver

The characteristic of the receiver was plotted, using the LOG video terminal as the output (Fig. 4.2). It is observed that the receiver possesses a dynamic range of about 70 dB . The linear section of the characteristic is between $-114 \mathrm{dBm}(\mathrm{i} / \mathrm{p})=0.07 \mathrm{~V}(\mathrm{o} / \mathrm{p})$ and $-40 \mathrm{dBm}(\mathrm{i} / \mathrm{p})=0.65 \mathrm{~V}(\mathrm{o} / \mathrm{p}) . \mathrm{A}$
relatively good signal to noise ratio at -114 dBm allowed the whole range to be used. The next stage is to put this characteristic into a suitable form, as the input to the ADC.

### 4.2 INTERFACETOTHEADC

A suitable voltage range for the $A D C$ would be $0-2.5 \mathrm{~V}$. If the linear section of the receiver $o / p$ is converted to this range $(0-2.5 \mathrm{~V})$ then a resolution of $\frac{114-40}{255}=0.29 \mathrm{~dB}$ (for an 8-bit ADC) would be achieved. The circuit used is shown in Fig. 4.3. One of the inputs to the operational amplifier is varied by $R_{1}$ to give $O V$ for an input of 700 mV from the receiver; using $R_{1}$ the output can be set to 2.5 V for an input of 0.65 V . Once the second step is carried out the first step would need re-checking. Therefore the two steps are repeated iteratively until the range ( $0-2.5 \mathrm{~V}$ ) is achieved. Obviously this circuit has a bandwidth wider than is necessary, therefore a knowledge of what minimum band with is needed would be useful. The obvious way is to calculate the maximum slow rate of a typical fade, from which the bandwidth can be deduced. An approximate method is used to find the minimum band width in this case.

In a typical fading pattern (Fig. 4.4), a fade is expected every $\lambda / 2$. If the maximum operating frequency is 900 MHz and the maximum permisaible speed of the vehicle is $100 \mathrm{~m} / \mathrm{s}$ then one typical fade lasts for $\frac{3 \times 10^{8}}{2 \times 900 \times 100 \times 10^{6}}$ $=1.6 \mathrm{~m}$ sec. Assuming that the fading pattern is repetitive with this period, the fundamental harmonic of this pattern would be 600 HZ . Allowing for the significant harmonics to go through and due to the sharp edges, a band width of 16 KHz was used.

A low pass Butterworth filter (Fig. 4.5) was built using one low pass filter of $-40 \mathrm{~dB} / \mathrm{dec}$ ade cascaded with another of $-20 \mathrm{~dB} / \mathrm{dec}$ ade to give an
overall roll-off of $-60 \mathrm{~dB} / \mathrm{decade}$. For a Butterworth filter, the magnitude of the overall closed loop gain must be $0.707(0 \mathrm{~dB})$ at $\omega_{c}$. To guarantee that the frequency response is flat in the passband, the following design values were used :

$$
\begin{aligned}
& \mathrm{R}_{1}=\mathrm{R}_{2}=\mathrm{R}_{3}=10 \mathrm{~K} \Omega \\
& \mathrm{C}_{3}=\left(1 / \omega_{\mathrm{c}} \mathrm{R}\right)=1 \mathrm{nf} \\
& \mathrm{C}_{1}=\frac{1}{2} \mathrm{c}_{3} \stackrel{1}{=} \frac{1}{2} \mathrm{nf} \quad \mathrm{C}_{2}=2 \mathrm{C}_{3}=2 \mathrm{nf}
\end{aligned}
$$

### 4.3 THE TAPE UNIT

The buffered tape unit envisaged for this system consists of a UBI (Universal Buffered Interface), a formatter and a digital tape transport (Fig. 4.6).

### 4.3.1 The UBI

The SE 8800 Universal Buffered Interface consists of a single microprocessor-controlled printed circuit board that mounts on the SE 8800 Digital Tape Transport and is interfaced to the transport-mounted SE 8800 Formatter. It provides read or write data buffering in a single buffer store of up to 4 K bytes. The input/output to/from the UBI can be either 8 bit parallel (centronic type) or serial (RS232 C/V24) information, where both data and commands share the same lines.

A series of DIL switches allows the selection of the serial/parallel modes of operation, and additionally, when in the serial mode, selection of the data format (length of data bits 5, 6, 7 and 8 and the number of stop bits and parity) and transmission speed (300 to 19200 bauds). Connection to users equipment is made via a cannon 25-way connector (serial mode) or 50-
way ribbon cable (parallel mode).

The UBI controls the writing and recording of data, tape motion and status signals, and interprets the various commands between the computer and formatter. To do this, the interface uses a microprocessor (an Intel 8748 or 8035 ) and 2 K EPROM plus 4 K RAM for data storage. The 4 K RAM limits the data record length to 4 K bytes.

### 4.3.2 The Digital Tape Transport

The SE 8800 digital magnetic tape transport is designed for use with 0.5 in. computer tape for digital recording. Electrical and physical compatibility with similar industry-standard equipment is incorporated into the design. The transport is a modular rack-mountable machine, it produces NRZ1 (Non-return-to-zero) or PE (Phase encoded) tapes, compatible with IBM, ECMA, ANSI and BSI magnetic tape recording formats, using 0.5 in. computer grade magnetic tape of up to 10.5 in . reel diameter. A microprocessor is employed to provide sequential control, interlocks and diagnostic functions within the transport. A micro-diagnostic unit is built into the transport, it is accessible from the front and provides complete offline checks. The transport is software controlled as well as hardware controlled. The data density is 1600 chars/inch. The data format is 9-track ( 8 data bits and one pority bit), and the recording method is phase encoding. The tape read/write speed is $45 \mathrm{inch} / \mathrm{sec}$ and the rewinding speed is 200 inch/sec. The data transfer rate between the $U B I$ and the tape transport is dependent upon the recording format and the tape speed. The synchronous data ratio is 72 K bytes $/ \mathrm{s}$ for a 45 i.p.s. transport in PE mode, or 36 K bytes $/ \mathrm{s}$ for $N R Z$ mode. To determine the average transfer rate, consideration should be given to : record length (including postamble and preamble for PE), inter-recording gap, recording density, tape speed and formatter
start/stop delays. These will determine the maximum mean data rate, but allowance must be made for error routines; i.e. backspace-erase-rewrite sequences, which are user-transparent except for the elapsed time.

Data transfer to the UBI may be achieved in short bursts (e.g. 1 record) up to a maximum rate 165 k bytes/s parallel mode or 1.9 k bytes/s serial mode.

### 4.3.3 Average Data Rate

Assuming 45 i.p.s. transport, $2 k$ bytes/record and $P E$ time for commands $=0.2 \mathrm{~ms}$

Time for commands $=0.2 \mathrm{~ms}$
Data transfer to store $=125 \mathrm{k}$ bytes $/ \mathrm{sec}$
Time to fill store $=\left(2048 / 125 \times 10^{3}\right)=16 \mathrm{~ms}$
Time to accelerate tape deck to 45 i.p.s. ready for writing $=10 \mathrm{~ms}$
Time taken from write-to-read head ( 0.15 in ) $=3.3 \mathrm{~ms}$
Time taken to transfer data $=\left(2048 / 72 \times 10^{3}\right)=28.45 \mathrm{~ms}$
Time taken to stop $=11.5 \mathrm{~ms}$
Total time/record ( 2 k bytes) $=69.45$
Therefore average data rate for $2 k$ byte records P.E is

$$
\left(2 \times 10^{3} / 69.45 \times 10^{-3}\right)=28 \mathrm{k} \text { byte } / \mathrm{s}
$$

Since the tape unit is software controlled as well as hardware controlled, it seems reasonable to employ a microcomputer to control the flow of data to/from the tape unit.

### 4.4 380Z RESEARCH MACHINE MICRO-COMPUTER

For the basic mini disc system the hardware comprises a 380 z central processor and two disc drives (housed in a single cabinet), a keyboard and a visual display. Additional items of hardware can be added to the basic
syste $m$, for example a printer.

The basic 380 Z used with a mini disc system is a two board microcomputer (CPU and VDU) with 4 K of ROM and 56 K RAM. The system includes an $I / O$ connector which supplies and accepts TTL-level signals through a memory mapped part. It can be used to drive a centronics printer or a variety of other devices. It provides a serial interface part which can drive an RS232 interface at speeds from 110 baud to 19200 baud. The system uses double sided mini-floppy discs each of which can store 144 K bytes of programs and data.

An ADC is now required to digitize the output of the receiver, and suitable software should be written to take these samples and output thus to the tape unit. The $380 Z$ analogue input/output board was carefully studied and found to be suitable for this purpose.

### 4.4.1 236-222 380Z Analogue I/P-0/P Board

The Analogue I/O board is a completely compatible 3802 board. It provides 16 channels of analogue input and two analogue outputs, both with 10-bit resolution. The ADC may be set to one of seven voltage ranges and the outputs independently set to one of four voltage ranges compatible with most analogue circuitry and industrial/process control applications. The board also provides a serial I/O interface and a real time clock/timer. Software control of this board must be written in machine code.

[^1]| Input impedance | $>100 \mathrm{~K} \Omega$ |
| :--- | :--- |
| Filter Fc | 500 KHz |
| Input settling time | $4 \mu \mathrm{~s}$ |
| Conversion time | $22 \mu \mathrm{~s}$ |
| Throughput time | $50 \mu \mathrm{~s} /$ channel |
| Resolution | 10 bits |
| Interrupt comparator |  |
| Input impedance | $1 \mathrm{M} \Omega$ |

The input data rate to this ADC can be as high as 20 K byte/sec which is much higher than that of the serial interface. Therefore it seems reasonable to use the parallel interface to allow maximum possible use of the ADC, hence the PIO/RTC interface development board was included in the system. Since there is more than one board containing interrupt generating devices, the boards must be patched to determine the priority of interrupts. The Interrupt Enable $0 / P$ (IE O) of the PIO board was connected to the IEI of the ADC board, since the PIO has the highest priority and the IEI of the PIO and the IEO of the ADC were left unconnected. Pulses from a speed transducer drive the ADC interrupt.

### 4.5 S8013 SPEED/DISTANCE TRANSDUCER

The S 8013 speed/distance transducer is made of aluminium alloy; it can be rotated in either direction and is totally sealed and resistant to oil, water, petrol, antifreeze and brake fluid. Its operating temperature is $20^{\circ} \mathrm{C}$ to $+60^{\circ} \mathrm{C}$ and it can be rotated at up to 4000 rpm . The output is square-wave pulses from open-collector TTL, CMOS and LSI compatible. The output frequency is 100 pulses/revolution, it is a high specification transducer for vehicle testing, decoding of mechanical instruments etc. The required power supply is in the range $\mathbf{5 - 2 8}$ volts.

### 4.6 SYSTEM POWER REQUIREMENTS

The power requirements for individual items of equipment are as below :

| Tape unit | 400 W |
| :--- | :--- |
| Receiver | 30 W |

3802 (complete system) 100 W demanding a total power of 530 W . The fact that two of these items are mains driven, requires the provision of an invertor.

### 4.7 APLAB STATIC SINE WAVE INVERTOR

Static sine wave invertors are used in all cases where only D C sources such as batteries are available, and an AC mains supply is required, such as in a mobile lab. The Aplab invertor is lightweight, and has a small volume, high stability of frequency, stabilized output voltage, low waveform distortion, protection against short circuit, overload and polarity reversal and very high efficiency. The sine wave $0 / P$ (as opposed to the rectangular waveform) offers additional advantages as highly sensitive precision equipment such as a magnetic tape recorder, can be driven from this invertor. Since it does not interfere with radio communication (due to the fact that it is operated with a sine oscillator and only sine-wave voltages are being produced) the simultaneous operation of radio and high frequency measuring equipment is possible.

The invertor is fed from two 12 V high duty batteries connected in series. The specifications are :

| DC input voltage | $24 \mathrm{~V} \pm 10 \%$ |
| :--- | :--- |
| O/P input voltage | $115 / 230 \mathrm{~V} \pm 5 \mathrm{~V}$ |
| Frequency | $50 \mathrm{~Hz} \pm 2 \%$ |
| Max continuous power $0 / \mathrm{P} 1000 \mathrm{VA}$ |  |

Efficiency

The batteries are charged by an alternator drivern by an extra pulley available on the engine. Table 4.1 presents the current supplied by the alternator at different speeds.

Table 4.1

| Gear | MPH | Current (AMPS) |
| :--- | :---: | :--- |
| 1ST | 5 | 14 |
|  | 10 | 25 |
| 2ND | 10 | 36 |
|  | 20 | 40 |
|  | 20 | 47 |
| 3RD | 25 | 50 |

At stand-still, normal tickover speed, charging current is 8 amp , only a quarter of battery load. Therefore, this imposes a minimum vehicle speed of at least $10 \mathrm{miles} / \mathrm{hour}$.

### 4.8 SYSTEM REQUIREMENTS

The system should be capable of sampling the signal at required intervals, digitizing it and storing the data in a first in, first out (FIF 0 ) buffer; it should keep looking at the "T.U. busy" line to see if it is ready to accept data, and should conduct a transfer if possible. A facility is necessary, by which a file mark can be put on the tape whenever required. It was decided to write the data in blocks of 2 K bytes (Fig. 4.7). The system is also required to read the data back and do some on line analysis. This is useful when the tests are carried out away from a main frame computer facility since it provides a knowledge of how successful the data collection has been, hence saving time and money if anything goes wrong. A flow
chart of the system software is shown in Fig. 4.8.

An interrupt to the ADC board from the speed transducer causes the CPU to attend to the ADC board and put the digitized data in the FIFO. The busy line of the T.U. is checked constantly and if it is ready, then the data is sent to the T.U. The software also checks if a key on the keyboard has been pressed (except ESC or LF) and if so, it puts a filemark on the tape and continues to collect data. If ESC or LF has been pressed, a filemark is put on the tape and data collection is terminated. If the vehicle speed is much too high and the FIF 0 overflows, a message is printed on the monitor to indicate the loss of data, and data collection is auto matically ter minated. This may not be necessary in this particular system since the maximum vehicle speed is $180 \mathrm{~km} / \mathrm{h}$. But for other systems which might be interfaced to this one, several recordings might be necessary following each sampling, hence reducing the maximum speed.

### 4.9 SOFTWARE PREPARATION

The following software were written :

1) ADC1P - this is a program to send the data from the FIFO buffer to the T.U buffer and also accepts the interrupt from the speed transducer to sample the signal, digitize it and write it in the FIFO buffer. It prints a message "buffer full" when the FIF 0 buffer is overloaded.
2) ADC2 - this program does the same job as ADC1P but instead of sending the data to the T.U. it writes it on the monitor in hex. This program is particularly useful when the system is being calibrated. By feeding the receiver from a signal generator, a series of readings can be taken in order to plot a graph of input signal level versus output of ADC which appears on the VDU screen in hex.
3) READX - this program produces an exact copy of any file from the tape
onto the disc. The name of the file can be specified by typing READX FILENAME. BAS. BAS is added to specify that the file is to be read in Basic. This file can now be analysed in Basic, but the snag is that the available memory size on $5 \frac{1}{2}$ inch disc is only 150 K bytes, and a file with 40 K bytes on tape requires 160 K bytes on disc to enable Basic to read the file, since each byte on tape requires 3 bytes on disc (eg 11001110 on tape means 190 on disc which is 3 bytes) and each number is followed by a carriage return which makes it 4 bytes. Therefore some on line analysis must be carried out.
4) RDHIS - this program carries out some on line analysis before writing the file onto the disc. The so called row data is processed and formed into a histogram and then recorded onto the disc, an example of a histogram is shown in Fig. 4.9. Since there are only 255 levels in each histogram, (these 255 levels are then coverted to $d B m$ ), the required memory size is $255 \times 4 \times$ $3=3060$ bytes, 3 being a factor to account for files with a large number of blocks.

A small program was written to enable the operator to communicate with the T.U. using the keyboard and the program starts at location 0100 as follows:

| 0100 | F7 | 0108 | 01 |
| :--- | :--- | :--- | :--- |
| 0101 | 02 |  |  |
| 0102 | 28 |  |  |
| 0103 | FC |  |  |
| 0104 | F7 |  |  |
| 0105 | 05 |  |  |
| 0106 | C 3 |  |  |
| 0107 | 00 |  |  |

The operator is now able to communicate with the T.U. Table 4.2 describes different com mands.

Table 4.2

| CTRLP | 0 | read |
| :--- | :--- | :--- |
| CTRLP | 1 | write |
| CTRLP | 2 | space forward |
| CTRLP | 3 | space reverse |
| CTRLP | 4 | rewind |
| CTRLP | 5 | reverse off line |
| CTRLP | 6 | write file mark |
| CTRLP | 7 | status request |
| CTRLP | 8 | read continuous |
| CTRLP | $:$ | clear |
| CTRLP | edit. |  |

5) SFD - this is a program to enable the operator to take the tape to any desired position provided there is already data on the tape, since the program relies on counting the blocks of data. This program becomes useful if one tape is to be used in a few series of tests when the syste $m$ is switched off in between, or when a specified block or file of data is to be read.
6) ANALHIS - this program was written in Basic and uses the file created by RDHIS to calculate the various statistical parameters such as standard deviations and the $1 \%, 5 \%, 10 \%, 50 \%, 90 \%, 95 \%, 99 \%$ quantiles of the data in each test square.

Copies of all the computer programs can be found in Appendix A.

### 4.10 THE CHOICE OF VEHICLE

One of the main objectives of this part of the project was to construct a measuring and recording system that could be installed in a vehicle typical of those used to carry mobile radio installations. At first it was thought
that a Ford Escort would be a good choice, but it was soon realized that there was not sufficient space in the engine compartment to mount the generator. The car should clearly have enough space for all the equipment and also have enough room by the engine to accommodate a generator. After careful consideration a Rover 2600 was thought to be most suitable for this purpose. The various items of equipment were carefully mounted on anti-vibration mountings. The back seat had to be removed in order to find enough room for the T.U. The receiver and 3802 were mounted in the space between the back seat and the boot and there was sufficient room in the boot to put the inverter and the batteries. These were all arranged in such a way as to ease access to all the equipment. There was enough space under the dashboard on the left of the driver to accommodate the 3802 monitor; the keyboard simply went on the dashboard. Extra facilities were added to make the job of the operator easier, such as indications by the driver to show if all equipment is on standby; a series of switches enables the operator to choose either serial or parallel interface and to stop data collection simply by disconnecting the interrupt coming from the speed transducer. This is useful when data is not to be collected on part of the preplanned route. Two switches at a distance from each other on the control board were employed to reset the $380 Z$ by pressing the $m$ both at the same time. The reason for this is to avoid accidental reset. An LED indicates if the T.U. is ON LINE. In order to make sure that data is being collected a mini amplifier was connected to the T.U. to monitor the move ment of the tape.

Figs. 4.10a and 4.10b show two photographs of the car and the equip ment installed in it.

### 4.11 OPERATION OF THESYSTEM

The procedure to start the system for data collection is as follows :

1) Switch the invertor and all the other equipment on.
2) Load the 3802 with appropriate disc (ie ADC1P)
3) Bring the tape to BOT and make sure the T.U. is ONLINE.
4) Press $B$ on keyboard to load the system program.
5) Enter ADC1P to load the program.
6) Set the serial/parallel switch to parallel position.
7) Put the interrupt switch to on position.
8) Enter $K$ on the keyboard.

The system is now ready to collect data and at the end of data collection either LF or ESC is entered after which no data is accepted, and the 380 Z loads the system program, ready for next command. If only a file mark is required, any key except LF or ESC can be pressed and after this the next batch of data would be recorded.

To read the data back, change to serial interface, bring the tape to BOT, enter RDHIS - file name, file type, and then 0 followed by 4 and 6 to specify printer option and baud rate. By pressing $K$ the system starts to read data from the tape on to the disc.

### 4.12 ANALYSIS OF DATA

The system was initially designed to do some on site preliminary analysis before introducing the tape to the main frame, but later on the system was found to be quite sufficient in itself for most of the analysis.

After producing the histograms on the disc a simple program in any language can be used to analyse the data. The program was called ANALHIS and it was written in Basic; this program draws the histogram on the monitor and computes various statistical parameters such as the $1 \%, 5 \%$,
$10 \%, 50 \%, 90 \%, 95 \%$ and $99 \%$ values of the sample and also the variance and standard deviation and some other parameters that will be explained in another chapter. A copy of all this information can be obtained from a suitable printer connected to the $380 z$.

### 4.13 FIELD TRIALS

An extensive series of field trials were carried out in Liverpool (445, 900 MHz ), London ( 940 MHz ) and the Cheshire ( 139 MHz ) area; the first two were classed as urban and suburban areas and the last as a rural area.

The analysis was based on London data, since there was more data available in these tests than any other tests to make the analysis statistically valid. A quite different analysis was carried out on the Cheshire data, since it was classed as rural.

The routes were planned prior to the tests. They were planned using ordnance survey maps to cover as much area as possible in a 500 m square and each square was named as a file.
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## CHAPTER5

URBANANDSUBURBAN FIELDTRIALS
Investigation of as yet unknown radio wave propagation characteristics necessitate the collection of a large data base. The data base should be the outcome of a number of field trials involving several transmitter sites with different environ mental characteristics and heights typical of those likely to be encountered in practice. Two comprehensive sets of field measurements were conducted in London and Liverpool in order to produce such a data base.

### 5.1 LONDON MEASUREMENTS

The tests were conducted in the summer of 1983, and six different transmitter sites were used; some were situated in urban areas and others in suburban areas. The relevant details of the transmitter sites are listed in Table 5.1.

Antenna heights ranging from 21 m to 190 m (above sea level) facilitate the investigation of the effect of antenna height on path loss. The views from the roofs of two transmitter sites in four different directions ( $N, W, S$, E) are shown in Figs. 5.1-5.4. One of these sites is situated in the inner city centre (Figs. 5.1 and 5.2) and the other in a suburban area (Figs. 5.3 and 5.4).

A $1: 20,000$ OS map was used to plan the routes to be covered. The method of data collection was to select routes within a $500 \mathrm{~m} \times 500 \mathrm{~m}$ square to provide reasonable coverage of that square. An average route length of about $2 k m$ was covered within each square and signal strength samples were taken every 1.8 cm of travel. When leaving a square a file marker was put onto the tape to indicate the end of the square and the start of the next. The selected squares were located at distances between 2 km and 9 km from
the transmitter. Some squares were chosen to provide a circumferential route at a fixed distance from the transmitter, others were chosen in a radial direction. Some of the test squares were used from more than one transmitter site, in one case, the same squares were covered from 3 different sites. The relative position of the squares in this particular case is shown in Fig. 5.5, together with the three transmitter locations. Overall nearly 300 squares were covered in these trials.

## Table 5.1

Transmitter location $\quad$| Height of local |
| :--- |
| ground above sea |
| level $(\mathrm{m})$ |

> Overall antenna ERP (W) height $(\mathrm{m})$ level (m)

76
65

56
88

85

22
72

### 5.2 LIVERPOOL MEASUREMENTS

Only one transmitter site was used in Liverpool (Dept. of Electrical Engineering Building, University of Liverpool). The height of the local ground above sea level was 45 m and the overall height of the antenna was 80 m . The objective of these measurements was to have available a set of data that could be used for comparison purposes and for validating models. Two sets of field measurements were conducted at 900 MHz and 441 MHz . Relevant information about the transmitters is given in Table 5.2.

Table 5.2

| Frequency <br> MHz | Type of aerial | Gain over <br> $\frac{1}{2}$ <br> wave dipole | Transmitter <br> $0 / \mathrm{P}$ |
| :--- | :--- | :---: | :---: |
| 900 | Colinear array | 5.8 dB | 5 W |
| 441 | Four-stacked <br> Centre-fed <br> Folded dipole | 5.6 dB | 5 W |

The relative position of the squares to the transmitter is shown in Fig. 5.6.

### 5.3 ANALYSIS OF DATA

As discussed in Chapter 3, the original concept of the data logging and analysis system was that it should be capable of some preliminary on-site analysis before introducing the tape to the main frame computer. However, it was found to be quite sufficient in itself for most of the analysis. The various statistical parameters such as variance, standard deviation and the $1 \%, 5 \%, 10 \%, 50 \%, 90 \%, 95 \%$ and $99 \%$ values of the sample belonging to each test square were computed using the program "ANALHIS" outlined in Chapter 4. A copy of all the information was obtained using a suitable printer connected to the 380 Z computer.

The formation of the propagation model was based on the London measure ments, since sufficient data was available to validate the statistical analysis. The Liverpool data was used as an independent set of measurements to validate any conclusion drawn using London data.

All the necessary information relating to the test squares such as distance from transmitter and terrain height was extracted from an $0 S \mathrm{map}$.

### 5.4 STATISTICS OF SHORT TERM VARIATION <br> As a starting point in the analysis of the data, it seems essential to examine the statistics of the short term variation.

Many authors have carried out extensive surveys on such statistics [5.1], [5.2], and similar results have been achieved. It was mentioned in Chapter 2, that such short term variations can adequately be described by Rayleigh distribution, given by :

$$
\begin{equation*}
p(r)=\left(r / \sigma^{2}\right) \exp \left(-r^{2} / 2 \sigma^{2}\right) \tag{5.1}
\end{equation*}
$$

and that the cpd of $r$, the probability that $r$ is less than level $R$ is

$$
\begin{equation*}
\mathrm{P}(\mathrm{r} \leq \mathrm{R})=1-\exp \left(-\mathrm{R}^{2} / 2 \sigma^{2}\right) \tag{5.2}
\end{equation*}
$$

The function of equation (5.2) is plotted on a Rayleigh graph paper in Fig. 5.7. The difference between the $50 \%$ and $1 \%$ values is about 20 dB and this can be used as a preliminary check on any experimental results plotted on a Rayleigh graph paper, claiming to have a Rayleigh distribution.

The distance over which the data can be treated as a stationary Rayleigh process is $32 \lambda(\lambda=$ wavelength $)$ at 441 MHz [5.1]. To validate this assumption a test square was randomly selected and an appropriate analysis was carried out on the data collected over several sections each $32 \lambda$ long. A typical result is shown in Fig. 5.8. This result can be compared with a Rayleigh process plotted on the same graph, having an arbitrary value for $\sigma$. The points can indeed be treated as having Rayleigh distribution.

Similar analysis was undertaken at 900 MHz ; the results are given in Fig. 5.9. The same conclusions were drawn at this frequency.

Measurements by many investigators [5.1]-[5.3] have consistently shown that the local mean value is lognormally distributed.

A test square was again selected at random and the local mean at the two frequencies over the distance $32 \lambda$ was computed over the entire route covered within the square. The Histogram of the local mean values was constructed. Figs. 5.10 and 5.11 show the cdf , plotted on a normal probability graph paper, at frequencies of 441 MHz and 900 MHz respectively. The results agree closely with a lognormal distribution. At both frequencies the local mean standard deviation of 5.5 dB was obtained, which is in good agreement with measurements by other investigators [5.1][5.3].


#### Abstract

5.6 THE GROUND REFERENCE LEVEL

When employing some prediction models, a knowledge of terrain features is necessary to calculate an average ground level or any appropriate reference height defined by the author. For example, Okumura defines the effective antenna height as shown in Fig. 5.12. He calculates the average ground level within 3 to 15 km (or less if the entire distance does not exceed 15 km ) from the base station antenna, hga. He then defines the effective antenna height as


$$
h_{t e}=h_{t s}-h_{g a}
$$

where $h_{\text {ts }}$ is the antenna height above sea level.

An alternative method is discussed here. A circle of radius 10 km (or more if the radio survey extends beyond 10 km ) with the transmitter in the centre is considered and terrain heights along at least eight 10 km radia equally spaced are obtained. Enough samples must be taken along each
radius in order to adequately describe the terrain profile along that radius. These readings must be rounded off to the nearest integer or if an OS map is used the terrain heights are given in steps of 5 m . A histogram of such readings is then formed and the most commonly occurring height (the mode value) $H_{c}$ is taken as the reference level.

One such histogram obtained in Liverpool is shown in Fig. 5.13. Problems might arise when two or more peaks are present in the histogram or even when the peak spreads over a wide range. The trend is to always
 occur at $10 \mathrm{~m}, 45 \mathrm{~m}, 90 \mathrm{~m}$, the lowest value ie 10 m should be selected as the reference level. The value of $\mathrm{H}_{\mathrm{c}}$ was 5 m in London and 40 m in Liverpool.
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Fig. 5.1(a) The view looking Southwards (Colombo Hse)


Fig. 5.1(b) The view looking Northwards (Colombo Hse)


Fig. 5.2(a) The view looking Westwards (Colombo Hse)


Fig. 5.2(b) The view looking Westwards (Colombo Hse)


Fig. 5.3(a) The view looking Southwards (Eltham SSC)


Fig. 5.3(b) The view looking Northwards (Eltham SSC)


Fig. 5.4(a) The view looking Westwards (Eltham SSC)


Fig. 5.4(b) The view looking Eastwards (Eltham SSC)

ig. 5.5 Relative position of test squares to certain transmitters (London).
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Fig. 5.6 Relative position of test squares to the transmitter (Liverpool).







Fig. 5.12 Okumura's definition of effective antenna height


## CHAPTER 6

## PREDICTION MODELS

### 6.1 INTRODUCTION

Great care is needed in the design of radio systems if expensive mistakes are to be avoided. In the traditional method of selection of sites and transmitter power, a large number of very costly and time-consuming measurements are required. Much of this can be avoided by prior prediction. Predictor methods exist in the form of graphs [6.1] or formulated mathe matical expressions [6.2]. Several of these methods were reviewed in Chapter 3.

### 6.2 ANALYSIS OFLONDON DATA

The basis of a well structured statistical model is a large data base, acquired under all the possible combinations of parameters, which might influence the data. The London data possesses such a property, and therefore a prediction model could be based on this data with confidence.

For each of the six sets of measurements the $50 \%$ (median) values were used to compute the path loss between two isotropic antennas. This was plotted as a function of range. One such plot, typical of those obtained, is shown in Fig. 6.1. The best fit straight line through these points was calculated by minimising the r.m.s. error, and equations were computed to express these best fit lines. If each equation is expressed in the form $\mathrm{PL}=$ $A+B \log _{10} R$, where $R$ is the range from transmitter in $K m$, the values of $A$ and $B$ for the six sites used are as given in Table 6.1. The value of clutter factor $\beta$, defined as the difference between the best fourth law fit and a line calculated using the plane earth equation, is also included in Table 6.1.

Table 6.1

| Transmitter at | A dB | B dB/decade | $\beta \mathrm{dB}$ |
| :--- | :--- | :--- | :--- |
| 1) Bunhill Row | 118 | 37 | 41 |
| 2) Colombo Hse | 122 | 38 | 41 |
| 3) Gresham St | 123 | 40 | 42 |
| 4) Eltham SSC | 116 | 36.5 | 38 |
| 5) Westle Hse | 114 | 35 | 34 |
| 6) Ebury Bridge Rd | 123 | 40 | 44 |

The same process of minimizing the r.m.s. error was employed, but this time using the entire set of data for all six transmitters, to obtain an overall best fit line. The following equation was then obtained :

$$
\begin{equation*}
P L=119.6+34 \log R \quad d B \tag{6.1}
\end{equation*}
$$

An r.m.s. error of 7.07 dB was apparent, where equation (6.1) was used to predict path loss for the London data.

In order to im prove this rather crude global model, one can look at the variation of $A$ and $B$ with various factors such as base transmitter height. A knowledge of how $A$ and $B$ vary with $h_{b}$, allows equation (6.1) to be modified to give a better estimation, for given situations with a consequent reduction in the r.m.s. error.

### 6.2.1 Effect of Transmitter Height on A

Using the values tabulated in Table 6.1, a graph of $h_{b}$ versus $A$ was plotted on a 1 cycle $\log$ linear graph paper, with $h_{b}$ on the logarith mic scale (Fig. 6.2). In this manner the relationship between $A$ and $h_{b}$ could more
easily be observed. The best fit line through these points was computed as;

$$
\begin{equation*}
A=140.1-12.2 \log h_{b} \quad d B \tag{6,2}
\end{equation*}
$$

where $h_{b}$ is in meters.
Having achieved this result, it can be compared with Okumura's measurements [6.1], which were conveniently presented in the same manner, and can be expressed as;

$$
\begin{equation*}
A_{o k}=146-14 \log h_{b} d B \tag{6.3}
\end{equation*}
$$

Equations (6.2) and (6.3) are plotted in Fig. 6.2 together with the measured results. The slope of the two lines can be observed to be similar, but Okumura's equation predicts a s maller value for A by about $3-4 \mathrm{~dB}$ than equation (6.2). Nevertheless the definition of 0 kumura 's transmitter height is quite different from the way it is defined here. It is the slope of these lines which should be looked at as the important feature for comparison. The above results are considered very promising.

### 6.2.2 Effect of Transmitter Height on B

Making use of values given in Table 6.1, a graph of $B$ versus $h_{b}$ was plotted on a log linear graph paper, again with $h_{b}$ on logarithmic scale. The graph is illustrated in Fig. 6.3. The best fit line describing the relationship between $h_{b}$ and $B$ was computed, and given by :

$$
\begin{equation*}
B=49.3-6.8 \log \quad h_{b} \quad d B / \text { decade } \tag{6.4}
\end{equation*}
$$

Okumura's measurements describing the relationship between $h_{b}$ and $B$
equation (6.5) were plotted on the same graph paper as Fig. 6.3 for comparison with equation (6.4).

$$
\begin{equation*}
\mathrm{B}_{\mathrm{ok}}=45-6.5 \log \mathrm{~h}_{\mathrm{b}} \quad \mathrm{~d}_{\mathrm{B}} / \text { decade } \tag{6.5}
\end{equation*}
$$

The slope of equations (6.4) and (6.5) are again similar, but predictions of B based on Okumura's measurements are consistently smaller than those derived from equation (6.4). The difference is about 4 dB . The comparison is very encouraging in the sense that it is based on two sets of entirely independent measure ments and yet leads to very similar conclusions.

### 6.2.3 Effect of Transmitter Height on the Clutter Factor

The existence of a relationship between $h_{b}$ and $\beta$ is the next step to be investigated. A graph of $\beta$ versus $h_{b}$ was plotted on a linear graph paper (Fig. 6.4). At first sight it might seem that the dotted curve (Fig. 6.4) is a better fit than a straight line. If the dotted curve is adopted as the best fit, it indicates that as $\mathrm{h}_{\mathrm{b}}$ approaches 90 m , a sudden reduction in the clutter factor is observed, which does not seem reasonable. Hence, a straight line was adopted as the best fit given by :

$$
\begin{equation*}
\beta=48.1-0.12 \mathrm{~h}_{\mathrm{b}} \quad \mathrm{~dB} \tag{6.6}
\end{equation*}
$$

This merely indicates that over the range of heights considered the rate of decrease of $\beta$ as transmitter height is increased is $-0.12 \mathrm{~dB} / \mathrm{m}$ i.e. increasing $h_{b}$ by a factor of 10 , decreases $\beta$ by 12 dB .

Now having deduced all these relationships, the model described by equation (6.1) can be improved. Several different methods investigated are described below. In all the models considered, a multiple regression analysis
was employed with path loss, range, transmitter height, etc. as variables.
(I) It has been shown that path loss is strongly affected by transmitter height, hence the model can be improved by the inclusion of transmitter height in equation (6.1), giving an expression of the form of :

$$
\begin{equation*}
P L=157.6+37.75 \log \quad R-21.8 \log h_{b}(d B) \tag{6.7}
\end{equation*}
$$

where R is in km and $\mathrm{h}_{\mathrm{b}}$ is in m .

Equation (6.7) gives the path loss between two isotrophic antennas. This seems a convenient point to make some comparisons with the theoretical model for plane earth, given by :

$$
P_{r}=P_{t} g_{m} g_{b}\left(h_{b} h_{m} / R^{2}\right)
$$

where $R$ is in $m$ and $h_{m}=1.5 \mathrm{~m}$

Taking $\log$ from both sides, describing the path loss as $\left(p_{t}(d B)-P_{r}(d B)\right)$ and changing the units of $R$ from $m$ to $k m$, the following expression is obtained :

$$
\begin{equation*}
P L=115+40 \log R-20 \log h_{b} d B \tag{6,8}
\end{equation*}
$$

Comparing equations (6.7) and (6.8) the range and transmitter height dependence coefficients are very similar, but the constant term differs by about 42 dB . An explanation for this can be found by calculating the average clutter loss, using equation (6.6), and substituting the average value of $h_{b}$ as approximately 65 m :

$$
\beta=48.1-0.12 \times 65
$$

$$
\beta=40.3 \mathrm{~dB}
$$

This comparison indicates how all the different theoretical and experimental equations lead to similar conclusions.
(II) An alternative method for producing an improved model is to express path loss in the form of :

$$
P L=A+B \log R \quad d B
$$

Making use of equations (6.2) and (6.4) to substitute for $A$ and $B$ we obtain

$$
\begin{equation*}
P L=\left(140.1-12.2 \log h_{b}\right)+\left(49.3-6.8 \log h_{b}\right) \log R \tag{6,9}
\end{equation*}
$$

(III) A semi-emperical model can be employed by adding a clutter factor to the plane earth equation, as given below

$$
P L=40 \log R-20 \log h_{b} h_{m}+120+\beta
$$

using eqution (6.6) to substitute for $\beta$

$$
\begin{equation*}
P L=40 \log R-20 \log h_{m} h_{b}+168.1-0.12 h_{b} \tag{6.10}
\end{equation*}
$$

(IV) Finally a semi-emperical model in the form of

$$
P L=40 \log R+C
$$

can be used where $C$ is given by

$$
\mathrm{C}=-23.3 \log \mathrm{~h}_{\mathrm{b}}+156.8 \quad \mathrm{~dB}
$$

therefore

$$
\begin{equation*}
P_{L}=40 \log R-23.3 \log h_{b}+156.8 d B \tag{6.11}
\end{equation*}
$$

Table 6.2 summarises the proposed models with their corresponding r.m.s errors.

## TABLE 6.2

$$
\begin{array}{lc}
\text { Proposed model (path loss in } d B) & \text { r.m.s error (dB) } \\
\text { PL }=119.6+34 \log R & 7.07 \\
\text { PL }=157.6+37.75 \log R-21.8 \log h_{b} & 5.6 \\
\text { PL=(140.13-12.2log } \left.h_{b}\right)+\left(49.3-6.8 \log h_{b}\right) \log R & 5.87 \\
\text { PL }=40 \log R-20 \log h_{b} h_{m}+168.1-0.12 h_{b} & 6.2 \\
\text { PL }=40 \log R-23.3 \log h_{b}+156.8 & 6.2
\end{array}
$$

The procedure adopted now is to select the model which produces the smallest r.m.s error i.e model 2, and to carry out further improvements to minimize the r.m.s error. The next logical step is to include another variable in the multiple regression analysis, the effective mobile antenna height ( $h_{m}$ ) which is very commonly used in any propagation model. $h_{m}$ is measured above the same reference level as defined for the base antenna. The following equation was obtained:

$$
\begin{equation*}
P L=159.1+37.8 \log R-21.8 \log h_{b}-0.17 h_{m} \quad(d B) \tag{6.12}
\end{equation*}
$$

where $h_{m}$ is in meters, and it is positive if mobile antenna is above
the reference level and negative if mobile antenna is below the reference level. Using equation (6.12) an r.m.s error of 5 dB was achieved.

Since London is not a completely flat city, diffraction losses must be taken into account. For each test square the terrain profile was extracted using an $O S$ map, and utilizing the Epstein and Peterson method the diffraction loss was calculated. Using these calculations, an improved model was introduced as :

$$
\begin{equation*}
P L=160+38 \log R-21.8 \log h_{b}-0.15 h_{m}+L_{D} d B \tag{6.13}
\end{equation*}
$$

An r.m.s error of 4.5 dB was achieved. Further improvements in the model were made possible by classifying the transmitter surroundings. Four trans mitter sites were classified as being situated in heavily built up urban areas, and two other transmitter sites were classified as being situated in suburban areas. Hence the predictions made using equation (6.13) were divided into two groups of data representing urban and suburban areas. In urban areas the predictions were observed to be optimistic by an average of about 5.5 dB , and pessimistic by an average of about 2 dB in suburban areas. Therefore two separate models are suggested, one for use in urban areas and another for use in suburban areas given by:

$$
\begin{equation*}
P L_{U}=P L+5.5 \quad(d B) \tag{6.14}
\end{equation*}
$$

where $\mathrm{PL}_{\mathrm{u}}=$ predicted path loss when the transmitter is situated in urban areas, and $P L$ is computed using equation (6.13), and

$$
\begin{equation*}
P L_{s}=P L-2 \quad(d B) \tag{6.15}
\end{equation*}
$$

where $\mathrm{PL}_{\mathrm{g}}=$ predicted path loss when the transmitter is situated in suburban
areas. These equations (6.14) and (6.15) produced an r.m.s error of 3.32 dB .

Further improvements on the model could still be possible, but the price to pay is probably too high. Parameters described in Chapter 3, such as land usage factor ( $L$ ), or urbanization factor (U), can be employed to improve the model. On the other hand a model producing an r.m.s error of less than 1 dB would not make sense, since different measurements taken on the same day, along the same route probably lead to median values which differ by about $2-3 \mathrm{~dB}$.

Strictly speaking the proposed model is only valid at 900 MHz . In order to expand its use it is necessary to find a way of including carrier frequency as a parameter. Since there is good agreement between the London data and Okumura's measurements, and he conducted measurements at several different frequencies, the results obtained by Okumura can be combined with the results obtained from the London data in order to obtain a frequency dependent parameter for inclusion in the model.

Using Okumura's measurements [6.1] and Hata's formulation [6.2] A is given by :

$$
\begin{align*}
& \mathrm{A}_{\mathrm{ok}}=\alpha(\mathrm{fc})-13.82 \log \mathrm{~h}_{\mathrm{b}}  \tag{6.16}\\
& \text { where } \alpha=69.55+26.16 \operatorname{log~fc}
\end{align*}
$$

Using equations (6.13) and (6.17)

$$
\begin{aligned}
& 160=x+26.16 \log \mathrm{fc} \\
& \text { for } \mathrm{fc}=900 \mathrm{MHz} \\
& x=82 \mathrm{~dB}
\end{aligned}
$$

Therefore the final model can be written in the form :

$$
\begin{equation*}
P L=82+26.16 \log f_{c}+38 \log R-21.8 \log h_{b}-0.15 h_{m}+L_{D} d B \tag{6.18}
\end{equation*}
$$

It should be noted that the equation (6.18) is more accurate at 900 MHZ .

### 6.3 ANALYSIS OF LIVERPOOL DATA

A similar analysis was undertaken on the Liverpool data. The $50 \%$ values were computed for each 500 m square and a graph of path loss versus range in km was plotted at 900 MHz and 441 MHz . These are shown in Figs. 6.5 and 6.6 respectively. The best fit line through the data was calculated and for the 900 MHz results is given by :

$$
\begin{equation*}
P L_{900}=130.3+38.5 \log R \quad d B \tag{6.19}
\end{equation*}
$$

An opportunity now exists to put the proposed model to the test. Equation (6.18) was used to predict the expected path loss expressed in the form of $P L=A+B \log R$, giving :

$$
\begin{equation*}
P_{L_{P 9} 900}=128+38 \log R \quad d B \tag{6.20}
\end{equation*}
$$

This was plotted in Fig. 6.5 with best fit line equation (6.19). The result is extremely encouraging, since there is hardly any difference between the predictions and the measurements. The expression for the best fit line at 441 MHz is given by :

$$
\begin{equation*}
P L_{441}=119+41.8 \log R \quad d B \tag{6.21}
\end{equation*}
$$

and the predicted equation is :

$$
\begin{equation*}
\mathrm{PL}_{\mathrm{P} 441}=119.4+38 \log R \quad \mathrm{~dB} \tag{6.22}
\end{equation*}
$$

This was plotted in Fig. 6.6 along with the best fit equation (6.2). The excellent agreement obtained at 900 MHz could not be expected at 441 MHz , since the model was based on data collected at the higher frequency. Comparing equations 6.21 and 6.22 , the slopes differ by about 3.8 dB and the intercepts on the PL axis differ by about 0.2 dB . Nevertheless the prediction is reasonably acceptable and it is suggested that the model could be employed at frequencies as low as 400 MHz .

### 6.4 PERFORMANCE OF THE MODEL ON ALLSEBROOK'S DATA

Allsebrook [6.4] conducted several sets of measurements in Birmingham at frequencies of $85.87 \mathrm{MHz}, 167.2 \mathrm{MHz}$ and 441 MHz . These measurements provide a good base for testing the model on independent data.

Table 6.3 summarises the performance of the model on the measure ments.

## Table 6.3

| Allsebrook's equation of <br> best fit line | Prediction | Frequency <br> M Hz |
| :--- | :--- | :--- |
| $117+39 \log R$ | $116.2+38 \log R$ | 441 |
| $101+38 \log R$ | $105.1+38 \log R$ | 167.2 |
| $98+38 \log R$ | $97.4+38 \log R$ | 85.8 |

These equations are plotted as shown in Figs. 6.7, 6.8 and 6.9. The model proves to be very successful when used with Allsebrook's data at much lower frequencies than might be expected. This suggests that the model could be used auccessfully in the frequency range of $85-900 \mathrm{MHz}$.

### 6.5 TESTING THE MODEL ON IBRAHIM'S DATA

Ibrahim [6.5] conducted two sets of measurements at 441 M Hz and 168 MHz in London. These measure ments were conducted employing a different transmitter site from the seven transmitter sites mentioned in Chapter 4. The measurements and predictions are compared in Table 6.4.

Table 6.4
Frequency MHz Ibrahim's equation Prediction

441
168 for best fit line
$114+43 \log R$
$115+38 \log R$
$109.8+36 \log R$
$106+38 \log R$

He also carried out measurements at 900,441 and 168 MHz in London, for which the information required to carry out analysis on each individual test square was available. Table 6.5 gives a quantitative comparison of measurements and predictions in each test square. The error histogram at 900 MHz is shown in Fig. 6.10.

Table 6.5

| $\mathrm{PL}_{168}$ | PLP 168 | PL441 | PLP441 | PL900 | PLP900 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 124.8 | 119.7 | 130.5 | 131.0 | 139.8 | 137 |
| 128.0 | 121.5 | 133.5 | 132.8 | 143.1 | 136 |
| 128.3 | 119.6 | 135.0 | 130.9 | 144.5 | 133.6 |
| 120.3 | 116.8 | 127.5 | 128.1 | 138.9 | 133 |
| 120.3 | 117.3 | 129.3 | 128.6 | 139.3 | 133 |
| 118.3 | 116.8 | 126.8 | 128.1 | 136.0 | 135 |
| 118.5 | 113.5 | 127.3 | 124.8 | 133.7 | 133.6 |
| 120.0 | 118.1 | 125.0 | 129.4 | 133.0 | 132.3 |
| 120.0 | 117.8 | 126.5 | 129.1 | 135.8 | 135.1 |
| 118.8 | 114.5 | 125.3 | 125.8 | 133.2 | 133.9 |
| 122.5 | 119.5 | 127.3 | 130.8 | 135.6 | 135.5 |
| 122.5 | 119.6 | 129.8 | 130.9 | 138.1 | 133.9 |
| 122.0 | 117.9 | 129.0 | 129.2 | 137.4 | 132.6 |
| 124.75 | 119.8 | 131.8 | 131.1 | 137.7 | 132.6 |
| 126.7 | 120.8 | 133.3 | 132.1 | 142.6 | 133.3 |
| 128.0 | 122.0 | 131.8 | 133.3 | 144.0 | 135.4 |
| 126.0 | 126.0 | 130.5 | 129.5 | 140.3 | 137 |
| 122.5 | 122.6 | 126.8 | 133.9 | 134.6 | 137 |
| 120.3 | 121.3 | 124.5 | 123.6 | 131.1 | 136 |
| 122.8 | 122.2 | 126.2 | 133.5 | 137.2 | 136 |
| 118.8 | 118.2 | 119.8 | 129.5 | 130.4 | 137.7 |
| 124.5 | 124.9 | 129.3 | 136.2 | 139.3 | 139.9 |
| r.m.s. error $=4.4 \mathrm{~dB}$ |  | r.m.s. error $=3.9 \mathrm{~dB}$ |  | r.m.s. erro $=4.5 \mathrm{~dB}$ |  |

### 6.6 CONCLUSION

The proposed model has proved quite successful, when put to the test against independent measurements taken in London, Birmingham or even Japan by independent researchers. The inclusion of the frequency in the model has made it very flexible in the sense that the model is not restricted for use only at 900 MHz . The model works with a reasonable accuracy and at the same time it is quite simple and efficient to use. The input parameters needed for prediction are those which are readily available or can be easily extracted from an $O S$ map. The model would be more efficient if it was computerized and a terrain data base was available.
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Fig. 6.7 Testing the prediction model on Allsebroke's data at 85.8 MHz .


Fig. 6.8 Testing the prediction model on Allsebroke's data at167.2MHz.


Fig. 6.9 Testing the prediction model on Allsebroke's date at 441 MHz .


## CHAPTER 7

## SIG NAL VA RIA BILITY

### 7.1 GENERAL

In planning service areas of mobile radio communications systems, it is necessary to have as accurate a knowledge as possible of the median path loss values, ie., the path loss exceeded at $50 \%$ of locations within the area, in relation to the topography of the region between the stationary transmitter and the vehicle, and the nature of the vehicle's surroundings, ie., vegetation and buildings. It is also important to know the nature of the signal variation about this median value. This can be described either in terms of scatter or quantiles. The $q \%$ quantile is the path loss exceeded at $\mathrm{q} \%$ of locations within the locality.

### 7.2 STATISTICS OF THE RECEIVED SIGNAL OVER A LARGE AREA

Several models have been suggested to describe the signal statistics over a large area. These are :

1) The Weibull distribution
2) The Nakagami-m distribution
3) The combination of Rayleigh and lognormal distributions. (Also known as the Suzuki distribution).

Ibrahim [7.1] investigated the three models listed above, and suggested that the Suzuki model described the distribution of the experimental results in urban areas thus confirming the conclusion previously reached by Lorenz [7.2]. The purpose of this chapter is to test the Suzuki model on the measured data, and also to relate the quantiles to an easily obtainable parameter.

### 7.2.1 Testing the Suzuki Model on the Measured Data

The probability density function of the Suzuki model is given by the
following expressions:

$$
\begin{align*}
p(F)=(2 / \sqrt{2 \pi} S . M) & \int_{-\infty}^{+\infty} \exp \left\{\left(F-F_{O R}\right)-\exp \left[\left(F-F_{O R}\right) 2 / M\right]\right]  \tag{7.1}\\
& \exp \left[-\left(F_{O R}-F_{O S}+S^{2} / M\right)^{2} / 2 S^{2}\right] . d F_{O R}
\end{align*}
$$

and the exceedence probability is given by;

$$
\begin{align*}
Q(F)=(1 / \sqrt{2} \pi S) & \int_{-\infty}^{+\infty} \exp \left\{-\exp \left[\left(F-F_{O R}\right) 2 / M\right]\right\} \\
& \exp \left[-\left(F_{O R}-F_{O S}+s^{2} / M\right) / 2 S^{2}\right] \cdot d F_{O R} \tag{7.2}
\end{align*}
$$

Lorenz [7.2] showed that for a given set of experimental points drawn from an (assumed) Suzuki distribution the value of $S$ is given by;

$$
\begin{equation*}
S=\sqrt{\mu-31} \tag{7.3}
\end{equation*}
$$

where $\mu$ is the variance of the experimental results.
and

$$
M=20 \log e
$$

Quantiles related to median value ine $\mathbf{F}_{\mathrm{q}}-\mathbf{F}_{50}$ are often of practical interest. These quantiles can be obtained using equation (7.2) and numerical integration methods. Fig. 7.1 shows the $1 \%, 5 \%, 10 \%, 99 \%, 95 \%, 90 \%$ quantiles related to the median value, plotted against the Suzuki parameter S. The measured quantiles for each test square were plotted against the Suzuki parameter, along with the theoretical quantile curves in Figs. 7.2, 7.3 and 7.4. The curves fit the data very closely although the spread of points about the line tends to increase as $q$ gets very large ( $99 \%$ ) or very amall ( $1 \%$ ). Nevertheless, as mentioned by Ibrahim [7.1] the Suzuki distribution is found to be a feasible model in urban areas. Hence if the median value of a


#### Abstract

sample was known, and the sample could be described by the Suzuki distribution, then in order to calculate the resulting quantiles, all that is needed is an estimate of the Suzuki parameter $S$. The experimental values of $S$ range from 1 dB up to 9 dB but generally, the value tends to concentrate in the region between 4 and 5 dB .


### 7.3 EFFECT OF STREET ORIENTATION ON RECEIVED SIGNAL

Generally the received signal strength varies according to the orientation of the road on which the car travels with respect to the direction to the transmitter. Especially in urban areas a clear disparity in median attenuation presents itself, according to whether the course is parallel (along the path) or perpendicular (across the path) to the direction of propagation from the transmitter; the width of the road, too, has some effect.

A test square at 3 km distance from the transmitter in Liverpool was selected, in which all the roads were either along the line of propagation or perpendicular to the line of propagation. The reason for choosing this test square was to maximise the effect of street orientation and hence to be able to quantify its effect. Measurements were taken along almost all possible routes in the test square, and a graph of signal strength along the route was plotted as shown in Fig. 7.5 by taking a moving average of every 100 samples. The regions where the route is parallel or perpendicular to the propagation path are coloured red and blue reapectively. A significant difference in received signal strength is observed between radial and circumferential streets. On average the signal strength is about 15 dB higher in radial streets than in the corresponding circumferential streets.

By way of comparison, Okumura's measurements [7.3] at 922 MHz produced a difference of about 11 dB at a distance of 5 km from the
transmitter but only 5 dB at 100 km .

The fluctuations in received signal strength caused by the street orientation could very well contribute to the variance of the sample obtained in any test square. When one type of route dominates the other, less variation and hence a smaller variance would be expected.

Of course street orientation is not the only parameter that contributes to the spatial variability. The width of the street and the inhomogenuity of buildings within the test square also contribute. However, their effect may not be as significant as street orientation. The intention in this work has always been to keep any proposed model as simple as possible, but without $m a k i n g$ major sacrifices in accuracy and reliability. The proble $m$ is that not all the routes lie exactly along or across the path; they may be at many different angles to the line of propagation.

Measurements by Reudink [7.4] showed that the signals received on radial and nearly radial streets were usually 10 dB or more greater than the signals received on similar circumferential or nearly circumferential streets. This suggests that for the purposes of modelling the roads can be divided into two simple categories, ie., those roads which seem to be radial or nearly radial and those which seem to be circumferential or nearly circumferential. Admittedly, this is a rather crude classification, but further measurements could lead to a possible refinement of this statement.

### 7.3.1 Street Orientation Factor

The above argument leads us to suggest the use of a street orientation factor which, for a particular test square is defined as the difference between the total route along the line of propagation and the total route
perpendicular to the line of propagation, expressed as a percentage of the total route, ie.,

$$
\begin{equation*}
F=\left|\frac{1_{R}-1_{A}}{1_{R}+1_{A}}\right| \tag{7,4}
\end{equation*}
$$

where $1_{R}$ is total radial route (or nearly radial)
$1_{\mathrm{A}}$ is total perpendicular route (or nearly perpendicular)
Streets at $<45^{\circ}$ from radial were counted as radial and those at $>45^{\circ}$ counted as circumferential.

The value of F ranges from 0 to 1 . F was calculated for various test squares in Liverpool using an $O S$ map and plotted in Fig. 7.6 versus the Suzuki parameter $S$ on log-linear graph paper, with $S$ along the logarithmic axis. The points lie reasonably close to a straight line expressed by :

$$
\begin{equation*}
F=1.41-1.58 \log \mathrm{~s} \tag{7.5}
\end{equation*}
$$

or S is given by

$$
\begin{equation*}
S=10(1.41-F) / 1.58 \tag{7.6}
\end{equation*}
$$

### 7.3.2 Theoretical Approach

The above results can be examined by comparison with an approximate theoretical model. By making the assumption that the signal level remains fairly constant on radial or circumferential routes but with a difference of 15 dB (ignoring the short term variation), the variance of the signal in a particular test square is given by

$$
\begin{equation*}
\text { Variance } \left.=\left[\left(151_{R} / 1\right)-15\right)^{2}\right] \cdot 1_{R} / 1 \tag{7.7}
\end{equation*}
$$

where

$$
1=1_{R}+1_{A}
$$

Experimental results have shown that the variance (due to short term variations) of the signal level along only one type of route (either radial or circumferential) is about 36 dB , hence using equation (7.3) the Suzuki parameter is expressed by:

$$
\begin{equation*}
S=\left[\left(\left(151_{R} / 1\right)-15\right)^{2} \cdot\left(1_{R} / 1\right)+5\right]^{\frac{1}{2}} \tag{7.8}
\end{equation*}
$$

Using equation (7.4) and the fact that;

$$
1=1_{R}+1_{A}
$$

hence

$$
S=\left(\left((7.5(1+F)-15)^{2}(1+F) / 2\right)+5\right)^{\frac{1}{2}}
$$

or

$$
\begin{equation*}
S=\left(28.1\left(F^{3}-F^{2}-F+1\right)+5\right)^{\frac{1}{2}} \tag{7.9}
\end{equation*}
$$

Equation (7.9) is plotted along with equation (7.5) as shown in Fig. 7.6. Although several approximations have been made, there is a good measure of agreement between theoretical and measured results in the range of $0.2<$ $F<0.8$. The theoretical curve does not fit the data for values of $F>0.8$ and $\mathrm{F}<0.2$; the reason for this could be that the constant 36 dB added to equation (7.7) could very well be a function of $F$.

### 7.4 TESTING THE MODEL ON LONDON DATA

The applicability of equation (7.6) to the London data was examined using only 20 squares. The reason for this was that since many of the preplanned routes had to be altered to a greater or lesser extent at the time of measurement, the exact route covered was not available. An r.m.s. error of about 1.4 dB was achieved, which is quite reasonable compared to the r.m.s. error of 0.68 dB obtained in Liverpool.

Having obtained an equation from which the Suzuki parameter $S$ can be estimated, the quantile relating to the median value can be extracted from the curves shown in Fig. 7.1. Since approximate formulae exist for the set of curves in Fig. 7.1 [7.2] a complete model can be suggested, from which the path loss exceeded for \% of the time can be derived. Table 7.1 summarises all the equations.

| Path loss exceeded for $q \%$ | S | $\mathrm{P}_{\text {Lq }}$ |
| :---: | :---: | :---: |
| $1 \leq 9 \leq 20$ | $\mathrm{S} \leq 6 \mathrm{~dB}$ | $\begin{aligned} & 82+26.16 \log \mathrm{f}+38 \log \mathrm{R}-21.8 \log \mathrm{~h}_{\mathrm{b}}-0.15 \mathrm{~h}_{\mathrm{m}}+\mathrm{L}_{\mathrm{D}}+\mathrm{Q}_{\mathrm{us}}+4.34 \ln \cdot \ln [-\ln (\mathrm{q} / 100)] \\ & +1.59+0.4 \mathrm{q}^{-0.3} \cdot 10^{(1.41-F)} 1.75 / 1.58 \end{aligned}$ |
| $1 \leq \mathrm{q} \leq 20$ | $\mathrm{S}>6 \mathrm{~dB}$ | $\begin{aligned} & 82+26.16 \log f+38 \log R-21.8 \log h_{b}-0.15 h_{m}+L_{D}+Q_{u s}+(2.2-0.456 \ln q) . \\ & 10(1.41-F) / 1.58+3.8-0.7 \ln q \end{aligned}$ |
| $99 \geq q \geq 80$ | $\mathrm{S} \leq 6 \mathrm{~dB}$ | $\begin{aligned} & 82+26.16 \log f+38 \log R-21.8 \log h_{b}-0.15 h_{m}+L_{D}+Q_{u s}+4.34 \ln (-\ln q / 100) \\ & +1.59-0.1(100-q)^{-0.23} .10^{(1.41-F)} 2.1 / 1.58 \end{aligned}$ |
| $99 \geq \mathrm{q} \geq 80$ | $S>6 \mathrm{~dB}$ | $\begin{aligned} & 82+26.16 \log f+38 \log R-21.8 \log h_{b}-0.15 h_{m}+L_{D}+Q_{u_{s}}+(0.7 \ln (100-q)-1.8) \\ & 10^{(1.41-F) / 1.58-11+3 \ln (100-q)} \end{aligned}$ |

$Q_{u s}=5.5 \mathrm{~dB}$ if Transmitter in urban area
$Q_{u s}=-2 d B$ if Transmitter in suburban area.
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Fig. 7.1 Quantiles of Suzuki distribution in relation


Fig. 7.2 Plot of $10 \%$ and $90 \%$ quantiles relative to the median value of the received signal at 900 MHz .

Fig. 7.3 Plot of $5 \%$ and $95 \%$ quantiles relative to the median value of the received signal at 900 MHz .


Fig. 7.4 Plot of $1 \%$ and $99 \%$ quantiles relative to the median value of the received signal at 900 MHz .



## CHAPTER 8

## RURAL FIELD TRIALS AND RESULTS

### 8.1 INTRODUCTION

As previously discussed in chapter 2, the JRC method is one of the most commonly used prediction techniques in the U.K. and Europe. Several comprehensive measurements were conducted in rural areas, with transmitter sites located in rural, suburban and urban areas, to provide a data base for testing the JRC prediction technique, and finally some recommendations were made to improve the JRC prediction technique.

### 8.2 TRANSMITTER SITES AND TEST AREAS

Three transmitter sites were used in this series of field trials. These were as listed below :

Table 8.1

| Location | OS Grid Ref. | $\begin{aligned} & \text { Height of } \\ & \text { Local Ground } \end{aligned}$ | $\frac{\frac{\text { Overall }}{\text { Antenna }}}{\frac{\text { Height }}{}}$ | ERP | $\underline{\mathrm{f}} \mathrm{MHz})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Newton Firs | SJ 527749 | 150 m | 194.2m | 18 W | 139 |
| Altrincham | SJ 776876 | 31 m | 87.4 m | 24 W | 139 |
| Wavertree | SJ 376898 | 50 m | 113 m | 11W | 139 |

The first transmitter site is located in a completely rural area, the second in a small town and the third in a completely urban area surrounded by high-rise buildings (Liverpool Centre). The transmitting frequency was 139.01 MHz . Fig. 8.1 shows a view of the Newton Firs mast together with the South ward-looking outlook.

A $1: 25,000$ OS map was used to plan the routes to be covered. The method of data collection was to select routes within a $500 \times 500$ metre square to provide reasonable coverage of that square. When leaving a
square a file marker was put on to the tape to indicate the end of that square and the start of the next. The squares selected were located at distances between 10 and 40 Km from the transmitters. A small section of the routes covered is illustrated in Fig. 8.2. In the first test (Newton Firs) nearly 180 squares of $500 \mathrm{~m} \times 500 \mathrm{~m}$ were covered. In the second test (Altrincham) over 200 squares were covered, and finally in the last test (Wavertree) over 150 squares were covered. Some of the squares covered from Altrincham were also covered using the Newton Firs transmitter so that a comparison could be made.

### 8.2.1 The Newton Firs Trials

The area chosen for the Newton Firs tests was completely rural. The ground was substantially flat and only a few squares included very hilly areas. For each square the signal strength value exceeded at $1 \%$ and $99 \%$ of locations was obtained. The median or $50 \%$ values were also obtained and comparisons were made with predictions obtained using the JRC SERV program. The $50 \%$ values were used to compute the path loss between two isotropic aerials and this was plotted against range as shown in Fig. 8.3. The best fit straight line through these points was calculated by minimising the r.m.s. error, and it was found to be very close to a square law function with range ( $20 \mathrm{~dB} /$ decade). The slope of the line was found to be $20.6 \mathrm{~dB} / \mathrm{decade}$.

A clutter factor can now be determined by finding the difference between the best square law fit and a line calculated using the free space equation. This factor was found to be 25 dB .

A graph of median signal strength (i.e. $50 \%$ value) for both measurement and prediction was then plotted for each square in order to observe the relationship between predictions and measurements. This is
shown in Fig. 8.4. The graph clearly indicates that the predictions are optimistic for the majority of locations, the notable exception being the areas indicated by the arrow. These areas were found to correspond to the hilly areas. These squares are SJ500545, SJ500550, SJ500555, SJ505555, SJ510510 and SJ510515. The difference between the predictions and measurements were calculated and a histogram of error was drawn and is shown in Fig. 8.5. Since the predictions are given to $\pm 1 \mathrm{~dB}$ the errors were also calculated in steps of $1 d B$. The number of $\pm X d B$ errors were accumulated in the same histogram bin, therefore this particular histogram only indicates the magnitude of the error and does not indicate whether the predictions are optimistic or pessimistic. However, if positive and negative errors are plotted on two separate histograms as shown in Fig. 8.6, it is possible to observe how optimistic or pessimistic the predictions are. The lower half of Fig. 8.6 represents the optimistic results (path loss less than the predicted value) and the upper half represents pessimistic results. It is clearly observed that in general the predictions are optimistic.

The standard error defined as

$$
\sqrt{\sum\left(x_{p}-x_{m}\right)^{2} / N}
$$

where $x_{p}=$ prediction, $x_{m}=$ measurement and $N=$ number of samples, was calculated to be 8.58 dB with a standard deviation of 4.8 dB . The correlation coefficient was found to be 0.82 which is very high, indicating that the predictions follow the trend of the measure ments very closely with the exception of a fairly constant difference. The predictions can be improved in these rural areas by subtracting about 5 dB from the predicted values and if this is done the r.m.s. error is reduced to approximately 3.5 dB .

### 8.2.2 The Altrincham Trials

A similar analysis was carried out on data collected using the transmitter at Altrincham.

A graph of path loss as a function of distance is shown in Fig. 8.7 and a slope of about $30 \mathrm{~dB} / \mathrm{dec}$ ade was measured for the best fit straight line through the points. Factors contributing to the difference between this result and that obtained using the Newton Firs site could be that the Altrincham transmitter is located in an urban area and its height is less than the height of the Newton Firs site. The clutter factor was calculated to be 37 dB , a much higher value than for Newton Firs, again possibly for the same reasons. These results seem to suggest that the immediate surroundings of the transmitter have a major effect on the measurements.

A plot of both measured and predicted signal strength against square number was plotted in Fig. 8.8. In general the measured data agrees quite closely with the predictions except in those areas indicated by arrows on Fig. 8.8 where errors were observed. It is apparent that the prediction programme has assumed a direct line-of-sight path (power transmitted $=$ 24 W , distance $=9 \mathrm{~km}$, frequency $=139 \mathrm{MHz}$, therefore $P$ free space $=10 \log$ $24000-20 \log \frac{300}{139}-20 \log 4 \pi-20 \log 9000=50 \mathrm{dBm}$, prediction $=49 \mathrm{~dB}$ ) for the set of squares marked $S 1$ (Fig. 8.8), which in reality does not exist. The same reasoning applies to the squares marked S2 and S3 and it is interesting to observe that all these squares lie in the same radial direction to the south of the transmitter. A direct line-of-sight probably rarely exists in reality because the transmitter is located in an urban area and high-rise buildings probably block the path in the majority of cases.
are produced in Figs. 8.9 and 8.10. For low values of error ( $<9 \mathrm{~dB}$ ), Fig. 8.10 shows that predictions are optimistic as often as they are pessimistic but for higher values of error, predictions are more often optimistic. The reason again is that a direct line-of-sight path was assumed in the predictions related to some of the squares, hence giving rise to a much higher predicted signal strength. The correlation coefficient was found to be 0.74 , standard error 10.7 dB and standard deviation 8.2 dB .

### 8.2.3 The Wavertree Trials

It was regarded as very important to find whether similar observations applied to measurements from the third site (Wavertree) which is located within the city of Liverpool. A graph of path loss versus distance was again plotted and this is shown in Fig. 8.11. The slope was found to be around 40 $\mathrm{dB} / \mathrm{dec} a d e$ indicating a fourth power relationship between path loss and range.

Two clutter factors can be deduced for these results
(i) deviation of the best second law fit from free space.
(ii) deviation of the best fit fourth law equation from plane earth.

The first calculation gives 35 dB and the second gives about 40 dB . A graph of signal strength prediction and measurement versus square number was again plotted to identify those areas where there are significant differences. It again became clear that a direct line-of-sight was being assumed on the predictions for some squares which is not borne out by the measurements. One example is square SD 530000 which is indicated by an arrow on Fig. 8.12. From Fig. 8.12 it can be seen that there is an area (marked SD61) in which there is not a good agree ment between predictions and measurements. This area is very hilly and the predictions differ
markedly from the measurements. Histograms of error were plotted as in the previous cases and these are shown in Figs. 8.13 and 8.14. The standard error was computed to be 11.6 dB and the correlation coefficient was 0.65 which is quite poor compared to previous results. This is probably due to the fact that the tests were conducted in a hilly area.

### 8.3 SIGNAL VARIABILITY IN RURAL AREAS

Examinations were carried out on the variability of the received signal at 139 MHz in rural areas at distances greater than 20 km from the transmitter. The signal variability in rural areas would undoubtedly be expected to differ from that in urban areas. First of all the distance covered in a $500 \mathrm{~m} \times 500 \mathrm{~m}$ square in a rural area is probably limited to less than 1 km , and this limits the extent to which the signal can vary. Secondly, the rarity of manmade obstacles is certainly one of the causes for the difference.

Graphs of the cumulative distribution of the received signal in test squares at 30 km were plotted on a Rayleigh graph paper (Fig. 8.15). The results indicate that the samples are described by a Weibull distribution. Fig. 8.16 shows the plot of $10 \%$ and $50 \%$ quantiles in relation to the median value of the received signal versus the standard deviation. The standard deviation was never below 2 dB and occasionally was found to exceed 7 dB . The best fit lines through the data were computed and given by :

$$
\begin{array}{ll}
\mathrm{PL}(10)-\mathrm{PL}(50)=0.88 \sigma+0.24 & \mathrm{~dB} \\
\mathrm{PL}(90)-\mathrm{PL}(50)=-1.5 \sigma & \mathrm{~dB} \tag{8,2}
\end{array}
$$

where $\sigma$ is the standard deviation.
Equations (8.1) and (8.2) are plotted in Fig. 8.16.

Therefore an estimation of the value of $\sigma$ is essential in calculating the $99 \%$ quantile. It does not seem possible to choose the most occurring value of $\sigma$, since it is evenly distributed in the range of 2 dB to 7 dB . Further research is required to relate $\sigma$ to some known parameter.

### 8.4 DISCUSSION OF RESULTS

The problem of whether or not a direct line-of-sight path exists appears to be very important, because if its existence is assumed, the predictions invariably turn out to be much higher than the actual measurements. This was found to be the case in all three series of tests. To show how easily the line-of-sight path can be blocked a simple idealized situation is shown in Fig. 8.17 and an elementary calculation leads to the equation

$$
D_{B}=\frac{D_{R} H_{B}\left(H_{T}-H_{B}\right)}{H_{R}\left(H_{T}-H_{B}\right)-H_{T}\left(H_{R}-H_{B}\right)}
$$

where the symbols are identified in Fig. 8.17.

So for a transmitter height of 100 m and a receiver height of 2 m an obstacle 4 m high only needs to be within 200 m of the receiver to block the direct line-of-sight path when $D_{R}=10 k m$. When $D_{R}=40 k m$, the same obstacle needs to be within 800 m of the receiver. It is clear that a 4 m obstacle could very well be only a 1 or 2 storey building.

Comparing the results for the different transmitters, the predictions for the first site (Newton Firs) were much better than for the other two sites and this appears to be mainly due to the fact that the transmitter is located in a rural area, is well elevated and the test area was flat and rural. However whilst it is pleasing to note this fact, it is also necessary to realise
that it is equally desirable to produce similarly good results in hilly areas no matter whether the transmitter is situated in an urban or rural location. It was clearly noted from analysis of the results that the clutter factor increased as the degree of urbanization around the transmitter was increased and this is a fact that cannot be ignored.

Table 8.2 gives a quantitative comparison of the results for the different sites.

Table 8.2

| Location | $\frac{\frac{\text { Range }}{\text { Dependence }}}{\frac{\text { Coefficient }}{\text { (dB/decade) }}}$ | $\frac{\text { RMS }}{\frac{\text { Error }}{(\mathrm{dB})}}$ | $\frac{\text { Clutter }}{\frac{\text { Factor }}{(d B)}}$ | $\frac{\text { Correlation }}{\text { Coefficient }}$ |
| :---: | :---: | :---: | :---: | :---: |
| Newton Firs | 20.6 | 8.58 | 25 | 0.82 |
| Altrincham | 30 | 10.7 | 37 | 0.74 |
| W avertree | 40 | 11.6 | 35 | 0.65 |

## 8.5

RECOMMENDATIONS FORIMPROVING THE JRC METHOD
A possible model that could be proposed is as follows :
$\mathrm{P}_{\mathrm{L}}=$ a basic path loss using an appropriate range law (Table 8.3)

+ diffraction loss
+ gain due to transmitter height
+ gain due to receiver height
+ clutter factor

The advantage of this model is that it can never assume a direct line-of-sight path even if the diffraction loss is zero since there is always a clutter factor which has to be taken into account. Another im portant point is that it takes care of the surroundings of the transmitter through the use of the clutter factor and by using either plane earth or free space laws as
appropriate. The following table describes the various possibilities.

## Table 8.3

| $\frac{\text { Transmitter }}{\text { Location }}$ | $\frac{\text { Test }}{\text { Area }}$ | $\frac{\text { Range }}{\text { Law }}$ |
| :--- | :--- | :--- |
| Rural | Rural | Free space <br> $20 \mathrm{~dB} / \mathrm{decade}$ |
| Urban | Rural | $30 \mathrm{~dB} /$ decade |
| Urban | Urban | Plane earth |
|  |  | $40 \mathrm{~dB} /$ decade |

Unfortunately it did not prove possible to obtain measurements with the transmitter in a rural area and the vehicle moving in an urban area.


Fig. 8.1(a) The view looking Southwards (Newton Firs)


Fig. 8.1(b) The Newton Firs mast
















Fig. 8.16 Plot of $10 \%$ and $90 \%$ quantiles relative to median value


Fig. 8.17 Diagram illustrating path blocking
$\mathrm{H}_{\mathrm{T}}$ =transmitter height
$\mathrm{H}_{\mathrm{B}}=$ building height
$\mathrm{H}_{\mathrm{R}}^{\mathrm{B}}=\mathrm{receiver}$ height
$D_{B}^{R}=$ distance between transm-
$B$ itter and building
$\mathrm{D}_{\mathrm{R}}=$ distance between transm-
itter and receiver.

## CHAPTER 9

## DISCUSSION AND CONCLUSION

The basis of a viable method of predicting coverage area is a substantial data base. Hence the preparation of a data bank was the initial task of this research; this demanded the use of a sophisticated data logging system, which had to be speedy, economic, easy to use and accurate. Several methods of recording the data were considered, and a microcomputer was proved to be an indispensable element in the data logging system.

Using a $380 Z$ microcomputer, an SE8800 buffered tape unit and a Singer NM-37/57 receiver, the data logging system was constructed. Utilizing the data logging syste $m$, over 40 million samples were recorded, which provided the basis for a valid prediction model. Altogether ten different transmitter sites were used, six being situated in London, two in Liverpool, one in Cheshire and one in Altrincham.

The prediction model was based entirely on the London data. It was later tested on data collected in Liverpool and also on data acquired by four other investigators. The derivation of a prediction model having global application is not an easy task; a model could very well describe the behaviour of radio wave propagation at the place of data collection, but applying the model to a totally different environ ment may prove it to be an unsuccessful model. Nevertheless in an area of similar environmental structure the model could be found to be a useful guide for predicting area coverage.

The variations of the measured small sector median transmission loss values at 900 MHz with the total link range were described by the best fit
line through the measured points for all six transmitters in London. The best fit line obtained utilizing a least squares method was in line with results published by other authors.

The best fit lines were expressed in the form of $P L=A+B \log 10 R$, where PL is the path loss between two isotropic antennas and $R$ is the link range in km . A clutter factor $\beta(\mathrm{dB})$ was then defined as the difference between the best fourth law fit through the experimental points and the plane earth propagation curve.

The variations of $\mathrm{A}, \mathrm{B}$ and $\beta$ with transmitter height were investigated. This investigation showed that A decreased as the base transmitter height ( $h_{b}$ ) was increased (A was linearly related to $\log _{10} 0_{b}$ ). This would normally be expected, since less path loss is expected with an increase in transmitter height.

The dependency of $B$ on transmitter height was investigated by plotting $B$ versus the log of transmitter height. $B$ decreased as the transmitter height was increased. Okumura [7.3] conducted similar experiments and he expressed $A \& B$ as a function of transmitter height in the same manner. The two independent expressions (by Okumura and the author) describing $A$ and $B$ in terms of $\log h_{b}$ lead to the same conclusions, but with only very slight differences. The fact that different ground references were taken in calculating the transmitter height and different environmental structure surrounded the transmitter could be the cause of this difference.

At first sight it seems surprising that $\beta$ could be a function of transmitter height. The plane earth equation would lead us to expect a
transmitter height dependence coefficient of $20 \mathrm{~dB} / \mathrm{dec}$ ade. However, if the measured coefficient is greater or less than this value then it must be concluded that in reality $\beta$ does vary with $h_{b}$.

A graph of $\beta$ versus $\mathrm{h}_{\mathrm{b}}$ was plotted, and $\beta$ was noted to be linearly dependent on $h_{b}$. This suggested that the coefficient of transmitter height dependence should be more than 20 dB in practice. $\beta$ is also very well known to be a function of frequency but unfortunately this fact could not be verified since measurements were taken only at 900 MHz in London. However, there are quite a few researchers who have carried out work at different frequencies. With a little modification their results were employed to enable the prediction model to be used over a wide range of frequencies.

Several empirical and semi-empirical models were suggested in the initial stages of modelling, making use of only the transmitter height and the distance from the transmitter. One of these empirical models deduced from a regression analysis least square method proved the most successful of all, with an r.m.s. error of 5.6 dB . Another empirical model in the form of $P L=A+B \log R$ with appropriate equations in terms of $h_{b}$ substituted for $A$ and $B$ proved to be almost as successful, due to the fact that it produced an r.m.s. error of 5.8 dB . However, this second model has shown an outstanding performance, since although the values of $A$ and $B$ were derived by the least squares method, i.e., minimising the r.m.s. error, the overall equation was not.

For the calculation of the transmitter height, a ground reference level has to be defined. Many workers take this reference level as the sea level. Some others take an average ground level within a certain range from the transmitter as the reference level. It was decided that a number of samples
of the spot height within a 10 km range from the transmitter should be taken in height steps of 5 m or less. The reference height is then defined as the lowest possible mode of the entire sample. Care must be taken if noticeable irregularities are observed in different directions, ie., one direction ip the hill, another direction down the hill, etc. These irregularities should be divided into different categories and treated separately.

The next step was to include the mobile antenna height $h_{m}$ above the reference level. In order to clearly observe the effect of $h_{m}$ on the received signal, diffraction losses ( $L_{D}$ ) had to be included at this stage. The inclusion of $h_{m}$ and $L_{D}$ in the model reduced the r.m.s. error by $1.1 d B$ to 4.5 dB .

The predictions were noted to be optimistic for four of the transmitters used in London and pessimistic for the other two. Careful consideration of the transmitter sites and predictions produced the argument that, when the transmitter was situated in an urban area, the predictions were optimistic by an average of 5.5 dB , and when the transmitter was situated in a suburban area, the predictions were pessimistic by an average of 2 dB . Hence correction factors were introduced into the model for urban and suburban areas. This correction factor reduced the r.m.s. error to 3.3 dB .

Further improvements on the model would be possible at the expense of introducing other parameters which would not be so readily available. Having achieved relatively good accuracy by a simple model, with easily accessible parameters, it seemed wise to leave the model as it is.

The model as derived would only be of use for predicting at 900 MHz .

If the frequency parameter was somehow included in the model, it would $m$ ake it useful probably over a quite wide range of frequency. Measure ments made at several different frequencies by Okumura would seem to be a good source of information on the variation of received signal with frequency. The comparable results by okumura and the author made it possible to use Okumura's measurements to include the frequency parameter in the model. The model then produced an excellent performance in the frequency range of 80 MHz to 900 MHz . It would probably be possible to use the model even at frequencies above 900 MHz , but lack of any measure ments above 900 M Hz made it im possible to prove this.

Street orientation would be expected to have a significant effect on the local mean of the signal strength. Streets running radially should have a higher mean signal strength than those running circumferentially because of reduced obstruction between the base and mobile. A significant difference in signal strength was observed between radial and circumferential streets. At a distance of 3 km from the base station, the signals received on radial and nearly radial streets were usually 15 dB greater than the signals received on the corresponding circum ferential streets.

The statistical distribution of the signal within a test square is of great importance, since it is this distribution from which various percentage quantiles are derived. Suzuki [7.2] proposed a statistical model for the mobile radio signal in urban areas to explain the transition from the local distribution to global distribution. Measurements in London and Liverpool showed consistency with the Suzuki model. The only parameter needed for describing the quantiles relative to median value is the Suzuki parameter $S$ defined as $S=\sqrt{\mu^{2}-31}$, where $\mu$ is the variance of the measured signal in a test square. Lorenz [7.2] gave the quantiles relative to the median value
in terms of $S$ parameter, in a graphical form.

Street orientation has a great effect on signal strength and hence on the variability of the signal. The $S$ parameter was then discovered to be related to a parameter defined by the author. This parameter is defined as the difference between total radial (or nearly radial) streets and the total circumferential (or nearly circumferential) streets, described as a percentage of the total route covered within a test square. The proposed parameter could very easily be obtained from an $O S$ map. Utilizing this the $S$ parameter can be deduced and therefore various quantiles can be estimated.

Measurements in rural areas gave some remarkable results. The coefficient of range dependence factor is of great importance. It could either be 20 dB (free space) or 40 dB (plane earth) or any other recommended value. The measurements showed that it varies from 20 dB to 40 dB depending on where the transmitter is situated, in an urban, suburban or rural area, and whether the area under radio survey is situated in an urban, suburban or rural area, as explained below.

1) Transmitter in rural area and test area in rural area; this gave a range law of $20 \mathrm{~dB} / \mathrm{decade}$.
2) Transmitter in urban area and test area in rural area; a range law of $30 \mathrm{~dB} / \mathrm{dec}$ ade was obtained.
3) Transmitter in urban area and test area in urban area; this gave a range law of $40 \mathrm{~dB} /$ decade.

The variability of signal within a test square was examined, and it was shown to exhibit a weibull distribution with standard deviation ranging from 2 dB to 7 dB .

Some measurements were conducted with the vehicle stationary to observe the effect of traffic on received signal. Six sets of measurements were carried out, three at 900 MHz and three at 441 MHz . Each measurement lasted for 2 minutes. The signal varied with fades up to 20 dB , and the sample obtained over a period of 2 minutes proved to have a Weibull distribution. The measurements are fully explained in Appendix 2.

In mobile radio communication ambiguity always exists in any conclusion drawn from a set of measurements. This is worsened by the fact that several factors influence the performance of this type of communication system. Therefore it is recommended that more measurements are carried out at different frequencies, especially frequencies above 900 MHz . Also more measurements are required to observe the effect of street orientation on received signal, not only in radial and circumferential streets but also in streets subtending various angles to the line joining the transmitter to the mobile.

## APPENDIXA

## COMPUTER PROGRAMS

Data Logging System Software :

1) $\operatorname{ADClP}$
2) $\quad \mathrm{ADC}$ 2
3) READX
4) RDHIS
5) ANALHIS

## AOC1P

```
ME
: EUFFERED ADC EEAD ON EGOZ DNE GHANNEL
;
BLKLEM EGU EOAE:T/P ELGEK LENGTH
        PEECT AES
        OFG IDDH:CFM STAFT
KENTG EQU 2B
LEQUT EQU E:ESNZ EMT FRINTEP
EMT EZU OFTH:EMT
SHKN EQU 4B
        DEFE DEFF
        XCP A
        LD TAPEDY,:
        LD A, 玉
        LI:TWCNT:A
;
GET UF UAFT
            LD A, 40H:FESET
            OU" (OCSH),A
            ## A, OCDH
            OuT (OCBH), A:X:
            LJ A.BF-
            OUT (OEBH:,A
            LD HL, INTAEL:INTERPUFTS
            LD A,H
            LD I:A
            LD A,L
            DUT (ADCEAS+CTCO), A:VECTCP
            ID A.PSTCTC;DIGAELE INTERFLFTS
            OUT (ALCEAS+CTCO),A
            LD HL, INTZT
            LD A,L
            OU(FIOEAE+CONTE+PA),A
            LD F.0000111:E
            OUT (PIOEAC+CDNTF+PA),A
            L# A,10000111E
            OUT (PIDEAS+CONTP+PA),A
            IM E
            EI
            CALL NEWELF
            LD A,O:ADC EHANNEL O
            OLT (ADCEAS+MEXEH),A
            LS :X,ELFFEF;(IX)-`SUFFER
            LD DE,EUFSIZ;NO, EYTES
            CALL SFEED:ELFFER GET UF
            LD A,LDCTC:START LTS AS
            COLNTEP FPGM !
            O』T (ADCEAS+CTCO), A
            LD A,L:TIME EONSTANT
            OUT \ADCEAS+CTCOI,A
                        Lつ HL, ELHLEN:ETTE GOUNTEF
            FUSH HL
            EI
```

```
    :NOW READY TO LOG
    ;
    LOOP: DI;REEP EUFFER CONSTS INTAOT
        CALL RF:FO:GET EYTE
        EI
        CALL NC,TCTAPE:CY=EMPTY
        JF LOOP:DOQF INDEFINITE:G
    TOTAPE: GEVL ETE IN A
        GALL WPTAPE
        PUSH EO:OUNTEP
        POE EG:EYTE CDUMT
        CPI:DES EC
        FGGHES
        FOF F%
        OET FE
    NEWELE: LD IYELELEN
    DEFE EMT, NETOS:NE:FEESSO
    JP Z, OSNT:
    PuSH AF
    OA,IOH:DEE
    GHLL WRTAPE
    ~D A,SEA:FILEMAFI
    CAL: WFTAPE
    QYE AF
    ANT : 100100E
    UP NZ.CONTI
    ESE: DI
    JPG
ENT: LD A,10H:DLE
    GALL WETAFE
    IT A, E1H:WFITE ELOCE
    CALL WETAPE
    iD A,BLKLEN/E4
    GALL WPTAPE
    LD A, ELKLEN-ELSLEN/E4*E4
    GALL WPTAPE
    PET
;
;
IATA EQU O
FIOEAS EQU EOH
GONTP EQU 2
DA EOU O
PE EQU:
TAPINT: EI
    PUSH AF
    XOR A
    LD (TAFELY), A
    POF AF
    RET!
WFTAPE: PUSH AF
TAP:: LD A,ITAPFDY:
    OR A
    IE NE,TAFI
```



```
    ; full for WFIFO,ematy for FFIFO.
    ; RFIFO returns character in A.
    ;/ AF destroyed all entries
    :/ stack use: Q bytes
    |/ Size: 121 bytes
    :/ CFU ZEO
    i
    i iX Do:mts to buffer Dase x Deinters
    #s foiloms
    NXGETL EGU - 1
    NXOETL EGU-2;offset getplace
    NXFUTH EGU - B
    NXPUTL EGU - 4:Offset DUEF:E.EE
    EFCOH EGU - S
    BEGOL EQU -E:DytES ir 2LAfET
    EFMAX-: EQU --
    EEHAXL EgU - E: Ergar
    ;
    :SF:FO Set buffer Empty
    ;IX-OPESitior,IE = size destroys Hi
    SFIFO: PUSF HL
        LD A.E:EOLMTER
        PUEH IX
        FOF HL:base to HI
    FE1: JEC HL
        LD (HL).O
        DEC A
```



```
        DED HIEDfma*?
        LD (ML:D
        DES HE
        LD {HL;,E;DUffer. S:ZE
        FOj HL
        PET
    *
    ;"t byte =g buffer from C cy set=fuil
WFIFO: PUSH DE
        OWSH HL
        LDE, \XX+EFOOL)
        LE D, (IX+EFCOH);DE=EOUM*
        INC DE:UOGEもE it
        GALL CPEFMX:G=OK
        JFC,INFI;if ful) Exit
        LD (IX+EFGOL),E
        LD (IX+EFCOH), D:updete coum;
        LD E, (IX+NXPUTE)
        LE D, (IX+MXPUTH) : DE=Put D|scE
        CALL PECIPC;GEtS MExt JE
                GEtS ESS eddm to HL
        LI:IX+NXD:JTL;,E
        LN (IX+NXPUTH), D;uDdate
        OR A:SEE nc
        LD {HL},C;FU* byte
INFI: POPHL
        POP DE
        DET
;
Evte from fifo to A,cy set=enoty
RFIFO: PUSH DE
    LDE, (IX+BFCOL)
```

```
    LD D, (IX +EFCOH;DE=COUNT
    LD A,D
    OF E
    SCF:set empty flag
    ur Z,OUFI;if empty
    PUSH HL
    DES DE
    L (IX+EFCCL),E
    LD : X +EFCOH:, Dugatate
    LD E, (IX+NXOETL)
    \D D, (IX+NYGETH)
    GALL FECIFC;inc DE, girculate
    LD (IX+NXGETi), E
    LD IX+NXGETHi, D;update
    LD A, (HL)
    OR A:MC=Ok
    POP HL
    QUF: PGF IE
    FET
    ;
    ;FECIEC DE->piace in buffer ,incs &
    =ircuiates if outside bufter.
    ;on returrm HL-> curremt address
    REEIRC: INC DE
                            CALi CPEFMX:OUTSide buffer?
                            JR NZ,RC::if not uithin buffer
                            EX DE,HL;Set O if so
    FC:: PUSH IX
    POP HL
    ADD HL,DE;absalute addr
    RET
    ;
    :CPEFMX EuStraEDS Efmax,DE
    CPEFMX: LD L,(IX+SFMAXL)
    LD H, {IX+BFMAXH)
    OF A;cleer cy
    SEC HL,DE
    RET
;
;
TAPRDG: DEFE !
TWCNT: DEFS 1
    OFG $/32*32+32;INTERPUPT TAELE
INTAEL: DEFW ADCRD
    DEFIN ERRI
    DEFN ERE1
    DEFW ERFI
INTET: DEFW TAPINT
;
    DEFS 25E;GMACK SPACE
STACK:
    DEFS E:EUFFER CONSTANT SPACE
EUFEIZ EEU 5000;BUFFER SIZE
SUFFER: :(IX) POINTS HERE FOR EUFFER
    NOE:DON'T END ON DEFS
    END
```


## AOC2

```
    : EUFFEFED ADC READ ON BEOZ GNE CHMNNEL
    OIF TO SEFIAL PORT
;
```

    FSECT AES
    OFG : OOH: EFM ETAET
    LPOUT EDU SiEQOZ EMT FPINTEF
EMT EGL OFTHENT
DEFE OFE:
;
DT EP, ETAGE
LT HL, INTAEL: INTEFEJETE
LI $A+H$
=I, A
$\therefore 2+1$
DUT AEEEAS+CTCO), A VESTOE
LD A, RSTETE:D:GAEE INTERRUPTE
CUT ADCEAE+CTCO, A
IM $=$
IO A, O:ADC CHANNEL O
OUT ADCEAS+MPYCH:, A
LD IX, EUFFEF: $1 X 1$ - EUFFEF
LD DE, SUFSTE;NC: ETTEE
GADE SFFFQ;EUFFEF EET UF
LD A, LTSTC:ETAPT ETC AB
; COLNTEF FEOM 1
OUT (ADCEAS CTCO), A
LD G. ATTME CONSTANT
DUT (ADCEAS+ETCO);A
Ei
FNOW FEADY TO LOG
:
LOOF: DE: $\operatorname{LEE}$ E EUFEEF CONGTS INTACT
GALL PFIFO:GET ETTE
EI
EALL NC, TOTAFE;CY=EMPTY
SP LOOP;LOOP INDEFINITELY
TOTAFE: : EEND ETTE TO SCREEN IN HEX
CALL CHOUT
LD A,H
DEFE EMT, 1
LD A,L
DEFE EMT, 1
LE A.
DEFE EMT, 1
SET
BHCUT: GALL CHEFE:
LD -L
GHFREI: PRCA
PRCA
FFCA
RRCA
PUSH AF
AND OFH:

```
                    OF 0'
                    CP ``+:
                    JF E,HXC1
```



```
    HXC: LD L,A
            FOP AF
            PET
    *
    ;
    %
    ADCEAS EQU 2OA, ZBOZ ADC EOAPD
    ADCGO EEU :GTAFT ADC
    ADCLO EGU EFLOW ETTE
    ATCHE EQU E:HOHEYTE
    ETCO EOU OEH:CTE CHAN O
    MFyCH ECU O
    :INTEEFUFT POLTTVE FOLIOWS
    PSTCTC EQU OS10O:IE:GLEAR INTERPLFTE,STOE
    LDCTG EDU &,O:O:I:E:CQUNTEF,TC FOILDNS
    GDCED: EX AF:AF
        EXX
        OIT ADCEAS+ADCGO:A,START ADC
    ADCFI: IN A,(ADCEAS+GDCHI; TEST STATUE
        EIT F
        LE Z,ADCF\;NOT FEAD:
        ANO 200000:EE
        JEZ,LIMTT
        LT A, 255
        IP MAX
LTMIE: IN A, (ADCEAS+ADCLO;:LOW ETTE
MAY: LDG,A
    GALL WFIFO:PUT TO EUFFER
    EXX
    EXAF,AF
    EI
ERFI: REE:
;
= SFIFC , WFIFO , PFEO
        first iri firs: Ou: Duffer suite
;/ 心!ess: 1
;/ descrietior: SFIFO sets up an emety
Eifg buffer at (IX), WFIFO urites a
# by% to it.RFiFO reads a ovte
; fremi it;
;/ ac:ior: \Xiets um bu:"er iri memory
first byte Et ix:, butfer variables
stored beigu (IX) Sc (iX-e), buffer
above ary lergth. Recsmculates.
;/ subr depericance : mone extemnai
:/ irterfaces mone
; imput: IX-> buffer for all entries
SFIFO: DE=max Eize
NFIFQ: G =character ro ee fut
```

```
    ;/ output: AF destroyed, cy set if
    ; full for WFIFO, Emery for FFIFO.
    ; RFIFO returns charcecter ir A.
    ;/ AF destrgyed a!! entries
    ;/ stack use: O bytes
    :/ size: 121 E%tes
    :/ CPU 2S0
    X peirts to but'er base t poirters
    :es folows
    WgGETH EQU -1
    NXOETL EGL -2;cffsev geta|are
    NXPUTH EQU - 
    NYPUTL EQU -4口offset sutflace
    #FCOH EOU - -
    EFCOL EQu -E:byteE in butyer.
    EFMAXH EOU -T
    EFMAXL EGU -g:Eng-r
    ;
    #FFFO set buffer empty
    :IX->pos:tion,tE = size destrovs -1,
    EFIFO: BUSH HL
        LD A,E:=Ourter
        PUEH IX
        FOF HL;base to -HL
    FI: DEC HL
        LI (HL),0
        DEC A
        JF NZ,FZI; zero glace,size
        DEC HI:sfmaxi
        LJ (HLS,D
        DEC HL
        1D (HL), E;buffer size
        POP HL
        RET
;
```



```
WFIFO: FUSH DE
        BGH HL
        LD E, (IX+BFCOL)
        L.D D, (IX+SFCOH):DE=COunt
        INC DE;LPdate it
        CALL CPEFMX: = CK
        JF C,INF:;:f fuil exit
        LD (IX+EFCOL),E
        LD (IX+EFCOH), D;uFdate count
        LD E, (IX-NXPUTL)
        LD D, (IX +NXPUTH): DE=put place
        GALL PECIRC;ge+S mext DE
            ;gets abs addr to HL
        LD (IX+NXFLTLL),E
        LD (IX+NXPUTH), D;update
        OR A;set me
        LD (HL), C;put byte
:NFI: POP HL
        FOP DE
        RET
```

```
    ; Byte from fifo to A, cy set=empty
    RFIFO: FUSH DE
        LD E, (IX+EFCOE)
        LD D. (IX+EFCOH);DE=COUNT
        ID A,D
        ORE
        SCF;S0t empty:ag
        IRZ,OUF:; if Emp:y
        FOSH HL
        DEC DE
        LZ IXXFFOOL:E
        LD (IX+EFCOH), Dupaete
        LDE,IX-NXGETL!
        LD D, IX+NXGET-)
        GAUL PESIPC;imC DE,circulate
        IL &N+NXGETL:E
        ID IX+NRSETH:D:ugdate
        LD A. (LL)
        OE A:IC=OK
        POF HI
    OUF:: TOF DE
        RET
    ;
```



```
    ;circuletes if outミide buffer
    icm returr HL-> current aderese
    RECIPD: ENS DE
        E4LL CFEFMX;Dutside buffer?
        JR NZ,RCI;if not withim Euffem
        EX DE,Hitset O if =0
RCI: PuSH EX
        PDF HL
        ADD HL,DE:absalute addr
        PET
;
:CPEFMY Suttracts Efmex,DE
CPEFMX: LD L, (IX+EFMAXL:
    :2 H, :IX+EFMAXH)
    OF A;c:Ear =y
    SEC HL,DE
    RET
;
;
    ORG %/3\Sigma*E2+\Xi2;INTERFUFT TAELE
INTAEL: DEFW ADCPD
        DEFW ERFI
        DEFN ERF:
        DEFW ERR!
;
STACK:
    ZEFE 3; EUFFEF CONSTANT SFACE
EUFSIZ EQU S000;EJFFEF SIZE
EUFFER: ; (X) POINTS HEFE FOR EUFFER
    NOF;DON'T END ON DEFE
    END
```

```
    ORG 100H
    DEFE OFFH
    CALL NEWSTE
    LD DE,5OH
    GALL EREATE
    LD IX, EUFFZ
    LD DE,10E4
    CALL SFIFO
GUART EQU DECAZH
LPOUT EQUS
EMT EQU OFTH
SHITN EOU 4B
LAEE: LD A,10H
    DEFE EMT, LPGUT
    LD A, 30-4
    DEFE EMT.LFOUT
    LD E,2
LOOP1: CALL JARTIN
    PuSH AF
    DJNZ LOOP:
    POP AF
    LD E,A
    POP AF
    LD D,A
    BIT 3,E
    JR Z,LAE2
    LD IX, EUFF2
    LD DE,5CH
    CALL WPFIN
    JP RETCPM
LAEE: LD E,Z
LOOPE: SALL UAFTIN
    PUSH AF
    D.JNZ LODPE
    POP AF
    RLA
    RLA
    LD E,A
    POP AF
    AND 0011:1:13
    LD D,A
    SRL J
    RE E
    GRLD
    RP E
    LD IX, EUFFEP
    CALL SFIFO
LAE1: CALL UARTIN;CET EHAR
    LD C,A
    CALL NFIFO
    DEC DE
    LD A,D
    OR E
    JR NZ,LAEI
```

LAE4: LD IX, EUFFER
CALL RFIFO
JR C, LAEB
CALL ETODEC
JR LAEA
UARTIN: CALL QUART
JF Z, UARTIN
in $A$, (OCBH)
RET
ETODE: LD E.
$\operatorname{LD~HL,DECAD}$
CONV: LE C, O'-1
CONV: INC C
SUE IHL)
JF NC, CONV
ADD $A,(\mathrm{HL})$
PUSH AF
LI : X, ELFFE
LD DE, ECH
CALL WRCH
por AF
INC HL
DINZ CONV:
LD C, CR
CALL WRCH
LO C, :F
CALL WFCH
FET
DECAD: DEFP 100,10,1
FECLEN EQU $12 E ; C P / M$ RECORD LENGTH
TEUF EQU 8OH:CP/M DEFAULT DMA
EOF EQU IAH;CP/M END OF FILE CHARACTER
: =RDCH, EUFFERED READ FPOM DISK
: CLASS !
-/TIME CRITICAL: NO
; DESCRIPTION: EUFFERED READ
:/ BUFFER A MULTIPLE OF $12 \Omega$ EYTES
; $/$ E.G. TO SET UP EUFFERED READ:
: $/ \mathrm{LD} I X, \operatorname{BUFFER;}(I X)=N * 12 E$ EUFFER
; / LD DE, BUFLEN;DE=N*:2B,SIZE
; / CALL SFIFO;CREATE EUFFER
; LD DE,FCE: (DE)=FILE CONTROL BLOCK
; $/$ CALL OPEN;OFEN READ FILE
: NON CALL RDCH TO CET A CHARACTER
:/ACTICN: GETS CHAFACTER FROM EUFFER
; IF NONE,FILLS EUFFEP
;/GUER DEPENDENCE: USES RFIFO, WFIFO
; UUSER NEEDS EEIFO, F:RST IN FIRST
: /OUT EUFFEP HANDLEPS.ALSO CPM FILE
/ HANDLING PACKACE
:/INPUT: FCE AT (DE), DUFFER AT (IX)
: OUTPUT: CHARAETER RETURNED IN A
; /NC $=0 . K, C Y=P E A D$ PAET END OF FILE

```
    ;/REGS USED AF,DE,IX,OTHERS SAVED
    ;/STACK USE: DEPENDS ON CF/M
    ;/MEMORY USED:-SEE SEIFO
    ;/PFDCESEOR ZEO
    ;
    RDCH: CALL RF:FO
        PET NC:NORMAL EYIT
        FUSH HL:NONE IN EUEFER
        PUSH EC
        CALL WFIEOHEITE DLMMY CHAFACTEP
    RDC1: LD E,PECLEN
        CALL READ
        JF NZ, RDCE,FAST EOF, EXIT
        LD HL,TEUF
    RDCE: LD C:IHL:
        INC HL
        CALL NFIFO:CY=FULL EUFFER
        JR NC,R=S4
    RDCE: GALL RFIFC:BEMOVE DUMM'
        GALL WFIFO:WFITE LAST CHARACTEF
        OOF EC
        POF H1
        JP FFIFD;CM=EOF,NO GHAR
    RDC4: DUNE RDCE
        UR RDC& :loop mocther record
    ;
    ;=WRCH: EUFFERED WFITE TO DIE:
    /CLASS
    :TEME CRITICAL M2
    :/DESCRIFTION: WEITES OHARACTER
    ;/ TO ELFFEF, EMPT:EE TO DISK
// IF FULL.
;/ TO UREATE A EUFFERED WFITE:
/ ID IX, EUFFER:EUFFER TO IX
:(LD DE,EUFLEN:DESIRED SIZE (N*12E)
;/ CALL EFIFO
// LD DE,FCE;FILE CON:ROL ELOCK
:' CALL ERASE;DELETE FILE IF EXISTS
;/ CALL CREATE;MAEE NEW FILE
:/ GALL WRCH TO FUN G-ARACTER IN C
:/ACTION: FL'TS CHARACTEP IN C TO EUFFER
% IF FULL,EMPTIES TO DIEK
//SUER DEPENDENCE: USES FIFO EUFFER
: PACKAGE & CPM FILE HANDLING FACKACE
;/INPUT: CHARACTER IN C, SUFFER AT (IX)
;/ FCB AT (DE)
/OUTPUT: ERROR EXITS TO CP/M
*/REGS USED DE, IX,C,AF DESTROYED
;/ETACK USE: DEPENDS ON CP/M
/MEMORY USED: SEE SFIFG
;/FROCESSOR 280
;
WRCH: CALL WFIFO
```

```
                                    RET NC;NORMAL EXIT
    TODSK: PUSH HL;SUFFER FULL,EMPTY IT
                FUEH EC
    WCH: LD E,RECLEN
        LD HL,TEUF
    WCHE: CALL RFIFD
        JR C,WCHE ;NCNE LEFT
        LD (HL), A;PUT TO DMA
        INC HL
        DUNE WCHE
        CALL WRITE:DMA TO DISE
        JF WCH:LEOP NEXT RECOFD
    WCHE: LD A,S
        CP PECLEN:EMFTY DMAZ
        CALL NE,WRITE
        FOF EC
        POE HL
        G? WFCH:PUT CHAF & EXIT
    *
    ;=WRFIN: TEPMINATES ,NRITE FILE
    :/TIME CRITICAL: NO
    :/DESCRIFTION: WPITES ENN DF FILE
    :/EMFTIES EUFFEF TO DISK
    : EUFR jEPENDENCE: REGUIDES WRCH (LDCAL)
    :/INPUT: (DE)=FCE, (IX)=EUFFEF
    :/OUTPUT: NONE
    ;/PEGS UEED: AF,C JESTPOTED,DE,IX USED
    /GTACK USE: DEPENDS ON CPIM
    /PROCESSOR 200
;
WFFIN: LI C,EOF;WRITE END OF FILE
    CALL WRCH
    CALL TODSK ; EMPTY EUFFER
    J% CLOEE
*
;= SFIFO, WFIFO, FFIFO
; first ir first out buffer suite
/ clas5: 1
;/ deseription: SFIFO sets LD ar empty
fifo buffer at (IX). WFIFO writes a
gyte to it.RFIFO reads a byte
srom it.
/ action: sets up buffer in memomy
first byte at (IX), buffer variables
stored below (IX) to (IX-8), buffer.
above amy length. Fecirculates.
!' Subr defendance : mone exterma!
/ irterfaces mor:e
;' imput: IX-\ buffer for all entries
SFIFO: DE=max size
NFIFD: C =chareater to se put
output: AF destroyed, cy set if
full for WFIFO, empty for RFIFO.
RF:FO meturns Enaracter in A.
/ AF destreved all ertries
```

```
    ;/ 5tacF use: g Eytes
    # Size: 121 2ytes
    :OF2EO
    GGEAL WFIFD,GVt= to @uffem
                                    GLOEAL FFIFO:Gyte fmor bufter
```



```
    IIX Devmts to Fwffer base & De:mters
    \aE =010ns
    MGETHESU - :
    MGETL EQU - E;f&set 3etElaGE
    NXUT-EQL - E
```



```
    BFGOTE夏 - 5
    EGGG EGu -Eidytes ir mbffer
    EFMAX- EQ, --
    BFHAXEOM-Z; engtr
    *
    AF:FO EET bu:AEP EmEtY
```



```
GFIF: NGH UL
        LDA,E:EOMOE!
        FISH:X
        PGF HE:こ三EE t= HL
    FZ\pm: JEC,HL
        ZEO,ML!,O
        EEC A
        ##N,FZI: IErO Elace,size
        SEO-G:Efm#x
        L`\mp@code{HL,, -}
        DES HL
        LE (-LL},E:D山f!er 三ize
        #O HL
        EET
*
Put byta to olfter from OCy set=fuli
WFIFO: #USH DE
    =UEH HL
    LD E, (IX+EFOOL)
    DD D, (IX+EFCOH: DE= =OMnt
    ENC DE;UPd#te it
    GALL CPEFMX: <= OK
    |P E.INF:Naf fu!! exat
    SI (IX+EFCOL:E
    LI (IX+EFC(4H), D;update cour,
    LD E.(:X NXP(TG:)
    LD J:(IX+NXPUTK);DE=FL: D:ace
    GM& EEOTRG:gets Max: DE
                                    gets abs ador to Hi
    LE:IX+NXFUTL).E
    LD :IX+NXEUTH!,D:uDdate
    ORA:SEt MC
    -#(H゙ん),C:つut Dyte
NE!: F%F-L
    GF DE
    #ET
```

```
    ;
    ; Eyte from fifo to A,cy set=empty
    RFIFO: PUEH DE
        LD E, (IX+EFCOL)
        LD D, (IX EFCOH):DE=COUNT
        LD A,D
        ORE
        SCF;set enpty f:ag
        IR Z,DUF1;if empty
        PUSH HL
        DEC DE
        LD :IX+EFCOL:E
        LD iIX+EF(OH),D;uDaate
        LD E.(IX+NXGETL)
        LD D, (IX+NXGETH)
        CALi RECIEC;imC DE,girculate
        LD (IX+NXGETL),E
        LD (iX+NXGETH), D;update
        LD A (HL)
        OR A:-C=OK
        POF HL
    DUF:: FOE DE
        RET
!
;ESIPC DE-vplace ir buffer ,incs &
;circulates if outsiee buffer
;or return HL-> current Eddress
RECIPC: SNC DE
            CALL CPEFMX;OU*Side buffer?
    IE NZ,RC:;if not wathim buffer.
    EX DE,HL;set O if so
FC:: PUSH IX
    POP HL
    ADD HL,DE;absolute addr
    FET
;
:CFEFMX SuEtracts Efmax,DE
CPEFMX: LD L, (IX+EFMAXL)
    LD H, (IX+EFMAXH)
    OR A;clear cy
    SEC HL,DE
    RET
;
;=CP/M FILE HANDLING PACKAGE
;AUTHOR R.J.CHANCE Э AUS "8O
;
;/CLASS 2 (NOT ROMAELE)
:/DESCRIPTION:
    ;NEWSTK:SAVES CPIM STACY, CETS NEW ONE
    :OPEN: OPENS READ FILE
    ;READ: READS RECORD
    ;CREATE: MAKES FILE IF DOEE NOT EXIET
    ;WRETE: WRITES A RECDRD
    :ERASE: DELETES A FILE
```

```
            :CLOSE: CLOSES WRITE FILE
            ;RETCPM: RESTORES CPM STACK,EXITS
    ;
    ;/ACTIEN: SEE INDIVIDUAL ROUTINES
        ICALL NEWSTK EEFORE ANI OTHER ACTION
        ;ALL ROUTINES SAVE ALL REGISTEFE
        ;EXCEPT AF
        IERORS GIVE MESSAGE & RET TG CP/M
    * NO SUEROUTINE DEPENDENCE
    ;/INPUT:FCE FEFEFS TO A CF/M FILE
    :CONTROL ELOCK WITH PARSED FILENAME
    (JE)=FCE WHERE APPROGRIATE
    :OUTPUT SEE INDIVIDUAL ROUTINES
    ;GTACK USE: 2 (CREATES NEW ETACK
    /LENGSH:S10 ETTES :INCLUDES 25E FOR ETACN:
    :/PRCCESEOR: 2SO
    !
    ENTEG EOU 5H :CPM ENTRY ADDR
    :
    ##REATE: MAKEE DISE ELE
    :/INPU": {DE:=FILE CONTRDL ELOCK
        :CONTAINENG FILENAME
    :OUTPUT: COMPIETED FCE WITH DISK MA ;ETC.
    :/FEDE USED DE,AF
CPEATE: PUSH HL
        FUEH DE
        FUSH EC
        CALL GFILE
        JR NZ,XMEGI :FILE EX:STS,EXIT
        LD C,22 ;MAKE FILE
        CALL ENTPY
        INC A
        JP Z,XMSG2
        POP EC
        POP DE
        POF HL
        FET
;
;QFILE: DE- FCE ,OPENS READ FILE IF
;POSSIBLE - ON RETURN Z IF NO FILE
; ONLY EAVES DE
QFILE: PUEH DE
        LD HL,\Xi\Sigma;NP PLACE
        ADD HL,DE
        ID (HL),O ;ZERC NR
        LI HL,1E:ZERO EXTENTS
        ADD HL,DE
        LD (HL),O
        LDC,:5 :OFEN FILE
        CALL ENTP:
        INC A
        POP DE
        FET
```

```
    ;
    ;=OPEN: OPENS A READ FILE
    ;/INPUT: (DE) = FCE
    ;/OUTPUT: POINTS FCE TO FILE START
    ; REGS USED DE,AF
    OPEN: FUSH HL
        PUSH EC
        GALL GFILE ;OPEN FIIE
        JF Z,XMSGS ;ERROR
        FOF #C
        POP 4L
        PET
    ;
    ;=CLOSE; CLOSES WRITE FILE
    :/INPUT: (DE)= FCE
    ; OUTPIT:FILE PUT TO DIRECTOFY
    :/PEGE LEED DE,AF
    CLOEE: PUSH HL
        PUSG DE
        FOSH EC
        LD C,IE ;CLOSE
        CALL ENTRY
        INC A
        JF 2,XMGG4
        POP EC
        FOP DE
        POP HL
        RET
    ;
    ;=PEAD:GETS 12\Omega ETTE RECORT
    ;/INFUT: (DE)=FCE
    ; IOUTPUT: NEXT 12E ETTES AT DMA
        :Z =NORMAL READ
        :NZ = PAST END OF FILE
READ: PUSH HL
        PUSH DE
        PUSH EC
        LE C,2O ; PEAD
        CALL ENTRY
        CP 2 ; EPROR?
        JF 2,XMSG5
        POP EC
        FOP DE
        POP HL
        OR A ;NZ=EOF, Z=NJRMAL
        RET
;
:=WRITE:PUTS 12E ETTES TO DISC
:/INPUT:12E EITE FECORD IN DMA BUFFER
;' (DE) = FCE
;/OUTPUT:NONE
;/RECS USED DE,AF
WRITE: PUSH HI
    PUSH DE
```

```
                    PUSH EC
                    LD C,Z1 ;WRITE
                    CALL ENTEY
                    OR A
                    GR NZ, XMEG4
                    FOF EC
                    POF DE
                    FOF HL
                    RET
    ;
    :=EFAGE: FEMOVEG FILE FROM DIRECTORY
        ;NON EXIETANT FILE IE ACCEPTAELE
    :INEUT: (DE:= FCE
    %OUTPUT: NONE
    F/REGS USED DE,AF
    ERAEE: FUE- HL
        BuSH IE
        PuEH ze
        LD C.ES
        CALL ENTE:
        FOF EL
        POF DE
        OOF HL
        FET
    ;
    FERFOF ROUTINES LDAD MEGSAGE TO HL
    :DE LOATE SUSSEQUEIT MESSAQES TO IX
    XMSGI: LD HL,MEGL
    DEFE ODEH :IGNORE MEXT
    MMSGZ: LL HL,MEGE
    DEFE ODO-1
XMSGB: LD HL,MSGS
    DEFE DDIH
XMSG4: LD HL,MGG4
    DEFE ODDH
XMSGS: LD HL,MEGE
    EX DE,HL ;HL-SMEO
    LD C,S ;PFINT
    GALL ENTR:
    LD DE, XCRLF :NEWLINE
    LD C,\Xi ;WFITE IT
    CALL ENTRY
\zeta
#=RETCPM: RESTORES CP/M ETACK,EXITE
PETCPM: LD SP, {OLIEF!
    RET
;
; =NEWSTK:GETS NEN STACY, SAVES GP/M
; STACK POINTER
;/OUTPUT:EP/M SF AT IOLDSF;
    ;FF = ETACK
NEWSTK: EX (SP!,HL;GET ADDRESS TO HL
        LD (ETACK-Z),HL;TD NEW STACK
        LD HL. Z;FOF GALL
        ADD HL,SP
        LD (OLDSP),HL
```

```
                    POP HL;GET HL
                    LD SP,STACK-Z
                    RET
    ;
    MSG1: DEFM 'WRITE FILE EXISTS事'
    MSG2: DEFM NO DIRECTORY SPACEक
    MSGZ: DEFM I CANNOT FIND FEADFILEF
    MSG4: DEFM WFITE ERROR#
    MSG5: DEFM FEAD ERFOEF
    XCRLF: DEFE ODH,OAH, Z4H;CR,DF,5
    ;
    OLDSF: DEFS E ISTORE CPM EP HERE
    :
    STACK: DEFW O:ENITIAL SE ADDR
    =CFM CONSOLE IFFUT/OUTPUE FACKAGE
    YCLAES I
    ;/DESCEIPTMON:
        ; IPCHAE:GETS A EETEGARD GHARACTER
        GPLIN: GETS A SEYEOARD LINE
        ; OPCHAR:PUTS A GHARAETEP TO VDU
        :OFMSG: O/FS A MESEAGE IN (HL)
        OPTHESO/PE MESSAGE FOLLOWING CALL
        GEGRLF:O/FS LF,CR (NEWLINE:
    ;ACTEON: SEE INDIVIDUAL ROUTTNEE
    ;ALL REUISTERS SAVED
    ; MG guEROUTINE DEFENDANCE
    ;/INRUT EEE INDIVIDUAL ROUTINES
    ;OUTPUT EEE ENDIVIDUAL ROLTINEE
    :/ETACK USE IO MAXIMUM
    :/LENGTH
    :/EROCESEOR 280
    ;
    ;=IPCHAP: SETE KEYEOARD CHARACTER TO A
    :/INPLTT NONE
    ; IOUTFUT A CONTAINS CHARACTEF
    IPCHAR: FUSH EC
        PUSH DE
        PUSH HL
        LD C, 1 ;CPM KED CALL
        CALL ENTPY CPM CALI
        FOP HL
        POP DE
        POD EC
        EET
;
;=IPLEN GETS LINE TO TEUF
:/INFUT NONE
;/DUTFUT (HL)=LAST CHAR (EXCEPM CR;
    : DE: = 1ST CHAR, A=NO, CHARACTERS
IPLIN: FUSH EC
        LD DE,TEUF:EUFFEE START
        L2C.:O:CP/M EUFFERED FEAD CODE
        LD A, 8O ;MAX ALLOWED CHARACTERE
        LD (DE:A
```

```
                    PUSH DE ; EAVE EUFFEF
                    GALL EMTRY :GET LINE
                    POF Hi :OET EUFFEP
                            INC HL ; HL)=NO, CHARACTEES
                    LI A,(HI) ; A=NO. CHARACTEFS
ID C.A
LD E,O :EC=NO. CHARACTEPS
LD D.H
LE E,I :HI=DE=EJFFEP+1
ADD HL, EC : (HL:=LAST CHAFAGTEE
IMC DE : JE:=IET EHADACTER
FOE SC :RSTORE E=
EET
    ;
    =OFGAR:OUTPLTS ChARACTEP IN A TO YDU
    ;/INF.T: GHARACTEE IN A
    ;OUTBUT:NONE
    OFGHAF: PUSH AF
        PuSt E0
        PUS- DE
        PuSH:ML
        ME C, OCRM CHAP G% CODE
        Z E,A ;GMEACDED INE
        CALI ENTE!
        EOF H
        FGF DE
        PGP EC
        FJF GF
        EET
    ;
    :=OGMGG: OUTPUTE MESAGE VN (HL:
    ;"# TEPMINATES MEESAGE
    :`` IS TEANSLATED TO NEWLINE
    :/INPUT MESSAGE A? (HL)
    :/OUTPUT UHL:=LAST MESSAGE CHARAGTEF+1
    OFMSG: FUSH AF
OPM:: UD A,(HL)
    INC HL;NEXT CHARACTEE
    CP E
    GALL Z,OF:PLF;G=NEW :INE
    IR Z,OPNI :LOOF FOR CHAKS
OPMZ: CF & END MESQAGE?
    JF Z,OPMF :EXIT IF '$'
    GALL OPCHAR
    SR OPM1 ;LOOP FOR CHARS
OPME: POF GF
    RE'
:
;=OPTHIS:SENDS MEESAGE FOLLOW:NG CALL
    ; 回 TPANSLATEO TG CR,LF
    :* TEFMINATES
;INPUT MESGAGE FOLLOWS GALL
;/OUTPUT MONE
OPTH:S: EX (EP),HL :HL=MESSAGE,SAVE HL
```

```
                    CALL OFMSG;SEND MESSACE
                        EX (SP),HL ;PESTOFE HL, PETURN
                    RET
:
OOPCELF:SENDE NEWLINE
*/INPUT NONE
* CUTPUT NONE
DPGFLF: PUEH AF
                            LI A,CF
                            CHLL OPCHAF
                        LD A,LF
                        GALL OFCHAG
                        POP AF
                        RET
CF EQU ODA
LF EQU OAH
:
    ZEFE B
Z\FFEF: NOE
BUFE2 EGU EUFFEP+405E
    EN-
```

ROHIS


```
    INC C
    LD (HL),C
    DEC DE
    LD A,D
    OR E
    JR Z,LAES
    JP LAE:
    UARTIN: CALL QUART
    3R Z, UARTIN
    IN A, (OCEH)
    FET
    GETCH: LD A, (HL)
    INE HL
    RET
ISC: LD DE,TES
    LD HL,MEMI
    LD :X, EUFFEF
    CALL SFIFO
LAES: GALL GETCH
    LD C,A
    CALL WFIFO
    DEE DE
    BD A,D
    OR E
    JR NI,LAES
LAEE: LDIX,EUFFEF
    CALL RFIFO
    JPC,RET:
    CALL ETJDEC
    jF LABE
    PETI: PET
ETODEC: LD E,E
    LD HL,DECAD
CONV:: LD C,'O-1
CONV: INC C
    SUE (HL)
    JE NL,CONV
    ADD A, (HL)
    FUSH AF
    LD IX, EUFFZ
    LD DE,SCH
    CALL WRCH
    POP AF
    INC HL
    DJNE CONVI
    LD C,CR
    CALL WRCH
    LD C,LF
    CALL WRCH
    RET
    DECAD: DEFE :00,10,1
    DEXEC: LD A,IE
    LD HL,O
HXE1: SRL E
    RRC
```

```
                        IR NC,HXEZ
                ADD Hi,DE
                RET C
    HEZ: EX DE,HL
        ADD HL,HE
        EX DE,HL.
        RET -
        JEC A
        WR NZ,HXE:
        RET
    MEM1: DEFE こEE
    MEME: DEFG ZSE
    MENE: DEFE EEE
    ZMEM: FUBr SC
        PUE- HL
        LOH-UNMSE
        LD E, -* ミ
```



```
        OC HI
        Dug zn=M:
        PGE Hi
        ECE EC
        BET
    EUMGQ: こEFE 4
    SJM: DEFE 4
    SCFATC: DEFE +
    CNTR: DEES:
    PECLEN EQU :2E:CPM RECORD LENGTH
    TEUF EQU EOH;CFMM DEFAULT DMA
    EOE EQU 1AH:GF/M END OF FIEE CHARACTEP
    :=ONGH, EUFFEFED REAS FOOM DIEK
    ;/CLAEミ:
    GTIME CRITICAL: NO
    /DESCRIFTION: EUFFERED FEAD
    :/ ELFFEP A MULTIFLE OF :ZQ EYTES
; E.C.T0 SET LP EUFFERED FEAD:
; LE IX,EUFFER; IX:=N*12E EUFFER
;/ LD DE,BUFLEN;DE=N*123.SIZE
;/ CALL EF:FO:-REATE EUFFER
\becauseLDE,FCE:(DE)=FILE CONTPOL ELOCK
:/ GALl CFEN;DEEN READ FIDE
: NOW GALL FDEH TO GET A GHARACTER
/ACTION: GETS GHARACTER FRON EUFFEE
:IF NONE,FILLS EUF:ER
;/ELER DEPENDEVEE: USES RFIFO, WFIFO
:GEER NEEDS SFIFO,FIRST IN FIRET
:OUT EUFFEP HANDLEFS.AGSO CPM FILE
:/HANDLINE FACSAEE
;/INFUT: FCE AT (DE:, EUFFER AT (IX)
:OUTPUT: CHARACTES PETURNED IN A
:/NE=O.N,CY=PEAL FAST END OF FILE
;/EESS USED AF,EE,IX, STREFS BAVEE
:GTACN LSE: DEFENDE ON CP/M
```

:/MEMORY USED:-EEE SFIFO
: /FPOCESSOF ZEO
;
FDCH: CALL EFIFO
RET NC; NORMAL EXIT
PUEH HL: NONE IN EUFFER
Push EC
CALL WFIFO;WFETE DUMMY CHARACTER
FDC: LD E,FECLEN
CALL EEAD
UR NE,RDCS;FAST EOF, EXIT
LD HL, TBUF
RDCE: LD C, (Hi)
INC HL
CALL WFFFO;CT=FULL EUFFEF
IR NC, RDC4
EDCE: GALL RFTFO;REMOVE DUMMY
CAL: WFIFO:WRITE LAET CHARACTER
POF EC
POF HL
JF FFIFD:CY=EOF, NO CHAR
DJNE RDCE
IR RDC: : OOE ancther recore
;
; WRCH: EUFFERED WEITE TO DISk
/ CLASS 1
-/TIME CRITICAL NO
;/DESCRIPTION: WRITES CHARACTER
// TO EUFFEF, EMPTIES TO DISK
:/ if FULi.
; TO CPEATE A EUFFEPED WRITE:
: LD IX, EUFFER;EUFFER TO IX
: LD DE, EUFLEN;DESIRED SIZE (N*12S)
; CALL SFIFO
;/ LD DE,FCE;FILE CONTROL BLOCK
; CALL ERASE;DELETE FILE IF EXISTS
:/ CALL CREATE; MAKE NEW FILE
;) CALL WROH TO PUT CHARACTER IN C /ACTION: PUTS CHARACTER IN C TO BUFFER
; IF FULL, EMFTIES TO DISK
/SUBR DEPENDENCE: USES FIFO EUFFER
; PACKAGE 6 CPM File handling package
IINPUT: CHAFACTER IN C. BUFFER AT (IX)
FCB AT (DE)
/OUTFUT: ERROR EXITS TO CP/M
;/REGS USED DE, IX, C, AF DESTROTED
/STACK USE: DEPENDS ON CP/M
;/MEMOFY USEL: SEE SFIFO
PPFOCESSOR ZEO

## ;

WRCH: CALL WFIFO RET NC;NORMAL EX:T
TODSK: PUSH HL:EUFFER FULL. EMFTY IT

```
                    PUSH EC
    WCH1: LD E,RECLEN
            LD HL,TEUF
    WCHE: CALL RFIFO
            JP C,WCHE ;NONE LEFT
            LD (HL), A:DUT TO DMA
            INC HE
                        DJNE WCH2
                        CALL WPIPE:DMA TO DISK
                        IF WCH1: LOCF NEXT PECOED
WCHE: LI A,E
            ZF EECLEN:EMFTI DMAT
                            GALI NZ.WPITE
                            FOF EC
                            POP HL
                            JE WPCH:PUT CHAR & EXIT
:
*WPFIN: TERMINATES WFITE FILE
:TIME CPITIGAL: NO
#DESCRIPTION: WRITES END OF FILE
*/EMPTIES EUFFER TO DISK
SUER DEPENDENCE: PEGUSPES NFCH (LDCAL)
;/\NPUT: (DE)=FCE,(IX)=EUFFEF
:OUTPUT: NCNE
/REGS USED: AF,C DESTROTED,DE,IX USED
:STACE USE: DEFENDE ON CF/M
//PFOCESSOF ZOO
:
WFFIN: LD C,ECF;WFITE END OF FILE
CALL WRCH
CALL TGDSK : EMPTY EUFFEF
    JP CLOSE
;
:= GFIFO, WFIFO , RFIFC
: firgt im first out buffer suite
;/ clas5: 1
;' description: SFIFO sets up an empty
fifo buffer at (IX). WFIFO urites a
; Dyte to lt,RFIFO reads a byte
; fromit.
; action: sets {p ouffer. iri memory
first byte at (IX), buffer variables
stored beiow (IX) to (IX-8). buffer
above ary length. Recircu:ates.
/ Eubr depencance : mone external
/ irterfaces rione
f imout: iX-> buffer for all eritmies
SFIFO: DE=max size
WFIED: C =character to be put
output: AF destroyed, cy set if
full for WFIFO, empty for RFIFO.
RFIFG returr:s character ir A.
    AF destroyed all ertries
stack use: S Dytes
*/ si土e: 121 bytes
```



```
; Byte from fifo to A, cy set=empty
RFIFO: PUSH DE
    LD E, (IX+EFCOL)
    LD D,(IX+BFCOH);DE=COUNT
    LD A,D
    OR E
    ECF;set empty flag
    JR Z,OUFI;if emety
    PUEH HL
    DEC DE
    LD (IX+EFECL),E
    LD (iX+EFCOH), Diupoave
    LD E (IX+NXGETL)
    LD D, (EX+NXGETH)
    GALL RECIFC;inc DE,zirculate
    LD (IX+NXGETL:,E
    LD (IX+NXGETH:, Dqupdate
    LD A,(HL)
    OR A;ME=OK
    POP -L
UUF:: POF TE
    RET
;RECTPC DE-VDIace ir buffer,ifics &
Girculates if outside puffer
;on return HL-> curremt adoress
RECIRC: INE DE
    CALL CPEFMX;Outside buffer?
    JR NZ, ECI;if not within buffer
    EX IE,HL;set O if so
FCI: PUSH IX
    POF HL
    ADD HL,DE;jbsolute addr
    RET
;
;CPEFMX subtracts Efmax, IE
GPEFMX: LD L,(IX+EFMAXL)
    LI H, (IX +EFMAXH)
    OR A;ciear cy
    SEC HL,DE
    RET
i
;=CF/M FILE HANDLING PACKAGE
;AUTHOR R.J.CHANLE 3 AUG SO
;
/CLASS 2 (NOT ROMAELE)
/DESCRIPTION:
    ;NEWSTK:SAVES CP;M STACK,GETE NEW ONE
    ; OPEN: OPENE READ FILE
    ;READ: READS REEORD
    :CREATE: MAKES FILE IF DOES NOT EXIST
    :WRITE: WRITES A RECOPD
    ;ERASE: DELETES A FILE
    :CLOEE: CLOSES WFITE FILE
    ;FETCFM: RESTORES EPM STACK,EXITS
```

```
    ;
    ;/ACTION: SEE INDIVIDUAL ROUTINES
        ;CALL NEWETK BEFORE ANY OTHEF ACTION
        :ALL ROLTINES SAVE ALL fEGISTERS
        ; EXCEPT AF
        ;ERFORS GIVE MESSAGE % RET TO CP/M
    / /NO SUEROUTINE DEPENDENCE
    ;/INPUT:FCE REFERS TO A CF/M FILE
        ;CONTROL ELOCE W:TH PAFEED FILENAME
        ;(DE)=FCE WHERE AFFROPRIATE
    ;/OUTPUT SEE INDIVIDUAL ROUTINES
    ;/ETACK USE: ב (CFEATES NEW ETACK!
    :/LENGTH:510 ETTES (INCLUDEE 2SE FOR STACK)
    ;PROCESSOF: 2SO
    ;
    ENTRY EQU SH :OFM ENTEY ADDR
    ;
    ;=CREATE: MAKES DIEK FILE
    ;/INPUT: (DE)=FILE CONTROL ELOCK
        :CONTAINING FILENAME
    ;/OUTPUT: COMPLETED FCE WITH DIEK MA ;ETC.
    ;/FEGS USED DE,AF
    CREATE: FUEH HL
        PUSH: DE
        PUSH EC
        CALL QFILE
        JR NZ,XMSGI ;FILE EXISTS,EXIT
        LD C.22 ; MAKE FILE
        CALL ENTRY
        INC A
        UR Z,XMSGZ
        POF EC
        FOP DE
        FOF HL
        RET
    ;
    ;QFILE: DE-> FCE,OPENE READ FILE IF
    ;POSSIELE - ON RETURN Z IF ND FILE
    ;ONLY SAVES DE
QFILE: PUSH DE
    LD HL,GZ:NP FLACE
        ADD HL,DE
        LD {-L),0 ; ZERO NR
        LD HL,12;2ERO EXTENTS
        ADD HL,DE
        LD (HL),0
        LD C,IS ;OPEN FILE
        CALL ENTPI
        INC A
        POP DE
        RET
;
;OPEN: OFENS A HEAD EILE
```

```
    :/INPUT: (DE) = FCE:
    :/OUTPUT: POINTS FCZ TO FILE START
    :/REGS USED DE,AF
    OPEN: FUSH HL
        PUSH EC
        GALL QFILE ;OPEN FILE
        JR Z,XMSGS :EFROR
                FOF EC
                FOP HL
                EET
    ;
    ;=GLOSE: CLOSES WRITE FILE
    ;iNFUT: (DE:= FCE
    :OUTDUT:FILE FUT TO D:RECTOFY
    ;/FECS LSED DE,AF
    CLOSE: FUSH HL
        PuEr de
        FJSH EC
        LD C,iE ;CLOSE
        CALL ENTE:
        INC A
        JP 2,XMEG4
        POP EC
        FOP DE
        POF HL
        EET
    ;
    :=READ:GETE :2S EYTE RECORD
    :/INPUT: (DE)=FCE
    ;/OUTPLTT: NEXT IZG EYTES AT DMA
        :z =NOPMAL READ
        ;NZ = FAST END OF FILE
READ: PUSH HL
        PUSH DE
        PUSH EC
        LD C, 20 ;PEAD
        CALL ENTRI
        CP 2 :ERROF?
        JR Z,XMSCE
        POP EC
        FOP DE
        POP HL
        OP A ;NZ=EOF,Z=NORMAL
        RET
*
;=WRITE:PUTS 128 EYTES TO DISC
:/INPUT:12S EYTE RECORD IN DMA EUFFEE
:/ (DE) = FCE
:/OUTPUT:NONE
;/REGS USED DE, AF
WRITE: PUSH HE
    PUSH DE
    PUSH EC
    LD こ.ご ;WPITE
    CALL ENTP:
```

```
                    OR A
                    IP NZ, XMSC.4
                    POF EC
                    POF DE
                    FOP HL
                    RET
    %
    ;=ERASE: FEMOVES FILE FROM DIPECTORG
                            :NON EXISTANT FILE IE ACCEPTAEEE
    /INPUT: (DE)= FOE
    :/OUTPUT: NONE
    :/FEGS LEEE DE,AF
    EPAEE: PUEH HI
        FUEH DE
        PUSHEO
        -0.1.17
        CALL ENTEY
        POF EC
        POP DE
        POP HL
        RET
    ;
    ; ERFOR ROUTYNEE LOAE MEsSagE to hl
    :DD LOADE SUESEQUENT MESSAGES TO IX
    XMSG:: LT HL,MSG!
    DEFE CDDH ; IGNORE NEXT
    XMSGE: LD HL,MSGE
    DEFS ODD4
XMSGZ: LD HL,MSGG
    DEFE ODDH
XMSG4: LD HL,MSG4
    DEFE ODDH
MMSGS: LD HL,MSCS
    EX DE,HL :HL-MMSG
    LD C,E :PRINT
    CALL ENTET
    LE DE, XCFLF ;NEWLINE
    LD C,G ;WRITE IT
    CALL ENTPG
;
;=RETCPM: RESTORES CF/M STACK,EXITS
RETCPM: LD SP, (OLDSP)
        RET
;
;=NEWSTK:OETS NEW STACK, EAVES CP/M
    STACK POINTER
OUTPUT:CP/M SF GT (OLDSP)
    SPF = STACK
NEWSTK: EX (SP),HL;PET ADDFESS TO HL
    LD (STACY-Z),HL;TO NEW STACK
    LD HL,Z;FOR CALL
    ADD HL,SF
    LD (OLDSF),HL
    POF HL;GET HL
    LD シP, STACK-Z
    RET
```

```
    ;
    MSC1: DEFM 'WFITE FILE EXISTS$'
    MSG2: DEFM NO DIRECTORY SPACE$
    MSGE: LEFM I CANNOT FINL READFILE*
    MSG4: DEFM 'WRTTE ERRORE'
    MSGS: DEFM READ EFRCRO
    XCRLF: DEFE ODH,OAH, 24H;CR,LF,生
    *
    OLDSP: DEFG Z :STORE CPM SF HEPE
    ;
    DEFS 1OOH : STACK AREA
    STACK: DEFW O;-NITIAL EF ADDR
    ;=CPM CONSOLE INFUT/CLTFUT FACKAGE
    /CLAES :
    : LESCRIFTION:
        :FCHAE:GETS A kEYEOAFD GHARACTEF
        :IPLIN: GETE A rETBOAGD LINE
        OOPCHAF:PUTE A CHARACTER TO VDU
        ;DPMSG: O/PS A MESSAGE IN (HL)
        ;PTHIS:O/PS MESEAGE FLLLOWING CALL
        OOPCRLF:O/PS LF,CP (NEWLINE)
    *ACTION: SEE INDIVIDUAL ROUTINES
    ALL REGISTEFS SAVED
    ;/NO SUEROUTINE DEPENDANCE
    :INPUT GEE INDIVIDUAL ROUTINES
    %/OLTPUT SEE INDIVIDUAL ROUTINES
    ;/STACK UEE 10 MAXIMUM
    ;/LENGTH
    /PROCESSOR 28O
;
=IPCHAR: GETS KEYEOARD CHARACTER TO A
:/INPUT NONE
:/OUTPUT A CONTAINS CHARACTER
IPCHAR: PUSH EO
    PUSH DE
    PUSH HL
    LD G,I ;CPM KED CALL
    CALL ENTEY :CPM CALL
    POF HL
    POP DE
    POP EC
    RET
;
;=IPLIN GETS LINE TO TEUF
;/INPUT NONE
;/OUTPUT (HL)=LAST CHAR (EXCEPT CP)
    :(DE)=15T CHAR,A=NO, CHARACTERS
IPLIN: PUSH EC
            LD DE, TEUF; EUFFEP START
            LD C,10:CP/M EUFFEPED READ CODE
            LD A.80 ;MAX ALLOWED EHARACTERS
            LD (DE),A
            PUSH DE ;SAVE EUFFER
```





```
    *@ TRANSLATED TO CP,LF
    ;"要" TERMINATES
    ;/INPUT MESSAGE FOLLOWE CALL
    :/OUTPUT NONE
    OPTHIS: EX (SP),HL ;HL=MESSACE,SAVE HL
        CALL OPMSG;SEND MESSAGE
        EX (SP),HL ; FESTORE HL, PETURN
        RET
    ;
    =OPCFLF:SENDE NENLINE
{INPUT NONE
/OUTPUT NONE
OFCRLF: FUSH AF
                ID A,CP
                CALL OPCHAF
                LD A.LE
                CALL OPCHAF
                POF AF
                PET
CR EQU ODH
LF EQU OAH
;
                DEFS E
EUFFEF: NOE
EUFFZ EGU EUFFER+409E
                                END
```


## ANALHIS

10
20
GEAPH ： GP GAPH 0
CALZ＂PESOLUTIOA＂，0，2
40 DIM N（1000），C（1000），R（100）
50 FQP $J=49$ TC 5
EO LET As＝＂FRDA＂ CH CHP （J）
70 GOSUE 140
90 NEXT
90 FOP $J=40 \mathrm{TO} 57$
100 LET $A A^{\prime}=" F R D A 1 "+C H E क(D)$
110 GOSUE 140
120 NEXT J
$\therefore 30$ GOTO 700
140 PFINT A末
150 IF LOOKUP（A事）$=0$ THEN ESO
1 EO OFEN \＃10，A末
170 ON EOF GOTO 240
180 LET $I=0$
190 INPUT \＃10，A
200 LET N（I）＝A
$210 \quad I=I+1$
220 IF I＝7ES $\operatorname{IOTO} 240$
230 GOTO 190
$240 \quad I=0$
$250 N(I)=N(I)+255 * N(I+256)+255 * 255+N(I+256+256)$
$2 E 0$ CALL＂FILL＂， $1,0, I+2, N(I) / 5,1$
$270 X L=0: X H=318: X Y=0: X I=10$
$280 \mathrm{TL}=0: \mathrm{YH}=191: \mathrm{YX}=0: \mathrm{YI}=10: \mathrm{TI}=2$
$290 I=I+1$
300 IF $I=256$ GOTO 320
310 GOTO 250
$3205=0$
$330 \quad 51=0$
340 FOR I＝0 TO 255
$350 \quad 5=5+N(I)$
$36051=51+I * N(I)$
370 NEXT I
$380 \mathrm{M}=51 / 5$
$390 C(0)=(N(0) / 5) * 100$
400 FOR $I=0$ TO 255
$410 \mathrm{~K}=\mathrm{I}+1$
$420 \mathrm{C}(\mathrm{K})=\mathrm{C}(1)+(\mathrm{N}(\mathrm{K}) / 5) * 100$
430 IF $C(I)<=1$ AND $\mathrm{E}(I+i)\rangle= \pm$ THEN R（I）＝（I－422）；3．7
$4 \Xi 1$ IF $R(1)=0$ THEN $P(1)=-114.054$
440 IF $C(I)<=5$ AND $C(I+1) \%=5$ THEN $P(5)=(I-42 \Xi) / 3,7$
441 IF $\mathrm{F}(5)=0$ THEN $\mathrm{R}(5)=-1: 4.054$
450 IF $C(I)<=10$ AND $C(I+1) \%=10$ THEN $F(10)=(I-422) / 3,7$
45：IF $R(10)=0$ THEN $R(20)=-114,054$
460 IF $C(I)<=50$ AND $C(I+I)=50$ THEN $P(50)=(I-4221 / 3,7$
470 IF $C(I)<=90$ AND $C(I+1)\rangle=90$ THEN $P(90)=(I-42 \Omega) / 3,7$
480 IF $C(I)<=95$ AND $C(I+1)\rangle=95$ THEN $F(S 5)=(I-422) / 3.7$
490 IF $C(I)<=99$ AND $C(I+1)\rangle=99$ THEN $P(99)=(I-422) / 3,7$
500 CALL＂FLOT＂，I，C（K），$\Xi$
510 NEXT I




```
    550 ERINT "R(50)-F(50)=":R(50)-F(10)
    55! FRINT "?(S0)-F(S)=";F(95)-2{50!
    55こ PRINT "F(35)-F:50)=":R(50)-R(5%
    553 ERIMT "F(50)-F(a)="; P(99)-E(E0)
    554 FFINT "F(GO:-P(E0)=",FSO)-F(!)
    5E0 M=:M-42z:/E,F
    SF
    EQO FOR :=0 TO ESS
```



```
    E00 N=M*N:I)
    E10 VAP=VAF+W
EZO NEXT i
ESO FFINT "VARIANCE=":YAR/G
\Xi3 IF (%AF!S)-3!)< THEN 5SG
```



```
EFO DRINT
EEO GOSUE FIO
ETO GALL RESOLUTION";口, 2
690 FETURN
Sg0 FESNT "FILE DOES NOT EXIST"
FOO END
#:G GALL"PLOT",XL,XI, 彐
F2O CALL"LINE",XH,XI
TBO FOF X=XL TO XH STEF XI
740 CALL"PLOT", X,XI-TI, 
T50 EALL"LINE",X,X"T-TI
TEO NEXT X
70 SALL "PLOT",TX,YL,Z
BO CALL"LINE", XX,Y-1
TGO FOR Y=Y TD M- STEF YI
OOQ CALI"PLת",YX-TI.Y, \Xi
S0 CAL:"LINE",YX+T",!
gこ0 NEXT Y
BO RETMPN
```


## APPENDIX B

EFFECT OF TRAFFIC ON THE RECEIVED SIGNAL

## APPENDIX B

## EFFECT OF TRAFFIC ON THE RECEIVED SIGNAL

When the mobile is stationary the variation due to multipath effects does not exist in the same manner as when the vehicle is moving. However, with the other moving vehicles and objects, the scattering path will vary with time and hence the signal strength will also vary.

Six sets of measurements, three at 900 MHz and three at 441 MHz were conducted with the mobile stationary in Liverpool city centre. The measurements were taken alternatively to eliminate any chance of prejudice. These measurements were taken at a distance of 1.5 km from the base transmitter and around 5.00 pm to guarantee a good flow of traffic. Each measurement lasted for 2 minutes.

The variation of signal strength with time at 900 MHz is shown in Fig. B. 1 , fades of 15 dB depth are apparent. This is relatively large compared with fades of 40 dB depth when the mobile is in motion.

The cumulative probability distribution measured over $60,000 \mathrm{sa}$ mples was plotted in Figs. B. 2 and B.3. The distribution is shown to be Weibull. At 900 MHz the slope of the line changes for each measurement, with some approaching a Rayleigh distribution, but at 441 MHz the slope of the lines remains constant, with slight variation in the median value. This can be explained by the fact that the variation of signal strength when the mobile is stationary depends on several factors. If the contribution from moving scatterers is only a small fraction of the total signal received, then only small variations in signal strength would be expected. However if the received signal strength is weak, then more variations would be expected.

In the same experiment, signal strength at 900 MHz would be expected to be less than signal strength at 441 MHz . This might explain the sensitivity of received signal to moving scatterers at 900 MHz . However, more measure ments are needed to confirm the above statement.
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[^0]:    Fig. 2.10 Frequency curves of the normal and lognormal distributions.

[^1]:    4.4.2 Analogue Input Characteristics

    No. of channels 16
    ADC gain ranges $\pm 2.5 \mathrm{~V}, \pm 5 \mathrm{~V}, 0-5 \mathrm{~V},+10 \mathrm{~V}, 0-10 \mathrm{~V}$
    Amplifier gain XI

