The Development of a Unique Algorithm
for the

Solution of HVAC System Design Optimisation Problems.

*HOL
% 1Y

Geotfrey C. Lambert.

Thesis submitted in accordance with the requirements of the University of

Liverpool for the degree of Doctor in Philosophy.

December 1992



ABSTRACT.

Heating, ventilating and air-conditioning (HVAC), svstem design
optimisation problems can be solved through the application of direct
search methods. This thesis develops two such optimisation methods for
use with HVAC system design; the complex method and a penalty function
method with pattern search. The search methods have different
approaches to the problem, the complex method rejects infeasible points,
whereas the penalty function attempts to prevent constraint violation.
Both algorithms where developed to successfully solve small scale HVAC
system design optimisation problems, which displayed the main

characteristics of such problems.

Limitations of the complex method around constraint functions, and 1its
relatively slow search speed, prevented the further development of this
type of search for large scale HVAC design problems. Conclusion of the
development of the penalty function method with pattern search lead to

significant improvements in the performance of the algorithm.

The formulation of a unique algorithm for solving HVAC system design
optimisation problems 1s described within this thesis, and 1t 1is
recommended that an algorithm which treats problem wvariables and
constraint functions more eftectively to direct the search toward the
solution be developed fully. The reduction in size of the optimisation,
simplification of the system simulation and use of genetic algorithms to

assist the search are all recommended future developments.
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CHAPTER 1.

COMPUTER AIDED DESIGN OF HVAC SYSTEMS.

Traditionally the design process of heating, ventilation and air-
conditioning (HVAC), systems has been carried out manually by the design
engineer, all be it recently with the assistance of software packages to aid
such areas as building design load calculations and to model the
performance of the chosen system. The introduction of such software may
allow the design engineer to evaluate the performance of several
alternative schemes. However the process in essence remains manual and
will produce a ‘workable’ design. This thesis investigates the use of

computers in the ‘optimum’ design of HVAC systems.

1.1 Current Trends in the Computer Design of HVAC Systems.

In the past twenty years a multitude of software packages have been
developed and marketed to assist the design process for the engineer. The
level of complexity offered by these design tools varies greatly, from simple
manual methods designed to assist in the calculation of maximum loads
on the system, and the subsequent sizing of components within that
system, to detailed component based methods which simulate the HVAC
system, the equipment control svstem, the building shell and space and the

dvnamic interaction among these systems.



Of the manual simulation tools available probably the best known 1is
HEVACOMP (HEVACOMP, 1988), this allows the design engineer to
Iinteractively build a database of information with regard to the building
fabric and space. From this database load calculations can be carried out and
heat losses, heat gains, energy consumption and lighting design can be
found for the building. Additionally the HEVASTAR Building Services
Package (HEVASTAR, 1988), allows the design engineer to size pipes and
ducts, and heating and cooling system components. Although this i1s not
strictly a simulation software package, because it does not reproduce the
performance of the system, the software greatly enhances the productivity
of the design engineer, allowing more time to explore alternative
component selections in the given system configuration and alternative
system configurations. It 1s however unable to simulate the dynamic

performance or to investigate part-load performance of the system.

A second level of HVAC system simulation tools which are component
based in their approach to the design problem emerged in the 1980’s. These
software tools allow greater flexibility in the modelling of systems and
allow part-load pertormance to be evaluated. With this technique systems
are represented by forming a network of component models based on the
design engineers schematic diagrams. Flexibility to specify the components
within a given design allows the engineer to move away from the rigidity
of specific system configurations such as VAV, dual-duct, fan-coil etc.
SPATS (Murray, 1984) 1s one such component based simulation software
package. The software networks the component models by linking the
iInput and output parameters of the components. A set of simultaneous

equations formed from the component pertormance equations is then



solved for a given plant operating point. The SPATS simulation is steady-
state and hence does not take into account warm-up time and temperature
distribution delays for the system. These time constants for the system are
however significantly less than the time constants associated with the

actual building fabric model and analysis has been justified on this basis.

Dynamic component based simulations are available (Clark et al, 1985).
HVACSIM™, is one such simulation package. Broadly, HVACSIM™ s

similar in concept to SPATS in that the component models are networked
together to form a system. This simulation package, however, includes a

nonlinear dynamic simulation that can model time delays and hysteresis

effects on the system. Case studies using HVACSIM™ have taken place
(Park et al, 1989) which has proven it's capability to deal with large system

applications. HVACSIM™, however, remains primarily a research tool.

The more commercially available simulation software packages such as
TAS (Gough, 1986), and APACHE (Oscar Faber Partnership ), generally use
component based simulation but have simpler models. The obvious
advantage of these packages, however, is the enhanced user interfaces

adopted.

The use of current simulation software in the design of HVAC systems
helps increase productivity and i1s a useful tool to check part-load
performance of the system. They allow greater tlexibility to the design
engineer to explore more svstem configurations, but rarely lead to major

improvements, 1.e. they generally produce a “workable” design as opposed



to a ‘'optimum’ design solution.

1.2 Workable Design.

This manual design process can be generalised. At the initial stage of the
manual design process, an appropriate system configuration is selected; the
selection 1s usually based upon the design engineers experience. Drawings
are produced, design loads calculated and the components are sized to meet
the design loads of the system. Simulation of the system configuration
with the sized components follows, this process provides information on
the performance and operating point of the system. Provided the system
meets the requirements of its’ purpose, 1.e. it provides adequate heating
and cooling, 1s within the budgetary constraints imposed, and meets all
safety and quality standards then the design engineer can justify the initial
system selection with the production of a ‘workable’ design (Stoecker,
1989). In summary, a ‘workable’ system performs the assigned tasks within

any imposed constraints.

Figure 1.1 1llustrates the the manual design process that leads to a

‘workable’ design solution.
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1.3. Optimum Design.

The concept of optimum system design is best illustrated by example.
Suppose that a pump and pipework is installed to pump water from a
basement tank to a tank on the roof. The approach in producing a

workable design might be:

1) Allow a nominal water velocity of 1.5m/s.

2) Size the pipe diameter from the required volume flow rate and the
water velocity.

3) Calculate the head loss in the system.

4) Size the pump from the head loss and the volume flow rate.

In an optimum system design, the system (pipe diameter and pipe size) is
sized to meet a specified criterion, termed the objective function, in this
case water velocity. A typical criterion that a design engineer might be
interested in optimising could be life-cycle cost, which In turn 1s a function
of first cost, maintenance cost and pumping cost. As the pipe diameter
Increases so to does the first cost, but due to lower head loss the running
and first cost of the pump decreases. Assuming that the life-cycle cost is
the sum of all individual costs it can be seen from Figure 1.2 that there is

an optimum pipe diameter to give minimum life-cycle cost.
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In summary, the optimum system is the ‘best’ of all workable systems
when measured against a criterion. The advantages of optimum design are
that it allows the engineer to explore all variations in component size and
design conditions within any given system configuration. To manually
perform an optimisation using a simulation package would be time
prohibitive, the development of computer based software to assist In the
search of the possible permutations for a given system configuration
would greatly enhance this process. The formulation and solution of
HVAC optimisation problems 1s based on numerical optimisation

methods combined with system simulation techniques.

1.4 The Formulation of HVAC System Optimum Design Problem:s.

Any optimisation is specified by three elements.

1) The problem variables.
2) The objective function.

3) The problem constraints.

Large scale optimisation problems are solved by an algorithmic search for
the optimum. The mathematical formulation of an optimisation problem
can be described in terms of the problem variables, the problem constraints
and the objective function. The constraint and objective functions are
related to the performance of the system and therefore, in HVAC system

optimisation, a system performance simulation 1s included in the problem

formulation.



1.4.1. The Problem Variables.

Components within a HVAC system can be described by a set of quantities,
some of which may be fixed at the outset of the design, but others which
are varlable and are called the problem variables. It is the values of these
variables that an optimisation algorithm will assess and change until a
combination 1s found which gives the optimum value of the objective
function of the problem. Examples of problem variables are cooling coil
dimensions such as width and height or condenser water flow
temperature. The problem variables can be continuous or discrete In

nature and are denoted in the formulation of an optimisation problem as

follows:

X; where1=1,23,...ccccccvuuvennn.... qn.

or 1n vector form:

where n 1s the number of problem variables.

1.4.2. The Objective Function.

Conventional design procedures may aim to find an acceptable or workable

design which merely satisfies the functional and other requirements of the



design problem. In general there will be more than one possible design
which is acceptable and it is the purpose of optimisation to find the best of
these acceptable designs. This criterion when expressed as a function of the
problem variables is termed the objective function. The objective function

can be expressed mathematically as tollows:

t{(X) , where X denotes the problem variables in vector form.

In HVAC design, optimising the objective function involves finding
values of the problem variables so as to give a minimum or maximum
value of the objective function. Normally a minimum value 1s the
requirement because the objective function 1s cost related, for example

minimum first cost or life-cycle cost.

1.4.3. The Problem Constraints.

In practical HVAC design problems constraints are usually present, for
instance air flow across a cooling coil can range from zero and an upper
limit after which carry-over of the condensing water on the coil surface
occurs. Such constraints on design solutions need to be included within an
optimisation problem. Constraints can range in their complexities (Rao,

1987) but are generally summarised by two distinct types, linear constraints

and non-linear constraints.

Variables which have a restriction on their value are said to be ‘simplyv

bounded’ this is a specific form of linear constraint but one which occurs

10



often in HVAC design optimisation, because component selection within a
given system is restricted by limitations on physical dimensions. Generally
a linear constraint can be defined as a function which remains linear in
more than one variable and can take the form of equality, inequality or

range constraints as follows:

equality constraints: gi(l(_) = bi 1=1,2,.....cc.... My
Inequality constraints: g:(X) < b; I =mq+]1,....... , M
.(X) 2 b 1 = mAa+1,........ m
& 1 2 3
range constraints: lbj < gi(_)_(_) < ubj ] = m3+l, ........ My
] — 1,2, ............. ,m4-nl3

Each g. 1s a linear function and b;, lb; and ub; are scalar constants.

J J

A non-linear constraint 1s a function which is non-linear in one or more
of the problem variables and again can take the form of equality, inequality

or range constraints as follows:

equality constants: ¢.(X)=0 1 =mg+],...... ;M

inequality constraints: ¢;(X) <0 1 =mg+],....... ;M

Ci(z) > 0 1 = m6+l, ........ , M-~

range constraints: lbj < ci()_(_) < ubj I = my+1,....... Mg
1=1,2,.......... ,Mg-M-

Each C; 1S a non-linear function and lb. and ub. are scalar constants.

J )

11



1.4.4 The Statement and Characteristics of Optimisation Problems.

Having reviewed the elements of an optimisation problem, it can be stated

as follows:

Find X, which minimises f(X).

subject to gi(l) <0, wherei=1,.2,........ m.

where X are the problem variables denoted in vector form, f(X) is the

objective function and g:(X) and G, (X) are examples of linear inequality and

non-linear equality constraints respectively.

An example two variable optimisation problem is illustrated in Figure 1.3

The contours denote positions of equal value for the objective tunction.

The hatched side of the constraints gq, g5, g3 and g4 and c¢; denote the

infeasible region. X, represents a local minimum which in this case is
outside of the feasible region, gg represents the global minimum and as

such 1s the point which the optimisation algorithm will seek.

Constraints can sometimes remove the global minimum X-g from the
feasible region as illustrated by the additional constraint ¢,5(X) < 0 shown by
a dotted line. In this case the optimisation would seek the position X, .

which represents the minimum point within the feasible region, lving

against the new non-linear constraint.

12
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Optimisation problems are solved using algorithms which will search the
objective function by accepting preferred movements ( lower values of the
objective function for minimisation and higher values for maximisation)
that the given algorithm produces. The search algorithm has built-in
methods to deal with positions which fall outside of the feasible region.
Iteration of the algorithm’s methodology will lead the search to the feasible

optimum solution. A review of the search methods available 1s

documented in Chapter 4. of this thesis.

1.4.5 The Problem Formulation and System Simulation.

Evaluation of energy related objective functions and system performance
constraints requires the simulation of the system performance. The most
appropriate form of simulation is a component based simulation, not only
because it gives flexibility in defining the system configuration, but also 1n

that 1t 1s suited to the formulation of the optimisation problem.

All of the problem variables are derived from the individual components
in the system. The majority ot the constraint functions are related to the
design limits of the components. System cost of energy related objective

functions can be formulated from the individual cost and energy use of the

components.

Hence, Hanby and Wright, (1989) 1dentified that svstem optimisation
problems can be formed from a component based procedure that has four

sub models tor each component, a performance model, a cost model, an

14



energy model and a constraint model.

The performance model reproduces the performance of the component for
use in the system simulation. It includes data for different sizes of
components. The cost and energy models produce data for use by the
objective function and the constraint model is used for the determination

of validity for solution points.

The formulation of HVAC system design problems is well established, but
the solution methodology for solving such problems is not, this thesis

concentrates on this aspect.

1.5 The 5Solution of HVAC Optimisation Problems.

The sequence of operation of any algorithm too optimise a HVAC design
problem 1is first to find an initial start point which satisfies all problem
constraints and therefore 1s within the feasible region, simulation of the
initial system follows and values of the constraint and objective functions
are found. The algorithm will employ rules to produce a new set of search
point values, these rules are dependent on the type of optimisation
algorithm used, but generally will assess the direction 1in which to move
and the distance of that move. Repetition of this process coupled with a

check for convergence complete the operation. Figure 1.4 1illustrates this

Process.

15
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Two classes of search method exist; direct search methods are heuristic 1n
character and base the next set of search point values on the comparison of
objective function value of the new position with that of the previous
search position, whereas derivative methods are mathematical in character
and employ the derivatives of the objective function to find a search

direction.

The use of a homogeneous optimisation algorithm to solve for all
optimisation problems would prove inefficient because of the ditfterences
In the nature of individual problems. For maximum efficiency an
algorithm must be tailored to the individual problem in question. The
characteristics of the problem therefore need to be examined fully before

deciding on the method of optimisation to be used.

The formulation of HVAC optimisation problems has been developed
(Wright, 1986), but to date there has been little work on the development of
an optimisation algorithm. The optimisation methods implemented,
although able to find solutions, are slow and lack robustness. This has
impaired the integration of optimisation methods into the HVAC system
design process. The objective of this thesis 1s therefore to investigate the

development of an algorithm that is efficient in solving HVAC system

optimisation problems.

17



CHAPTER 2.

THE DEVELOPMENT OF AN OPTIMISATION ALGORITHM.

Optimisation theory is a well documented subject, (Rao, 1987). Many
optimisation methods have been developed ranging in sophistication.
These methods have been developed to solve problems ranging from the
simplest unconstrained deterministic continuous value problems to
highly constrained discrete-value problems. In the development of many
of these methods, however, the computer time required to evaluate the
objective and constraint functions has not been considered important. The
application of many optimisation methods to HVAC system design
problems would prove prohibitive because the time required to evaluate
objective and constraint functions is high in comparison to the time
required by the optimisation algorithm. Each time that an objective or
constraint function 1s evaluated, the current system performance must be
simulated. This alone leads to the inefficient use of generalised
optimisation methods 1in HVAC system design because the overall
computer time required in performing the simulation function becomes
prohibitive and some of the benefits of the optimisation process are lost in
this expense. There is a need therefore, to develop of an algorithm that

matches the characteristics of HVAC optimisation problems.



2.1 Previous Work in HVAC System Optimisation.

A review of the literature available on work previously conducted in the
field of HVAC system design optimisation is scarce. Only two significant

studies have taken place to date.

Leah (1983), conducted research into the optimised design of a chilled water
system. A steady state simulation was employed and the objective was to
minimise life cycle cost of the system. Leah used a direct search method of
optimisation which seeks to find the principle axis of the objective
function and then imposes a quadratic approximation to speed the search
towards the minimum value. The basic univariate search 1deology used
searches along each variable in turn until a minimum value of that
variable is straddled by the current search point, at this stage a quadratic

approximation is made to the last three search points to produce a parabola
the minimum of which approximates the minimum of the objective

function.

Two modifications were made to improve the speed and efficiency of the
search. First, a linear trajectory modification was developed which employs
two start points that are minimised for the given variables. By linking the
two minimum values a principle linear search direction 1s developed.
Figure 2.1, illustrates this method. This method was found to be useful for
objective functions which exhibited a straight valley shape, however if the

objective function deviated trom that shape then it became less efficient.

This method is known as the Q1D method.

19
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A second modification was developed to overcome the inefficiency of the
Q1D method where three start points are minimised for each variable. By
linking these three minima a quadratic trajectory of the search was
developed, as illustrated in Figure 2.2. This method is known as the QIQ
method. In each of the modifications a quadratic approximation is used to

find the minimum along the given trajectory.

21
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The quadratic approximation and the quadratic trajectory are related but
different. The quadratic approximation is the process used to find the
minimum along a given path, whereas the quadratic trajectory is merely a

way of defining a curvilinear path of the search over the objective

function.

The optimisation routines developed by Leah were not fully automated.
The design engineer needed to select the type of search required, either
QID or Q1Q from previous knowledge obtained from the univariate
minimisation of the selected starting points. Some further development to

automate and control this selection process is required.

Throughout the work Leah concentrated on the solution algorithm and
did not investigative the characteristics of HVAC system design problems.
The example problem in the research used only continuous variables and
had very limited facility to deal with constraint functions. The work
overall found that different methodologies are necessary for the varying
complexities of the example problems objective function and suggested
that further investigation be conducted to produce a fully automated
algorithm which would assess the level of complexity of the objective

function and switch the search methodology accordingly.

It was suggested that a pattern search method be developed to run under
conditions where the Q1D and Q1Q methods failed to be etficient. This has
been 1nvestigated in this thesis. Development of a penalty function was
also considered worthy by Leah and again has been investigated in this

thesis.

23



The second source of literature that exists is the work by Wright (1986). A
different view point of the overall problem was considered within this
work, where the formulation and characteristics of the problem are
developed. The work formulates numerous objective functions which
would be used in the appraisal of solutions and describes the use of
constraint functions in restricting the solution to a practicable design. The
definition of the characteristics of solutions to HVAC system design
problems 1s documented so that a unique algorithm can be developed

which complements these characteristics.

Preliminary algorithm development of two optimisation methods was
carried out, an exhaustive search method and a pattern search method.
The system simulation used throughout the work, called SPATS, was
steady state and component based, where models of manufactured
components were developed incorporating operating parameters such as
controller set points, tflow rates and temperatures. The example models
used in the development of the algorithms used mixed discrete and

continuous variables and were fully constrained.

The simple exhaustive search method was simple used as a ‘bench mark’
to evaluate the pattern search method against in terms of accuracy and
number of objective function evaluations. The pattern search method
emploved was a modified Hooke Jeeves search ( Hooke and Jeeves, 1960),
which by performing ‘exploratory’ and ‘pattern” moves could evaluate the
direction and distance, respectively, of the search position. The method was

applied to a number of small models and was found to perform well over

24



most objective function surfaces. The search however was found to lack
robustness near constraints and the work concluded that further
development of the algorithm was required to cope fully with HVAC

system design optimisation.

It is concluded that the review of literature specifically focusing on HVAC
design optimisation is scarce, both the work by Leah (1983), and Wright
(1986), however have positive attributes. Leah concentrated on the
solution algorithm alone, whereas Wright dealt more with the
formulation and characteristics of the problem. A combination of the two
approaches would seem to be an advantageous way to proceed where the
characteristics of the problem are found and a robust direct search solution
algorithm developed. Both authors suggest that a pattern search algorithm
would be fruitful and also both recommend the use of penalty functions to
constrain the optimisation problem. These factors are investigated within

this thesis.

2.2. Research Objectives.

The most efficient algorithm is one that responds to or matches the
characteristics of the optimisation problem being solved. The objective of
the research is to develop an efficient algorithm for solving HVAC system

optimisation problems. The method of achieving this aim 1s to :

1. Investigate the characteristics HVAC optimisation problems.

2. Review the optimisation techniques available.

25



3. Implementation and test selected algorithms against specific

assessment criteria.

4. Formulate an ideal algorithm.

2.2.1. Investigation of Problem Characteristics.

In section 1.3 an optimisation problem was described as being formed by
three elements, problem variables, the objective function, and problem
constraints. Investigation of the characteristics of each of these elements of
the optimisation problem is necessary to assess the type of problem
involved. An optimisation problem will display the specific characteristics
assoclated with the problem variables, objective function and problem
constraints, which describe the problem in quantifiable terms, and are
unique to the problem posed. Other characteristics, associated with the
solution point and mode of operation of the algorithm being used, may
also exist. In HVAC system design problems one such characteristic is that
the solution point lies on or near a constraint function. With knowledge of
all of the characteristics of the optimisation problem then an algorithm can

be assessed against and matched too these characteristics.

2.2.2. A Review of Available Optimisation Techniques.
A review of available optimisation techniques coupled with knowledge ot

the characteristics of the optimisation problem, will enable the selection ot

methods that possess positive attributes which match the problem
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characteristics. This selection procedure enables large areas of optimisation

methodology to be eliminated, and condenses useful methods to a few,

hence directing the research to promising areas.

2.2.3. Implementation and Testing of Selected Algorithms against Specific

Assessment Criteria.

The selected algorithms will be tested on example models that possess the
characteristics of HVAC design optimisation problems. The algorithms are
assessed against specific criteria which remain the same throughout this
experimental phase. The selected criteria are accuracy, speed of search, and
numerical stability and robustness. Accuracy is an assessment of the
algorithms ability to find objective function, constraint function, and
variable values at each stage of the search. All of these factors can effect the
ability of the algorithm to find the optimum solution. Search speed 1s
measured by the number of system simulation calls as this 1s the dominant
factor in the overall computer time. Robustness and numerical stability i1s a

subjective measure of the algorithms ability to negotiate the characteristics

of the optimisation problem.

2.2.4. Final Formulation of an Ideal Algorithm.
From the results of the algorithm testing and the results of any subsequent

modifications to the algorithms, analvsis of the advantages of each method

of optimisation can be made. This analvsis will lead too the methodology
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required to proceed with an idealised algorithm.
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CHAPTER 3.

HVAC SYSTEM DESIGN OPTIMISATION CHARACTERISTICS.

Every numerical optimisation problem can be broken down into the three
elements of the problem, the problem wvariables, constraints and the
objective function. Each of these elements possesses characteristics which
can be used to assess the overall type of optimisation problem. Selection of
an algorithm to solve the optimisation problem is simplified with

knowledge of the characteristics.

In addition to the general characteristics displayed by the elements of the
problem, other characteristics evolve by analysis of the problem solution.
These characteristics are specific to the problem type but are equally as

important to the selection of an algorithm to solve the problem.

In order to fully investigate optimisation algorithms to solve HVAC
system design problems, all of the characteristics of the problem must be

defined. Efficient matching of the algorithm to the problem type can then

be performed.

3.1. HVAC System Design Problem Variables.

The problem variables are the parameters normally used to describe the
selection of HVAC components. These represent the phvsical size or

operaling point of the component, or may be assoclated with the capaaty
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of the component. For example, the parameters used to specity the
selection of a centrifugal fan are impeller diameter and running speed, the
impeller diameter representing the physical size of the component and the
running speed its operating point. Conversely a boiler 1s described by 1ts
maximum rating which relates to the capacity of the component. A
problem variable such as maximum boiler rating forms an indication of
both physical size and operating point of the component. A final group of
problem variables are the fluid property variables which atfect the choice
of components and therefore the optimum solution. In practice these
variables generally appear as the set points of the equipment controls, tor

example, the tlow water temperature of a boiler is one such problem

variable.

3.1.1 The Characteristics of Problem Variables.

The most important characteristic of problem variables in HVAC system
design is that the majority are discrete in their nature. The discrete nature
of the problem variables exists because of the way that most components
are manufactured and marketed. A centrifugal fan for instance 1is
manufactured and marketed having fixed impeller diameters. Similarly a
steam boiler is manufactured in discrete maximum rating intervals of for
instance 1000kg of steam/hour. Continuous problem variables are rare and
those that do occur, such as boiler water flow temperature, can be
approximated into discrete intervals. This would avoid the need to devise

an algorithm for mixed discrete-continuous problem variables.
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3.2 HVAC System Design Problem Constraints.

The most important factor imposed upon a HVAC system design problem
is that the end result, 1.e. the optimum solution to the problem, operates
within all of the design limitations, under all load conditions. Other
design constraints arise from Codes of Practice, restrictions on the
component configuration and the dimensional restrictions on the
components and on the fluid variable values. Section 1.4.3. details the
mathematical form of constraint functions possible in numerical
optimisation. Table 3.1, gives further definition to constraint functions

found in HVAC system design.

MATHEMATICAL MATHEMATICAL DESIGN SIMULATION
CHARACTERISTIC. FORM. FUNCTION. LINK.

Simple bound. Equality constraint, Variable bound. Unlinked.
G(x) =0.0
Smooth nonlinear Fluid lhimuit. Linked.
function. Inquality constraint,
C(x)20.0 Component configuaton. Weak linkage.

Sparse nonlinear

function. Range constraint, Component performance
[.LB <C(x) <UB limut.

Systermn constraint.

Constraint classification. Table 3.1

The mathematical characteristic and form are seltf explanatory and have
been covered in section 1.4.3 of this thesis, the most commonly occurring
constraint function in HVAC svstem design problems are smooth

nonlinear functions or simple bounds for the variable limits.
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The design function of most constraints is again self explanatory. The
variable bounds constrain the range of the problem variables, for example
in the selection of a steam boiler, the problem variable upon which the
selection takes place may be the maximum rating of the boiler, this is
constrained by the manufacturers lower and upper bounds on the
component range. Typically a ‘wet-back” shell type boiler comes i1n a range
of maximum ratings of 1000kg of steam/hour to 15000kg of steam/hour.

The variable bound constraint i1s therefore :

1000 kg of steam/hour < maximum rating < 15000 kg of steam/hour.

Fluid limits can take the form of either a simple bound on the problem
variables, such as the limiting value of chilled water temperature; or
Inequality constraint functions that limit fluid velocity. The face velocity,
for example, of a cooling coil is often limited to a maximum value so as to
remove the possibility of moisture carry-over into the conditioned air.
Face velocity can be seen to be a function of two problem variables, coil

width and coil height, as follows :

Face velocity = _Air volume flow rate  =m/s.
Coil width x Coil height.

a typical performance constraint function therefore would be:

0.0 m/s < Face velocity £2.5m/s.

From this example 1t can be seen that the constraint function eftects both

the problcm varlables of coil width and coil height. It 1s non-linear in its
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nature.

Component configuration constraint functions occur, for instance, because
the size and configuration is often limited by the availability of space in a
plant room, in designing an air handling unit (AHU), sufficient space
must be available to allow the installation and maintenance of the
components in the unit. The size and number of fans therefore may be

limited for a given size of AHU.

A sparse configuration constraint appears occasionally in HVAC system
design problems and i1s the result of a design configuration restriction.
Continuing with the example of the selection of a steam boiler, if the flue
of the boiler 1s specified to be at the rear of the boiler, then the boiler
selected would have to have an odd number of smoke tube passes, giving

rise to a sparse constraint as follows:

Fractional part of (Passes/ (2 circuits)) = 1/2.

This type of constraint must be considered when selecting and building an

algorithm.

The performance constraint function can occur because of a limit on the
tested performance of a component. A series of fans, for instance, are tested
and produce a family of performance curves the limits to this family of
performance curves form an envelope outside of which data on the tans
performance is not known. The limits of the performance can be formed

into performance constraints.

33



System constraints arise from the global limits of the system design, a
maximum capital expenditure, for example, may be imposed upon a given

system design which forms such a constraint.

The linkage to the simulation is an indication of the dependence of the
constraint function on the system simulation. Some constraint functions
cannot be evaluated without simulating the performance of the system,
whilst others can. For instance, evaluation of a fluid velocity constraint is
based on the simulated mass flow rate, whereas a limiting dimension of
the component can be checked without reference to any simulated

variable.

3.2.1. The Characteristics of Problem Constraint Functions.

The types of constraints encountered and described above have vastly
different characteristics and as such must be approached in different ways
by search algorithms. The variable bounds are linear inequality range
constraints and are functions of only one problem variable and as such
pose few problems because of their simple form. The fluid limit constraint
functions are often non-linear inequality constraints and can be functions
of more than one variable. Optimisation algorithms can have difficulty In
traversing or negotiating these constraints, particularly when movement

of the search is restricted by the discrete interval between variable values.

Sparse configuration constraint functions produce characteristics which
are particularly difficult to deal with. These constraints can produce bands

or ridges ot acceptable or feasible solutions surrounded by bands or ridges
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of unacceptable or infeasible solutions. The abnormalities which arise due
to sparse configuration constraint functions make investigation ot other
aspects of the overall design optimisation problem difficult to interpret,
because most search algorithms require continuous feasible areas to
maintain stability. Sparse constraints, however, occur infrequently In
HVAC system design problems and therefore the majority of problems
could be solved by an algorithm tailored to the common characteristics of
the problem, therefore for clarity these types of constraint function will be
omitted in the example models used in this research. The formulation of
an 1deal algorithm, however, must eventually have capability to deal with
such constraint function characteristics and the sparse constraint 1is
considered during the final stages of development of the unique

algorithm.

3.3. HVAC System Design Objective Functions.

The objective functions for HVAC system design is typically that which the
end user of the system requires. It is the measure by which different system
designs and system configurations can be assessed. Wright (1986),
identified six such objective functions which HVAC system designers used

as design comparators, these are as follows:

1. Net energy consumption of the system.

2. Primary energy consumption of the system.
3. Capital cost of the system.

4. Annual operating cost of the system.

5. Net present value of the system.
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6. Payback period of the system.

Although this list is by no means exhaustive 1t 1s considered

comprehensive enough to draw conclusions as to the characteristics of

objective functions in HVAC system design problems.

The objective function i1s considered to be the function which 1s most
dominant to the design. Two objective functions can be imposed but one 1s
usually dominant over the other, which subsequently acts similarly to a
constraint function, for example, the end user may ask for the HVAC
system design to be the cheapest with respect to capital cost and to have a
net energy consumption of less than a certain value, in this case, capital
cost 1s the objective function and net energy consumption acts as a
constraint function. Conversely if the end users requirement was to have
the lowest net energy consumption possible and to be within a certain
capital cost limitation then the two functions would reverse there roles,
with net energy consumption becoming the objective function and capital
cost acting as a constraint function. This type of constraint function 1s In

the form of a system constraint.

3.3.1. The Characteristics of Objective Functions In HVAC 5System Design.

The objective functions used in HVAC system design are predominantly
cost or energy related, and as such the optimum solution 1s alwavs a
minimum value of the objective function. There are tew objective
functions which require maximisation, perhaps the only significant one 1n

addition to those described by Wright (1986), 1s that of overall system
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efficiency although this rarely used as the predominate consideration in

the overall design of the system.

All the objective functions implemented in the work by Wright (1986),
with the exception of discounted payback period, had in general optimum
solutions which tend towards the bounds of the problem variables.
Solutions for energy systems consumption and operating cost tend
towards the upper bounds of the problem variables because larger sized
components are generally more efficient than smaller components which
incur larger system losses through friction etc. Conversely, the solutions
when capital cost is the objective function tend towards the lower bounds
of the problem variables because the smaller the component size the
cheaper the capital cost of that component. Although the net present value
objective function 1s a combination of both capital cost and operating cost,
solutions tend towards the largest component sizes because operating cost
tends to be the dominant factor. Discounted payback period i1s the only
objective function which may have solutions in the mid-range of the

problem variables.

Discontinuities in the objective function are common in HVAC system
design problems, for example, with an objective function of capital cost, a
change in manufacturing technique can cause a discontinuity. If, for
instance a boiler is selected from a range of available boiler sizes, 1n the
range 1000 kg of steam/hour to 20000 kg of steam/hour. The manutacturer
may only be able to produce up to 15000 kg of steam/hour from a single
furnace boiler, after which a twin furnace boiler must be employed. This
change in manufacture will cause a discontinuity in the capital cost

objective function. In general HVAC svstem design objective functions can
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be described as discontinuous, non-linear functions.

3.4. Problem Characteristics of HVAC System Simulation.

The system simulation is run in order to allow evaluation of the energy
related objective functions and of the constraints. Numerical instability
can occur for energy related objective functions when a change in the
value of a variable produces only a small change in the value of the
objective function, a small change is subject to any rounding error which
the simulation may impose upon it, causing instability in the objective
function. This instability must be avoided because false local minimums

can occur in the objective function though an insensitive simulation.

The system simulation should be conducted not just at peak load
conditions, which is often the parameter by which the component is
selected, but at the various loads that can be expected on the system
throughout the year and throughout the day. In practice the extreme load
conditions should be simulated. Constraint functions have to be
formulated to ensure that a selected component not only can cope with the
peak load but also the minimum expected load. For example, if a boiler
plant had a peak load of 2000 KW, and a minimum load requirement of
200 KW, then one single 2000 KW output boiler would not meet the full
range of load conditions because the turndown ratio 1s to high. 2 x 1000

KW boilers would be required to meet the minimum load assuming a

turndown ratio of 5: 1.

Finally, it is important to remember that simulation of a system is a time
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consuming operation, and it is the most influential factor when
considering overall computing time in solving HVAC optimisation
problems. Analysis of the problem variables, constraints and objective
functions, against those required for simulation will show those which are
iIndependent of the simulation process. An algorithm should be able to
recognise this characteristic so that an objective or constraint function that
1s independent of the variables involved in simulation is calculated

without calling the simulation routine, hence saving computer time.

3.5 Characteristics of Solutions of HVAC System Design Problems.

In section 3.3.1 it was established that because objective functions are either
energy or cost related that the optimum solution tended towards the upper
or lower bounds of the problem variables. When looking for a global
optimum solution for HVAC system design optimisation problems then
the solution would be relatively easy to find, employing a solution
algorithm which wuses simplistic methodology. Introduction of
performance constraint functions, discrete variables and discontinuities to
the problem, however, adds to its complexity, and the solution algorithm

employed equally needs to be more complex to cope with these

characteristics.

The main characteristic of solutions to HVAC system design problems 1s
that they lie on one or more constraint functions, or in the case of discrete
variables, close to one or more constraint functions. This characteristic

becomes apparent if a simple two dimensional example 1s considered, as

1llustrated 1n Figure 3.2.
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The problem is to minimise the objective function which is represented by
the surface of the grid. The problem variables x; and x, are discrete, the
discrete intervals are represented by the grid lines. The objective function
1s linear and discontinuous in the x, direction and has a global optimum
solution X,, which any numerical optimisation algorithm will initially try
to reach. The problem 1s however, constrained by the non-linear,
inequality constraint function c(x) 2 0 thus removing the global optimum
solution from the feasible region and producing a local optimum solution
X which for obvious reasons lies near the constraint that divides the
feasible region from the global optimum. Depending on the initial starting
position of the search the solution algorithm may encounter the
constraint function c(x) 2 0 at any position, for example as for the paths aa,,
bby, cc;. On encountering the constraint the solution algorithm would
have to have the ability to traverse the constraint function to the

optimum solution X. Particular methodology is required to perform this

task and i1s particularly important in the selection of solution algorithms.

3.6. The Choice of Search Method.

There are two categories of search method available for numerical
optimisation these are direct search methods and gradient search methods.

The overall characteristics of the problem dictates the category that can be

used.

Direct search methods are heuristic in character basing their search on a
comparison of objective function values. Gradient based methods arc

mathematical in character basing their scarch strategy on the derivatives of
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the objective functions.

The most influential reason for adopting direct search methods to solve
HVAC system design optimisation problems, is the behaviour of
derivative techniques when wused with discrete variables and
discontinuous objective functions. As the partial derivatives of the
objective functions are unavailable, the implementation of gradient
methods would require calculation of the derivatives by numerical
methods. These estimates are frequently upset by numerical difficulties,
such as rounding errors, which will effect the values of wvariables,
constraint and objective functions, and may hinder convergence of the
algorithm, also the discrete interval between variables, limits the interval
over which the gradients are calculated, and discontinuities in the
objective function will cause further instability. With these problems 1n
mind gradient methods are best avoided. A final point in favour of direct
search methods is that because they tend to repeat identical arithmetic

operations, it is easier to understand the characteristics of the problem and

to assess the ability of solution algorithms to cope with them:.
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CHAPTER 4.

OPTIMISATION TECHNIQUES.

The two categories of search method, direct and gradient methods, have
been discussed briefly in section 3.6. Gradient methods which select the
direction of search by the use of partial derivatives of the objective
function with respect to the problem variables. These methods, however,
are unstable when used with discrete variable problems and discontinuous
objective functions and are therefore not suitable for solving HVAC
optimisation problems. Gradient based methods are therefore not

considered further in this thesis but, a comprehensive assessment of these

techniques can be found in such texts as Rao, (1987).

Unlike gradient based methods, direct search methods are stable with
discrete variables and are not affected by discontinuous objective
functions, an assessment of these techniques with respect to the

characteristics of the problem of HVAC system design follows.

4.1 Unconstrained Direct Search Methods.

Direct search methods are those which do not require the evaluation of
the partial derivatives of the objective function, but instead rely solely on
values of the objective function, and information gained from earlier
iterations to obtain a search direction. Although HVAC system design

problems are tully constrained a review of unconstrained methods
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follows, because essentially the methodology of these techniques does not
alter except for the fact that constraint violation handling rules are added

to constrain the problem. The more applicable constrained methods are

assessed further in section 4.2.

Unconstrained direct search methods can be divided into three classes,

tabulation methods, sequential methods and linear methods.

4.1.1 Tabulation Methods.

These methods make the assumption that the optimum solution,

(xleZ' ....... ,xn) lies within a given region,

X: <x; <X.+d:, 1=1,2,...n 4.1]

where the X1 and di are known.

One basic method of approximately locating the minimum is to evaluate
the function at the nodes of a grid covering the region given by the
inequalities [4.1]. For example the range d; of the ith variable x; can bc
divided into r; equal sub-intervals, where r; is chosen to give acceptable
spacing d;/r; of the grid lines for this variable. The use of this strategy

requires the objective function to be evaluated at the following points.

(ry + 1), (1) + 1), (r,, +1) (4.2)

The smallest function value found i1s taken as the minimum.
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Often with HVAC system optimisation X; and d; are known, but a well
defined feasible region is not known, constraint functions complicate the
feasible region and without standard methodology for constraint
violation, such as simple rejection of infeasible points, these methods are
rendered useless for the needs of the problem. An exhaustive search 1s one
form of tabulation method, it uses the whole range of each variable so that
d; becomes the full range of the variables x;, it is useful to act as a gauge of
efficiency for other search methods as it will explore all possible
combinations of the problem variables and acts as a bench mark from
which to assess other search methods. An example of other tabulation
methods of direct search are random search methods which uses random
numbers generated in the range 0 to 1 to find randomly selected solution
points. After a sufficiently large number of such solution points have been
found and their objective function values determined the solution point
with the lowest objective function value i1s taken as <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>