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ABSTRACT 

Loans to sovereign governments or to ventures bearing the guarantee of host governments give rise 
to the special domain of sovereign risk evaluation systems. Country reports, checklists, and statistical 
models have long constituted the three major strands to these systems. 111c last has the special 
attraction of being able to provide (1) an objective means of testing the association of individual 
indicators with the observed incidence of debt problems and (2) the means of providing and testing 
forecasts in the tnost appropriate format of debt-problem probability predictions. It is these properties 
that is the subject of this study. 

To begin with, however, five background discussions are reviewed over as many introductory 

chapters. Thc first of these is concerned with the precise meaning of the 'sovereign' and 'risk'clements 

of sovereign risk and with the way in which the first, in particular, leads on to the broader 
balance-of-payments and macroeconomic contexts of sovereign debt problems. The second reviews the 
history of international financial flows emphasising the place of loans and the way in which unexpected 
chang-s have brought about major disruptions in I'mancial inarkets. Chapters 4 and 5 -! xamine the 
linkages between domestic policies and the use of foreign sLvings in general and debt management in 

particular. Last, chapter 6 identifies the lessons for statistical sovereign risk models to be found in the 
two other major aspects of sovereign risk analysis, country reports and checklists. 

A review of published accounts of the specifications, estimation and sample selection procedures, 
and forecast error evaluation methods of statistical models suggests these issues requiring further 
investigation. T'hey are: (1) the heavy reliance on empirical evidence in selecting what has to be, for 

statistical reasons, a narrow range of explanatory variables; (2) a neglect of the implications of 
heterogenci ties across countries, and of the way in which the time series dimension of the data evolves 
in practice; and (3) the inappropriateness of reducing forecast probabilities to a 'yes-no' binary in order 
to compare forecasts with 'ycs-no' debt-problem realisations. 

The thesis sets out to address these issues via a number or changes to the approaches used in 

previous studies. These variously relate to: (1) the rationales behind the selection and cxprcssion or 
explanatory variables; (2) different balances between debt-problem and problem-free countries; (3) 

year-by-year parameter rc-estimations; and (4) the way in which forecast evaluations arc used to judge 
the performance of estimated models. The empirical tests are geared to investigations of these 

suggestions. The data essentially relate to a basic, best-prcfcrrcd, set of 40 developing countries and 
to a period of sixteen years (1967-82). 

Irour broad conclusions can be drawn from the empirical test results. First, totally revised 
specifications, using both three two-year lagged composites (i. e., aggregations of policy variables, more 
immediate performance variables, and final performance variables) and a proxy for all that was known 

earlier in the form of the previous period's debt-problem forecast probability (Pj), produces, despite 
its longer lags, both within-sample and out-of-sampic performances that are comparable to 
conventional specifications. 

Second, samples that omit all problem-free observations from countries that at some time or 
another have debt-problem observations, present somewhat better results generally. Furthermore, 
sample size expansions to add more and more problern-frec country-ycar observations to any given, 
fixed, set or debt-problem observations produces results that show no great differences to those from 
strictly balanced samples. 
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Third, parameter re-estimation procedures on a year-by-year basis have important implications 
both for coping with structural breaks and for forecast results analyses, throwing a different light on 
the within-sample 'forecast' results obtained from the conventional 'one-off' estimations relied on by 

published statistical studies. The re-estimation procedures provide a more realistic view of what can 
be achieved over any given observation period. 

Finally, the thesis examines more sensitive evaluations of the results of statistical sovereign risk 
analysis by using forecast probabilities (Ps) to design loan portfolios, an essential objective of 
sovereign risk analysis in practice. Comparisons of such results and hindsight-optimal portfolios 
provide a means of evaluating forecast performance in terms of broader and more realistic perspectives. 
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CHAPTER] 

1-1. BACKGROUND AND OBJECTIVES OF THE STUDY 

Ever since Mexico's inability to service its external debts triggered a rapid 

succession of similar moratoria by other debtor countries and led to what has come 

to be known as the debt crisis, a great deal of attention has been focused on ways 

in which these debts might be reduced, transformed into other kinds of assets, or 

otherwise made more manageable by, in particular, improvements in the economic 

pCrf6rmanccs of debtor economies. A part of the ensuing literature has naturally 

also taken the form of retrospective inquiries into the nature and causes of the debt 

problems. As may be anticipated, it seems that in general a combination of the 

influences of various external and domestic factors contributed to the debt crisis 

starting from the early 1980s. Some of these studies have gone on to consider the 

questions as to whether creditors. overextended themselves without taking 

appropriate care of -monitoring and assessing the debt situation of borrowing 

countries. This leads directly to the methods used to evaluate circumstances and 

to allocate loans, the subject of the inquiries presented here, which has received, 

perhaps surprisingly, little attention in the debt-crisis litýrature. 

The rapid growth of international private bank lending to developing countries 

since the early 1970s was accompanied by significant changes in the, nature, as well 

as the relative magnitudes of this business from the standpoints of both borrowers 

and lenders. Developing countries resorted to overseas borrowing on a 

unprecedented scale both to cushion the impact of adverse external circumstances, 

largely by ad hoc and flexible fundings of balance-of-paymcnts deficits, and as well 

as to finance on-going development programmes. Additionally, the risk-sharing 

implications of extensions of private commercial credits across national borders 

increased concerns about, conventional country risk assessment methods. Many 

commercial banks began, to establish more structured -countrylýrisk evaluation 

systems. ., -Three major. strands, of them (i. e., country-- reports, ', checklists, '- and 

statistical models) can ýe largely indicated. 
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CHAPTER / 

Thc*. r preferences centred on the country reports. This has the advatitage of 

allowing wide-ranging and detailed inquiries into an individual economy. The 

problem is that the results arc difficult to apply when it is the relative merits of 

prospective debtors that are required in deciding how to allocate business, 

essentially, in the form of loan portfolios. Additionally, notwithstanding the 

peculiar circumstances that surround most debt problems, there is much to be 

gained in rcferring to the experiences of different countries. 

These needs for comparative evidence and evaluations have usually been met 

by practising country assessors by the use of the checklists. The different economic 

variables that go together to form the 'list' usually take the form of the kind of 

econoinic and social indicators that feature in the statistical appendices of most 

country reports. A country's performance for any one indicator can be turned 

into a country score, usually just by a simple ranking, which can then be added 

up across indicators to produce an overall rating for any one country. The results 

therefore offer also the advantages of summary and quantitative evaluations. 

While the checklists potentially have a further advantage in allowing 

evaluations to be compared with realisations, statistical methods have a special 

advantage in this respect. These have tended to retain much the same features 

across a number of studies.. The uncontroversial aspects have included the use of 

a 0,1 binary to produce a quantitative dependent variable out of the 'yes-no' 

incidence of debt problems in practice and the use of logit or discriminant analysis 

as a means of appropriately relating this variable to explanatory variables. Much 

more uncertainty has surrounded the choice of the last. Each alternative 

suggestion has tended to be argued individually on ad hoc grounds leaving it to 

tests of statistical significance to decide which collections of variables are 

considered to be acceptable. Perhaps, not surprisingly, no consensus has emerged 

as to which variables produce the best fits to past experience. Other ambiguities 

and problems have included whether to use lagged or contemporaneous indicators, 

how to deal with problems of multicollinearity and serial correlation, how to 
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distinguish between reschedulings that are not a response to debt problems and between 

manifestations of debt problems other than reschedulings, what to do about multiple 

reschedulings and problem-free years between reschedulings, and how to detect and cope 

with structural breaks when preparing forecasts. 

The object of this thesis is to address these problems anew via a number of changes 

to the approaches used in previous studies. These include the rationales behind the 

selection and expression of explanatory variables, the balance between debt-problem and 

problem-free countries, parameter re-estimation procedures on a year-by-year basis, and 

the way in which forecast evaluations are used to judge the performance of estimated 

models. 

1-2. THE STRUCTURE OF THE THESIS 

In first further discussing and later pursuing the objectives set out above, the thesis is 

arranged in ten chapters. Chapter 2 deals with the major contexts of debt problems and 

thereby sovereign risk analysis. Care is taken to distinguish first between country and 

sovereign aspects of loans to debtor economies and second between risk and uncertainty. 

The first of these questions of definition is seen to highlight the broader balance-of- 

payments, and thereby macroeconomic, contexts of sovereign debt problems given that the 

guarantees of governments mean that the ability to meet servicing charges extends beyond 

the fortunes of the purposes supported by the loans themselves. It follows that sovereign 

risk analysis should relate to much the same issues as those encountered in evaluating 

macroeconomic performance in general. The second distinction, between risk and 

uncertainty, is seen as emphasising the special role of unforeseeable events in the causes 

of debt problems. Again this is seen to support a different way of selecting and expressing 

indicators of debt problems so as to focus on the 
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problcins so as to focus on the way in which debtor economics are run, in general, 

and the sustain abilities of current policies and performances in particular. 

In chaptcr 3 historical perspcctivcs of forcign capital inflows arc rcvicwcd. It 

identifies the continuously changing world economic environment that has shaped 

the size, scope, and structure of international financial markets since the late 

nineteenth century. In reviewing the origins of the debt crisis in the early 1980s, 

in particular, the impact of various external shocks and borrowing countries' 

reactions are emphasised. The characteristics and limitations of official financial 

flows and commercial bank lending in relatica to the economic development 

ambitions and debt problems of developing countries are also reviewed. 

Attention is later turned to theoretical considerations underlying the role of 

foreign capital inflows in developing countries. Thus, chapter-4 starts with a review 

of 'two-gap theory'. It also looks at the relationship between foreign and domestic 

savings particularly so far as this relates to the interpretation of the results of 

empirical analysis. The chapter concludes with a discussion of the practimlities 

of the ways in which external changes and debtor-economy policies determine the 

purposes served by foreign resource transfers and the success or otherwise of those 

purposes. 

Chapter 5 is concerned with the question as to whcthcr, somc rules could be 

devised for designing debt management policies, especially in determining levels of 

optimal or sustainable borrowing. Conventional theory leads first to the 'debt 

cycle hypothesis'. in order to establish conditions enabling a debtor economy to 

make the transition bawcen increasing and declining, or at least stable, debt 

accumulations. Reviews of considerations having a bearing on sustainable debt 

situations in practice draw the conclusion that it is impossible to summarise all 

these conditions in the form of a 'rule of thumb' as to what constitutes, a 

sustainable debt situation. 
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CHAPTER I 

Rex iews of published sovereign risk assessment procedures are set out over 

chapters 6 and 7. Summaries of the findings of four surveys of the techniques used 

and preferred by banks provide a convenient introduction at the start of chapter 

6. Among the three main methods, the country reports and checklist systems arc 

then dealt with over the remainder of chapter 6. The focus of this part of chapter 

6 is therefore on the kinds of sovereign risk analysis used by risk assessors in 

practice. Chapter 7 examines the scope and style of statistical sovereign risk 

models with reference to ten major studies in the field. There are four broad 

aspects to this. These include the rationales behind the selection of variables 

thought to be associated with debt problems, model specifications used to relate 

them to the observed incidence of problems, the evidence and the procedures used 

to esL, matc the resulting models, and the method used in preparing foi., cast and 

evaluating forecast error. 

In chapter 8 attention is drawn to what are considered to be the crucial issues 

raised by the reviews of the currently available methodologies examined over 

chapters 6 and 7. These include the ways in which the wider contexts of sovereign 

risk analysis suggest a revised approach to the specification of statistical models. 

They also incorporate a reconsideration of the evidence and the procedures that 

should be used to estimate the paýameters of sovereign risk models and a revised 

approach to the evaluation of forecast performance based on the way in which 

forecasts answer the most important question that has to be answered in reality, 

i. e., how best to allocate loans between borrowers. 

Chapter 9 describes how these suggestions are tested empirically and revicws the 

results obtained. This analysis is undertaken in two stages. First, the 

specifications used arc essentially confined to (1) the kinds of explanatory 

variables found by previous studies to be statistically associated with the incidence 

of debt problems and (2) the two broad alternatives relied on in these studies in the 

timings of explanatory variables in relation to the dependent'- variable. The 

principle object of the analysis here is thus to use essentially 'conventional 
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spccifl. ý: ations to investigate changes in the data and procedures used te estimate 

parameters and a change in the way in which forecast performance is evaluated. 

These include (1) the use of a balanced sample between debt-problem and 

problem-free countries, (2) ycar-by-ycar re-cstimations of parameters through the 

observation period, and (3) the 'forecast- based' portfolio loan allocations which are 

then compared with 'hindsight-optimal' and actual observed allocations. 

The observation period reaches as far back (1967) as the availabilitics of the 

required data allow and ends in 1982. It thereby covers the two oil-price hikes of 

the 1970s and is in accord, for comparative purposes, with the kind of time periods 

to be found in previous statistical sovereign risk studies, while aiming to see if new 
light -night perhaps be thrown on the lead up to the start of what has -ome to be 

called the debt crisis. 

The second stage of this analysis is then essentially concerned with a switch of 

specifications in order to investigate empirically selections and expressions of 

explanatory. variables based on a response to the broader macroeconomic contexts 

of sovcr. -ign debt problems and the influence of unforeseeable events. This is 

attempted by focusing on the ways of measuring how successful the management 

of debtor economics has been and the sustainabilitics of current policies and 

performance. The result is the use of both composite variables, that aggregatc all 
latest available information having a bearing on these issues, and a proxy for all 

that was known earlier, in the form of the previous period's debt-problem forecast 

probability. 

Ik 

Finally, chapter 10 summarises the crucial points raised through the inquiries 

described here and highlights the major results and conclusions. The last section 

rcvicws what arc considered to be the implications for further research. 
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CHAPTER 2 

2-1. DEFINITION AND CONTEXTS OF SOVEREIGN RISK 

In moving first to definc and explore concepts central to this study it is 

necessary to start with the term of sovereign risk. The two component words, i. e., 

sormign and risk-, can best be considered separately before going on to review the 

special analytical implications of sovereign risk itself. 

2-1-1. THE MEANING OF 'SOVEREIGN' 

2-1-1-1. DEFINING OF THE SOVEREIGN ASPECT OF SOVEREIGN RISK 

To begin with the sorcrcign bit of sovereign risk first, the reference is to 

sovereign borrowers, either in - the form of foreign governments or foreign 

enterprises where loan servicing payments are guaranteed by the borrowing 

economy's government. Such contexts seem to raise no great conflict among 

authors regardless of whether they provide an explicit explanation about this term 

or not. For example, Friedman (1983) considers (p. 201) sovereign as concerning 

... the foreign borrower as a national government (or one of its subdivisions) or ... other loans fully 

and unconditionally guaranteed by that government ... land, thus, rcfcrring to] claims held by banks 

against governments and government agencies or enterprises which are backed by the full faith and 

credit of the foreign government. 

Heffcrnan (1986) also considcrs sovcreign dcbt to consist of " ... all publicly 

guaranteed loans granted to a foreign firm by a private bank or loans made 

dircctly to a forcign govcrnment. " 

Such a dcrinition has important implications. An pý. a'rticular, Wynn (1989) 

argucs (p. 193) that a govcrnmcnt's agrccment or guarantec on repaymcnts for. the 

loans means that 
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... d-bt-servicing prospects are ... dependent on the political will of government and on the av.? 'Iability 

of sufficient public sector savings. Interest centres on the economy as a whole and ... [hence] its balance 

of payments, rather than on the fortunes of the various enterprises rinanccd by foreign savings. 

Friedman (1983) similarly goes on to identify much the same analytical contexts 

of sovereign lending in saying (p. 201): 

Mcthodologies suitable for normal credit evaluations for borrowing by private entities are helpful but 

inadequate for borrowing by governments. As long as the borrower can be evaluated on the capability 

of servicing a particular loan, the credit process can work reasonably well. In the case of loans to 

governments, however, it is the entire performance of the government that are [sic., isl being evaluated. 

It th, -cforc follows that, on the one hand, sovereign lending requires rt ference to 

different and broader perspectives in credit assessment than those found in normal 

domestic lending. These concern a sovereign borrower's overall performance and 

policies, and particularly macroeconomic variables relating to its balance of 

payments. On the other hand, these perspectives need to be understood also in the 

contrasts between "sovereign' risk and 'country' risk. 

2-1-1-2. SOVEREIGN AND COUNTRY RISK 

The terms of sovereign and country risk tend to be used interchangeably in the 

literature with little attention to precise definitions. However, the distinction 

between sovereign and country risk relates mainly to whether the servicing of loans 

is guaranteed by government or not. Friedman (1983) considers this distinction 

at length. Country risk is defined (P. 202) by him as a generic term which 

... refers to elements of risk inherent ýn doing business in ... another country ... Iliese risks are incurred 

from corporate activities undertaken in a foreign country and are distinct from the more traditional 

concerns about the creditworthiness of individual firms. Thus, country risk refers to a spectrum of risks 

arising from the economic, social, and political environments of a given foreign country (including 

government policies framed in response to trends in these environments) having potential favorable or 

adverse consequences for forcigncrs' debt or equity investments in that country. 
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He gocs on to note that the multidimensional contexts and implications of country 

risk arc perhaps best explained by simply listing various types of country risk. On 

the one hand, events which may adversely affect the profitability or the recovery 

of equity investments in a given foreign country include, as he explains (pp. 202-3), 

" ... Confiscation, Nation a lisatio n, [and] Restrictions on earnings remittances ... " 

Meanwhile, events which affect profitability of debt investments in a given foreign 

country cover " ... Certain types of foreign exchange controls, including 

govern ment-imposcd restrictions on the liquidation of public-private sector 

external obligations ... [and] Domestic policies which may be imposed in a sudden, 

unpredictable manner which affect clients' ability to generate the necessary cash 

flow to repay loans. Examples: fiscal policy (increase in taxes), restrictive monetary 

policy or price/wagc controls, and exchange rate changes. " 

'Transfer risk' is something that receives special attention from Friedman. A 

separate statement notes (p. 203) that 

Among the continuing risks in lending abroad is the so-called transfer risk arising from 

balance-or-payments difficulties. This is the risk which dominates nearly all discussions on co-intry 

evaluation. Transfer risk describes the potential that an unguaranteed private borrower will not be able 

to make timely and full repayment of the loan in accordance with contractual schedule due to host 

government policies which make foreign exchange. unavailable. This can happen through exchange 

controls or other means, irrespective of the causes of such policies, including developments external to 

the borrowing country. 

Sargen (1977) also takes special care to derine (p. 20) transfer risk and in particular 

distinguishes it from sovereign risk as follows: 

Commercial banks encounter two types of repayment risk ... operations. Ibe first type of risk, 

commonly referred to as 'sovereign risk' occurs when a national government refuses to permit foreign 

loans to be repaid, or when a government seizes bank assets without adequate -ompcnsation. The 

second type of risk, often called 'transfer risk, ' is associated with foreign borrowers' problems in 

converting domestic currency into foreign exchange. Credits extended to foreign borrowers by banks 

in the U. S.. market or in the Euro-currency market are typically denominated in U. S. dollars (or in a 

key currency), and government foreign-exchange restrictions sometimes make it difficult for borrowers 

to acquire sufficient foreign exchange to repay their loans. Foreign-exchange controls arc particularly 
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com-. ion in developing countries, where fixed exchange-rate policies are still prevalent. Commercial 

banks assess both types of risk in their country-risk appraisals. 

It therefore seems that if we follow a broad definition of country risk, sovereign 

risk could be regarded to be a part, or a specific form, of country risk related to, 

or similar to, transfer risk. Sovereign risk particularly associates with loans where 

the servicing is publicly guaranteed. In this respect, Friedman (1983) asserts (p. 

202) that " In ... [the] case of sovereign risk, country evaluations play a comparable 

role to the traditional credit review of the private or individual corporate borrower. 

Thus, it may be called credit assessment of countries. " More explicitly Wynn 

(1993) notes (p. 3) that 

Although there have been some confusions in the past, Jýountry risk) ... is now conventionally used to 

refer to the additional risks, in general, of doing business in a foreign country as opposed to a domestic 

economy. These are typically associated with the terms on which foreign enterprises are allowed to 

operate, such as managerial control and rights should a business get into difficulties, fail, or be taken 

over, as well as exchange rate changes, and dilrerences, in markets for goods and services, in 

environmental conditions, ctc. They also include what are often referred to as transfer risks, ic, the 

possibility that foreign debts cannot be serviced (and profits cannot be repatriated) because of foreign 

exchange shortages. To this extent, then, sovereign risk could be said to be a part of the more general 

coverage or country risk. 

2-1-2. THE MEANING OF 'RISK' 

On the second count, the risk bit of sovereign risk can be seen to have been 

approached with two different emphases in the literature. The first concentrates 

on the distinction between 'risk' and 'uncertainty'. The other refers to the question 

as to just what it is that is 'at risk'. 
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2-1-2-1. RISK AND UNCERTAINTY 

As a less than technically conventional example of the first, Friedman (1983) 

discusses the distinction between risk and uncertainty in terms of the amount of 

information known to the observer. He suggests (p. 201) that 

Risk implies that the observer has firm knowledge about three separate things: 1. More than one 

possible outcome is associated with a particular event 2. In what form each of these outcomes is likely 

to manifcst itself 3. 'I'he approximate probability of each identified contingency actually arising. 

On the other hand, uncertainty concerns the situation where there might be an 

absence of information on the probabilities associated with each specific outcome. 

More precisely, however, risk refers to random events that have stable probability 

distributions. If additionally sufficient information is available, in the from of 

observations from past experience, the parameter of the probability distribution 

can be estimated. This then allows the possibility of designing a scheme of 

insurance. So insurability may act as a test of the distinction. Uncertain events 

can not be the subject of insurance because they have no stable probability 

distribution. 

It appears that in many studies there is a failure to make any attempt to 

distinguish between risk and uncertainty. The usual result is that the first word is 

used indiscriminately. In practice, there seems to be little or no discussion of the 

issue formally in sovereign risk analysis (SRA), i. e., discussions of whether 

probability distributions exist or whether their parameters can be estimated. 

However, Friedman observes (p. 201): 

'Mese semantic distinctions can have an important operational impact. Analysis feel compelled to 

assign probabilities when doing risk analysis-how else? But in many country situations, there are no 

bases for assigning probabilities, not even logically or historically. They are guesses which, like any 

other guesses, lead to misleading precision. They can give rise to a false sense of security and 

confidence in the country judgments derived from these arbitrarily assigned probabilities. Incredible 

errors have been made in reaching conclusions on countries based on probabilities that simply should 
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not bý used. Perhaps the use of the word risk strengthens the tendency to use these often "Ubious 

analytical techniques. 

Friedman cites as "A case in point ... the great uncertainties surrounding 

so-called political risks like revolutions. " He could have used a whole alternative 

process which would have been much more apposite, however, in making reference 

to the uncertainties surrounding business activities. The risk here relates to 

variable profits and dividends and even capital losses should share-prices fall or 

should an enterprise fail. Such event possibilities will depend on the skills with 

which the enterprise is managed and the success with which product and factor 

markets evolve as well as other external forces such as the tax or legal framework 

and nationalisation. These events are sufficiently unique as to the subject to 

unstable probabilities. The illustration is one which has a direct bcaring-on the 

scope of SRA where the business in question is the whole economy and the 

serviceability of foreign debt depends ultimately on whether an economy's 

management produces a balance-of-payments situation capable of generating 

sufficient foreign exchange. 

Heffernan (1986) also discusses this distinction between risk and uncertainty. 

She appears to share much the same standpoint as Friedman. But she 

differentiates risk from uncertainty in a somewhat curious way to explain the 

difference between sovereign and country risk. It is argued that the reason for 

interchangeable references between sovereign risk and country risk among authors 

46 ... probably stems from the confusion over the terms "risk' and 'uncertainty'. 

An economist defines risk as being any event to which a measurable probability 

can be attached, but uncertainty is not measurable either because the 'event' is not 

easily defined and/or does not occur often enough to permit probabilities to be 

estimated. " Differences in practical attitudes between academic analysts and 

practitioners are additionally alluded to (p. xv): 

Academics ... have tended to equate country risk with sovereign risk because this is the only aspect of 

country risk analysis to which truly measurable probabilities can be attached. On the other hand, ' 

- 14- 



CHAPTER 2 

practitioners in the field of finance who use the terms risk and uncertainty interchangeably would be 

critical of the narrow interpretation given to it by academics. There is nothing wrong with either 

approach, but a problem arises because two conventions are being used. 

As in, the case of Friedman (1983), a special example of uncertainty in the 

contcxt of SRA is citcd in political risk, howcvcr. Shc says (p. xv) that 

... A good example of Junccrtaintyl ties in the area of political 'risk' analysis, where the dcrinition of 

the event has been unsatisfactory and there are serious measurement problems associated with the 

political event ... [And] the political dimension is an important part of sovereign risk analysis. Decisions 

to borrow on international capital markets, to repudiate external debt repayments, and to undertake 

certain economic programmes will be derivatives of the political process in the borrowing country. 

In ignoring these political uncertainties, Wynn (1993) draws much broader 

conclusions as to the implications for SRA in noting (pp. 2-3) that 

... risks relate to events ... [Lhatl can ... be the subject of various schemes of insurance. In the case of 

loans, these would take the form of properly designed loan portfolios in which the prospect of 

difficullies with any one loan are balanced by what might be expected in respect of other loans. So far 

as risks are concerned therefore, the terms and distributions of loans could be so arranged that while 

'problems' may arise in respect of any one loan, their effects can be offset against what happens 

elsewhere in respect of others. In contrast, uncertainties relate to unforeseeable events and it's coping 

with these that presents the main challenge for SRA. 

As a practical issue, Wynn (1993) additionally observes (p. 1): 

or course hindsight may well lead us to discover that which we might convince ourselves the discerning 

observer should have been able to see in advance ... More generally, however, we should realise just 

how difficult and expensive it is to come by information, how it is simply impossible always to see each 

piece of information in its proper perspective, and how it is often just one last event, added to a mass 

of other circumstances, that 'suddenly' changes a whole situation. 

This unforesccablc c1cment Icads on the qucsýion as to the forccastability of 

sovereign risk. This is something that it will be necessary to return in detail later. 
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2-1-2-2. WHAT IS AT RISK 

One approach to formalising what is meant by sovereign risk has been to review 

just what it is that is 'at risk'. The 1985 edition of World Development Report 

(1VDR) of the World Bank underlines two major problems for sovereign lending. 

'These arc the limited enforceability of contractual agreements and the limited 

control that creditors have over the management of a borrowcr's economy. It is 

explained (p. 92) that 

When a government borrows from abroad or guarantees a loan, the legal status of the contract is unlike 

that between two private companies. It is much harder to cnforce, since a sovereign borrower may 

reject a claim against it within its own territory. The problems arising from this limited enforceability 

ar. - complicated by the fact that governments have considerable discretion over policy cl -sices that 

affect their own ability to fulfil a contract. Many of these polices-shifts in monetary policy, limits on 

exchange remittances, changes in competition policy, changes in taxes-could not be deemed a breach 

of contract, even though their effect might be to negate the substance of the loan. 

Such limits to a sovereign lender's ability to impose legal sanctions in the event of 

problems and the inability of a sovereign Icndcr to influence economic outcomes 

can encourage a borrower not to honour a contractual obligation when it suffers 

from balance-of-payment problems. The TVDR (1985) reference explains this 

further in saying (p. 92) that 

... contracts between developing countries and the private market have little economic value unless 

both parties feel it is in their long-term interest to honor their obligations ... In short, the countries that 

are most likely to service their debts are those that would suffer most if they did not do so. 1 

The possibility -of special relationships between international banks and sovereign 

governments, and the prospect that the latter would not wish to jcopardisc such 

relationships, are considered in the report to 
, 
present banks with, special 

0. pportuniti*es in taking on sovereign risks. 

Burton and Inoue (1983) also stress (p. 41) similar issues insaying-that 

sovereign lenders 
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... cy2rcise negligible control over the total process of loan utilisation and debt management -Athin a 
borrowing country yet they face what amounts to an infinite financial commitment should a sovereign 
loan be defaulted upon. In the foreseeable future, at least, this 'gap' between overall control and 
individual commitment can be expected to widen. 

And the implications of "what is at risk' has been used earlier by Sargcn (1977) in 

defining (p. 20) sovereign risk as the risk of what " ... occurs when a national 

government refuses to permit foreign loans to be repaid, or when a government 

seizes bank assets without adequate compensation. " Similarly, McDonald (1982) 

notes (p. 614) that 

... in any financial market situation, be it domestic or international, the lender must... view the policies 
(of the borrowers) as sustainable. Indeed, in the interrictional context, there is the additional 

complication of ... sovereign risk, that is, the possibility tha-. the borrower will repudiate debts while 

maintaining control of the assets. 

Technically, as Eaton and Gersovitz (1981) report, a loan is not legally in 

default until the lender declares that the borrower has failed to honour the terms 

of the loan. Such action has rarely been taken with respect to sovereign loans in 

the post-World War 11 period. For instance, as Heffernan (1986) explains (p. xiv), 

" ... in 1949 China repudiated its external debt obligations, but no lender could 

declare the country insolvent in the way it might an individual or firm. ". Sargcn 

(1977) also acknowledges (p. 20) that 

... outright default on bank loans have been confined mostly to Communist takeovers in Cuba or 

Southeast Asia. The more common case has been the formal restructuring or refinancing of 

external-debt obligations in the wake of foreign -exchange crises. 

In practice, instances of repayment arrears and reschedulings are frequently 

referred to in the literature as the means of identifying sovereign loan problems. 

This in effect leads on to the implied meaning of 'debt-scrvicing capacity', i. e., the 

ability to avoid, as Frank and Cline (1971) indicate, being one of those countries 

which experience such severe difficulties in meeting contractual servicing 

arrangements that they have to postpone payments of interest or principal. ' And 
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in casý, of Feder and Just (1977), they define (p. 30), from the bcgin!. ing, the 

concept of 'default' " ... as any case in which public or publicly guaranteed 

payments to lending institutions are delayed or rescheduled with or without the 

consent of creditors. " 

The term debt-scrvicing capacity, incidentally, is borrowed from Avramovic et. 

aL (1964)1 who appear to define it as (p. 13) " ... the size and gravity of the 

payments problem which debtor countries may encounter if their external receipts 

suddenly fall, while they have to maintain their fixed, contractual service 
instalments. " By implication most studies seem content to have the concept of 
debt-servicing capacity as something established simply with reference to empirical 

evidcacc. For example, Feder, Just, and Ross (1981) say (p*P. 651-52j no more 

than: 

... debt service difficulties experienced by sovereign borrowers in the near and distant past are well 
documented ... but the magnitude or funds involved at present has focused attention on the topic of the 

measuring and forecasting of debt servicing capacity. 

The study thus proceeds assuming this capability is simply distinguished in terms 

of whether a country encounters debt problems or not. A binary dependent 

variable (0, or 1) over the observation period is then converted via logit analysis 
into a forecast probability over a forecast interval. It is this forecast variable that 

apparently constitutes a country's creditworthiness, debt-servicing capacity, or 

sovereign risk. The terms are evidently used interchangeably among SRA studies. 

Such devices admit considerable ambiguity, however, so that, for example, the 

range of economies having 'no' debt problems extends from near-miss escapes to 

others that are as far away from encountering debt problems as Can be imagined. 

And so far as debt problem countries are concerned, there are a variety of ways in 

which debt-servicing difficulties can manifest themselves including outright 

repudiation, formal rescheduling agreements, informal reschedulings in the, form. 

of debt refinancing and restructuring, major balance-of-payments -support loans, 
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and a. rears in debt servicing. And whether these 'problems' amount o 'risks' 

bring us to back to the question as to 'what is at risk? ' again. What should be 

noted is that since rescheduling is a form of new loan agreement, it may not be a 

'bad' event for the lender. This would depend upon ýthe net present value of the 

rescheduled loan compared with the original debt. Thus, the lender in fact can 

gain as a result of the rescheduling of sovereign debt. Additionally, there is the 

problem for observation that there may be 'debt problems' that go unregistered. 

As pointed out by Feder, Just, and Ross (1981), many cases of debt rescheduling 

might be rearranged or deferred for some length of time without publicity, to the 

benefit of both the debtor and the creditors. And there are yet other reschedulings 

that are more properly seen as aid devices. 3 

2-2. WIDER CONTEXTS OF SOVEREIGN RISK ANALYSIS 

2-2-1. POSSIBLE ORIGINS OF DEBT PROBLEMS 

It is argued here that a more appropriate focus for understanding the 

implications of the concept of sovereign risk is to say that government guarantees 

arc likely to be reneged on for political and economic reasons which essentially 

have to do with the unwillingness, or varying degrees of "inability', to find funds 

with which to service foreign debts. This has to do, in particular, with the fact that 

foreign borrowing must be repaid in foreign exchange and it may be scarce. 

This leads on to the question as to why such a situation should arise. " Foreign 

exchange can be provided by the largely three sources: (1) net export earnings, net 

factor payments abroad, and net unrequited transfers; (2) foreign savings; and (3) 

changes in international reserves. All feature as different components of a balance 

of payments. They correspond to current account, capital account, and residual 
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overaN balancing item respectively. This in turn implies that shortages tif foreign 

exchange to repay debts could arise out of a wide variety of the 

balancc-o f- payments events. Thus, borrowing countries could get into 

debt-scrvicing difficulties for an equally wide variety of reasons. 

This suggestsý that the thrust of SRA not be confined to explanations of 

immediately surrounding circumstances associated with a borrower's 

debt-servicing difficulties. It thus should have a broader and further perspective 

in evaluating the nature and causes of debt problems. In this sense, it is 

noteworthy to see an early pointer tc underlying processes in Frank and Cline's 

(1971) statement (p. 329) that " Behind the composite index which we derive is an 

economic story which takes place in terms of stochastic money 11ows and 

accounting balances and surpluses. " Even though many statistical sovereign risk 

studies provide no comprehensive underlying framework, there can be found 

various hints at the wider contexts of SRA in their analyses. Sargen (1977) for 

example considers the wider (i. e., monetary) implications of debt problems. In case 

of Cline (1984), he recognises the interactions of supply and demand factors in the 

international financial market. An interesting attempt is made by Kharas (1984) 

who bases empirical analysis of rescheduling on a rather theoretical framework of 

modeffing longer-term sustainable paths of debt accumulation. 

In particular, McFadden et. aL (1985) indicate that the sources of debt-servicing 

difficulties come from current account deficits, which should be financed by foreign 

exchange inflows. Variables affecting such dcficits involve the potential factors 

related to repayment problems. They list (p. 186) these factors under three 

headings: (1) factors in the world economy; (2) factors in debtor countries; (3) 

factors affecting the supply of credit. The first includes price and volume shifts in 

trading conditions largely beyond the control of both borrowers and creditors while 

the third gathers together much the same kind of exogenous changes to borrowers 

in international capital markets. -The second set of factors refers to shocks to the 

productive capacity of a debtor economy, poor economic management, financially 
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unworkable investment programmes, unsustainable growth targas and 
development plans, speculation and capital flight and, last, the potential threat of 
default on sovereign debt and the use of this threat to extract concessions from 

creditors. Those factors can not be exhaustive and even mutually exclusive thereby 

might include ovcrlapS. 4 However, they may be categoriscd explicitly into two 

broad divisions between external changes and the effectiveness of managing a 
debtor economy. 

One of the accounts with respects to explanation of the origins of debt-scrvicing 

difficulties can be seen in the JVDR (1979). It points out (p. 30) both external and 
internal factors of debt problems as follows: 

Liquidity crises occur when a country's external debt situation worsens as a result of external factors 

or domestic policy failure or a combination of both, which can then lead to reactions that compound 
this problem ... Various sources of instability can spark the initial worsening of a debt situation. These 

include a decline or slackening in the growth of foreign exchange earnings ... Sharp increases in foreign 

exchange expenditures land] ... Domestic economic measures such as overly ambitious government 

expenditure programs, or excessive recourse to short-term foreign borrowings to finance medium- and 
long-term development Aceds. 

And the IMF and the World Bank (1983) also suggests much the same directions. 

It covers four points: (1) inadequate macroeconomic policies; (2) excessive 
borrowing; (3) borrowing under unfavourable terms; (4) exogenous shocks in the 

form of higher interest charges on loans or reduced foreign exchange earnings. 

Again external shocks and. domestic policy inadequacies therefore correspond to 

crucial areas of debt problem sources. These rather comprehensive causes of the 

developing countries' debt-servicing difficulties are frequently dealt with among the 

authors such as Donovan (1982,83,84), and Krueger (1987). 

ii. .. 
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2-2-2. DEBT PROBLEMS AND BALANCE- OF- PAYMENTS PERSPECTIVES 

2-2-2-1. BALANCE-OF-PAYMENTS CONTEXTS OF DEBT PROBLEMS 

Given the definition of sovereign risk set out earlier, the key point in evaluating 

a country's creditworthiness is the consideration on its ability in the future to 

generate enough foreign exchange to service its existing and expected future debt. 

Thus, it involves an analysis of the present economic situation in the country 

together with a forecast of likely developments in the future with particular 

emphasis on export earnings, import expenditures, and other items included in the 

balance of payments. In other words, debt problems are essentially seen in terms 

of baiancc-of-payments considerations. 

Several authors have acknowledged and expanded on these issues with different 

degrees of emphasis. For example, Sargen (1977) rcfers to two conceptual 

approaches to debt rcschedulings, i. e., a "debt-scrvice approach" and a "monetary 

approach". In particular, he broadens the scope of his approach to SRA by 

considering some indicators of internal macroeconomic monetary policies, such as 

the rate of inflation, in his monetary approach, which eventually has 

balancc-of-payments implications and thereby debt-servicing difficulties. In this 

sense, it is additionally suggested that poor economic management lies behind debt 

crises. Sargcn acknowledges this point in writing (p. 24): 

The scarcity of foreign exchange ... results from: (1) rapid monetary-supply expansion (associated with 

the financing of fiscal dcricits) and consequent increase in domestic inflationary pressures, and (2) 

maintenance of an overvalued fixcd exchange rate. From this perspective, the underlying causes of debt 

reschedulings are rooted in domestic economic policies.. 

However, various external and domestic influences combine to produce the 

evolution of a balance of payments. It follows that origins of balancc-of-payments 

difficulties are different across countries and over time. Thus while, McFadden 

et. al. (1985) note (p. 187) that " ... the proximate "cause' of repayment difficulties, 
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inadequate foreign exchange inflows to finance current account deficits, is the same 
for [every borrower] ... ", the ambition to forecast these circumstances further into 

the future constitutes a considerable challenge. Friedman (1983) reviews a number 

of aspects of this in noting (pp. 215-16): 

The comprehensive and integrated approach of analyzing country risk usually involves the following 

[two] analytical layers. ýnie first is the likelihood of balance-of-paymcnts difficulties. Is the country 
likely to have balance-of-payments difficulties over the next five years? Many factors (external and 
domestic) must be looked as to answer this question.... The second layer is likely governmental 

responses to such difficulties. Does the country have the political, social, and institutional ability or 

willingness to introduce balance-of-paymcnts stabilization measures (exchange rate change. export 

promotion, import and service payments restri-. tions) to ward off an impending balance-of-payments 

crisis? Is the country likely to meet its balance-of-payments difficulties with an interruption or delay in 

debt service, default, repudiation or a formal moratorium, or rescheduling? 

Other influences on a balance of payments in this same context of debt problems 
have been reviewed by Robinson (1981, p. 73): 

... when evaluating country risk and monitoring economic developments in the country, information 

is needed on the current account balance of payments. together with some indicators of the causes and 
likely cevelopmcnt of the balance, such as government budget deficit, domestic savings, doinestic 

investment and the supply potential of the economy. 

2-2-2-2. MAJOR APPROACHES TO BAlANCE OF PAYMENTS 

The balance of payments can be defined, as in Stern (1973, p. 1), as "a 

summary statement of all economic transactions between the residents of one 

country and the rest of the world, covering some given period of time. " It' is 

constructed on the principle of double-entry book-keeping. The financial 

transactions recorded include payments and receipts for physical goods (imports 

and exports) and services and short- and long-term capital transactions. The 

balance of payments thus refers to the balancing of foreign exchange earnings with 
foreign exchange expenditures. Changes in a country's net foreign exchange 

reserves, along with long- dnd short-term capital transfer, ultimately. offset, deficits 

and surpluses registered on the current accounts. 
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In in open economy a country's balance of payments is integrated into its 

national accounts. Thus, it is generally recognised that a balance of payments is 

an aggregate phenomenon. However, there have been various views as to what 

contributes to balance-of-payments deficits or surpluses and how adjustments to a 

balance-of-payments disequilibrium are accomplished. Among them three major 

different approaches to the theory of balance of payments have been distinctive. 

They are the 'elasticity', 'absorption' and 'monetary" approaches. 

The first elasticity approach is concerned with three questions: (1) What are the 

conditions for currency depreciation to improve a country's balance of payments 

on current account? (2) What will be the effect of currency depreciation on the 

level of domestic activity, and how will this affect the balance of paymew'S and the 

conditions for depreciation to be successful? (3) Finally, what will be the effect of 

devaluation on the terms of trade of the devaluing country? The question of 

whether devaluation will rectify a ba la nce-o f- payments deficit is conducted within 

the framework of partial equilibrium analysis focusing on the price elasticities of 

demand for exports and imports. Howevcr, the elasticity approach has a weakness 

on the grounds that such a partial equilibrium analysis confines attention to the 

effect of exchange rate changes within the markets for exports and imports alone. 

It overlooks that price changes in these two markets would have gradually 

spreading effects throughout the whole economic system which would feed back to 

the export and import markets. 

The response to this limitation leads to the development of the absorption 

approach to a balance of payments. This approach understands a balance of 

payments in an aggregate framework of the national accounts. It is based on the 

accounting identity, 

B=X-M= Y-E. 

where B denotes a balance-of-payments outcome, X exports, M imports, Y income, ' 

and E total expenditure. Thus, the absorption approach views a balance of 
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paymeats as the outcome of the difference between a country's expenditur..: and its 

income, and states that balancc-of-payments policy will only improve it if 

expenditure is reduced relative to income (or income is raised relative to 

expenditure). Since this approach deals with above accounting identity, 

evaluations of economic policies to adjust a balance-of-paymcnts discquilibrium 

associate with consideration of the relation between external trades and the 

functioning of domestic economy as a whole. 

While the absorption approach formulates the problem of a balance of 

payments as a residual difference between real flows determined by other flows 

and real relative prices, the monetary approach views it as a monetary 

phenomenon W be analysed with the tools of mnnetary theory. The foLus of the 

monetary approach is on a balance of payments as a whole (the current and the 

capital account) so that a balance-of-payments discquilibrium is equivalent to a 

change in the level of international reserves and must be considered as the outcome 

of stock discquilibrium between the supply of and demand for money. Therefore, 

an excess demand for money leads to an inflow of international reserves and 

thereby a balance-of-paymcnts surplus while an excess supply of money causes a 
loss of reserves and a balance-of-paymcnts, deficit. In this monetary framework, 

all the economic policies related to a balance of payments should be evaluated in 

terms of their effect on reducing monetary disequilibrium. Thus, for instance, the 

effect of devaluation does not depend directly on the elasticities of demand for 

exports and imports but on whether the price effects of devaluation produce a 

reduction in real expenditure relative income by increasing the nominal demand for 

money. In this sense, it may be argued that the effects of balance-of-payments 

policies, as well as a balance-of-payments disequilibrium itself, must be transient 

in nature, unless stock discquilibrium between the supply of and demand for 

money within a country is continually re-created by domestic credit changes. ý. 

Being - different from above three principal approaches to ý'a balance ý, of 

paymcnts, Congdon (1982) puts an crnphasis on fiscal policy as'thc kcy rolc to the 
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balan, -e-of- payments problem. He breaks down the total current accouat dericit 

into two parts: the public and private sector deficit. And then it is argued (pp. 

12-13) that 

... the message of the new approach to the balance-of-payments is that only foreign debts incurred by 

the public sector constitute a balance-of-payments problem and that the only solution is the pursuit of 

more appropriate fiscal and debt management policies ... [And thusj if bankers want to avoid some 

of the sovereign debt difficulties they are now facing, they should in future focus on fiscal variables to 

assess a government's ability to repay. 

Aside from theoretical approaches to a balance of payments, if we move on to 

examples of empirical studies aimed at quantifying the impact of different 

influcrices on the balance-of-payments outcomes, Khan and Knir 
, ht' (1983) 

separate out external and domestic factors in examining the evolution of the 

current accounts of non-oil developing countries during the 1970s. The first 

includes the deterioration in the terms of trade, the slowdown of economic activity 
in the industrial countries, and the sharp increase in the level of real interest rates 
in international financial markets, while domestic considerations refer to rising 
fiscal deficits, and the appreciation of real effective exchange rates. Although this 

list is not exhaustive as they themselves acknowledge, the distinction between 

cxterr. al shocks and domestic macroeconomic variables leading to 

balance-of-payments; difficulties and thereby debt problems may be considered to 

have general applicability as indicated earlier. 

When referring to those theoretical and empirical studies, balance-of-payments 

difficulties can be said to link inextricably to a wide range of economic policies and 
institutional mechanisms in general. On the other hand, the balance of payments 

might be said equally to be a key determinant of policy successes in other respects. 
Thus, Thirlwall (1992) indicates the importance of the balance of payments with 

regards to overall macroeconomic management by saying (p. 2) that -"... it is 

impossible to understand, the economic performance of nations without reference 

to the strength of their, balance of payments 
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Thus, given the relevance of these considerations, all the forces that determine 

a balance-of-payments outcome related to earnings and expenditure of foreign 

exchange must be mediated in considering a borrower's dcbt-scrvicing capacity. 

At this point, Bird (1986) undcrlin . es (p. 8) that "Important determinants of 

creditworthiness are ... those that influence foreign exchange earnings and 

expenditures. " And to the extent that debt problems are necessarily related to 

balance-of- payments difficulties, evaluations of a borrower's debt-scrvicing 

capacity should be based on general macroeconomic policy and performance 

assessments. 

2-2-?. BROADER MACROECONOMIC CONTEXTS OF DEBT PROBLEMS 

Judgement on the aspects of the balance of payments involves not only 

evaluations for the components composing the balance of payments but also 

analyses for overall macroeconomic management policy and performance variables 

having relatively more fundamental impacts on the balance of payments. This is 

because the emphases given to different goals, and different policies in putsuit of 

their achievement, have implications for what can be obtained in respect of any 

one overall performance characteristic, such as a balance of payments. The 

implications for SRA have been summariscd by Wynn (1993) in the statement (p. 

3) that 

When it comes to deciding the terms and allocations of loans guaranteed by the (sovereign) 

governments of developing countries the guarantees mean that interest Centres, on situations when even 

governments cannot, or prefer not to, find the foreign exchange with which to service their foreign debt 

obligations. This will have to do with balance of payments difficulties. It follows that as many other 

macroeconomic goals and policies, and surprises from constantly changing world trade and 

international financial markets, that relate to a balance of payments will relate to 'debt! problems and 

therefore to the scope of SRA. 

And McFadden et. al. (1985) also explicitly highlight. the- relationships among 

sovereign debt repayment problems, bala ncc-of- payments difficulties, and the 
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wider perspectives of macroeconomic policy and performance variable by stating 

187) that 

Case studies make clear that the circumstances or different developing countries vary considerably, and 

the apparent origins of repayment problems are quite heterogeneous. I lowcver, the proximate 'cause' 

of repayment difficulties, inadequate foreign exchange inflows to finance current account deficits, is the 

same for everyone. It might be expected that difficulties arising from a variety of sources would all be 

mediated through the macroeconomic variables affecting the balance of payments accounts. 

Thus, balance-of-payments problems unseparably linked to debt problems can 

only be viewed in the broader framework of a borrowing country's overall 

macroeconomic policies and performances. 

However, there could not be an unambiguously defined framework (or an 

unanimous view of a system) for evaluating macroeconomic policy and 

performance. This is mainly because optimal levels of the objectives of economic 

policy, like economic growth, inflation, and the balance of payments may be differ 

actually from country to country and over time depending on social preferences 

concerning the goals of policy and the feasible tradc-offs between goals imposed 

by the characteristics of the particular economy. As against this, however, 

Williamson (1982) suggests (p. 695) that in practice there is little reason to 

believe that [country] differences are important, at least at the level of generality 
� 

Unexpectedly, not many studies to deal with the issues relating to overall 

macroeconomic policy and performance evaluation procedures can be referred to. 

They, even themselves, differ in the coverage of indicators set-up depending on 

their analytical purpose and emphasis. As one of them, for example, of which 

analytical target is to consider the characteristics of what a. conscnsus might agree 

to be successful economic policies, Williamson argues that economic policy needs 

to be assessed in terms of its impact on at least rive proximate objectives. They are 

the pressure of demand, the'balance of payments, the rate of inflation, the 

expansion in supply capacity, and income distribution. These can be considered 
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as ma; or goals of economic policy. On the other hand, this kind of analytical 

objectives might be contrasted with the conccptualisations that formulate an 

analysis to evaluate overall economic performances through the examination of 

macroeconomic indicators, which will be the main concern of the present study. 

In this respect, it would be interesting to note Donovan's (1983) statement (p. 2) 

that 

Quantitative indicators that measure such macroeconomic variables as the growth of national product, 

inflation, or the current account of the balance of payments have long been used to assess a country's 

overall economic performance. National policyrnakers use them to analyze, explain, and defend 

alternative courses of policy action while such indicators mold popular perceptions of economic 

performance and, consequently, the positions taken by various interest groups. Accurate, timely, and 

m(-iningful information or aggregate economic performance is also essential for the assessment or a 

country's creditworthiness by international commercial lenders and for the appropriate allocation of 

resources by multilateral lending institutions. 

In particular, given the broader definition of sovereign risk and the Wider 

contexts of debt problems, sovereign risk analysis should be possible to monitor 

economic climate, policy and performance variables in such a way as to produce 

a wider picture of the events surrounding an occurrence of debt-servicing 

difficulties. This point seems to force SRA to bear in mind that a wide variety of 

events over time could contribute to what might eventually become a debt problem 

so that it should have a structured analysis framework to call for all relevant past 

and new information. In practice, Donovan (1984) refers to a wide range of both 

level and change in economic indicators of macroeconomic performance in his 

comparative empirical search for the "nature and origins of the debt-servicing 

difficultics. " He illustrates (p. 22) four groups of indicators: 

... the role of certain exogenous factors (namely, terms of trade changes, the world recession, and 

changes in concessional aid flows); aggregate macroeconomic variables (the external current account 
deficit, the volume of exports and imports, the rate of economic growth, and the domestic rate of 
inflation); major economic policy indicators (the growth of domestic credit and the money supply. some 

partial indicators of fiscal trends, and movements in the real effective exchange rate); and finally, 

variables relating to debt management policy (which included the rate of growth and maturity structure 
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of outstanding debt, the composition of external borrowing, and-incorporating the effects of changes 
in world interest rates-trends in debt-service payments). 

There remains the possibility that political considerations play a role in determining 

the line drawn by debtor-economy management teams between the goals represented by 

employment and productivity and the goal of avoiding having to use rescheduling as a 

response to foreign debt problems and their backgrounds in wider balance-of-payments 

difficulties. There is little evidence to suggest, however, that purely political influences 

had much of an influence on this balance over the years which are the main concern of 
this study. This is a view that is supported by others in the literature. Thus, Heffeman 

(1986) observes (p. 71) that "... countries with sovereign loan problems directly related 

to social and/or political difficulties are small in number. Most if not all of the recent 
debt-servicing difficulties can be traced back to economic factors. " Similarly Ford and 
Mpuku (1991) explain (p. 14) that: 

We also ignore political risk, which is here defined as changes in government by legal or extralegal 
means or general political instability; this is because it is by no means clear that the political 
changes by themselves necessarily increase the likelihood of default. It may well reduce it if the 
government assumes a liberal policy stance. The upshot of this, in other words, is that political 
changes could either way, and it is, therefore, more useful for us to consider the objective economic 
conditions which make default or rescheduling inescapable regardless of the nature of political 
regime. 

Even though the Ford and Mpuku observations period extends up to 1986 it might be 

argued, in contrast, that the situation may have changed following the debt crisis triggered 

by Mexico's problems of August 1982. The very frequency of reschedulings and debt- 

reduction in an ever increasing number of debtor countries might have encouraged any one 

sovereign borrower to be less inclined to impose sacrifices domestically in order to avoid 
having to reschedule. The possibility of changing influences on decisions on when to seek 
the help of creditors in tackling debt problems is alluded to (pp. 151-53) by Congdon 

(1988) in the view: 

The trouble is that debt repudiation is like a contagious disease. Unless it is stamped out as soon 
as it appears, it is liable to spread uncontrollably. If the industrialized creditor nations allow one 
or two financial invalids in the Third World to miss payments and no measures are taken against 
them, every debtor has a temptation to miss payments as well. It makes no difference to the need 

-30- 



CHAPTER 2 

to retaliate whether the bad debtors are feigning illness or are genuinely sick. 

Assuming that the relative influences of economic factors remain otherwise unchanged, a 

shift in the point at which they lead to resort to reschedufings as a policy because of non- 

economic influences could be analysed empirically by testing the statistical significance of 

an intercept-shifting dummy variable between any two periods, say, before and after the 

1982 watershed. This might be something that it would be especially worth investigating 

in any further work on sovereign risk, particularly for the post-1982 period. 

2-2-4. OVERALL MACROECONOMIC EVALUATION PROCEDURES 

On this account, country reports can provide considerable flexibilities for 

accommodating such all available information as will be discussed in detail later. This 

might be fairly contrasted with attempts in previous statistical sovereign risk models to 

search for a limited set of indicators to the total exclusion of all other valuable 

information. They seek to single out just a few indicators in order to forecast events for 

an individual country conditional on observations of the past circumstances of a number 

of other countries (i. e., pooled time-series and cross-section data), given great differences 

among countries and big trade-offs between major objectives of economic policy even in 

a country. In this point, statistical models have exposed limitations of making it difficult 

to understand the circumstances surrounding debt problems. 

Then, a question arises as to how such largely expanded information can be 

accommodated and organised. It follows the necessity of the exploration of ways of setting 

this information in its right context within a single-equation framework for relative 

comparisons among countries. One of the answers can be sought by referring to checklist 

procedures. The categorisations of variables featured by checklists can be utilised to 

structure and quantify enlarged information sets along lines suggested in the considerations 

of general macroeconomic performance evaluation procedure. This evaluation procedure 

can be formulised by referring to the sequences in which a debtor country faces external 

shocks, responds to them, and finally reveals the results. They may include, in a 

sequence, the impact of international markets for trade and finance, the more immediate 

effects of economic policy, long-term policy results and overall performance realisations. 
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The first signs of difficulties might be traced to some external events Such as a 

change in the terms of trade, fluctuations of exchange rate and world interest rates, 

and the world recession. The impact of such adversity will depend on not only 

peculiar country circumstances, especially openness to the world market but also 

other distinguishing features such as economic size and structure, level of 

development, ctc. As a result there may be considerable differences in rather 
immediate effects registered, say, in terms of lower growth rates and deteriorating 

current account balances. 

The scope for further diversity riscs sharply in moving on to consider policy 

reactions to changing circumstances. To begin with, the available options will 

depend on political susceptibilities, the availability of foreign exchange and other 

resources, and the sensitivities of market and pricing systems. Within these broad 

restrictions, adjustment opportunities will also depend on the split of current 

output and absorption between tradeable and non-tradeable goods, any spare 

production capacity in respect of tradeable goods, and dependencies on various 

categories of imports. Subject to these constraints, policy choices may range from 

doing nothing (and accepting consequences like reduced imports and slower 

growth), to avoiding such consequences by borrowing abroad, through to various 

kinds of adjustment, with or without the support of foreign borrowing, to 

restructure production in favour of tradeable goods for export or import 

substitution. 

The effects of policies can be explored in a variety of ways but particularly via 

budget deficits, credit expansions, money growth, inflation, appreciation of 

exchange rate, and enlarged foreign debt. These more immediate effects will 

largely reflect budgetary and price flexibilities and especially attitudes to consumer 

subsidies and industrial protection. The successes or otherwise of adjustment, in 

contrast, will be registered later in domestic savings, the level and efficiency of 
investment, and - trade performance. Last, the combined effects of shocks, 

vulnerabilities and policy reactions and adequacies will be evident, in what'are... 
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often i-eferred to as relatively basic indicators of economic performanc, -. These 

may be reckoned in terms of growth and internal and external cquilibria, if income 

distribution effects are ignored in this context. 

These catcgorisations according to sequential procedures would allow for the 

ways in which variables must be related both contemporaneously via 

substitutability and complementariness and sequentially via cause and effect. In 

this respect, it is interesting to note Wynn's (1993) suggestions of using "composite 

variables" in order to accommodate "both the large amounts of information 

involved and the contexts in which it should be set. " He considers the sequences 

where events actually occur and categorises the variables corresponding to each 

sequ,: nce into four groups. It is reported (p. 9) that 

The first relates to changes in world markets for goods, services and finance and therefore includes 

terms of trade changes, the income terms of trade, and the ratio of net conccssional aid flows to total 

public debt. The second category covers policy variables variously represented by some measure of the 

balance between government revenues and expenditures relative to GNP, rates of change for credit, 

money and real exchange rates, the change in imports (relative to income) and the ratio of new foreign 

debt to exports. The third set of variables registers achievements in respect or more immediate policy 

goals in the form of domestic saving, investment and the change in exports (all relative to GNP), and 

the foreign debt burden (relative to exports). Finally, 'bottom-line' performances are represented by 

the growth of per capita income, the current account balance (relative to GNP), the overall external 
balance (relative to exports) and inflation. 

As one of the practical examples in the respect of overall macroeconomic policy 

and performance evaluations, Balassa (1982) focuses on estimating the 

balancc-of-paymcnts effects of external shocks and of policy responses to these 

shocks. He investigates the adjustment policies applied in response to the external 

shocks of the 1974-78 period by oil-importing sub-Saharan African countries. 
External shocks refer to deterioration in the terms of trade and export shortfalls 

resulting from slowdown of the world economy. Adjustment policies arc supposed 

to include additional net'external financing, export promotion, import substitution,,, - 
and lowering the rates of economic growth. As far as the analysis' of, - overall, 

macroeconomic performance is concerned, he concentrates on the rate of economic 
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growth and the debt service ratio by examining changes in the inc. emcntal 

capital-output ratios and the domestic and foreign savings ratios in the countries 

concemcd. 

In summary, givcn the impact of unccrtain and unforsecablc cvcnts and the 

wider macroeconomic contexts of debt problems, sovereign risk analysis should not 

focus on a' narrow range of variables supposed to reflect the underlying 

circumstances of debt-scrvicing difficulties at a point in time but should be more 

broadly concerned with the macroeconomic histories of debtor economics and the 

sustainability of their current economic policies and performances. This implies 

that sovereign risk analysis be interpreted and understood in much the same 

contc-a of overall macrocconornic cvaluation procedure in gcncral. 
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NOTES 

1. Eaton and Gersovitz (1981), and Sachs and Cohen (1982) similarly discuss 
economic circumstances encouraging repudiations. However, in practice, 
repudiation usually tends to follow major political disruptions and a decision 
to withdraw from the international arena. 

2. The analytic approach used in most statistical dcbt-monitoring systems is 
based on the financial-ratio analysis pioneered by Avramovic and his 
associates. It attempts to measure a country's ability to withstand an export 
shortfall by constructing financial ratios from individual balancc-of-payments 
components. The approach views reschedulings as a problem of external debt 
management, and thus focuses attention on the determinants of a country's 
debt-servicing capacity. Three categories of variables were pinpointed as being 
important for assessing a couatry's short-run debt-servicing capacity: 
fluctuating variables (exports, -capital flows, imports induced by internal 
shocks), offsetting variables (reserves, compensatory financc, compressible 
iýiports), and rigid variables (interest paymcnts, amortisation payr. 'ents, and 
essential imports). 

3. Saini and Bates (1978), in this respect, argue (p. 6) that a distinction must 
be made between involuntary and voluntary reschedulings, as the latter arc 
usually more indicative of efforts to increase resource transfers than they are 
of balance of payments difficultics. " 

4. In this sense, McFadden et. al. (1985) ask (p. 187) "Is it possible to allocate 
responsibility for debt problems among the factors [their study] listed ... by an 
econometric analysis of panel data on a number of developing countries? " 
Before returning to proximate 'causes' of repayment difficulties, they answer 
at the same time that "A full attribution of causality would require a 
microcconomctric analysis of the information flows and decision processes of 
different agents among other things. " 
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3-1. 'INTRODUCTION 

International movements of capital may be directed through either official or 

private sources. The first can be classified under three headings: (1) governments 

and governmental agencies (called bilateral lenders); (2) international organisations 

such as the IMF and the World Bank (called multilateral lenders); and (3) relief 

agencies such as the Red Cross and Oxfarn which provide financial aid, goods, and 

services as grants. In contrast, private sources comprise generally: (1) commercial 

suppliers and manufacturers which provide export credits for the purchase of their 

goods; (2) commercial banks which provide export credits or cash loans; and' (3) 

other private investors who invest in foreign enterprises in which they seek a lasting 

interest (direct investment) or who purchase stocks or bonds issued by foreign 

companies or governments (portfolio investment). Among these various sources, 

official bilateral and multilateral loans and private commercial bank loans account 

for most of the loans portion' of the market and thereby play a major role in 

determining the levels and distributions of international financial flows to 

developiig countries. 

The international financial mechanism has evolved over time in response to the 

changing requirements of borrowers and lenders. It has also responded to changes 

in the objectives, constraints, and behaviour of the financial institutions operating 

in the system. Thus, it is essentially a result of the the world economic and 

financial environment. And in this respect the greatest changes to the evolution 

of the system itself have come in the form of independent, outside, events, and 

notably the momentous shocks represented by two world wars and the Great 

Depression of 1929-32. The structure and function of the system, in turn, has had 

an important impact on economic activity in developing countries. In this, as in 

many other respects, the economic policies of industrial -countries, "' which' 

compromise the most influential parts' of the international financial system, 3 shape 

the international economic environment for developing countries., ' 
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Thý- sharp increase in flows of foreign finance to developing countries daring the 

1970s gave rise to some concern about the relationship between the international 

financial system and developing countries. In particuiar, 'debt crisis' in the world 

financc markets starting to emerge from the early 1980s raised a question as to 

whether the developing countries had been borrowing too much or the creditors 
had overextended themselves. For obtaining some clues to this question and 
identifying esscntial factors having affected debt-scrvicing difficultics of developing 

countries, it may need to review the - historical perspectives of international 

financial flows. It is the purpose of this chapter. This chapter starts by examining 

the phase of international capital flows since the late nineteenth century under the 

circumstances of changing world economic environments. Then it reviews the role 

and imit of official finance flows and commci-cial bank lending in JL--Iation to 

situational changes in the international financc markcts. 

3-2. HISTORICAL OVERVIEW 

Thz flow of finance , across national borders ' is not an 6XCIUsively 

twentieth-century phenomenon. What has changed is the scale-and'the diversity 

of these flows. In the late Middle Ages when credit operations and modern 

banking were gradually beginning to develop, it was sovereign spending that was 

often financed with foreign money. 4 The lack of institutions and internationally 

recogniscd and enforceable contracts prevented much else. 

The history of international finance suggests a lot of examples not only of its 

productive contribution to economic, development but its role as a" Cause of 

financial crises from time to time and, more frequently, debt-servicing'difficultics, 

in- ind ivid u al'cou n tries. ', However; it is not necessary to go beyond - the last c en ItI ury, - 
for highlighting the'lessons that would help to analyse the experience in the 1970s 
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and 1930s in particular. This section thus reviews the past general experience on 

international financial flows since the last nineteenth century with the years 

divided into rive parts, i. e., pre-World War 1, interwar period, post-World War 11, 

1970s with external shocks, and 1980s of debt crisis. 

3-2-1. PRE-WORLD WAR I( 1870-1914 ) 

Not surprisingly in vicw of Britain's headstart in industrialising, London 

became the centrc of world financial markets as the modern, interdependent, world 

economy evolved. It acted as an intermediary for foreign investment from various 

parts of the world, particularly continental Europe. One major aspect of this 

increasing economic interdependence took the orm of an interaction between the 

industrialiscd countries in Europe as a supplier of manufactures, new technology, 

and foreign capital and developing countries as exporters of raw materials and 

food, for which demand was augmented considerably as a result of the industrial 

revolution. The principal ventures financed by foreign savings in this period were 

the provision of items of basic economic infrastructure such as transportation 

(especially expansion of railroads) and public utilities without which the trade 

dimension of these developments could not function efficientlY. And thus investors 

expected profits and repayments to be paid for by the resulting export earnings. 

The main source of international finance was the private sector. Thus, the 

emphasis in foreign investments was placed very heavily on the principle of 

securing the best possible returns. Although there were some politically motivatcd 

grants or investments aimed at furthering foreign policy objectives of donor 

countries, they Nvcre not so significant. These private sources of foreign capital 

took the form of both stock and bond issues. 

They were encouraged by the confidence generated by the golden'. days of 

economic imperialism and free enterprise. The rules of the foreign investment were 
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clearl,, established. International financial activities wcre accomplished *-. %rithin an 

international monetary system based on the gold standard. The proper role of the 

government of borrowing agents thus was to provide the basic facilities and 

environment for letting private enterprise get on with the job of development. It 

was also essential to favour investment by a climate in which borrowers were 

expected to honour their financial obligations. Debtor countries accepted their 

international obligations in general and did their best to keep their 

creditworthiness. 

Outstanding foreign-owncd assets wcrc estimated to have totalled 

appr., )ximatcly 44 billion U. S. dollars in 1913. Table 3-1 shows the e; stribution 

of this sum geographically for both credits ar,. d debts. It is noticeable that more 

than fifty per cent of the latter were held in Europe and North America. Latin 

America accounted for another twenty per cent. With respects to recipients of 

capital the 1985 issue of 11"orld Development Report (1VDR) of the World Bank 

charactcriscs three groups as follows (p. 12): f 

The largest single group included the markct-oriented investments, largely undertaken by Britain, in, 

the resource-rich countries of North America, Latin America, and Oceania. In 1914, these accounted 

for 70 percent of Britain's total foreign investments and more than half of all gross foreign assets. A 

second group, accounting for quarter of all foreign investment, involved investments in Russia and 

other Eastern European countries and in Scandinavia ... A third group covered the primarily politically 

motivated investments in China, Egypt, India, Turkey, and some African colonies. 
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TaLle 3-1 MAIN CREDITOR AND DEBTOR COUNTRIES IN 1913 

Gross credits Gross debts 

Creditors billion per cent Debtors billion per cent 

U. K. 18.0 40.9 Europe 12.0 27.3 

France 9.0 20.4 Latin America 8.3 19.3 

Germany 5.8 13.2 U. S. A. 6.8 15.5 

Netherlands Canada 3.7 8.4 
Switzerland 
and Belgium 5.5 12.5 Asia 6.0 13.6 

U. S. A. 3.5 8.0 Africa 4.7 10.7 

Others 
------------- 

2.2 
------------ 

5.0 
----- --- 

Oceania 
---- 

2.3 
- - 

5.2 
- 

Total 44.0 
---- 
100 

---------- 
Tutal 

---- - - 
44.0 

-------- --- 
100 

Source: Abbott (1979, P. 14). 

When it comes to the incidence of prbblems, there were two broad categories of 
borrowers who failed to make their payments. The first were those who ran into 

difficulties because of world economy cyclical movements that produced abrupt 
declines in foreign exchange earnings. Examples included Argentina and Brazil in 

the 1890s. In these cases, foreign loans were utilised to ease liquidity crises until 

exports recovered. Second, countries such as Egypt, Peru, Turkey, and Greece, 

that suffered from stagnant revenues and expanding fiscal deficits. -These 

experienced dcbt-scrvicing difficultics because capital inflows could not finance 

deficits without limit. Iý 

3-2-2. INTER-WAR PERIOD (,, 1915-1944 ) 

The two world wars transformed the United States from the world's'leading 
debtor to its principal creditor nation and the main source of capital, flows. ". New 

York replaced London , as 
- 
the,,. world's financial centre. ý'_' U. S.,, - institutions 

simultaneously bought back a'substantial amount of their own assets previously 
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held bý other nationals, particularly European, and also invested heavily uvcrscas. 
In contrast, in the United Kingdom, the proportion of overseas investment 

dropped appreciably. While bctivccn 1910 and 1913 the U. K. 's overseas 

investment averaged 75 per cent of all capital issues, it decreased to about 45 per 

cent during the mid-1920s and*had fallen to about eleven per cent by 1935. 

A second major change was that before. the First World War private capital 

markets were dominant. How-evcr, in the intcr-war period, public borrowing and 

lending assumed a much larger role. Borrowing by governments accounted for 

nearly half of the foreign dollar issues in the U. S.. This change was closely related 

to the phenomenon of war debts and reparation payments. The U. S. was owed 

almosý all the debts made between the Allies who, in turn, had heavy teparation 

claims against Germany. These public lendings took the form of long-term bond 

issues. 

A third notable difference followed from a change in trading conditions. The 

U. K. free trade had served to guarantee debtors a market for their products. 

However, the U. S. was more protectionist and the liberal trading system of the 

pre-war years gradually disappeared. Most countries raised tariffs and applied 

quotas and exchange controls. - In addition, the Great Depression of -1929-32 

swamped the newly industrialising economies. Commodity prices, the main source 

of foreign exchange earnings for them, collapsed and stayed down for years. New 

moneys from foreign sources became hard to obtain as financial crises arose in the 

industrial countries. Germany, facing declining production and exports, first 

obtained a one-year moratorium in 1931 and then defaulted on all its external 

debts in 1932. Beginning with -Bolivia in 1931, a rising number of developing 

countries failed to service their debt obligations. All Latin American loans were 

practically in default by the end of 1933, with the notable exception of Haiti and 

Argentina. The move spread, to Europe. Simultaneously, other" international 

borrowers from -private banks and other financial sources defaulted ý on,. their 

obligations. -- 
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In 6eneral, the financial penalties for defaulting were rather small in the 1930s 

mainly because the number of sovereign and private defaulters was too large for 

sanctions to be enforced. These defaults by sovereign and private borrowers in 

foreign countries gave international lending a bad reputation and scepticism 

among investors. The events of the 1930s were catastrophic and are remembered 

even now. It is in this sense that Friedman (1983) points out (p. 12) that "Many 

a skeptic today, consciously or unconsciously, reflects the experience of the 1920s 

and 1930s. " 

3-2-3. POST-WORLD WAR Il ( 1945-1972 ) 

By the end of World War 11 the only major currency which could be freely 

exchanged for other currencies was the U. S. dollar. And the U. S. continued as the 

major creditor country. Most of the European countries were not in a position to 

provide the massive injections of capital needed to restore their economics to their 

pre-war levels of activity. The job of financing the relief and reconstruction of 

Europe could only be undertaken by the U. S.. 

The U. S. initiated the European Recovery Programme (or-thc Marshall Plan 

as it was more commonly called), the essential clement of which was reconstruction 

on a regional basis. From the experience of the 1920s and 1930s, the aim was to 

avoid reparations and war debt problems. There seems to have been a clear 

understanding, on the part of both the donor and the recipients, that the financial 

obligations would be sustainable if they were designed to avoid placing continuous 

burdens on the recipient cou ntries. Thus, the transfers primarily took the form of 

grants of goods and services. Such aid under the Marshall Plan played a vital role 
in speeding the economic recovery of Europe. The success of the Marshall Plan 

vindicated the use of financial'fl6ws to achieve specific ý idcolo - ical and strategic 9. 

goals and encouraged cxtcnsions. to the whole of the Frce, Wo'rld in' a widcr, and 

more general context. This took the form of official capital flows to begin with but 
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later a growing volume of private capital flows accompanied the securing of new 

supplics of raw matcrials in dcvcloping countrics. 

The years 1950-73 have been described as an economic golden age, with the 

longest and strongest boom in world history. 5 This boom was closely associated 

with two noticeable international agreements. The first took the form of the 

Bretton Woods Conference in 1944. It established twin institutions, in the form 

of the International Monetary Fund (IMF) and the International Bank for 

Reconstruction and Development (IBRD, or the World Bank). The second 

milestone was the General Agreement on Tariffs and Trade (GATT), which was 

formulated in a treaty signed in 1947. All these institutions were set up with a 

similar aim, to prevent the recurrence of the competitive and disruptive trade and 

payments practices which had devastated international commerce and finance in 

the 1930s. In particular, the IBRD was to assist in reconstruction and 

development by facilitating the flow and investment of capital for productive 

purposes after World War 11. Additionally, a number of regional dcvelopmcnt 

banks were established. It includes the Inter-American Development Bank (1959), 

the African Development Bank (1964), and the Asian Development Bank (1966). 6 

These institutions have variously contributed to improving free trade and the 

relative freedom of financial movements and to supporting the d-. veloping 

countries with loans and grants. Others also, notably Japan and some European 

countries, benefited from these favourable changes in the world economic 

environment. The capital markets' contribution in particular was to ensure that 

insufficient domestic savings were supplemented more easily than in the 1920s and 

1930s by foreign capital flows, chiefly in the form of official flows, private direct 

investment, and trade finance. 

However, some developing countries encountered debt-servicing difficulties in 

this period. They were pri ncipally the result of inadequate domestic economic 

policies. In elaborating on these reasons for debt problems in some developing 

countrics, JVDR (1985) points out (p. 16): 
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Arge-aina, BraM, Chile, Peru, and Turkey shared certain problems: large budget deficit-; rapid 

inflation and delayed adjustments of the exchange rate; deteriorating terms of trade; declining export 

earnings; the accumulation of short-term external debt. Ghana and Indonesia also had these problems 

though more acutely, because they launched large, long-term projects that they financed with short-term 

credits and executed inefficiently. 

Those countries rescheduled their debt obligations through ad hoc multilateral 

creditor group meeting such as the Paris Club. Amongst its special roles, the IMF 

has attempted not only to provide extra finance in times of trouble but to advise 

debt-problem countries on economic policy reforms designed to bring their balance 

of payments into better equilibrium and establish the basis for economic growth. 

3-2-4.1970S WITH EXTERNAL SHOCKS ( 1973-1981 ) 

.I 
Although the 1960s saw a rapid expansion of world output and trade, some 

international monetary problems started to emerge. ' The U. S., which had suffered 

from continued balancc-of-paymcnts deficits throughout the period, suspended the 

convertibility of the dollar and devalued it in 1971. Those pressures on exchange 

markets threatened the basis of the Bretton Woods system and forced a gencralised 

floating of exchange rates in 1973. This change in international monetary 

circumstances followed deteriorations in real sector situations. The rate of growth 

of industrial economics had begun to slow and inflationary pressures began to 

build up by the beginning of the 1970s. 

In addition, the two oil price hikes, of 1973-74 and 1979-80, had a dramatic 

effect on the world economic environment generally, the inter-national financial 

system. By 1980, the official U. S. dollar oil price had increased by almost eleven 

times over the price of 1973 (see Table 3-2). 
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Table 3-2 OIL PRICES IN THE PERIOD OF 1973-80 
(US dollars per barrel) 

1973 1974 1975 1976 1977 1978 1979 1980 
----------------------------------------------------------------------- 

Official Price 
for Saudi Light 2.70 9.76 10.72 11.51 12.40 12.70 17.26 28.67 

Source: IMF, International Financial Statistics, various issues. 

The initial impact of the energy price rises was on the world 

balance-of-payments structure, with sharp improvements for oil exporters, and 

notably the Organisation of Petroleum Exporting Countries (OPEC), and 

corresponding deteriorations in the balance of payments of the oil importers, as 

seen in Table 3-3. 

Table 3-3 WORLD CURRENT ACCOUNT PAYMENTS BALANCES IN 1973-80 
(billions of US dollars) 

1973 1974 1975 1976 1977 1978 1979 1980 

Industrial countries 20 - -11 20 1 -2 32 -5 -40 

Developing countries 
Oil exporting 7 69 35 39 29 6 63 111 
Non-oil -11 -37 -46 -31 -30 -42 -62 -88 

Eastern Europe 
and Others -1 -4 -13 -16 -8 -9 -3 -4 

Source: IMF, World Economic Outlook, various issues. 

The current accounts of the industrial countries moved from a surplus of 20 billion 

U. S. dollars in 1973 to a deficit of eleven billion dollars in 1974. And in the course 

of the second oil price hike it changed from 32 billion dollars surplus io 40 billion 

dollars ýdeficit. In the, case of, developing economies, the deficit, of the non-oil 

countries deteriorated from eleven billion in 1973 to 37 billion dollars in 1974, and 

from 42 in 1978'to 88 billion dollars in 1980. The surplus of the oil-exporting 
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developing countries, on the other hand, eventually reached III billion rýollars in 

1980 from a Icvel of only seven billion dollars in 1973. 

Higher oil prices played a role in transferring income from industrial and 

developing countries to high-saving oil exporters. The resulting excess supply of 

world savings put downward pressures on world output and interest rates. In real 

terms, interest rates turned negative for several years. The effect was that the 

OPEC surpluses were recycled, largely to the developing countries which continued 

to be characterised by high, and increasing, current account deficits. ' Much of the 

finance involved was used, howevor, by developing countries to increase 

investment. This allowed them to maintain or even raise their growth rates. 

Howc, -er, with their debt much increased and i higher proportion Of IL carrying Zý t__ 

floating interest rates, the developing countries were left more exposed to the fiscal 

and monetary policies of the industrial world. The significance of this exposure 

became clear in the earlv 1980s. 

The recycling process was accomplished by a major change in the structure of 

financial flows between industrial and developing countries, as commercial banks 

became much more prominent than they had been. Although official loans and 

grants from industrial countries increased considerably in mid-1970s, the biggest 

change was the growth of commercial bank lending to developing countries. There 

was also a change in the composition of these private flows. During the 1960s 

private funds were predominantly direct investments. Since the 1970s, however, 

multinational commercial bank loans have provided the main source of flows and 

have surpassed both direct investment and public funds. 

The years between the IV . , 'ý* 
Ms and 'Otlp early 1980s saw another series of 

major external shocks for developing countries. Apart from the second oil price 
hike in 1979-80, real interesCrates increased dramatically by nearly five percentage 

points in 1980-81. The second. major incrcase of oil prices failed to stop the 

increase in real interest rates largely because the OPEC surpluses were short-lived, 
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and monctary restraints to tackle inflation in the major industrial count. -ics were 

much tighter. Moreover, from the beginning of the 1980s industrial countries were 

caught in a deepening recession. Developing countries were thus facing falling 

demand in their main export markets in addition to deteriorating terms of trade 

while having to pay higher interest rates on their external debt at the same time. 

Thus, it was that although the number of formal reschedulings recorded an 

average of four a year over the period 1973-79, these successive shocks around the 

turn of the decade finallY triggered the debt crisis starting from Mexico's 1982 

debt-servicing problems. 

3-2-5. THE DEBT CRISIS OF THE 1980S 

The f"inancc for the large current account deficits shown in Table 3-3 could be 

obtained without particular diffliculty until 1982. The growth of borrowing 

produced a corresponding rise in external debt. Combined with big increases in the 

real interest rates, it contributed to the deterioration in the main debt indicators 

as indicated in Table 3-4. 

Table 3-4 DEBT INDICATORS FOR DEVELOPING COUNTRIES IN SELECTED YEARS 
(ratios in per cent; amounts in billions of US dollars) 

1970 1974 1976 1978 1980 1981 1982 1983 1984 

Ratio of debt 
to GNP 14.1 15.4 18.1 21.0 20.9 22.4 26.3 31.3 33.8 

Ratio of debt 
to exports 108.9 80.0 100.2 113.1 89.8 96.8 115.0 130.8 135.4 

Debt service 
ratio 14.7 14.8 13.6 18.4 16.0 17.6 20.5 19.0 19.7 

Ratio of interest 
service to GNP 0.5 0.8 0.8 1.1 1.6 1.9 2.3 2.3 ý. 8 

Total debt outstanding 
and disbursed 68 141 204 313 430 488 546 620 686 

Ratio of private debt 
to total 50.9-ý56.5 59.0 61.5 62.9 64.1 64.6 65.8 65.0 

Source: IMF, 'Norld'Economic Outlook, various issues. -, 
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For a:! developing countries, the ratio of debt service to exports rose frun fifteen 

per cent in 1970 to 21 per cent in 1982, then declined slightly to 20 per cent in 1984 

and the ratio of debt to GNP increased from fourteen per cent in 1970 to 34 per 

cent in 1984. The ratio of debt to exports similarly increased from 109 per cent 

(1970) to 135 per cent (1984) and the ratio of interest payments to GNP rose from 

0.5 per cent in 1970 to 2.8 per cent in 1984. 

The detcrioration in debt indicators was parallcllcd by a spate of debt 

reschcdulings from 1983. For instance, 31 rescheduling agreements involving 21 

countries were concluded in 1983. Since then, reschedulings have come to 

constitute a regular feature of international financial markets. In particular, 

Mexico's declaration of inability to service its external debts may have served as a 

reminder to creditors of the collapse of the world financial market in 1930s. The 

period of abundant inflows of foreign capital to the developing world came to an 

abrupt end in 1982, giving way to what came to be described as the debt crisis. 

International qapital flowed mainly among the industrial countries in the 1980s. 

Developing countries were neglected by international lenders and investors, mainly 

because of their high external debts and deteriorating economic and political 

conditions. Capital inflows, if available, went primarily to meet the debt-servicing 

needs of debtor countries, and little additional capital was available. for investment 

and sustained growth. With the persistence of the crisis through the 1980s, many 

debtor countries began to experience a reversal in resource transfers. 

The international lenders' approach to the debt crisis since 1982 can be 

considered in two phases. During the first stage, extending ftom 1982 through 

1984, prior attention was necessarily given to the adjustment of debtor countries' 

balance of payments, given a sharply decreased availability of external finance. 

Despite the increased resources and policy advice provided by official lenders, such 

as the World Bank, the IMF and others, to encourage continued commercial bank 

involvement, debtor countries had little choice but to accept a drastic reduction of 
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domesdc consumption. In the short-term, this was necessarily achieved largely 

through substantial cutbacks of public and private investment and of imports. 

However, with commercial creditors reluctant to increase their exposure in 

countries with debt problems and with dcbtor-economy domestic savings being 

transferred abroad to service the debt, borrowers could not finance the investment 

needed to generate growth and thus their capability to repay outstanding debt and 
interest payments. The resources for investment could only come from higher 

domestic savings or from repatriated capital. Before 1982, as indicated by Koerner 

(1986), the highly indebted countries icccivcd about two per cent of GNP a year 
in resources from abroad. But since then they have transferred roughly three per 

cent uf GNP a year in the opposite direction. Domestic savings would have had 

to rise by five per cent of GNP to offset this change in net transfers. 

Taking into account such a problem, the 'Baker Initiative' of 1985 stressed the 

need to maintain net flows of funds from official and private lenders. It 

synthcsiscd the growing perception that maintenance of external debt service 

through the contraction of domestic investment and consumption was 

unsustainable, and that creditworthiness could only be permanently restored 

through the growth of debtor countries' output and exports. This aspcc, of crisis 
z 

management has thus relied on three approaches: (1) vigorous structural 

adjustment efforts by the borrower countries; (2) increased financial and technical 

support by the international financial institutions; (3) and continued, to some 
limited extent, net financial flows from the private commercial banks. 

The second sI tage of wI orld debt strategy considerations started from criticism 

of the 'Baker Initiative' 'on th'e, grounds that it brought about too small'a flow -6f 

funds to red uce'the'sc-ale"of current debt-servicing obligations' while important 

adjustment, program 
, 
mes'Jailea, mainly due to the 'overwhelming weight of debt,,,., 

burdens. ' The wave o, f criticism, led a new concept, the so-called 'Brady Initiative'. 

It was argued ,, that, the', most., important thing would ; be Jo secure the import 
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capacity of highly indebted countries, the main importers of creditors' goids, and 

this could only be done through casing the burden of debt obligations. 

During 1988 and 1989, creditor governments and banks alike concluded that 

debt reduction would have to be an clement in resolving the persistent debt crisis. 

Creditor governments agreed at the 1988 Toronto summit to grant debt relief to 

the poorest and most heavily indebted countries. This mostly concerned official 

debt on which most of the low-income countries have always relied. Bilateral 

creditors have rescheduled under Paris Club arrangements, offering highly 

conccssional conditions. Bilateral official lenders who had extended 

nonconcessional loans were encouraged to choosc between cancelling orl. third of 

the consolidated amount, or adopting the longer repayment used for concessional 

debt, or cutting the interest rate. For private creditors, a so-called menu approach 

has been developed since 1986 which provides for a variety of voluntary methods 

of debt reduction. These include debt buybacks', exit bonds, and dcbt-cquity 

swaps. 

The current situation is that although there has been a considerable progress, 

the debt crisis continue's to threaten the international financial system and the 

development of borrowing countries. As factors that could sustain and augment 

progress, the 1VDR (1991) suggests expanded country coverages of commercial 

debt and debt service reduction, more conccssional rescheduling for the poorest 

debtor countries, and a reduction of the stock of debt owed to bilateral agencies. 

However, what remains. more important is the selection and operation of debtor 

economic policies. In this respect, it is argued that net foreign, capital transfers to 

developing countries in future should depend on whether countries can produce the 

policies to maintain macroeconomic stability and to improve their creditworthiness 

against the threat of internal and. external shocks. This is a point which lics at the 

heart of the sovereign credit rating methods emphasised in this study. 
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3-3. OFFICIAL AND COMMERCIAL FINANCE FLOWS 

3-3-1. OFFICIAL DEVELOPMENT CAPITAL FLOWS 

There arc various ways of providing official finance for development and 

assistance. They range from grants and highly concessional loans to loans on 

nearly commercial terms. Such flows, particularly concessional flows or official 

development assistance (ODA), have long been especially important for 

low-income countries. In the case of project financing, commercial lenders are not 

likely to finance basic essential activities, such as education and medical facilities, 

which have long time lags before they contribute to production capabilities 

generally. Private banks usually prefer project lending to finance directly 

productive purposes. In contrast, official lenders may have other purposes for 

lending. The motives of donors for providing official assistance range from 

humanitarian dimension to political, security, cultural, and commercial interests. 

Combinations of these objectives can affect the nature of official flows and decide 

thus the effectiveness of such flows in promoting development. 

Since the Second World War, many developing countries have had the aim of 

achieving rapid economic development through industrialisation. They needed 

large volumes of foreign capital to supplement insufficient domestic savings as 

pointed out earlier in this chapter. In particular, the success of the post-war 

reconstruction Marshall Plan in the 1940s and 1950s led donors and recipients to 

believe that a similar transfer of capital to developing countries would achieve 

similar results. Thus, 'in-'the 1960s large amounts of Official assistance-were 
invested in large-scale industrial projects, improved labour skills, technology, and 

management. 

Through - the, 1970s-,. 'ý and --I early 1980s the . stated . 'aid policies of 

ind ustrialiscd-cou n try governments and international institutions shifted gradually 
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towarus assisting the poorer countries. The poverty orientation of aid err. phasiscd 

basic needs, rural development, and urban infrastructure development. Aid 

donors started to perceive a limitation to inducing economic growth with aid-giving 

so that they underlined the importance of reaching the poor directly. 

More recently there has been a renewed emphasis on the necessity of 

"programme aid", some of which is now described as structural adjustment aid. 

This is essentially directed at balancc-of-payments support, and is intended to 

enable countries to adjust the structure of their economics while still continuing to 

grow, rather than having to restrict aggregate demand to close any 

balancc-of-paymcnts gap. This requirement also appears to coincide with the 

wishes of many borrowing countries. The IMF and the World Bank have taken 

a lead in developing this kind of official assistance. ' 

There has for many years been an almost uncritical consensus that aid is a good 

thing for the development procedures, and the more aid that is provided, the 

better. However, over time a succession of doubters have expressed their views on 

the effectiveness of official assistance. They argue that the costs of aid to 

developing countries are likely to be greater than the benefit they receive from the 

concc., s, ional terms. Regarding these objections to aid or official capital inflows, 

the JVDR (1985) notes (pp.. 101-2) two extreme viewpoints. 

One school derives from dependency theory, arguing that underdevelopment is not merely the absence 

of progress-, it reflects active exploitation of the 'periphery' by the developed market economies of the 

-ccntrc. ' Aid is therefore a toot to perpetuate the dominance of donors. If aid provides any benefits, 

these merely prevent unrest and keep developing countries in a submissive state. The other school 

claims that aid inevitably expands the role of government, distorts market signals, and finances some 

investments that the private sector would undertake if it were given the chance. Indeed, these critics 

would also argue that a liberalised private sector could provide all the resources needed for 

development, so aid is not justified. 

However, aid goes largely to the least developed countries which do not have 

access to the international private capital markets, and which find it difficult to 
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attract private foreign investment, primarily because of their low level of Cconomic 

development. And concessionality can be defended and justified on the grounds 

that developing countries are less advanced in every respect than developed 

countries so that they arc more likely to make investment errors. In this sense, the 

TVDR (1985) argues (p. 102) that "the critics of aid offer little analytical evidence 

for their view, relying instead on anecdotal accounts of cases in which aid was used 

for nondevelopmental reasons or aid projects were badly designed ... such criticism 

is about the way aid is implemented rather than its basic rationale. " 

3-3-2. COMMERCIAL BANK LENDING 

It might be considered that private lenders would be more stringent than official 

lenders. Since private banks are privately owned, losses on loans are major 

setbacks. A bad lending record means the bank loses its own credit standing in 

private money market which has its own serious consequences since a modern 

bank must be a borrower in order to be a lender. Their credit evaluation 

mechanisms aim at assessing the creditworthiness of the borrowing 'entity. 

Additionally, commercial banks need to consider their portfolios. 

Borrowing from banks can appear at times attractive to developing countries. 

For project financing it is generally accepted to be possible to mobilisc syndicated 

credits relatively quickly. Official agencies usually require that a detailed 

feasibility analysis be, carried out according to their specific criteria, while 

commercial banks generally pay little attention to the purposes served by proposed 

credits. Instead private lenders concentrate their interest on guarantees, preferably'' 

from the borrowing agent's government. In addition, bank finance is not linked 

with the purchases of materials from the Icrider's, country, and in that sense it can 

provide a more favour'a'bl-c' source of loans. 
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Ho-, vcvcr, such relatively easy availability of commercial bank loans c. ,n lead to 

incfficicnt lending and inappropriate borrowing. Borrowing governments may see 

no difficultics in pledging guarantees and may fail to pay sufficicnt attention to 

relating repayment commitments to the use of the funds and to planning their 

future foreign exchange income and expcnditurc. It should be noted that there arc 

also some unfavourable factors to borrowing countries in bank lending. First, 

since commercial bank finance is a rather expensive source of foreign capital as 

compared to official sources, the obvious effect of the change in the structure of 

external financial flows is to increase the overall cost of external financing. Second, 

commercial bank loans have generally substantially shorter maturities than official 

deN,, clopmcnt capital inflows so that they usually shorten the overall maturity of 

outstanding foreign debts. Creditors therefore have that much more f"itxibility to 

react to perceived changes in a situation. It may also be that it is much more 

difficult to match the maturities of loans to flows of returns over time from the 

purposes financed by the loans. And third, this is a source that often carries 

floating interest rates rather than the fixed interest rates. Obviously, the exposure 

to interest rate Increases on existing debt implies that borrower can from time to 

time face higher debt service costs than they might have anticipated. With the 

added laxities in commercial bank evaluations of sovereign risks, these three 

disadvantages of commercial bank lending took on a special danger in the situation 

that began to emerge during the early 1980s. 

3-3-3. DEBT CRISIS AND COMMERCIAL LENDING 

After the Second World War the U. S. for a time represented the only 

substantial sourcc of privatc forcign capital". It was during this pcriod that 

development aid grew considerably. However, things changed during the early 

1970s. Commercial bank lending became the fastest-growing and most flexible 

source of foreign finance for developing countries. The reasons had m'Ostly'to. do 

with the need to cover their, bala nce-of- payments deficits. Thc incrcases, in the -oil 
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price Li the 1970s further emphasised this aspect of developing country r'nancing. 

Non7oil developing countries were faced with a sharp increase in their import bills, 

which generally they were unwilling to reduce. On the supply side of the situation, 

sizable amounts of funds were transferred by oil importers in industrial countries 

to OPEC members and ultimately to the Eurocurrency markets. But due to the 

recessions in the West associated with the oil price hikes, the commercial banks' 

traditional customers were unwilling to borrow substantially. Developing country 

borrowers and lending banks from the West therefore naturally came together. 

The y needed each other. The result was that over the period 1973 to 1981, bank 

claims on developing countries increas-. d at an average annual rate of 28 per cent. 

Fiom the late 1970s commercial banks began to become concerned about their 

exposure 
Ito 

both lending and funding risks in their international business. By the 

end of 1982, the exposure of the nine largest U. S. banks to non-oil developing 

countries amounted to 221 per cent of their capital, compared with 163 per cent in 

1977.11 Additionally, certain banks were heavily exposed to certain countries some 

of which were countries which were considered to be in high default risk. 

European banks were also exposed to devcloping-country risk, but not usually to 

the same extent as the U. S. banks, whose traditional dcvcloping-country lending 

area of Latin America contained most of the high-debt, high-risk '. ountries. 

However, some European banks, especially the German banks, had substantial 

exposure to Poland and other East European countries. 

With increasing anxiety, the banks' relationship with the developing countries 

ran into diff icultics. Many banks started to cut back their lending in this direction. 

Several factors contributed to this abrupt and unforeseen changes. First, as, 

dcbt-scrvicing difficulties in a number of borrowing countries led to a need to 

reschedule significant volumes of debt, such a sudden deterioration in the perceived 

creditworthiness of developing countries accelerated an unwillingness of banks to 

increase their exposure further. Second, the worry in the industrialiscd countries 

was that an inability or unwillingness of borrowers to service debts would lead to 

-57- 



CHAPTER 3 

a lack of liquidity and a collapse of confidence in one or more major banks. If one major bank 

failed, then a 'domino effect' would induce the collapse of other banks, and finally a 

disintegration of international financial mechanisms and world trade. One effect was revisions 

to bank regulations to restrain certain areas of bank lending. Third, oil-money and large bank 

deposits could no longer provide enough liquidity to support the international financial market, 

largely because OPEC members did not have the current account surpluses of the 1970s. 

Fourth, banks were at that time able to access more profitable opportunities for lending within 

some industrial countries. These changed attitudes to international lending amongst commercial 

banks were supported by gradually reviving economic activities in industrial countries. 

By August 1982, Mexico could no longer meet its principal repayments. It has become clear 

that other major debtor countries, notably Brazil and Argentina, were having great difficulty 

even in meeting interest payments on their debt by the end of 1982. In January 1983, Brazil, 

Romania, and Cuba have all announced to the banks and to the world that they were halting 

repayments of principal on medium- and long-term loans which were about to fall due. In 

1983,48 U. S. banks failed, which was the highest annual figure since the 1930s depression. " 

However, even this was exceeded by 79 failures in 1984. (This should not suggest, however, 

that these problems were exclusively related to difficulties with foreign debts. Many of the 

failures were brought about also by difficulties with business relating to U. S. domestic financial 

markets. Thus, Dale (1984) notes (p. 19) that "In the three years 1981-84 ... [U. S. bank] 

failures increased sharply to an average of over 33 a year, a failure already exceeded in the 

first half of 1984 ... because ... increased volatility of earnings, intensified competition, higher 

loan losses and great financial instability [meant that] the US banking system was becoming 

more risky. ") 

Banks have had to seek ways of rescheduling existing loans, which would not require 

writing off loans in their accounts, thereby preventing weaknesses in their balance sheets 

undermining depositor confidence. Essentially no formal mechanism exists for rescheduling 

bank debt. Each country has been treated on a case-by-case basis, and the elements of each 

arrangement have been worked out on an ad hoc basis by the parties involved. And pressures 

have been put on many, otherwise reluctant, commercial banks to commit further funds, to 

reduce the stock of debt, or to provide for more concessional reschedulings for some debtor 

countries during the period of settling the debt crisis. 
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NOTES 

1. This proportion recorded nearly over 85 per cent on average over the period 
1960-1985 according to Branford and Kucinskc (1988). 

2. Three entities can be considered to be involVed in international flows of loans. 
They are lender, borrower, and intermediary. Sometimes, as seen in the case 
of bilateral official lending between governments, the last may not be needed 
because of direct links between lender or borrower. 

3. The World Development Report (1985) of the World Bank defines (p. 85) term 
of international financial system as covering " ... the institutional arrangements 
for ensuring that the world's surplus funds flow to countries or entities in 
deficit, the rules governing the international exchange rate regime, and the 
mechanisms for creating and distributing liquidity. " 

4. For instance, Dutch capital helped to finance English factories and to launch 
the industrial revolution (see Lox1ey (1986) for details). 

5. In particular in 1960s, the economic growth rate of industrial countries was 
rive per cent a year on average. World trade grew even faster at an average 
of 8.4 per cent a year. Inflation rates in industrial economics as a group varied 
between two and four per cent a year, keeping real interest rates in the range 
of two to three per cent. 

6. Two other international organisations were launched around this same time 
also. The International Finance Corporation, (IFC) was created in 1956 to 
assist the private sector in developing countries through loans and equity 
investments. And the International Development Association (IDA) was 
formed in 1960 to provide a multilateral source of concessional f"inancc for 
low-income countries. 

7. Those OPEC surpluses did not go to the industrial countries because they 
swung back into current account surpluses which averaged almost thirteen 
billion U. S. dollars a year in 1975-78. 

8. It means that a debtor buys back part of its foreign debt perhaps with 
international reserves or foreign exchange earnings. 

9. The roles of the IMF and the World Bank in dealing with debt problems of 
developing countries with special reference to "programme aid" are discussed 
in various papers such as Kitchen (1986), Lomax (1986), Fraser (1987), ctc. 

10. This concept includes all types of foreign financial flows from private sources' 
such as export credits, direct foreign investment, bank lending, portfolio 
investment, leasing, etc. 

11. See Nunnenkamp, (1986, pp. 92-109) for referring to the discussion of 
imprudent lending by commercial banks. 
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4-1. iNTRODUCTION 

Among modern theories of economic development, as Chenery and Strout 

(1966) point out (p. 680), there has been a"... general agreement on the principal 

changes that characterize ... [economic development] transformation: an increase 

in human skills, a rise in the level of investment and saving, the adoption of more 

productive technology, a substantial change in the composition of output and 

employment, the development of new institutions, etc. " Developing countries face 

various challenges in providing for this transformation process. 

In particular, any country aiming to do this without external resources must 

provide for all of the requirements of accelerated growth from its own domestic 

resources or from imports paid by exports. More ambitious dynamics mean 

greater imports and therefore the need to rely on foreign resources. However, there 

seems to be no general agreement on the role of such foreign resource inflows in 

such circumstances. Perhaps this is because the impact of resource inflows on 

domestic savings, growth, or other macroeconomic indicators could differ across 

developing countries and over time. 

This chapter attempts to review major discussions about the role of foreign 

resources' in developing countries by starting from what is referred to as 'two-gap 

analysis' and then going on to broader and longer-term perspectives by 

emphasising the importance of individual countries' overall macroeconomic policy 

and adjustment. 
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4-2. FOREIGN CAPITAL INFLOWS IN NATIONAL ACCOUNTS 

In terms of conventional national accounting the balance between a country's resources 

and resource utilisations can be expressed at the highest level of aggregation as follows: 

Y= C+ I+ X-M. 

This relates domestic income (1) and income from exports (X) to expenditures on 

consumption (C), investment (1), and imports (M. (Government expenditure is not 

separated out from C and I so that, for the sake of simplicity, the public sector's 

contribution to the savings gap, in the form of the difference between government income 

and expenditure, is not specified separately. ) The available national income must also 

equal its disposal in terms of allocations between consumption, total domestic savings (S). 

That is 

Y= C+ S. (2) 

Equations (1) and (2) then result in 
JL-- 

I-S =M- X. 

This implies that the internal imbalance in the resource gap, i. e., a 'savings gap' between 

investment and savings, corresponds to the external imbalance of a 'foreign exchange gap', 

or 'trade gap', between imports and exports. 

When a country can not cover the needed investment with its domestic resources, then 

foreign resources (F) have to fill the gap. Therefore, for a capital deficit economy, 

equation (3) can be expressed as 

I- S=M- X= F. 

It suggests that capital inflows from abroad could be said to augment a country's total 

resources either by filling a savings gap between investment and domestic savings or a 
foreign exchange gap between expenditure on imports and earnings from exports. 
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Spuial opportunities for. misunderstanding the implication of this resLit follow 

from the the relationship shown by equation (4) having a different meaning 

depending on whether it is viewed ex ante or ex post. In the case of the latter, 

the circular flow of national income means that the excess of investment over 

savings must necessarily be equal to the excess of imports over exports. However, 

ex ante, equation (4) becomes an -equilibrium condition. One gap thus may be 

greater or less than the other in a disequilibrium situation. It might be thought 

realistic to investigate this possibility by using an estimated consumption function 

to predict savings which could then be compared with estimates of investment 

required to achieve some given growth target. A similar exercise could be 

undc-taken in respect of an estimated import function and, perhaps, c,, -')genously 

determined exports. For instance, Joshi (1970) describes (p. 121) this procedure in 

the following terms: 

Assume that the target is to increase GNP by a prescribed compound growth rate over a prescribed 

time-horizon T. Assuming a given incremental capital-output ratio, investment requirements in the 

terminal period (1r) are determined. Initial savings are known. On the basis of this and a linear 

Keynesian saving function we can calculate total potential savings (ST) in the terminal year. Then the 

difference between investment and saving (17- - SI) is the 'saving gap'which must be covered by foreign 

assistance. I lowcvcr, there are also certain import requirements which the system has to fulfil. 

Required imports in the terminal year (MT) are determined on the basis of initially observed imports 

and a fixed marginal propensity to import. Maximum potential exports (XT) arc given exogenously. 

Then (iVf; r - Xr) is the 'foreign exchange gap' or 'trade gap'. Given that successful achievement of the 

target requires that both investment and import requirements be satisfied, required foreign aid inflow 

is determined by the larger of the two gaps. 
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4-3. DEBATES ON THE ROLE OF FOREIGN RESOURCES 

4-3-1. SUPPLEMENTING DOMESTIC SAVINGS 

The macroeconomic effects of savings on economic growth can be analysed in 

the simplest possible terms in the Harrod-Domar growth model. This model states 

that the rate of growth of output (g) is equal to the savings rate (s) divided by the 

incremental capital-output ratio (v). That is 

s (5) 

Since it is assumed in this simple framework that domestic savings can always meet 

the ex ante requirements for investment, there is no mechanism in which the 

resource gap between investment and domestic savings puts a constraint on further 

development. 

Howcvcr, as Bruton (1969) indicates (p. 440), many writings on development 

economics have suggested that 

development tends to create situations which, at various points in time, arc characterized by a 

plentiful supply of all but one or a few of the factors 'required' for continued development. For these 

few, a gap between the quantity supplied and that required slows growth or halts it completely. When 

growth is thus limited by a bottleneck, there is underutilization of other factors. 

Chenery and his co-workers (1962,66,70) investigate the theoretical and empirical 

implications of this kind of bottleneck in terms of the relative magnitudes of a 

savings gap and a trade gap, which has come to be generally known as 'two-gap 

analySiSI. 2 They suggest that the two gaps constitute two separate and independent 

constraints on the attainable rate of economic growth. 
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In their two-gap theory, Chenery and Strout (1966) underline the role cf foreign 

resources as a special example of relieving bottleneck constraints with statements 

(pp. 680-81) that 

By relieving these constraints foreign assistance can make possible fuller use of domestic resources and 

hence accelerate growth. Some of the potential bottlenecks-of skills, savings, or foreign exchange-can 

be temporarily relaxed by adding external resources for which current payment is not required. More 

cfficient use can then be use of other resources, so that the growth of total output may be substantially 

higher than would be permitted by the rate of increase of the most restrictive domestic factor. 

They assume that a target rate of growth is postulated and a capital-output ratio 

is accepted as a datum. Hence a specific saving rate is derived as necessary to 

achieve the targeted growth rate. Similarly, a fixed relationship between imports 

and growth of output is postulated from which one may derive the level and rate 

of growth of imports required. A savings gap appears when the domestic saving 

rate is below the level necessary to permit the investment required to achieve the 

target, while imports are adequate. Foreign resources cover the saving gap, and 

permit vic achievement of the target. A trade gap appears, however, S with 

adequate savings, the flow Of imports is below the required level. Here foreign 

capital inflows break the import bottleneck and permit the target to be reached. 

In this latter case, the key assumption is that the country is unable to transform 

its potential savings into exports. 3 

McKinnon (1964) also emphasises the dual role of foreign resources in affecting 

economic growth via this bottleneck context by saying (p. 388): 

We have the classical view that foreign aid or investment only has the effect of supplementing domestic 

saving in the receiving country. On the other hand, we have the modern view ... that many goods have 

strategic importance in cfficient industrial growth but cannot be produced domestically in the early 

stages of industrial development, or after a war. Foreign aid or private investment can have a large 

favourable impact on the growth rate when such a bottleneck constraint is binding, 'evcn though these 

transfers are a small fraction of available domestic savings. ., -ý, -, '- : -- Cýt 
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As a supplementary argument, cmphasising the vital role played b3 foreign 

resources beyond considerations of what particular constraint is thereby rclieved, 
Bowles (1987) indicates that foreign resource inflows can act as a supplement to 

domestic savings and hcnce raise the growth rate. Then, a question ariscs as to 

whether such growth rate can have a sustainability without any more foreign 

resources. With regard to this point, he explains (p. 789) a procedure of 

self-sustain ability of the growth rate via raising the savings rate as following terms: 

I'his increase in the growth rate would raise incomes and since it is believed that the marginal 

propensity to save is greater than the average propensity to save in LDCs, the savings rate would 
increase and the higher growth rate would become self-sustaining without the need for further injections 

of foreign aid. Thus, ... inflows of foreign ;,. id would have the effect of raising the savings rate in 

subsequent periods. 

According to this view, foreign resources supplement domestic savings thereby 

allowing an increasc in the growth ratc from cquation (5) to cquation (6) 

(s + (6) 

where i is foreign resource inflows expressed as a percentage of GNP. This 

increase in the growth rate would raise incomes and the savings rate and thus the 

higher growth rate would be self-sustaining without further reliance on foreign 

resources. 

However, since any imbalance between imports and exports must necessarily 
be the same as that between savings and investment ex post as indicated earlier, 

the possibility of an ex ante imbalance between the two gaps could imply 'wasteful' 

adjustments such as reductions in savings or expanded imports of consumer goods 

according to the two-gap theory. However, Bruton (1969) objects to such a 

possibility of 'wasteful' adjustments by arguing that problems would not exist if 

recipient countries had followed appropriate policies in the past and if a more 

realistic view is taken of the flcxibilitics currently available to policy-makcrs in 

developing economics. Pricing system in some public services is given by him as 
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- intaining an example of'arcas forcing such 'wasteful' adjustments due to m. 
inappropriate policies as follows (p. 443): 

It is easy to find examples where domestic polices are such that a high rate of consumption of import 

intensive services occurs. I'his applies especially to the pricing of many public services, e. g., passenger 

transportation and electric power. The pricing or these (import intensive) services is such that their 

consumption is encouraged, there with more realistic pricing either greater savings or a shift in 

consumption would occur, either of which would contribute to resolving the trade gap. 

More particularly, the right allocation and cffectivc use of investment should be 

of more concern for policy-makers in developing countries than any understanding 

of the role of two gaps in the development process. Consequently he concludes (p. 

446) ýhat the distinction between the two gaps is due to particular p, )Iicies that 

themselves are growth impeding, and not to some inherent characteristic of the 

development process ... " 

Joshi (1970) also raises a question to the two-gap analysis. He argues that 

savings and foreign exchange constraints derived from mechanistic projections of 

growth , arget, the capital-output ratio, exports, and imports may hidc various 

assumptions about domestic objectives and government policies. In particular, 

foreign exchange constraints are said to be induced from inappropriate and 

incfficicnt policies, not to exist as indispensable bottlenecks against economic 

development. Joshi writes (pp. 124-25): 

It is easy to see that in many LDCs the industrialisation programmes have been haphazard, ill thought 

out and insulated from international costs and prices. The lack of any method of project selection has 

in many cases biased development away from agriculture and exports 'and in favour of highly 

import-intensivc manufacturing activities.. 
, 
Cases have been found in which the direct and indirect 

foreign exchange costs of producing something are greater than the cost of importing it. It seems 

inappropriate to call a foreign exchange shortage which is the result of such policies a foreign exchange 

constraint. 

Like Bruton (1969) he 'underl_incs domestic policies rather two-gaps 

themselves. It may be worth of, noting his arguments (p. 128) that 
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... I'le distinction between a saving and a foreign exchange constraint is of very limited usr. utness. 
Theoretically, it is based on very extreme assumptions which reduce its value as a classification of 

reality .... Indeed it may be positively harmful. For it lends academic respectability to the view that 

LDCs are hampered in their development solely by external factors. In fact internal measures by the 

LDCs are of great importances; failure to rcalisc this can be very damaging, especially at the moment 

when foreign aid prospect-, look so gloomy. 

4-3-2. ENCOURAGING CONSUMPTION 

Numerous studies have expressed scepticism about the role of foreign resources 

in promoting economic development. Howcvei, as Bowles (1987) comments (p. 

789), they hardly affected " ... conventional thinking until the publication of two 

papers by Griffin (1970) and Griffin and Enos (1970) in which they challenged the 

benefits of aid. " 

Griffin and Enos (1970) first summarise (pp. 319-20) the main ideas of 

conventional models reporting an positive relationship between foreign resources 

and growth as follows (pp. 319): 

... These models visualize capital imports as having two effects: (a) increasing the level of investment 

dire, -tly by the amount of aid and (b) increasing the rate of capital accumulation indirectly by raising 

the level of income and (assuming the marginal propensity to save is greater than the average) the rate 

or internal savings. That is, it is imagined that all aid is invested, and this leads not only to a higher 

rate of capital accumulation but also to a larger proportion of income being saved. 

In particular, with regard to the "basic model" of Chencry and Strout (1966) 

where the constraint on growth is assumed to be savings, Geiffin and Enos criticise 

the assumptions of that model emphasising sustain abilities between foreign and 

domestic savings, by saying (p. 320) that in it 

... domestic savings are at their maximum level, as determined by the maximum potential in the base 

period (which is assumed to have been achieved) and the marginal propensity to save. Ilus the role 

of foreign assistance is to ease the savings constraint by providing investible resources to supplement 

domestic efTorts. Cbcnery and Strout assume the recipient country is "unwilling or unable to increase 
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aid rrarely to increase consumption", and they believe recipient governments have "no incentirm - to 

increase aid by reducing savings. " These arc extremely odd assumptions. Foreign and domestic savings 

are substitutable resources. In effect, models of the Chenery-Strout type make domestic savings depend 

upon GNP or, alternatively, upon national income per capita, rather than upon total available 

resources. Yet as long as the cost of aid (e. g., the rate of interest on foreign loans) is less than the 

incremental output-capital ratio, it will "pay" a country to borrow as much as possible and substitute 
foreign for domestic savings. In other words, given a target rate of growth in the developing country, 
foreign aid will permit higher consumption, and domestic savings will simply be a residual, that is, the 

difference between desired investment and the amount of foreign aid available. Thus the foundations 

or models of the Chcncry-SLrout type arc weak, since one would expect, on theoretical grounds, to rind 

an inverse association between foreign aid and domestic savings. 

Additionally, so far as motives of the supply of foreign resources are concerned, 

Griffin and Enos claim that how much a country borrows is not determined by its 

need, or its potential, or its past economic performance, good or bad, or its virtue, 

but by the benefit a creditor country yields in terms of political support. Foreign 

resources, it is thereby argued, are not distributed on the basis of economic need 

but in accordance with political expediency. Thus, the level of external resource 

inflows is viewed as an exogenous variable determined by donor country motives. 

Given that foreign resources arc viewed cxogcnously in this way, attention *s then 

focused on the responses of a borrowing country to such resource inflows. This 

mechanism is assumed to operate in both the public and private sectors. Faced 

with inflows of foreign resource, a borrowing country government may reduce its 

tax effort or change the composition of expenditure towards consumption. 

Similarly, the availability of low-interest loans may reduce the incentive to save in 

the private sector. The result of this is that domestic savings rate falls as foreign 

resources arc increased. 

In particular, Griffin (1970) sets out to test this proposition using cross-section 

data for 32 dcvcloping countrics in 1962-1964. Hc rcfers to cstimates of the 

cquation 

SF (7) 
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where S1 Y is domestic savings as a proportion of GNP and F1 Y is foreign . -esources 

as a proportion of GNP. The estimated value of the coefficient P is -0.73. This 

result of a negative relationship between domestic savings and foreign resource 
inflows, he argues, provides the empirical support for the theoretical argument that 

resource inflows cause domestic savings rates to fall. Thus, rather than being a 

supplement to domestic resources, foreign resources are said to act as a substitute 

for them. 

About a negative relationship of foreign resources to domestic savings, thus, 

Griffin and Enos (1970) conclude (p. 326) that foreign resource inflows have 

neither accelerated growth nor helped to foster democratic political regimes. If 

anything, aid may have retarded development by leading to lower domestic 

savings, by distorting the composition of investment and thereby raising the 

capital-output ratio, by frustrating the emergence of an indigenous entrepreneurial 

class, and by inhibiting institutional reforms. " 

These studies have stimulated much subsequent research on the relationship 
between foreign resources and domestic savings or economic growth. They usually 

test the relationship by estimating equations similar to equation (7). The negative 

correlation which Griffin (1970) finds is confirmed by later rcscarchers. 4 For 

example, Papanek (1973) ýeports that domestic savings and foreign resources are 

negatively correlated from his cross-section study covering data from the 1950s and 

1960s. And Mosley (1980) points out (p. 82) from his cross-scction data covering 

the 1970s that "The negative correlation between aid and savings of which Griffln 

et al. made so much is still strong and significant 

4-3-3. CRITICISM ON CAUSALITY 

However, those aspects of the Griffin and Enos (1970) arguments that this 

negative correlation should - imply a causal relationship running from foreign 
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resour,; cs to domestic savings have been challenged. Papanek (1972), for,: xample, 

raises a serious question on the claims about an implicated negative causality by 

arguing (p. 941) that 

aid ... goes primarily to the needy: poor or crisis-ridden countries. This is not the same as arguing that 

aid is allocated to all needy countries and in proportion to need. Clearly, most aid is allocated in large 

part on the basis or political considerations. But among countries who have a claim for political 

reasons it tends to go disproportionately to those who need foreign resources more, and any one 

country is likely to receive more than its average allocation during its periods of greatest need. 

In this sense, it is claimed, there are many cases where high foreign resource 

inflows drc correlated, over countries and time, with low savings and, in some 

cases, low growth rates. Poor countries often have low savings rates and low 

growth rates. If they ftcqucntly record greater resource inflows because of greater 

need, then savings and growth will be negatively associated with resource inflows 

for many countries without any causal relationship between them. Thus, causality 

runs from the general economic situation, of which the domestic savings rate is one 

indicator, to the extent of reliance on foreign resources. Mosley (1980) also 

appears to share the same opinion as Papanek (1972) on the grounds that he 

suggests (p. 90) that "The negative link between aid and savings noted by many 

commentators in the 1960s still holds good, but it is likely that this is little more 

than a reflection of the fact that the poorest countries attract the most aid in 

proportion to their income, -and that the poorest countries save least, not a genuine 

causal relationship. " 

There is also criticism of the use of the specification found in equation (7) to 

prove a negative relationship between foreign capital inflows and domestic savings. 

First, Papanck (1972) criticises (p. 938) the authors concerned for the reason that 

they arc generally not specific about the savings function which under 
, 
lies their 

assumed relationship. " Instead, he suggests that there are plausible savings 

functions which could'result in one dollar of foreign inflows' producing either a 

positive or a negative effect on savings and anything from - no increase in 

investment to more than one dollar of additional investment. " In particular, he 
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doubts about an usefulness and reliability of the studies reporting a negative 

relationship on the grounds that the measures of savings reflect an "accounting 

convention" rather than a "behavioural relationship". It would be worth of noting 

his arguments (pp. 938-39): 

The negative statistical relationship between savings and foreign inflows ... can be in part the result of 

an accounting convention, not of a behavioural relationship. Confusion arises because domestic 

savings are calculated, following conventional economic practice, by subtracting foreign inflows ... from 

gross investment. This is quite appropriate to the extent that foreign resources are either (i) used for 

investment or (ii) are a claim on past or future savings ... I lowevcr, to the extent that foreign resources 

are used for consumption and have a grant element one obtains misleading results by following 

conventional procedure. An extreme example %% ould be a gift of foreign food directly to starving group. 

Even if the magnitude of neither investment nor domestic savings (in the normal sense) is affected by 

the gift, the conventional method will show a decline in savirgs: the starving group has consumed in 

excess of its income ... It remains appropriate in these cases to conclude that foreign resources were 

used to increase consumption, not investment. It is, however, misleading to reduce domestic savings 

by the amount of foreign resources received as a grant for consumption purposes. Nevertheless, 

analyses have ignored the differences in uses and sources and have subtracted all foreign resources from 

investment in calculating domestic savings ... Precisely the poorer, more slowly growing countries are 

likely to receive a higher proportion of grant aid and to use it to increase consumption. They are also 

likely to be countries with low savings rates. The use of the accounting convention may therefore by 

itself produce a correlation between low (apparent) savings and high aid inflows. 

In addition to these considerations, Papanck again disagrees with the conclusion 

reporting a negative causality in favour of emphasises on the probable effect of 

other exogcnous influences, on both variables. With respect to this point he 

concludes as follows (p. 948): 

... the critics' case for a negative causal relationship between foreign inflows and savings is not proved 

by their quantitative analyses. In many instances causality is more complex than they assume. For a 

number of countries it is plausible to conclude that exogcnous factors [such as war, he cites, weather. 

or political disturbances] caused both high inflows and low savings rates and generally low growth rates 

as well ... 'Mere is a real risk, therefore, that the implicit use of a simp&ire savings function will serve 

to create the appearance of a causal relationship, when none really exists ... In sime circumstances, 
foreign inflow undoubtedly stimula tcd savings, so that each dollar of inflows led to more than a dollar 

of investment, while in other cases they discouraged savings and a dollar of inflowsl may have to led to 

much less than a dollar 
, 
of investment. However, as long as both savings and inflows are substantially 

;J 
affected by third factors, 'the negative correlation between the two found in many studies sheds little or' 

no light on thcir causal rclaUonship.,,, 
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Hoxever, Newlyn (1973) opposes the. Papanek's (1972) assertion that -rants for 

consumption should not be subtracted from gross domestic capital formation to 

calculate gross domestic savings. ' Newlyn claims (p. 867) that such an argument 

can not be justified " ... if the correct definition of current account deficit is used 
in which current transfers, as distinct from capital transfers, are included in the 

current account ... [on the grounds that] consumption grants will be included in 

current transfers and will thus not be deducted from investment in calculating 

national savings. " In such a treatment, current transfers (including consumption 

grants) will be added to the appropriate sector's factor income as receipts and, 
being offset by an equivalent amount of consumption, will leave the sum of sector 

savings unchanged. Thus, it is argued, misunderstanding comes not from 

acco-., nting convention or behavioural relationship error but from srecification 

error. In this respect, he underlines (p. 868) that the confusion about the 

relationship between foreign resource inflows and savings 

... has arisen from the relationship between the correct use of accounting convention in question and 

the behavioural effects of capital inflow on resource use. 'niis stems from the definition of national 

savings which entails its reduction by any increase in consumption which is financed by external capital 
land th. -rcby itl ... would be due to inappropriate specification of capital inflow rather than 0 any 

characteristic inherent in the accounting convention in relation to behaviour. 

Furthermore, concerning the expected sign of the parameter P (i. e., aSlff) in 

equation (7), Newlyn goeson to explain (p. 869) that in the regression of savings 

(S), ' mcasurcd by investmcnt (I) minus forcign inflows (i. e., S=I- F), on forcign 

inflows (F), confusion can arise when 

... negative values of the cociricient between 0 and - 1, which would normally mean a reduction in the 

dependent variable, actuall y mean no change in the absolute amount of national resources being used 
for investment but simply reflect the extent to which foreign resources have been used for consumption. 
Only if the negative value exceeds unity is there any substitution effect (absolute red! tction in the amount 

of national resources being used for investment). 

This crucial aspect, has also bccn commentcd on in Wynn's (1980) cmpirical 

analysis. He claims (p. 15). that 
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Unle-. s all [the] additional resources are devoted to increased investment, the identity S=I- Jr means 

that OSIaF lies somewhere in the range -1 :5 aSJaF < 0. ... [ThusJ it should perhaps be noted that 

there is some conrusion in the literature concerning the expected sign of the coefficient aSIM subject 

to alternative assumptions about the proportions of net capital inflow that are devoted to investment 

and consumption and the impact of this inflow on 'domestic saving'. 

The overall conclusion is, therefore, that the theoretical and empirical studies 

on the relationship between foreign resource inflows and domestic savings do not 

produce a uniformly applicable charactcrisation of the use of foreign resources in 

developing countries. In this sense, it may be interesting to note Bowles' (1987) 

suggestions (p. 790) that 

... the global generalization concerning causal mechanisms made by both Griffin and Papapek should 

be treated with extreme caution. In fact, the results ... lead no support to the View that a causal 

relationship exists, in either direction, between foreign aid and domestic savings. 

Recipient countrids of foreign resources differ inevitably in the circumstances in 

which they seek and use them. These heterogeneous situations among developing 

countries dictate the equally heterogeneous differences in the role played by foreign 

resources in practice. 

4-4. FOREIGN CAPITAL AND DEVELOPING-COUNTRY POLICY 

In returning to the policy issues raised by Bruton (1969) and Joshi (1970) in 

their notes of policy implications of the two-gap theory, it is noted that-thc'1985, 

edition of the World. Bank's World Development Report (hercafter,, IVDR). 'also' 

highlights the importance of individual developing countries'. economic policy., ' As' 

pointed out in the IVDR, (1985), foreign capital inflows have two potential benefits, 

for a developing 6ountry. Jlt can not only promote economic growth but also help 

an economy to adjust. to' internal and external shocks. However, they also have,, '-, -_, 
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potential disadvantages. It can either be wasted on inefficient investment or allow 

a government to delay essential economic reforms. And the accumulation of debt 

can make an economy more vulnerable to financial pressures from the world 

economy. And the report acknowledges the reality of inconsistencies in the 

relationship between foreign resources and investment or growth. As an 
illustration of the importance of efficient resource use, it reports (pp. 46-48) that 

The positive relationship between borrowing and investment is statistically significant in the 1965-72 

and 1973-78 periods, but not in 1979-83. The link between borrowing and growth is more complex. 

... [And] the relationship between changes in the debt to GDP ratio and economic growth was positive 
but not significant in the 1965-72 and 1973-78 periods. ... Finally, in 1979-83, the relationship between 

changes in debt to GDP and growth of GDP was negative. In an environment of rising real interest 

rates and contracting world economic output, increased borrowing no longer translated into higher 

growth. ... [The] experience is not uniform for all countries. 

Given these results it is suggested (p. 48) that "The range of country experiences 

with borrowing, investment, and growth highlights the imperative of using- all 

capital efficiently. " And so far as foreign resources arc concerned, it is also argued 

(p. 43) that "... the economic policies of developing countries are the fundamental 

determinant of the level of capital inflows, the efficiency with which they arc used, 

and a country's capacity to service its debts. " This has to take precedence over any 

arguments about two-gap constraints on the development process and over the 

relationship between foreign capital inflows and domestic savings. 

However, this is not to suggest that domestic economic policy inappropriateness 

and failures have been the only cause of ineffective use of foreign resources and 
debt problems. As in the early 1980s, external shocks such as world recession and 

rising real'interest rates became so severe that only the most prudent of developing 

countries managed to protect themselves only with further economic policy 

adjustment. Furthermore, no single set of policies can be considered applicable to 

every developing country since the situation which each country faces in world 
trade and capital markets, its natural and human resources, and its economic and 

political structures vary considerably. 
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Hcwcver, as the IVDR (1985) states, it might be clear that "flexibility in policy 

making and economic structures" can be generally rccogniscd as having a vital role 

in cushioning the impact of internal and external shocks in any country over time. 

Chencry and Strout (1966) also earlier attempt a formalisation of the importance 

of flexibility in dcvcloping-country policies by saying (p. 725) that 

While the receipt of external assistance may greatly reduce the time required far a country to achieve 

a satisfactory rate of growth, dependence on substantial amounts of external resources creates some 

special policy problems. One lesson from the preceding analysis is that the focus of policy should vary 

according to the principal limitations to growth. Just as optimal countercyclical policy implies different 

responses in different phases of the business cycle, optimal growth poticy requires different "self-help" 

measures in different phases of the transition. 

In this sense, it appears that the special place of foreign capital inflows should be 

in helping an economy to have an cfficicnt and flexible structure in general and to 

adjust to internal and external shocks effectively, in particular. 

When a developing country faces a deteriorating balance-of-payments situation, 

there arn. broadly three possible ways for it to react. First, it can slow down the 

rate of economic growth, and in turn the demand for imports. This is often 

essential for countries with low foreign exchange reserves and poor prospects for 

further foreign' borrowing. Second, it can keep up its growth rate, simply paying 

for its imports by borrowing abroad or running down its reserves. Or third, it can 

adopt policies that restructure the economy toward greater production of exports 

and import substitutes. This last alternative takes time. Its ultimate purpose is to 

restore the country's productive potential and allow it to improve the current 

account through higher output and increased exports. Concerning the difference 

between the second and the third option, the 1VDR (1985) explains as follows (pp. 

57-58): 

A country that faces a shock (be it internal or external) that is considered'. to 
_be 

temporary and 

reversible is justified in borrowing abroad for balance of payments purposes. In these circumstances, 

it does not need to implement policies to restructure its economy. In practice, however, it is often 

difficult to distinguish beforehand between temporary and permanent shocks. Because of the obvious 
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politJ -. al and social costs or adjustment, policyrnakers may be inclined to err on the side of or timism. 

If they do, the price is a more painful adjustment later. ... '17he nature of the eventual adjustment will 

depend on the uses to which borrowed money is put. If it is used to raise investment, it provides the 

potential for extra output with which to meet future debt service. If borrowing is used to maintain or 

increase consumption, however, the economy's productive potential has not increased while debt 

service obligations have. 

The reverse is intended where foreign resource inflows arc used to help to 

implement policy reforms and to buy particular imports to restructure the 

economy, not to postpone adjustment. In the process of such a structural 

adjustment, foreign inflows can, in effect, be used to soften the effects of change 

and therefore buy time for reforms to take effect. In particular, some of the 

adjustment programmes needed to produce sustainable long-run growth could 

initially cause a country difficulties such as a deterioration in its current account 

balance. In this respect, the JVDR (1985) goes into further detail in noting (p. 65) 

that 

For example, trade liberalization is essential to encourage cfficiency, increase supplies of spare parts, 

and improve the competitiveness of exports, but imports will usually rise before exports do. Through 

borrowi ig, a government can avoid having to deflate the economy to offset these cffects. h can 

therefore hope to secure broad support for its reforms, which might otherwise be lost if the whole 

economy had to go through a recession. 

4-5. SUMMARY 

On-going situations, such as a given level of economic development, usually 

imply that there arc constraints on change. And so far as economics interrelated 

with the world economy are concerned, the two-gap theory proposed by Chencry 

and his various collaborators argues that an investment-saving gap and an 

import-cxport gap appear as distinctive constraints on economic development. 

When economic growth is thus restricted by such bottlenecks, other factors are 
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assum,; d to be underutilised. In those circumstances foreign resources, it is 

claimed, can serve as a means of breaking the bottlenecks especially with 

supplementing particular domestic resources in such a way as to allow the fuller 

utilisation of all resources. 

The general point of two-gap theory, however, has been challenged especially 

regarding to its rigid assumptions and too swayed focus on external constraints 

rather than internal economic policies. For instance, Bruton (1969) argues that 

more structural flcxibilitics in policies would eliminate any difference between the 

two gaps with a reduction of the necd for foreign resource inflows. And Joshi 

(1970) goes further on by underlining that domestic macroeconomic objectives and 

policies have more important implications in c. -onomic development procedure 

rather than the distinction between saving and trade gap. 

As far as the positivc role of foreign capital inflows in complementing domestic 

savings is concerned, this has been challenged by later empirical results such as 

those produced by Rahman (1968), Griffin (1970), Griffin and Enos (1970), 

Weisskopf (1972), ctc. They conclude ýfrom their empirical tests that only a 
fraction of foreign resource inflows has been used to augment domestic savings 

while a large share has been used to increase consumption and, hence, has, in some 

way, substituted domestic savings. Griffin and Enos go on to report that they 

reach almost the opposite extreme from the earlier work from Chenery and others 
by obtaining results showing no increase in investment and no increase in growth 
from foreign resource inflows. And they even argue further that a negative 

causality exists between foreign resources and domestic savings. 

But this causality argument has itself been criticised by later studies. Based' on 

the assumption that countries with relatively lower savings rate tend_ to receive 

more foreign resources, 
_Papanek 

(1972) notes that negative correlation'does not in 

itself establish a'causality that says increased foreign resources rcduce. -domestiý' 

savings. Specification errors in modelling the relationship between foreign resource 
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inflows and domestic savings arc shown by Newlyn (1973) to forma'. isc other 

reasons for different interpretations of negative correlations. ' 'He suggests that 

negative values of the coefficient of foreign capital inflows between 0 and -I in a 

regression of domestic savings on them should not be interpreted as reduction in 

the absolute amount of national resources being used for investment. It just reflects 

the proportion of foreign resources used for consumption. 

As the JVDR (1985) points out, foreign resource inflows give a benefit or a 

disadvantage to developing countries depending on the policy contexts in which 

they are set. In particular, the most important role of external resources is, first, 

to help to cushion shocks either from internal or external factors and, second, to 

prov. -Je finance to adjust economic structures and resource a locations t suit any 

new environment. Ther efore, foreign capital inflows should be used to s upport 

policy flexibilities. This is something that it would be necessary to refer to in - 
reviewing the implications of debtor-cconomy policies for the sovereign risk 

analysis. 
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NOTES 

This term has been used in various ways depending on authors: foreign capital 
transfer (or inflow), capital imports, foreign assistance, aid, external resource 
(or finance), foreign savings, etc. Many of the studies focus on aid while the 
statistical basis for their articles is the dcricit on current account, usually taken 
as measuring foreign resource inflows. The deficit is rinanced in a variety of 
ways: by public grants or conccssional loans (in the pure meaning of aid), 
short-term commercial borrowing, private investment, changes in foreign 
exchange reserves, and so on. Depending on the form of rinancc its impact on 
an economy should differ. Thus, the previous studies concentrating on the 
relationship between aid and domestic savings while identifying the current 
account deficit as a measurement of the former may cause a confusion as to 
using this term. In this sense, this chapter uses the term of foreign resources 
(or capital inflows) as a broader definition which includes private investment 
to avoid such a confusion. 

2. Chenery and Strout (1966) actually consider that three types of resources could 
represent separate limits to economic growth at any moment in time. They are 
the supply of skills and organisational ability, the supply of domestic savings, 
and the supply of imported commodities and services. The first two resource 
limits (i. e., on skills and savings) are regarded as being relevant to "savings 
limit". 

3. Chencry and Strout (1966) assume (p. 681) that " While investment can be 
devoted to increasing the supplies of skills or of imported commodities (through 
import substitution or raising exports), changing in these factor suppFes can 
only be brought about gradually. They are also substitutes in the production 
process to only a limited degree in the short run. " 

4. A useful review and summary of those findings is given in Papanek (1972, 
Table 1, p. 937). 

5. With respect to the term of domestic savings, as Newlyn (1973) explains, it has 
been used ambiguously among studies. Some authors use it to mean the 
savings of the country in question as distinct from foreign savings, thus 
deducting foreign capital inflow from investment. Others use it to mean 
domestic product minus consumption. The latter corresponds to gross 
domestic savings with accordance with the U. N. Standard National Accounting 
System. On the other hand, the former denotes gross national savings adding 
factor income and current transfers net from abroad to gross domestic savings. 

6. He prefers to call this variable as national savings to domestic savings with 
accordance to the U. N. Standard National Accounting System in order to 
avoid an ambiguous use. 
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5-1. INTRODUCTION 

Foreign debt represents the accumulation of foreign loans net of repayments. 
The management of foreign debt refers to the technical and institutional aspects 

of organising the raising and repayment of foreign loans. A crucial aim of debt 

management is, as the 1985 edition of the World Bank's World Development 

Report (JVDR) describes (p. 71), "to pick the best possible combination of risk and 

return consistent with the supply conditions. " 

Debt management raises two major questions in the context of sovereign risk 

analysis. The first concerns an extension to the broader policy considerations of 

the previous chapter, which discusses the succcssful use of foreign resources, in 

order to focus on how best to organise debt-creating ways of financing a current 

account deficit (as opposed to direct investments, portfolio investments, and aid). 
The debt country may, as Loser (1977) indicates (p. 169), "confront different terms 

for and availabilitics of various types of loans and will havc options concerning the 

composition of the loan "package" to be contracted. " This point thus has to do 

with the decisions on, for example, the appropriate balance between debt and 

equity capital flows, the relative roles of official and commercial sources of funds, 

the proportion of debt at floating interest rates and fixed rates, the maturity 

structures of debt, and the ýppropriatc currency composition of borrowings. ' 

The second issue addresses the questions of how to design and monitor foreign 

debt strategies. The latter particularly gives rise to 'rules of thumb' approaches to 

creditworthiness evaluations that are based on deciding whether a debt is 

sustainable (or optimal) or not. That is often referred to as an evaluation of 'debt 

capacity'. This aspect of debt management therefore presents another insight into 

a vital prospect of this study. 

Largely, with reference. to the second of above-two questions., this- chapter 

attempts to deal with some debt management issues briefly in the contexts of the 
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present study. First, it will discuss about general debt accumulation p., ocedurcs 

based on the debt cycle hypothesis. Circumstances under which many developing 

countries have not followed what the debt cycle suggests make the discussion then 

move on to rather theoretical arguments on sustainability of debt management 

policies and optimal level of debt. This will mainly refer to McDonald's (1982) 

survey of 'debt capacity' literature. And finally, some 'rules of thumb' evaluations 

in relation to monitoring and assessing sustainable debt management are 

introduced. 

5-2. THE DEBT CYCLE HYPOTHESIS 

5-2-1. BASIC CONCEPTS OF THE DEBT CYCLE 

The primary question as to debt management of a borrowing country concerns 

whether the dynamics of its debt accumulations imply a later unsustainable 

debt-servicing burden. This means that debt should not be allowed to expand to 

an uncontrollable level, i. e., it either grows to some manageable ceiling or it is 

eventually repaid. The conditions necessary for a debt to be repaid are essentially 

that an initial resource gap, in the form of an excess of imports over exports in the 

current account balance in the primary stage of economic development, has to be 

reduced and eventually closed. The stages through which this transformation is 

achieved constitute the debt cycle hypothesis. 

The IVDR (1985) and Meier (1989) describe the five stages of the debt cycle 

from a "young debtor" to a "mature creditor" in terms of four macroeconomic 

variables. These refer to an cconomy's trade account, net interest payments, net 

capital flows, and debt stock. "--The stylised balance of payrnents-and debt stages 

are depicted in the two graphs shown in Figure 5-1. 
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Figure 5-1. BALANCE OF PAYMENTS AND DEBT STOCK DURING THE DEBT CYCLE 

(a) The balance of payments 
11 Ill. IV V 

I Surplus 1 

1/1,1 

NI I\ 

Deficit 
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fto .NI/ 
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(b) The debt cycle 

Net debt 
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\, 
I 

Net 
assets 

. -Net capital flows F=(M-X)+rD 

- Trade account (m-X) 

---- Net Interest payments (rD) 
Debt stock (D) 

Source: The World Bank's World Development Report (1985, p. 47) 

Notes Q indicates a key turning point that apply to net capital 
flows (AD) in diagram (a) and to net debt stock (D) 
in diagram (b). 

The circumstances describing the changes from one stage to 
another can be listed as follows: 

Transition 1 (stage I to II ): net capital flows are maximum 
(M-X+rD), thereafter they decline so debt rises at a slowing 
pace (A2D. -O). 

Transition 2 (stage II to III): net capital flows are zero so 
the level of debt reaches a peak (AD = 0) and 
thereafter declines. 
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Transition 3 (stage III to IV): net capital flows aý. e minimum 
thereafter they increase and debt stock is zero (D = 0) so 
thereafter net asset position comes out. 

Transition 4 (stage IV to V): net capital flows diminish to 

nearly zero so net foreign asset keeps a constant or slow- 
growing position. 

And characteristics corresponding to each stage of the debt cycle are given (p. 47) 

as follows: 

Stage I. - Young debtor 

" Trade dcf-icit. 

" Net outflow of interest payments. 

" Net capital inflow. 

" Rising debt. 

Stage H. Mature debtor 

Decreasing trade deficit, beginning of a surplus. 

Net outflow of interest payments. 

Dccrcasin-g net capital inflow. 

Debt rising at diminishing rate. 

Stege III. Debt rc(lucer 

" Rising trade surplus. 

" Diminishing net outflow of interest payments. 

" Net capital outflow. 

" Falling net foreign debt. 

Stage IV: Young creditor 

" Decreasing trade surplus, then deficit. 

" Net outflow of interest payments, then inflow. 

" Outflow of capital at decreasing rate. 

" Net accumulation of foreign assets. 

Stage V. Mature creditor 

- Trade dcficit. 

- Net inflow of interest payments. 

- Diminishing net capital flows. 

- Slow-growing or constant net foreign asset position. 
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Thc, basic accounting identities and performance features underlying the debt 

cycle can be used to provide a description of 'debt capacity'. In this case it refers 

to whether a debt situation is sustainable or not in terms of either debt repayment 

or a manageable level of continuing debt outstanding. Such situations may then 

suggest rules of thumb ways of evaluating, or simply expressing, creditworthiness. 

Only the first three stages of the five arc actually of relevance to the present 

study because these rcfcr to dcbtor-cconomy situations. When a country is in 

Stage I of the debt cycle it has a negative current account balance or payments 
(f) made up of a trade gap (or resource transfer from abroad because imports 

(M) exceed exports (A)) and interest (r) payments on any initial debt (D) if it is 

assut. -icd that there arc no other factor paym(. nts and no unrcquitel transfer 

payments such as aid receipts. That is 

F =Af -X+rD. 

The financing of this has to come from loans if direct investment and changes in 

foreign exchange reserves are excluded so as to focus on the debt situafion. The 

change in debt, in other words, is 

AD= F= Al- X+ rD. 

The further (second order) dynamics, showing whether debt is accumulating at an 

increasing rate or not, are then sufficient to complete the relationships required to 

describe the turning points of the debt cycle. 

AAD =A 2D= AM - AX + rAD. 

To begin with, in case of Stage I, both net capital inflows and the rate of new 

debt accumulation arc positive, i. e., AD= F>0 and AID> 0 This'situ, ation is 

eventually unsustainable beca'use dcbt-scrvicing burdens grow unchecked. "', The 

requirement that debts'eveintually reach some ceiling 'is"' *simply AID 0. '_`_ýThis 

requires a decreasing trade", gap provided the already outstanding'debt'is not - so 

large that the charges on'this debt mean that the total debt has to go on-growing 
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regard'. ess of the resource gap, i. e., the condition is A2D <0 so AX - A, 19" > rAD. 

Stage I ends when A2D =0. Apart from this caveat regarding rAD, the critical 

performance requirement is that AX > AH. If this is so, then at some point in 

Stage II the trade gap will be closed (M = X) so that surpluses begin to appear. 

When the growing surplus is sufficient to pay for interest charges on the existing 

debt (i. e., X-M= rD ), the transition between Stage 11 and III will have been 

reached. In other words, the condition to transform from Stage H to Stage III is 

AD =0 and the level of debt reaches a ceiling. It might then'be that the X, M 

dynamics change so that this level of debt is maintained. If, additionally, the 

servicing of this debt is just what the economy can afford, then the position could 

be said to mark the extreme position of 'debt capacity' in a just sustaipablc debt 

situation. 

However, if the X, At dynamics remain unchanged, the debt will decline 

eventually to zero. The debtor economy will become a creditor at this start to 

Stage IP% A last Stage V could be added if the creditor economy is not to 

accumulate assets without check. This, then, requires a further shift in X, Af 

performances to produce a constant net foreign asset position. In particular, the 

1VDR (1985) appears to consider the characteristic of not ever growing foreign 

assets in Stage V as a natural procedure by saying (p. 47): 

In the aggregate, of course, the world cannot be in either a net debt or net asset position. Therefore, 

as more countries move toward the mature creditor stage, the relative size of their asset position should 

tcnd to diminish. 

In this sense, it should be noted that the performance changes that bring about the 

transition from Stage I to Stage II will in themselves ensure that the economy rolls 

on through Stage III to Stage 
.1ý 

Where it stays unless there is, a further change to 

lead to Stage V. Table 5-. 1 summarises the conditions for each debt cycle stage in 

terms of the arithmetic of what is happening to debt. 
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Table 5-1. MATHEMATICAL CONDITIONS FOR THE EACH DEBT CYCLE STAGZ 

Stage I. Stage II. Stage III. Stage VI. Stage V. 

D 

>0>0>0<0<0 
------------------------------------------------------------------------- 
AD 

>0>0<0<00 
------------------------------------------------------------------------- 

A2D 

<0<0>0= 

D Debt stock. 
AD : The first derivative of debt stock. 
4 ,.,, 
2D : The second derivative of debt stock. 

5-2-2. FURTHER IMPLICATIONS OF THE DEBT CYCLE 

Whether the debt cycle can be seen to apply in practice is another matter. 

Actuallý, many developing countries can be seen to have strayed off tha paths 

suggested by the debt cycle hypothesis. The 1VDR (1985) provides various 

instances of historical evidence which are at odds with the hypothesis. It reports 

(p. 47): 

For developing countries, the evidence is mixed. In the colonial period, many countries, particularly 

primary product exporters, ran current account surpluses, becoming, in effect, capital exporters. A 

small group of advanced developing countries moved from the young debtor to the mature debtor stage 
between 1950 and 1975, but most oil-importing countries remained in the first stage until very recently. 
A few, such as China, remained net creditors throughout all or most of this period. 

And another debt cycle limitation may be referred to in its predictions as to, in 

particular, how long a country may remain in any given stage of the debt cycle and 

how long it may take to clýar a"debt. The cycle model can only produce answers 

subject to given perfor'ma'n'cc*"'characteristics and initial conditions. At this point, 

the IVDR (1985) presents the results of a simulation'ý model illustrating a 
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hypothetical example of a country's passing from Stage I to Stage H of the debt 

cycle, where it remains for a prolonged period since the trade account remains in 

deficit throughout. 2 The key issue is the performance characteristics of the 

simulation. These refer to the familiar Harrod-Domar parameters (the incremental 

capital-output ratio and the savings ratio), augmented here by the interest rate, the 

growth rate of exports, import elasticity, and the rate at which foreign debts are 

amortised. 

It is these six parameters that dictate behaviour with respect to growth, the 

current account deficit, debt, and debt servicing. In particular, it should be noted 

that it is the relative sizes of the growth rate of exports and the interest rate that 

dictate the switch from Stage I to Stage 11. Thus, although the IVDR (1985) does 

not point out as much itself, the critical featurc of the simulation is a change in the 

growth of exports at the end of the tenth year and again at the end of the fifteenth 

year. Both are in excess of the real rate of interest whereas previously the reverse 

situation is assumed. As explained earlier, it is this performance shift that derives 

the succeeding stages of the cycle. Thus, given the additional conditions 

represented by the levels of the other (unchanging) performance characteristics, the 

JVDR (1985) concludes (p. 53) that 

Countries running a resource gap need to be concerned with the behavior and relationship of a number 

of critical debt-rclatcd variables., including the growth rate of debt, the growth rate of exports and 
income, the size of the resource gap relative to income or debt, and the interest rate at which borrowing 

takes place. Specifically they will want to ensure that neither the interest rate nor the growth of debt 

persistently exceeds the growth of exports or income. 

And to illustrate the conditions that prevent debt and debt ratios from growing at 

explosive rates, the IVDR (1985) derives guidelines for borrowing, mathematically 

as follows: 

AD T+ M 

t TID 
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ADID =b=t+i 

wherc D is dcbt outstanding, T the currcnt account balancc on goods and 

nonfactor services, t the resource gap as a proportion of debt, and i the interest rate 

on debt. Overdots indicate growth rates. Hence, 

(DýY)=b- k=t+(i- i) 

(DýA) =, b -, k = 

where Y is GDP, and X denotes exports. 

These references to performance characteristics demonstrate that what is more 
important in debt management than interest in any debt cycle is the question as 

to how a debtor country can manage its domestic economic policies. And beyond 

these simple, stylised, examples lics a need to monitor how well an economy can 

copc with sudden shifts in the world economic environments to maintain sufficient 
foreign exchange earnings and sustainable levels of debt. - Thus, the debt cycle 

should be viewed in the relation to overall macroeconomic policies and 

performances. 

5-3. THEORIES OF SUSTAINABLE AND OPTIMAL DEBT 

A valuable survey of the literature relating to the issue of 'debt capacity' can 
be seen in McDonald (1982). The first part of this review deals with theoretical 

aspects of two broad approaches to deciding a country's debt capacity. The first 

relates to the question as to how much a country should borrow, i. e., what is its 

optimal level of debt? The second approach focuses on the sustainability of debt 

policies. In turning first to the issue ý of sustainable debt situations, McDonald 
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begins by explaining why the Harrod-Domar formulations behind the debt cycle 

results do not have anything to say about the efficiency of investment in spite of 

its crucial role in the economic development procedures. Thus, he notes (pp. 606-7) 

in the case of these formulations: 

... if the target rate of growth is less than the real interest rate, then the debt situation is not sustainable, 
independent of the marginal product of investment. The source orthis conflict lies with the specification 

of consumption behavior in these models. Consumption (saving) behavior is specified as a function 

of output, not of income. Thus, income accruing to foreigners is treated, in effect, as if it were 

consumable. The higher the propensity to consume and the lower the ratio of domestic income to 

output, the more likely that problems will arise. If, on the other hand, consumption is specified as a 

function of income rather than of output, the rature of the results is quite different ... it can be shown 

that, provided that the marginal product of capital exceeds the marginal cost of borrowing, problems 

of debt sustainability do not arise 

Other investigations of the effects of relaxing Harrod-Domar rigidities and lack 

of institutional content are reviewed. One focus is on the situation where 

governments rely on foreign borrowing to assist in financing domestic expenditure 

plans. For a debt situation to be sustainable, it is necessary that the tax base 

should expand quickly enough to allow the government to service the external debt. 

However, there are some constraints on the government's taxing powers due to 

institutional and technical fact ors although all bencf"its, of investment projects 

accrue to the private sector, since it is assumed that any government investment is 

infrastructural in nature. Jhe government's taxing powers are closely associated 

with private savings and, investment behaviour. At this point, McDonald indicates 

(p. 607) that 

... low private savings behavior can be a source of debt problems in situations in which governments 
face such fiscal constraints. Furthermore, such debt problems can anse even if all the net inflow of 

external finance is used foý investmeniand the marginal product of the capital 5. tock is gre I atcr I than the 

real interest rate. 

However, it'ýshould -b e- fý n- O't , ed that, in the even broader, ' contexts of ccono mic 

management an he means by-which management inputs can be'monitofed, 'the'' 

fundamental origin of debt problem associates not solely with such an institutional 
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content but rather with economic policies for utilising external finance ir, general. 

In this respect, McDonald is led to argue (p. 608) that 

It is evident that debt problems frequently have their source in overambitious government expenditure 

plans. I lowever, these models are based on some rather rigid behavioral and institutional assumptions. 
It is important, therefore, to be careful in interpreting the models. Specifically, policyrnakers have more 

influence on , 
fiscal parameters than these models would allow, and in general it is the 

policymakers-not the exogenously imposed institutional constraints -that must bear responsibility for 

debt problems. 

So far as debt optimising frameworks arc concerned, McDonald ccntrcs his 

attention on papers aimed at deriving "optimality criteria in the context of 

intcrtcmporal optimising moocls. " The basic framework of the analysis is to 

maximise an "intcrtcmporal utility function" given a specified supply function of 

foreign capital. He notes (p. 609) that 

In the steady state, as along the optimal path, the marginal cost of foreign borrowing will be equated 

to the marginal product of capital. This condition, given the supply function of external finance, fixes 

the optimal quantity of debt at each point in time. 

Some studies have moved on from focusing on economic growth driven by 

investment to examine the role of foreign resources in achieving a more cff"icicrit 

intertemporal. allocation of consumption. In particular, if a country is principally 

subject to variable export earnings and can engage in external financial 

transactions, foreign capital can be used to transfer consumption from years in 

which export performance is above trend to years when it is below trend. 

Additionally, the availability of external finance may allow a debtor economy 

facing internal and external shocks to lengthen the adjustment, period and thereby 

to reduce the costs of adjustment. These concessions to broader practicalities bring 

McDonald to the conclusion (pp. 613-14) that -1 .; 

... once the role of external finance is expanded outside the investment role, 'the analysis becomes quite 

complex. While the additional considerations can be dealt with at a theoretical level, it is clearly very 

difficult, at a practical level, to judge the optimality of borrowing policies. It would involve detailed 

knowledge of both the parameters or the intcrtemporal utility function and the production technology 
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of thi economy, and information as to whether shocks are permanent or temporary and, if ten-porary, 

how long they will last. Indeed, the picture is even more complex in that the models that have been 

discussed present simplistic representations of the supply side or the international financial markets. 
Thus, it is not sufficient that the borrower views the policies as sustainable. As in any financial market 

situation, be it domestic or international, the lender must also view the policies to be sustainable ... 
Given all these considerations, there are, obviously, great difficulties in applying the theoretical 

principles ... to practical judgements or debt capacity. 

These difficulties in applying "growth-cum-debt approaches" to debt capacity 
lead McDonald logically to the second part of his survey where he considers the 

subject that is central to much of this present study, i. e., "indicator approaches" 

to identifying the circumstances in which countries have encountered debt 

problems in practice. It will be later argued that it is especially useful even in this 

'indicator' context to return to the broader implications of the role of foreign 

rcsources. 

5-4. RULES OF THUMB EVALUATIONS OF SUSTAINABLE DEBT 

Eaton and Taylor (1986) also discuss, amongst other topics, the unbounded 

debt/GDP form of insolvency found in a growth model with fixed savings and 

import ratios if the real interest rate exceeds the growth of output. They refer to 

aspects of the timing of the switch between Stage I and Il of the debt cycle so as 

to produce a constant debt to export ratio. They note (p. 218) that in adapting the 

Harrod-Domar modcl. to handlc fOrcign borrowing opportunitics 

... recent authors have focused on export growth as the determinant of output growth by limiting 

capital goods imports through the trade gap. The simple condition for solvency now can be taken as 

export growth rate > interest rate. In fact, if crcdit, )rs are willing to let debt grow faster than exports 

when the debt/export ratio is loW(which seems to be a common rule of thumb) then at steady state the' 

critical rate or interest will exceed export growth, by an amount depending on the lenders' desired 

debtlexportratio forthe borrowcr. '-', 'ýý,, 
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Johnson (1985) illustrates ways in which "key ratios" are used in practice by a 

bank to produce country "credit scores" and, in particular, how the results 

produced can be utiliscd to devise (p. 9) a"... kind of rule of thumb which [he 

considers] a lot of practising bankers would apply" to judge a country's solvency. 

It is worthwhile noting in the sovereign risk analysis contexts of this study, that 

he attempts to produce a more general framework for monitoring and assessing 

debtor countries' debt capacity. Thus, his "country credit scores" system aims at 

checking every aspect of a debtor's macroeconomic situation and its debt 

management policy. 

The system includes a "combination of judgmental and statistical indicators". 

The lOrmer is designed to assess qualitative asp&ts of a country's pciformancc, 

including its political situation, in a quantitative way by assigning numerical scores 

to them. The judgmental indicators are grouped into four categories. They are 

domestic economic policy, external economic policy, political characteristics, and 

political stability. In contrast, the "statistical" (i. e., economic) indicators focus on 

ten macroeconomic variables such as GNP per capita and the debt to GNP ratio, 

which can be found in many other creditworthiness evaluation systems. Each of 

these two sets of indicators are designed to have 100 points as maximum total 

scores. However, no attempt is made to explain where the scores come from. He 

only reports (p. 5) that "We distribute the weighting rather arbitrarily. " Where the 

empirical validities of these scorings come from is another matter. However, later 

on Johnson turns with some enthusiasm to his closing thoughts (p. 9) that there is 

an 

... enormous range of different debt: export ratios which countries have. Ultimately you are talking 

about countries individually and not about all developing countries. T'hercfore, you have to have a 

fairly detailed sophisticated model for each country, building in its own statistical peculiarities, but 

within a general framework which enables you to compare one country with another ... 

Another example of the application of rules of thumb to'judgC creditworthiness 
in terms of what is a "sustainable situation" can be seen in Congdon (1988). He 
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also fjcuscs on - the dcbt to cxport ratio in cvaluating a borrowing ountry's 

sustainable debt situation. Thus, it is argued (p. 108): 

Because of exchange controls, the currencies of developing countries are not fully convertible and, 

because of the past record or inflation and depreciation, they are not widely respected. Developing 

countries must therefore honour their external debts in terms or other nation's currencies. In practice, 

by far the most common currency is the dollar ... An implication would seem to be that [debtors'] ability 

to repay depends on their receipts of dollars and other hard currencies, which in turn depend on 

exports. A favourite yardstick of developing country creditworthincss is therefore the ratio of debt to 

exports. If the debt, 'export ratio is stable over time, the country concerned is deemed to be in a 

sustainable situation and its creditors can feel relaxed. 

And he continually points out a practical merit of using this ratio ýy saying that 

it has the virtue of being easy to relate to general economic trends ... [and is] 

standard and easy to estimate. " 

However, it should also be noted that Congdon acknowledges the change in the 

U. S. monetary control procedures and the associated increase in real interest rates, 

the oil price hikes, and falling primary commodity price in the late 1970s as the 

principal reasons for the mounting debt problems that finally, became 

unmanageable in 1982., They arc not directly linked to the ratio of debt to exports, 

which is suggested as a7rules of thumb criterion by him. These factors can be 

generally regarded as external shock variables. Moreover, as' he also admits 

117), the "debt/export ratios for most developing nations were no worse in 1980 

than a decade earlier. " In this respect, it seems therefore that too much trust in 

debt to export ratios may lead to the serious oversights on the parts of both 

creditors and debtors in-'monitoring and assessing the challenges coming from 

external and internal shocks, which has more important implications in debt 

management. ýuch a point can be also, found in a Congdon's similar view. (p., 130) 

that '. 'The mistake',, '... ', -is to, oV6rlook the domestic, consequences withip,, the, 
t. 71 

acveloping countries ot their impressive record on the external fron 
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5-5. SUMMARY 

This chapter switches the focus from the various and effective roles of foreign 

savings to the management of capital inflows in the form of loans in particular. 
The contractual obligations of debt servicing mean that the foreign exchange 
demands of cross-bordcr service payments on foreign loans create 
balance-of-payments obligations. This implies that debt management policies have 

to be considered part of a country's macroeconomic framework. 

Debt accumulation procedures are examined by way of the debt cycle based on 
foreign borrowing adaptations of the Harrod-Domar growth model. The focus is 

on explaining five hypothetical stages marking processes from a young debtor to a 

mature creditor. But it is also noted that there are limitations in the debt cycle 
hypothesis in practice. It neglects to emphasise conditions governing 

transformations between stages as well as the influence of much broader 

macroeconomic considerations beyond the simple relationship between exports and 
debt. 

In order to discuss sustainable debt situations and optimal further, relaxations 

of some of the rigid behavioural and institutional assumptions of the 

Harrod-Domar model are necessary. A convenient summary can be found in 

McDonald's (1982) survey of 'debt capacity' literature. Various studies underline 

other possible sources of debt problems. And, in particular, various noninvestmcnt 

motives for foreign loans such as smoothing consumption paths and slowing the 

pace of economic adjustments cause difficulties in judging borrowing policies at a 

practical level. This makes it clear that any easily applied rule for assessing debt 

capacity can be unrealistic in practice. 

Then, some rules of thumb ways to monitor and assess debt sustainability and 

thereby creditworthiness are illustrated. For managing the overall level of foreign 

borrowings and debt, many rules of thumb critcria-for instance, the control to 
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limit the total debt service ratio to some level-have been suggested. A owevcr, H 

such rules must be treated with caution. No simple rule is appropriate in all 

circumstances across countries and over time. 3 Although some countries show the 

same debt service ratio, their debt susta inabilities when difficulties arise are often 

markedly different. These differences depend upon a number of factors including, 

as Wynn (1989) illustrates (p. 198), "adequacy of foreign earnings, the size of 

foreign debt commitments, the amount of foreign exchange and gold reserves, and 

the further flexibilitics available. via reduced consumption and imports and more 

foreign borrowing. " 
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NOTES 

I. Mehran (1985) discusses this point extensively. 

2. See the IVDR(1985, p. 48) for details. 

3. Facing such difficulties in finding some rules of thumb ways in debt 
management, what remains to be important then would concern the issues 
regarding how best to evaluate debtor economics' dcbt-scrvicing capacity. 
Sharma (1989) also indicate this point by saying (p. 3) that " ... one must not 
forget that although there can be no hard-and-fast rule for 'optimal' 
indcbtncss, economist do love to make assessments. " 
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6-1. iNTRODUCTION 

Sovcrcign risk analysts aim at monitoring the cconomic and political 

environment of borrowing countries so as to produce their sovereign credit ratings 

which will help to decide the terms and allocations of sovereign loans. They have 

three broad analytical alternatives open to them in the first stage of this task. Two 

of these are the subject of the analytical methods reviewed in this chapter, namely, 

country reports and checklist procedures. 

The systems used for assessing sovereign risk in practice vary in approach and 

complexity from bank to bank. One aspect of this is that different techaiques arc 

used often in combination. These points are reviewed first with reference to the 

results of four major surveys of the risk assessment procedures used in practice. 

The surveys suggest that the various risk appraisal methods can be catcgorised 

largely into one of three types, i. e., country reports (or case studies), checklists, and 

statistical models. 

The last is the most quantitative and systematic of the three. On this account, 

it has attracted the most attention in the academic literature on the subject. 

However, according to the survey results it seems evident that banks have been 

reluctant to adopt statistical methods of analysis. This could imply that, on the 

one hand, the insights gained from statistical models may be less than impressive 

to practising assessors despite the theoretical attractions of these models and, on 

the other hand, the two other assessment methods may offer some uspftýl 

advantages not found in statistical models. It is therefore necessary to inquire if 

there are some lessons for statistical models in this. 
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6-2. SURVEYS OF PREFERRED PRACTICES 

6-2-1. MAJOR SURVEYS 

A useful initial reference point to discussions of alternative methods of sovereign 

risk analysis (SRA) can be found in four surveys of SRA procedures preferred in 

practice. These include the surveys published by Goodman (1977), Mathis and 

Maslin (1981), Burton and Inoue (19S3), and Heffernan (1986). They differ 

variously with regard to coverages and objectives of their inquires. 

On the first count, Goodman reports on a survey of country risk appraisal 

methods conducted by the Export-Import Bank (Exim-bank) of the United States. 

The survey covers 37 U. S. banks, including the twelve largest, and seventeen other 

banks selected to give the sample greater geographic diversity. It is reported that 

these banks account for almost 30 percent of the banking system's total assets and 

well over half of its international loans. Mathis and Maslin provide the results of 

a Robert Morris Associates' (RMA) survey aimed at investigating (p. 39) the 

link between the concept of exposure to country risk and bank management 

systems for controlling that exposure. " The coverage of the survey is the hundred 

largest U. S. banks. Of those banks, 70 return questionnaires. In view of the 

exclusively U. S. contexts of these earlier investigations a major innovation of the 

Burton and Inoue inquiry is that it aims to clarify the similarities and 

dissimilarities in country risk evaluation systems employed by U. S. and non-U. S. 

banks. Their findings are (p. 41-42) " ... deduced from correspondence and 

interviews with economists and loan officcrs of 25 international private sector 

banks supplemented by published accounts of North American methods. "" - Their 

sample covers banks variously based in the U. S. (I I banks), the United Kingdom 

(3), France (3), Switzerland (3), Canada (2), Japan (2), -and-, Gcrmany,, (I). 

Hcffcrnan's - (1986) survey also relates to the international banks of different 

countries, in this'casc, 122 institutions operating in London' in, August 1984. -, 11ý 
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includcs North American, European, Middle Eastern, Asian, and A-Ustralian 

banking institutions. She reports (p. 66) that "Of this group, 60 per cent ranked 

among the world's top hundred by size of deposits and/or capital base in the June 

1984 edition of The Banker. " 

In general terms these inquiries refer to three broad headings: (1) organisational 

arrangements (such as who actually prepares SRA in each bank and how 

frequently the analysis is updated); (2) the structure and techniques of the SRA 

system used; and (3) the way in which SRA results are used to determine. loan 

policies, such as country exposure limits. Attention here is focused on the second 

of these headings but it would be instructive to note also findings as to the 

procedures used to evaluate the results of predictions from SRA. It is no doubt 

surprising given the expense and the importance attached to SRA that only one 
bank in the Exim-bank survey acknowledged testing the results from its country 

evaluation system against past experience. In this respect, the Exim-bank survey 
(1976) notes (p. 17) that 

Testing -)f this sort is relatively simple; prior conclusions concerning spccific countries reached usin-, the 

evaluation system are compared to the country's subse'quent record in paying its debts. Despite the 

insight that this exercise could provide, most banks surveyed either explicitly or more implicitly decided 

not to do it. This pervasive reluctance to test the accuracy of past country evaluations is one or the 

survey's important findings. 

In contrast, Heffernan reports (p. 72) that " ... II per cent of the respondents 

admitted that they did not compare their country risk evaluation system in its ex 

post performance. " 

The evidence of increasing sophistication in SRA procedures is also regarded 

as one of the few, patterns common to the results from these surveys. I Although 

none of the studies comes up with any clear indications of the relationships 
between size and type of 6ank and various practices reviewed under the three 

headings listed above, it does seem that there has been a more to'devclop' - more 

systematic procedures. As Burton and Inoue note, the trend, generally, has been 
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towaris greatcr claboration by a progrcssion from non-systcmatic to sýstcmatic, 

subjective to objective, and qualitative to quantitative methods. At this point, 

Heffernan reports (p. 72) that 

Compared to earlier surveys, it appears that the international batiks have become more systematic in 

their approach to country risk assessment, with 93 per cent of the sample reporting the use of in-house 

economists for this purpose and just under one-quarter of the participants relying on sophisticated 

quantitative techniques to evaluate risk. 

6-2-2. PRACTICAL USE OF RISK ASSESSMENT PROCEDURES 

Ti, c Exim-bank survey identifies five types of country evaluation in use in 

practice. They arc labelled as being fully qualitative (11 per cent'), structured 

qualitative (62 per cent), checklist (11 per cent), quantitative (2 per cent), and 

finally no system at all (14 per cent). These may be described briefly in the 

following terms. First, the "no system" banks have no systematic procedures for 

evaluating country creditworthiness. Country risk evaluation is performed only on 

an ad hoe basis when reviewing individual credit applications. Thus, compilation 

and evaluation of data is done on an irregular basis so that there appears no 

standard format for conducting and presenting the findings of country surveys. 

Second, the "fully qualitatýve system" is based on a qualitative report evaluating 

a country's economic, political, and social conditions and prospects. These reports, 

however, follow no standardised format and, as a result, vary in depth and scope 

from country to country. Third, the "structured qualitative system" is based on a 

standardised country evaluation report together with economic statistics that may 

vary somewhat among countries and over time. It is different from the "fully 

qualitative system" in facilitating cross-country comparisons by providing a 

summarised country evaluation in the form of a single rating. , Fourth, the 

"checklist system" aims at scoring each country's performance with respect to 

various indicators or-,, variables. The individual score on each indicator is 

aggregated into a summary score for a country's overall evaluation. 
-, 

Fifth, the 
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64quarýitative system" adopts standard econometric and statistical tests in choosing 

variables and selecting the weights applied to these variables. The following 

surveys essentially followed this categorisation in referring to much the same types 

of risk evaluation systems as in the Exim-bank survey. 

Many banks arc reported to use the fully qualitative methods in the RMA 

survey. It actually reveals that at least a third of the banks rely only on fully 

qualitative results or on the subjective judgements of the loan officer. However, 

most respondents from the larger, more internationally orientated banks arc found 

to employ a structural qualitative approach, consisting of a standardised format 

of analysis covering both domestic and external factors as well as political analysis. 

And about ten per cent of the respondents use the checklists. Many banks 

indicate, however, that they use a combination of procedures. 

In reporting the findings of their survcy of SRA methods, Burton and Inoue 

(1983) note that most banks investigate country risk systematically by 

combinations of qualitative and quantitative methods, but some non-U. S. banks 

do not have a formal evaluation system, relying instead on "hunch, guesswork and 

rule of thumb". Furthermore, even banks which have somewhat sophisticated 

econometric models compensate for their inherent defects (e. g., a disregard for 

political instability variables which arc difficult to quantify) by a qualitative 

modification to empirical results. The relatively more recent surveys show, 

however, that banks have adopted more sophisticated methods as time has gone 

by. Thus, Heffernan (1986) reports (pp. 67-68) that 

... all of the respondent banks indicated that they use one or more of the 'systematic' approaches to 

country risk, that is, they use something other than an ad hoe method in assessing the creditworthiness 

of a country. This suggests a greater degree of sophistication than that found in - earlier surveys. 

Especially, it is found that 22 pc , ý'ccnt of the respondent banks make some use of 

statistical models. ' 
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Bot'a the Burton and Inoue (1983) and Heffernan (1986) surveys coasider at 

some length the variables consulted in risk analysis. There is some doubt as to the 

analytical contexts involved, but presumably their discussions are not confined to 

checklists even if nothing is said to this effect. Thus, while it may be surprising 

that any and all relevant variables should not be consulted in preparing country 

reports in general, there might be some point perhaps in seeing if the selection of 

variables considered to be relevant is similar among the banks. 

Heffernan is somewhat more explicit about the context of her assessment of the 

importance of economic indicators. In her survey, she asks the banks to list the five 

economic indicators perceived by them to be the most important in an assessment 

of country risk and to rank these indicators. According to characteristics of the 

variables identified by the respondents, the author catcgorises all of the variables 
into four groups. These groups are (1) foreign trade indicators, (2) variables 

related to the external debt position, (3) domestic economy indicators, and (4) 

others. The results are reported (p. 69) as showing that "The highest concentration 

of variables (38 per cent) could be classified in the foreign trade category, followed 

by the external debt category (29 per cent) and domestic economy indicators (25 

per cent). " So far as individual variables are concerned, some measure of a 

"current account and balance of payments" is listed as the most commonly cited: 

by 87 per cent of the survey banks. The next is the debt-service ratio with a 52 

per cent citation rate. However, Heffernan admits (p. 69) that there was a 

considerable variety among the specific variables mentioned, which suggest that 

there may be a highly subjective component in country risk assessment. " 

The earlier Burton and Inoue report notes that indicators such as GDP or GNP 

per capita (or their growth rates), the inflation rate, the domestic savings ratio, and 

foreign exchange related variables are relied on most frequently. Particularly, 

regarding the debt-related variables, the authors seems to be surprised to find that 

they are cited frequently despite some problems with these variables with respect 

to a publication delays and measurement difficulties. They observe- (p. 43) that 
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The majority of banks take a country's external debt situation into account, but the variaHes they 

consider to be important range from dcbt outstanding, 'cx ports, debt outstandingiGNP and dcbt 

outstanding/foreign exchange reservcs. The absence of a clear-cut measure is a consequence of the 

ambiguous foundation of debt-related indicators, a practical handicap arising from a two to thrce-year 

time-lag before external debt statistics are made available, and the narrow Statistical base which usually 

excludes non-guarantecd private borrowings and short-term debt. Although many banks are critical 

of the usefulness of the debt-scrvice ratio, ironically, this is one or the commonest variables in use. 

And as far as socio-political variables are concerned, while it is substantially 

difficult to quantify them,, Burton and Inoue arc of the opinion that their 

importance to sovereign risk assessment can not be overlooked. Thus, they say (p. 

43): 

Political risk analysis is, perhaps, one of the least satisfactory and under-dcvcloped aspects of country 

risk evaluation. All banks, more or less, consider the socio-political circumstances facing countries 

with the main emphasis placed on the quality of the policy makers, evidence of internal stability, 

relationships with neighbouring countries and, in some cases, the diplomatic relationship of the debtor 

country with the lending bank's government. 

Similarly Heffernan further finds (p. 72) that 

The banks were in greater agreement when it came to the identification of the socio-political Lidicators 

important in country risk analysis ... [and the] weight the banks attach to these factors is surprising given 

the predominance of economic factors when one attempts to explain current sovereign loan difficultics. 

Heffernan also relates evidence of an increasing tendency to increase the relative 

importance of socio-political factors in country risk evaluation compared with that 

of economic factors by saying (p. 71) that " ... it appears that, since the Burton and 

Inoue survey, the banks have shifted to a more equal weighting of the two 

factors. " 
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6-3. COUNTRY REPORTS 

6-3-1. FULLY AND STRUCTURED QUALITATIVE SYSTEMS 

As noted already, the Exim-bank survey (1976) divides systems of country risk 

appraisal in use into five types. Among them the "fully qualitative" and 
"structured qualitative" systems can be considered to be within the category of 

country reports. First, in the case of the fully qualitative system, emphasis is 

placed on a qualitative report cvaluatiag a country's economic, political, and social 

situations and prospects. Thus, it has no standardised structure and format, rather 

varyiag among countries over time while its evaluation procedure is Subjective. 
The rationale for the fully qualitative approach is that it has the flexibility to be 

able to focus on a country's unique aspects and its most pressing current problems. 
And this system might be justified by the view that every country's economic, 

political, social, and cultural conditions and prospects are different from each other 

so that it is nearly impossible to make comparisons across countries uniformly. 
At the same time, however, such an abandoning of any attempt at cross-country 

comparisons is regarded as its most serious disadvantage. As a result cross-country 

comparisons become difficult. Moreover, the evaluations tend to be retrospective 

rather than prospective on the grounds that they focus on describing past and 

current situations and they suggest hardly any structural mechanism to foresee the 

further situation. Thus, few banks rely exclusively on this system according to the 

results of major surveys. In this respect, the Exim-bank survey points out that it 

could be an intermediate stage in changing analytical evaluation procedures by 

stating as follows (p. 10): 

Whether or not a bank uses a fully qualitative system does not appear to be relattA to the institution's 

overall size and foreign lending, the breadth of its international communications network, or the 

procedural format used in country evaluation. It does appear, however, that the four banks that use 

a fully qualitative system are just beginning to use country evaluation systems even though three of these 

banks have considerable experience in foreign lending. The fully qualitative system may simply be an 
intermediate stage as the bank seeks to develop a more structured system suitable to its needs. 
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Goý, dman (1977) reports that eleven per cent of the Exim-bank survey's 

responderit banks use the fully qualitative approach in preparing country reports 

based on largely subjective evaluations. In the case of the RMA survey, Mathis 

and Maslin (1981) find that at least a third of the banks rely on fully qualitative 

systems. But Heffernan (1986) does not show clear percentage of those banks that 

use a fully qualitative system for country risk evaluation. 

Second, while a qualitative system has no structure and format in principle, the 

structured qualitative system produces a country report that follows, more or less, 

a standardiscd format and which generally includes some economic statistics. 

Thus. the structured qualitative approach can better facilitate croý, s-country 

comparisons. Moreover, the inclusion of economic data helps to provide a basis 

for dcriving a single summary statistic and allows future trends to be projected, 

thereby reducing the retrospective inclinations of these kinds of report. Although 

the structured qualitative approach often surnmarises the country evaluation in a 

single rating, it can be differentiated from checklist systems principally in that the 

presentation of qualitative information does not extend to a selection and scoring 

of indicators. 

Of the participants in the Exim-bank survey, 62 per cent are to follow a 

structured qualitative system. Although Mathis and Maslin (1981) do not give a 

figure, they find that "most" large banks rely on a structural qualitative approach. 

However, there has been a tendency for the proportion of banks using the 

structured qualitative system to decrease as more sophisticated methods are 

adopted. According to Heffernan's (1986) survey, it is reported that 22 per cent 

of the respondent banks make use of "standardized country spread sheets", which 

can be inferred to be, a reference to, the the structured qualitatiye 
_system. 

3 
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6-3-2. THE WIDE RANGES OF INFORMATION IN COUNTRY REPOr%, TS 

A risk assessment system is an information system, and in general terms such 
information system intends to deal with a relatively straightforward process. The 

organisation in question has a problem, or a question that it wishes to pose. An 

informational system is then designed so as to bring together and assess the 

information which answers the question or deals with the problem. This 

information is then disseminated within the organisation so that those faced with 

the problem may more efficiently find the solution. 

The question which a banker wishes to address is whether the country will be 

able nd willing to repay a debt. Country appraisal requires a report by the banks 

on the implications of a borrowing countrý-'s general political and economic 

situation for its ability and willingness to obey contractual debt obligations. Such 

a notion of sovereign risk may lead to a methodology that is both wide raging and 

complicated. A bank may have to include all potential significant, risks in doing 

its country assessments, and not simply confine itself to those which have appeared 
in the past or in other countries or for other banks. In integrating all available 

relevant information, a country report can provide a useful frame of reference. 
This point is also noted by Friedman (1983). He explains (pp. 214-15) that 

Of all country risk evaluation sy stems, the integrated and comprehensive approach is highly regarded 

as the most reliable. it aims to be comprehensive enough to cover all significant idcntirtabic risk factors, 

and integrated enough to reach conclusion0 

Thus, the major role of the country report may be expected to take into account 

as many relcvant risk factors as possiblc so as to providc a comprchcnsivc vicw of 

what a bank has to know about a country. 

As notcd carlicr, cvaluating a country's cconomic managcmcnt is a crucial part 

of SRA. An analysis of a widc rangc of qualitativc and quantitativc indicators is 

required to reach valid conclusions about a country's economic management and 
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outlook. In particular, the need to judge economic management becomes 

important in trying to trace the background to an external payments crisis in terms 

of the effects of persistent inflation, overvalued exchange rates, inadequate 

reserves, and a history of unsuccessful monetary and fiscal policies. 

Unquantifiable political and social variables affecting economic management 

policies may also be relevant. In that case, qualitative country reports can be of 

benef it to risk assessors. ' 

Balancc-of-payment management requires special investigation for the reason 

already reviewed. It is partly also because, as Friedman (1983) notes (P. 221)? 

"balance of payments management is one area in which it is relatively easy to 

dcrnoastrate the quality of national governmentS' macroeconomic management, 

particularly as it impinges on servicing external debt. " He goes on to suggest that 

an "integrated and comprehcnsivc assessment method" should have three distinct 

"layers" of analysis: (1) "anticipation of balance of payments difficulties"; (2) 

"governmental responses to such difficultics"; and (3) "the outlook for other 

risks" .6 Such assessments arc seen to be made up of both quantitative elements 

and qualitative information from relevant sources both in the field and at 

headquarters, the analysis of data, the application of the experience and 

accumulated knowledge of bank officers, and the formulation of country 

conclusions following integrated and comprehensive analysis (i. e., in terms of a 

qualitative country report) which is said to produce "the ffiost reliable" kinds of 

results. 

With regard to practical utilisations of the country report, Heffernan (1986) 

presents a "typical" type of spread sheet on the basis of what is " ... currently being 

employed by a London-based international bank involved in sovereign lending., " 

She divides the kind of individual components included in the typical country 

spread sheet into three, subsections. These cover domestic - policies, external 

conditions, and cxtcrnal dcbt. The first subscction includcs six variabIcs, i. e., rcal 
GDP growth rate, GDP per capita, share of investment in national income, 
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consuraer price index, fiscal deficit as a percentage of GNP, and unemployment 

rates. The second one incorporates a measure of economic openness, volume 

indices for exports and imports, terms of trade, current and capital account 

balances, and the exchange rate. The third consists of a growth rate for external 

public debt, percentage change in terms of trade, percentage change in LIBOR 

(London Interbank Offered Rate), the portion of debt subject to variable interest 

rates, an indicator of world liquidity, and dcbt-related ratios such as the debt 

service ratio. 

Illustrations of the usc madc of obscrvations on thcsc variabIcs includc the 

state-ncnt (p. 141) in relation to the first subsection that "Counl-ries with 

traditionally high fiscal deficits as a pcrccntag(- of GNP and or unacceptably high 

inflation rates provide important signals to the potential lendcr. " However, it is 

interesting at the same time to note that there are limitations. in deciding what it 

is exactly that constitutes "high fiscal deficits as a percentage of GNP" and 

"unacceptably high inflation rates". Similarly, problems of interpretation occur in 

analysing the second part of spreadsheet, where we are told an analyst would 

concentrate on the vulnerability of the economy to random shocks. " Again it might 

be asked what is meant by 'vulnerability' and 'random shock'. These arc issues 

which are closely linked to what was noted in the earlier definitions section 

concerning broader macroeconomic contexts of sovereign risk and the importance 

of uncertain events in understanding sovereign risk. In the final part of the styliscd 

report format, Heffernan reviews long-term and short-term aspects of 

creditworthiness, focusing on the implications of'thc kind of information provided 

by the spread sheet. Again' so far as this study is concerned, it is argued that there 

should be little doubt in', this that what is important is an assessment of the 

sustainability of a borrowing 'country's current policies and performance. 
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6-4. CHECKLIST PROCEDURES 

6-4-1. FACILITATION OF CROSS-COUNTRY COMPARISONS 

The checklist system is a technique that aims at summarising -a country's overall 

performance into a single letter or number rating. Once the 'list' itself is decided, 

the indicators can be scored, usually simply with reference to country rankings. 
In the case of qualitative variables, this necessarily involves subjective judgement. 

The score for each indicator caiq then be aggregated into a summary score for each 

country. It is of course possible to vary the influence that each component variable 
has nn the final score by assigning different weights to each indicator. This is 

described by Goodman (1977) as the weighted checklist approach. By contrast, 

an unweighted checklist avoids any consideration of how such ref"inements are to 

be decided in practice. 

A chccklist score has of course potentially a major advantage in cross-country 

comparisons over what can be achic%, cd using the country reports. Additionally, 

Wynn (1989), argues (P. 194) that checklist results represent something more 

than a set of abbreviated, and rationaliscd country reports since comparatives arc 

pivotal to the analysis itself in placing different aspects of a country's situation, 

policies and performance on a common footing. " In particular, the resulting scores 

could be tested statistically against actual repayment experience. Although this 

would provide a means of investigating wcakness in such analysis, the literature 

has nothing to say about any such tests being undertaken by practising country 

assessors. 

6-4-2. PROCEDURES IN THE CHECKLIST SYSTEMSý 

The checklist pr, ocedurc''can besubdividcd into four parts. They incorporate the 

selection of indicators to cyaluate a country's situation, their quantification, the 
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scorin,,, of those quantifications through inter-country comparisons, and the 

aggregation of scores into an overall country rating. First, with regard to the choice 

of indicators, the literature has nothing to say about any formal theoretical 0 
underpinnings. 8 Only some broad principles in selecting indicators have been 

suggested. To begin with there is the question of comparability among sample 

countries. Thus, identical and reliable data sources are indispensable. In this 

sense, Thornbladc (1978) asserts (p. 74) indicators in a checklist system should be 

" ... derived from standard international sources ... [so that] banks who do not have 

a network of international offices ... must rely on a few international data sources 

(IMF, World Bank, OECD, and so on). " Consistent and standard measurement 

and definitions of variables from country to country and timeliness of data arc also 

consi'cred to be important criteria in determining what variables , rc to be 

included in checklists. Government deficits ate a particularly notorious examples 

in these respects. Debt-related variables are similarly regarded as being 

"potentially unreliable" by Thompson (198 1). He notes (p. 189) in particular that 

A word of caution about all debt figures is in order. Some countries give full data on their own ext: rnal 

debt but debt indicators tend to be among the least easily available, the least reliable, and the most 

outdated of all published data ... in constructing a country evaluation system, it is preferable to use data 

on macro-cconomic performance which give a correct signal as to the health of the economy, rather 

than potentially unreliable data on debt. 

Different assessors have different ideas on whether, and if so, how, checklist 

variables should be classified. One popular diversion seems to be between 

short-term financial conditions and rather longer-tcrm potential economic 

performance. Thornblade, for instance, classifies indicators into three categories 

in writing (p. 75): 

The checklist indirectly 'measures the history of a country's productivity With the variables falling into 

three groups: measures of level of 
I 
development, rate of development, and net international liquidity (the 

tendency to live below the bound of external resources). Generally, a high level of development implies 
,-, I- .ý- -''- I. " ", --, ý TT' II 

past success in increasing produýctivity. ' This means that the economy is probably diversirted and the 

management and education level fairly sophisticated. A high rate of recent economic growth suggests 
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currf nt success in allocating external borrowing for productive purposes. A relatively high lev-. 1 of net 

international liquidity indicates that the country is already competitive in the world economy; it may 

also suggest that loans flow into the country in such volume and on such terms Oongcr maturity, lower 

interest rates that the country readily mects its import needs. 

In the case of Thompson, he uses two categories of indicators (i. e., "liquidity", and 

"structural" indicators) to produce two checklist scores, while he rcfers to as 

indices. The rationale for this is argued as follows (p. 185): 

The indices are designed to answer two fundamental questions. 1. Are the country's liquid assets 

sufficient to cover its immediate needs? and 2. Is the economy sound, well-managed, and capable of 

generating external revenue in the future? Accordingly, two indices are constructed for each country: 

A fiquidity index which measures the adequacy of the country's international assets to mect; ts current 

international obligations, principally to pay for imports and to service international debt, and a 

structural index which tests for the underlying soundness or the economy ... The liquidity index is 

relatively simple to construct since it involves matching a country's current foreign exchange income 

or assets to its obligations ... [I lowevcr. 1 The structural index is intended to point up more fundamental 

problems in the economy and the likelihood of future payments problems, and hence the conceptual 

underpinnings of the structural index needs elaboration. 

As far as socio-political variables are concerned, Thornblade and Thompson 

omit them altogether in their cheWists. As a reason for this, the former reports 

(p. 74) that " ... the checklist is intended only as a complement to the country 

essay, in which the-arca officer assesses political factors ... that could significantly 

alter the performance reflected in the country ranking. " The latter suggests 

non-quantifiability as a major reason for excluding them with the statement (p. 

189) that "Political or social variables arc missing not because such factors are 

unimportant but because they are not quantifiable and can be obtained only 

through detailed country analysis. " However, Merrill (1982) deliberately 

underlines the inclusion of socio-political indicators in the "questionnaire" system 

used by his bank in noting (p. 89) that "Quantification of social and political 

factors is an important part of the questionnaire, with 40 questions comprising 35 

percent of the total risk scorc. " 
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As far as indicators included in checklist systems are concerned, as , uggcstcd 

above, their number, range, grouping, definition and measurement vary depending 

on assessor procedures. A broader appreciation can be gained, however, from the 

Exim-bank survey's (1976) compilation of checklist indicators. This can be further 

augmented by a tabular review of quantitative indicators set out in a Group for 

Thirty (1982) report particularly in the emphasis given to social and political 

variables. A compilations is presented in Table 6-1. 
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Tabla 6-1 MAJOR INDICATORS INCLUDED IN CHECKLISTS 

I. Variables Relating to the Internal Economy 

a. GNP/GDP 
b. GNP/GDP Per Capita 
c. Real GNP Growth 
d. Growth Rate of Per Capita Income 
e. Inflation Rate 
f. Investment to Income Ratio 
g. Money Supply Growth 
h. Domestic Credit Growth 
i. Government's Net Budget Position 
j. Income Growth to Fixed Capital Formation Ratio 

II. Variables Relating to the External Economy 

a. Exports and Export Growth 
b. Imports and Import-Growth 
C. Share of Leading Non-Oil Export in Total Exports Rev--nues 
d. Share of Trade in GDP 
e. Trade and Current Account Balances 
f. International Reserves and Overall Balance 
g. International Reserves to Imports Ratio 
h. Debt Service Ratio 
i. Total External Debt 
j. Principal Payment to Total External 

III. Social and Political Variables 

a. Political Stability 
b. International Banking Division's Region Rating 
C. Past Trend in Unemployment 
d. Philosophy and Policies of ruling group 
e. Ability of Government Officers 
f. Flexibility of the Political System 
g. Religious Problems 
h. Opposition Groups 
i. Wealth Disparity 

Note: Indicators are mainly referred to Exim-bank (1976), Blask (1978), 
Nagy (1978,79), and Group of Thirty (1982). 

Second, a principal issue to be considered in quantifying selected indicators 

would be how to deal with country differences in terms of size, economic structure, 

level of development, and so on. This raises the subject of the scaling of variables 

in order to be able, to compare like with like. Thornblade, (1978) notes, this by 

saying (p. 74) that 
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... &a emphasis in [their] work on country ranking has been on analytical, rather than allsolute, 

variablcs ... the variables that are selected are corrected for size. Ilius, the checklist is composed of 

variables like reserves relative to imports, INIF credit usage relative to fund quota, and so on. 

However, Wynn (1987) argues (p. 5) that "The results inevitably reflect 

compromise and ambiguity in the choice of scaling factors, the mixing of stocks 

and flows in various ratios and the choice of time spans in measuring rclativc rates 

of change. " However, the checklist can offer rather more flcxibilities to monitor a 

country's specific circumstances through the various quantifying ways of them. 

For example, Thompson (1981) introduces multiple measures of inflation and the 

growth of money in terms of different time spans. So it is that Wynn notes (p. 5) 

the major advantage of checklists remains the latitude in the number of 

indicators that can be accommodated overall so that there is not the same 

obligation to load all qualificat. ions into one or two expressions of a concept. " 

Last, the results for the scoring of variables need to be aggregated to produce 

an overall score. The alternatives can be differentiated largely according to 

whether a weighting system is introduced or not. As an example of an unwcightcd 

system, Thornblade (1978) writes (p. 79): 

To derive an overall ranking, a country is rated according to its rank on each variable, from I to, n, 

'n' being the total number of countries. The rankings on each variable are then added together for a 

total score which determines the overall position for each country. Each variable in the above list is 

given equal weight in arriving at the total. 

In contrast, Thompson (1981) adopts a weighted checklist approach. He explains 

(p. 185) this procedure as follows: 

In order to obtain a distribution of country scores corresponding to perrormancc, the data on country 

performance for each variable are arranged in numerical order for all countries L. the sample group 

... Scores are assigned based upon the country's score relative to other countries. To take a simple 

example, it may be decided to assign a weight of 5 for the increase in consumer prices in the most recent 

year. Inflation rates of countries in the sample are arranged from the highest to the lowest and scores 

are assigned on the basis of where any inflation rate falls in comparison to the inflation rates of all 

countries. For instance, an inflation rate of 5 to 7% may yield a score of 60, while a rate of 2 to 4.9% 
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yiel"S 80 ... The score of the variable is then multiplied by the weigh assigned that variable. "'be final 

index number for a country is then the sum of all its weighted scores. 

Similarly Merrill (1982) reports that his bank also follows the weighted checklist 

approach with reference to its country risk "questionnaire" system., He notes (p. 

89) that "Most questions must be answered on a scale from one to seven and have 

predetermined fixcd weights which establish their importance to the total risk 

score. " 

Howcver, since the scoring and aggregations of checklists involve subjective 

judgement, the results need to be treated with care. Thus, it may be inappropriate 

to rely on only this system alone. A number of authors have therefore argued that 

checklists should serve primarily as a screening device in staged processes of 

country evaluation. For example, Thornblade asserts (pp. 79-80) that 

... a checklist is only a first step in assessing country risk. Why undertake an intercountry comparison 

of selected data at all? We have found that a country comparison which is relatively free of subjective 

input stimulates a more incisive debate about country risk and international lending priorities ... [Thus, J 

In order to get an increase in lending for a country which ranks low, the area officer would have to 

develop a special study, using the checklist variables as part of the framework for discussion. 

And Thompson is also of the opinion that checklists are useful as a screening 

device, giving a concise picture of the current status of a country and its progress 

over time. Similarly, Merrill reports that his bank utilises a checklist as just one 

of a number of country risk evaluation techniques. 

- 121- 



CIIA PTER 6 

NOTES 

1. The figures in parenthesis refer to the percentages of banks reporting as using 
each system. 

2. With regard to this result, Heffernan (1986) argues that it is a relatively high 
percentage when compared with the Goodman (1977) paper, where only one 
of the 37 banks could be placed in this category. In the results presented by 
Mathis and Mastin (1981), no bank was reported to be following the fifth, 
'other quantitative', approach listed by the Exim-bank survey. 

3. Heffernan's (1986) classification of the alternative systematic methods for 
evaluating country risk (p. 68; Table 2.7) mixes up descriptions of what is done 
with who does it (i. e., a bank or some outside agency). Thus it is somewhat 
difficult to compare the reports of Heffernan directly with those of Exim-bank 
survey (1976). However, there might be no great problem in equating the 
"standardized country spread sheets" of Heffernan to the "structured 
qualitative system" of Goodman. 

4. Friedman (1983) categorises the country evaluation systems commonly used 
by commercial banks under three heads. These are the "Delphi approach", the 
"quantitative and econometric method", and the "integrated and 
comprehensive method". 

5. Applications of a wide-ranging and structured assessment format in the style 
of country reports can be seen in Hodd (1991). 

6. Friedman (1983) goes even further by saying (p. 216) that "It cannot be 
overemphasized that many country risks exist in addition to the transfer 
problem and that country risk analysis must go far beyond 
balancc-of-payments analysis. " 

7. See Heffernan (1986) Figure 4.1 (A typical country spread shect), pp. 128-29. 

8. Wynn (1987) points out similarities and differences between checklists and 
statistical models with reference to indicator selections by saying (pp. 3-4) that 
64 ... neither relies on formal theoretical underpinnings, of the kind found, for 
example, in what growth theory has to say about sustainable or optimal 
accumulations of foreign debt ... The effects arc much the same too in terms 
of a limited consensus between studies as to what should not be included ... There are differences, however, in both style and scope. Each has its facilities 
and drawbacks. Statistical models are restricted by the available degrees of 
freedom and other data related problems and yet have the benefit of formal 
tests of data consistencies; checklists are without the latter but, subject to this 
qualification, clearly offer more freedom in the number of indicators that can 
contribute to an evaluation. " 

9. In practice, his bank is reported as using all kinds of country risk assessment 
methods, ranging,, from "country studies or, reports" to "checkdists"-, -, to. 
"questionnaires or scoring systems" to "econometrics". ("Questionnaires"" are 
said to consist of 74 questions for every country, covering domestic-: and 
international economics as well as political and social factors. ) 
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7-1. INTRODUCTION 

Statistical methods of analysis potentially represent the most objective and 

sophisticated means of quantifying sovereign credit ratings. In particular, they 

offer the best response to most of the drawbacks encountered in country reports 

and checklists. These include, notably, inadequacies in weighing the relative credit 

ratings of different countries in the case of country reports and the need for 

personal judgement in designing and operating checklist systems. 

There arc three aspects to the application of statistical methods. These concern 

the ways in which variables thought to be worth looking at are related by an 

equation to observed debt problems, the evidence and the procedures which are 

used to estimate the parameters of any such model, and the criteria used to judge 

how well the resulting credit ratings are a guide to what happens in the future. 

Answers are required to four questions so far as the first (specification) issue is 

concerned. These variously relate to the mathematical form of the model, the 

quantification of the dependent variable, the rationalisations of explanatory 

variable selections, and the lags used to rclate these to observed debt problems. 

Next, there arc two major issues in estimating parameters: how to select an 

appropriate sample, and how to deal with problems such as mu ticol linearity and 

scrial correlation. Last, there is the question in judging forecast performance of 

how best to weigh credit ratings against observed debt problem realisations. 

This chapter rcvicws these features with reference to ten major studies published 

between 1971 and 1985. They include work reported by: Frank and Cline (1971), 

Feder and Just (1977), Mayo and Barrett (1978), Sargen (1977), Saini and Bates 

(1978), Feder, Just and Ross (1981), Cline (1984), Kharas (1984), Taffler. and. 

Abassi (1984), -and McFadden et. al (1985). A table summa rising - tfieý_ ciýential 

features of the "models and results found in these studies is presented in'the last,, '-, 

section. 
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7-2. DEPENDENT VARIABLE QUANTIFICATIONS 

7-2-1. INTRODUCTION 

Statistical approaches to sovereign risk analysis focus attention on empirical 

means of selecting economic indicators that are considered to reflect a debtor 

country's potential dcbt-servicing difficulties. In such studies, rescheduling events 

havc been most widely used as a principal evidence of debt problems in the past. 

The binary nature of this variable (i. e., whether a country is involved in 

rescheduling or not) makes researchers depend on other less familiar techniques 

(e. g.. discriminant and logit analyses) rather than conventional regression 

methodology. In addition, it should be noted that use of binary-valucd 

reschedulings as a means of quantifying dependent variable raises a number of 

questions, especially those associated with the representation of varying degrees of 
debt-servicing difficulties. 

This last issue concerns first the fundamental question as to whether 

rcschedulings alone should be relied on as the only evidence of debt-servicing 

difficultics. In particular, it could be argued that debt rcschedulings often might 

be the end result of a culmination of what may be long-standing debt-servicing 

problems. Second, the scope of the dependent variable can be seen to be somewhat 

ambiguous, particularly when it comes to the treatment of 'multiple reschcdulings' 

and 'voluntary rcschedulings'. These issues are dealt with in the following sections. 

7-2-2. RESCHEDULING AS AN EVIDENCE OF DEBT PROBLEM 

In practice, starting with the pioneering work of Frank and Cline (1971), most 

statistical sovereign risk assessment models have focused on the 'circumstances- 

surrounding , past - debt-servicing difficulties of developing ., countrics. _, 'ý`- The 

quantification of such difficulties therefore assumes a crucial role in cstimating, a' 
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statist-loal model. But complications arise in that there are no unambiguous 

observable economic indicators defining debt-scrvicing difficulties. Frank and 

Cline confine their interest to debt rescheduling. Since then the issue of how to 

quantify the dependent variable has been simply discussed with reference to binary 

'0' or 'I' allocations. 

From the point of lenders' perceptions, the main concern is the risk of a debtor's 

inability or unwillingness to honour future payments of interest charges and 

amortisation. Events such as 'default' or 'repudiation' will rarely be of concern in 

dcf"ining the dependent variable in contrast to other events such as rescheduling. 

Thus, as Eton and Gcrsovitz (1981) point out, a loan is not-legally in default until 

the Icndcr declares that the borrower has failed to honour the terms ot the loan. 

In practice, default cases have been rare (e. g., Cuba in 1961) with respect to 

sovereign loans in the post-World War 11 period. And it should be noted that the 

occurrence of default or rescheduling does not generally imply repudiation of the 

loan agreement. Repudiation usually tends to follow major political disruptions 

and a decision to withdraw from international capital markets and the 

commitments of previous regimes rather than the dictates of strictly economic 

motivations. One major factor discouraging direct repudiation is that debtors may 

well face retaliation from world financial markets. Creditors prefer rescheduling 

procedures in order to avoid a complete halt in the flow of debt-servicing 

payments. Much the same is true of those circumstances in which debtor countries 

experiencing debt-scrvicing difficulties may not actually reach the stage of a formal 

rescheduling. Instead, they could go into arrears for a time which is then often 

followed by a re-establishment of the payment terms of any previous agreement. 

The main aim of a rescheduling is therefore to provide a means by which creditors 

and debtors can reach a cooperative solution to their differences. 

4 

The convenience of the facility offered by reschedulings means - that-, many 

authors proceed without further' consideration of a basic framework. ", '. However, 

whethcr this is an assumption that can bc acccptcd without rcfcrcncc to crnpirical 
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evidence is probably worth questioning. But it has to be admitted tilat such 

authors keep the best of company since even Kharas' (1984) theoretical framework 

for evaluating a debtor country's debt-servicing capacity is tested simply with 

reference to observed rcschcdulings. 

There arc instances in the literature where other events, notably involuntary 

arrears, i. e., explicit balance-of-paymcnts difficulties, are also considered to be 

evidence of debt-servicing problems. For example, Feder and Just (1977) use the 

cases of arrears in public or publicly guaranteed payments as additional 
information in quantifying the dependent variables. In practice, they consider that 

a debt-servicing problem is deemed to have occurred in any year in which 

significant arrears occur. The point could be cxtCnded to other alternative means 

to avoiding a formal rescheduling agreement, which are available both to debtor 

countries and creditors. These include a greater reliance on short-term borrowing. 

While such arrangements may be counted a 'success', they could just as much be 

regarded as a 'ncar-rescheduling' that could easily have turned into a formal 

rescheduling. Thus, the treatment of the dependent variable depends to some 

extent on the purposes to be served by the model. In this respect, one point to be 

worth mentioning is that the identification of the early stages of debt problems 

could greatly facilitate the development of the 'early warning' properties of 

statistical model. 

Generally speaking, an exclusive reliance on rescheduling events as representing 
dcbt-scrvicing difficulties could be accepted if the aim is to represent extreme 

situations. This seems acceptable when anything beyond, in the form of a default 

or a repudiation, is rare in practice. The occurrence of a rescheduling could be 

argued therefore to signal a lender's view that the borrowing country's policy 

orientation is regarded as being unsustainable. Where more sensitive indications 

of less serious, . intermcdiate, ý situations are required refcrcnce'coUld*be_-made_to a 

country's balance I of ý payments as a measure of pressures for 'policy 'adjustment. 

One problem that rcmains, is, that somc rescheduling agreements are unrelated to 
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balan. e-of-payments issues. For instance, financial aid programme for d,: veloping 

countries sometimes takes the form of reschedulings (e. g., India and Pakistan in 

1960's). Such reschedulings arc therefore simply resource transfers. 

In summary, rcschcdulings have been frequently referred to as the principal 

representative of debt-servicing difficulties. This appears to originate from the fact 

that given outright default or repudiation cases are quite rare, reschcdulings are 

the most plausible, striking, and conclusive events in the spectrum of debt 

disruptions. However, dcbt-scrvicing difficultics might be helpfully seen in a 

broader balance-of-paymcnts, and thereby general macroeconomic framework. It 

is interesting to note the views of McFadden et. A (1985, p. 187) in this context 

that " ... the proximate "cause" of repayment difficultics, inadequate foreign 

exchange inflows to finance current account deficits, is the same for everyone. It 

might be expected that difficulties arising from a variety of sources would all be 

mediated through the macroeconomic variables affecting the balance of payments 

account. " 

7-2-3. OTHER OPTIONS AS THE DEPENDENT VARIABLE 

In referring to Frank and Cline's (1971) study first it is noted there seems to be 

no special discussion in their study concerning the properties of rescheduling as a 

reflection of dcbt-scrvicing difficulties nor any consideration of other options for 

the dependent variable. Feder and Just (1977) assume that lenders concentrate 

their concerns on (what they call) the "default" possibility, defined (p. 30) as 

any case in which public or publicly guaranteed payments to lending institutions 

are delayed or rescheduled with or without the consent of creditors. ", Delayed debt 

payments are also considered to be included in the definition of a 'default' together 

with reschedulings. These arrears''arc further used as a means of pinpointing dates 

for the onset of debt problems. '. -,, 
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Sargen (1977) observes (p. 20) that "cases of expropriation or outrighi default 

on bank loans have been quite rare in the postwar period ... The more common 

case has been the formal restructuring or refinancing of external-debt obligations 

in the wake of foreign-exchange crises. " The major reason for debt-servicing 

difficulties is considered to be associated with foreign borrowers' problems in 

converting domestic currency into foreign exchange, i. e., what he refers to as a 

"transfer risk". Such problems are seen to be associated with overall 

balancc-of-paymcnts difficulties which in extreme situations lead on to debt 

reschedulings eventually. 

Mayo and Barrett (1978) try to specify what they intend should be an "early 

warning model". This aims at extending a forward looking power for predictions 

by means of adopting a five-year time horizon. Thus, the dependent variable is 

defined (p. 85) to take 'I' or V value depending on whether: a rescheduling 

will occur sometime within five years, meaning either in the current year or 

anytime up to five years hence; or no rescheduling will occur within five years. " 

Only formal rescheduling cases are used for dependent variable, because, they 

explain (p. 84), " ... the early warning model [is spccified] using one measure of 

debt-scrvicing difficulty, that of formal multilateral reschedulings" in order to 

serve best continuity of discussion and for comparison with the earlier 

studies. " 

Saini and Bates (1978) arc the first authors to embark on a detailed discussion 

of the definition of the dependent variable. They argue that researchers should be 

careful in dealing with reschedulings in quantifying the dependent variable since 

all reschedulings are not the same but differ depending on causes and aims of debt 

rescheduling while, on the other hand, there can be other options besides a formal 

rescheduling because rescheduling is only one kind of response to what might be a 

wide range of debt-servicing difficulties. , Thus, on the first count, they exclude 

"voluntary reschedulings" which do not reflect balance-of-paymcnts problems but 

are rather a means of increasing resource transfers to dcbtors,, in order to aid 
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developing countries regardless of debt-servicing problems. Most of these 

voluntary rescheduling arrangements relate to official loans rather than loans from 

commercial banks. In contrast, balance-of-paymcnts support loans, implying the 

use of foreign loans to avoid consequences where a rescheduling would have 

otherwise been necessary or where arrears of external payments would have been 

incurred, are reckoned as additional evidence of debt problems. Based on the 

results of empirical analysis, they report (p. 6) that "the failure of the foregoing 

studies to include these adjustments in their dependent variables casts doubts on 

the relevance of their results and limits their usefulness. " 

In some rescheduling cases, the full details are not publicly known. In 

t since there arc instances where particular, Feder, Just and Ross (1981) note tha, 

debts are restructured or debt payments are deferred for some length of time 

without publicity, an inclusion of such unpublished debt-scrvicing difficulty cases 

in the non-rescheduling sample distorts the estimates of the statistical model for 

sovereign risk assessment. In their own study, they include ten unpublished cases 

of serious debt arrears (i. e., 25 per cent of their total rescheduling cases) identified 

by access to private World Bank files. And in line with Saini and Bates (1978), 

they exclude any reschedulings from the sample that arc reached as a result of 

creditor desires to provide development aid in circumstances of no great foreign 

exchange stringency. 

Tafficr and Abassi (1984) also regard a debt rescheduling as the nearest state 

to default. Their "debt difficulties" sample is put together on the basis of whether 

a given country for a particular year was reported as having been obliged to seek 

a rescheduling of its debt. Thus, no attempts are made to separate out voluntary 

rescheduling or to use proxies for debt problems because of what they see to be the 

potential "bias" that could arise. Although they do not explain just what is meant 

this "bias", it may be perhaps more accurate to say that they mean potential error 

of missclassifying country-ycar observations. In the case, of Kharas-, (19,84), he 

notes that the failure of a debtor country to fulfil its obligations to, service its 

- 132- 



CHAPTER 7 

outst? -Liding debt can take the form either of a legal renegotiation by bo'. h parties 

or of arrears incurred by a unilateral decision. However, he seems to employ only 

formal rescheduling cases (given in the Appendix 2, p. 438) in his empirical 

investigations. 

Expanding the conceptualisation of debt rcschedulings to include foreign capital 

supply-side factors of the kind that arc found in a study by Eaton and Gersowitz 

(1981), Clinc (1984) interprets a debt rescheduling as a consequence of the 

discquilibrium that occurs in international credit markets when the amount the 

countries seek to borrow exceeds the amount that foreign banks arc prepared to 

supply at the "upper ceiling interest rate", beyond which the lender will be 

unwilling to lend more even in return for a higher interest rate. As such he 

identifies the occurrence of reschedulings as a bargaining 'Process result in which 

foreign capital market can not clear. For the dependent variable, recorded debt 

reschedulings are utilised. Some modifications of directly observed rescheduling 

cases are made, however, such as the inclusion of Argentina, Brazil and Mexico's 

serious debt payment suspensions in 1982 in spite of the delay of formal 

rescheduling agreements until 1983, and the exclusion, on the other hand, of the 

reschedulings in Indonesia in 1970 and Ghana in 1974 on the grounds that they 

were primarily designed to confer development assistance rather than being the 

consequence of developments in private capital markets. And for the same reason, 

frequent rcschcdulings in India and Pakistan arc also excluded from his analysis. 2 

As pointed out earlier, McFadden et. al. (1985) argue that the proximate cause 

of repayment difficulties is inadequate foreign exchange inflows to finance current 

account deficits even though the apparent origins of repayment problems may be 

quite heterogeneous among developing debtor countries. They consider 

rcschcdulings and restructuring of debt, IMF highcr-tranchc supports, and arrears 

on interest charges , or principal repayments as all constituting evidence of 

debt-servicing problems in 1which the foreign exchange inflows required by trade 

conditions and domestic policy responses can not be met through ordinary 
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rollovcrs or new loans. In particular, reschedulings and IMF highe. -tranche 

supports are seen as evidence of a repayments "crisis". With this rather broad 

concept of the dependent variable, ' they attempt to expand their model's scope by 

examining various factors affecting debtor's repayment difficulties. 

In summary, since some countries have used various options other than a 

formal rescheduling when they faced debt-servicing difficulties while it may be that 

there are such things as unpublished reshcedulings, entire reliance on reported 

rcschedulings seems to be inappropriate in capturing the real circumstances of 

dcbt-servicing problems. All of the stadies surveyed above have concentrated on 

tests of whether their explanatory Yariables could successfully classify countries 

into rescheduling and non-rcschedu ling cases. And they have also adjusted the 

dependent variable population by adding some other debt management optionS4 

while omitting rcschcdulings that serve other purposes. Substitutes for formal 

rcschedulings have also been reckoned as in terms of abrupt falls in foreign 

reserves, debt refinancing and restructuring, emergency. controls on foreign 

exchange and imports, bala nce-o f- payments support loans, IMF stabilisation 

loans, arrears, extended moratoriums and so forth. However, most of these options 

can be quantified only in a binary-valucd form and this dichotomous classification 

method may have limitations in terms of the efficacy or accuracy of the statistical 

models. 

7-2-4. EMPIRICAL EVIDENCE MANIPULATIONS 

7-2-4-1. ASSIGNING A DEBT-PROBLEM YEAR 

In general, most studies regard the years of rescheduling agreements as the years 

of experiencing 'de6t' -p'roblem's. ", ýý'But some authors'seek to' ýadjust'a, reported 

rescheduling year in ord6r to c 'ýPtuie better the timing of debt-servicirfý'difficulties. 

This modification of an-actual published rescheduling year may reflect the fact' 
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that mschedulings themselves are imprecise indicators of the real circum., tance of 

debt problems and that a (0, I) distribution over time for any one country can be 

arguably influcnccd by a rescarchcr's vicw. 

The explanation of debt rcschcdulings found in Frank and Cline (1971) does 

not give any explicit clue for identifying those country-year rescheduling cases. 

For example, there is no description as to why they drop the rescheduling 

country-year observations of Peru in 1968-69, Liberia in 1963, and Yugoslavia in 

1965-66. In particular, eight of their thirteen reschedulings contain sequences of 

two or more years. However, the beginning year in such a sequence appears to be 

adopted alone as a rescheduling year judging from their description (pp. 338-39) 

of error cases. 

By contrast, Fcdcr and Just (1977) attcmpt to i0entify debt-scrvicing difficulty 

date more precisely by adjusting the reported year of rescheduling agreement. 

Thus, in the case where an agreement was reached ahead of time, the rescheduling 

date is assigned to the year in which payments were first deferred. For instance, 

although in 1965 Yugoslavia negotiated a rescheduling of payments due of 1966, 

1966 is regarded as the year of debt-scrvicing difficultics. But, on the other hand, 

in the case where a rescheduling agreement was arranged after debt-servicing 

difficultics were already apparent, a rescheduling is assumed to have taken place 

in the year in which significant arrears occurred. The effects of their modifications 

are not disclosed in their paper. 

There is presumably less need to be troubled in deciding real debt-problem dates 

in Mayo and Barrctt. 's (197,8) procedures since their dependent variable 

quantification, has the wide aim of a five-year spread. 
_ 

A shortcoming of, thcir 

study could be that the. ,deC- ndcnt , variable may have a schcM ,c of autocorrclation 

imposcd on it. 
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In line with Feder and Just (1977), Feder, Just and Ross (1981) assign dates of 

reschcdulings to following years irrespective of the actual reported date if a 

rescheduling request is viewed by them as being made in anticipation, of economic 

circumstance in the following year. Kharas (1984) also argues that rather than 

simply using the published rescheduling year, a relevant date relates to when 

substantial debt-servicing difficulties occurred. In this respect, he states (p. 428): 

In certain instances, reschedulings for the following year could be forecast in advance and were 

preempted by immediate formal negotiations. Where this is known to have taken place, the date of the 

rescheduling is assigned to the year in which the original forecast projected difficulties. 

In particular, McFadden et. al. (1985), instead of adjusting the nominal 

rescheduling dates, use other options (such as ar: cars on interest or principal due, 

and highcr-tranche IMF support) as a mcans of supplcmenting the information 

available in reported reschedulings to pinpoint dcbt-problem years more precisely. 

7-24-2. TREATMENT OF POST-RESCHEDULING OBSERVATIONS 

The effects of a rescheduling on a debtor country's debt-servicing ability in the 

following years can be considered from two standpoints. On the one hand, a 

rescheduling may lead to better economic circumstances, otherwise a rescheduling 

would be needed in the next year or more severe debt disruption would take place. 

The following years' non-rescheduling observations may be thereby related to the 

previous rescheduling event. On the other hand, serial rcschcdulings (i. e., 

rescheduling several times in a row) may imply interdependent reschcdulings. In 

other words, the first rescheduling is related to much the same circumstances as 

are subsequent successive rcschedulings. 

Strictly speaking, in the case of the former (non-rescheduling observations 

following a rescheduling) it may'not really matter whether such situation is due to 

the rescheduling or not, since successive 'trouble-free' years may be considered as 

an evidence of a new and independent debt status of the economy. However, some 
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authors exclude those observations from the non-rcschcduling sample as shall be 

seen shortly. The lattcr case (successive rcschcdulings), on the contrary, could have 

significant effects on scrial correlation bctwccn dependent variable observations 

since the problems precipitating the first rescheduling have probably persisted so 

the debt situation is much the same as that indicated by the first rescheduling. It 

is, in any case, relatively easy to forecast such successive rcschcdulings so the 

practical value of such forecasts is greatly reduced. But it would be difficult to 

differentiate such successive rcschedulings from otherwise cases. Both points arc 

closely related to the question of how to deal with post- rcsched u ling country-ycar 

observations. 

Frank and Cline (1971) do not give any specific explanations regarding the 

treatment of successive reschedulings or of non-rcschcduling observations following 

a rescheduling year. Rcinvcstigating Frank and Cline's study with logit analysis, 

Feder and Just (1977) drop any observations 'for non-rcschcduling years where a 

country has previously rescheduled for a period of "sevcral years (at least two)". 

This is because they consider (p. 30) that it is " ... difficult to pinpoint dates 

precisely [when] rescheduling is more of a process than an event and in some cases, 

the full details arc not publicly known. " For example, the no n-rcschcd u ling 

obscrvations of Peru in 1971 and 1972 arc apparently excluded from their 

non-rescheduling sample data-since this country rescheduled in 1970. In contrast, 

they treat instances of reschedulings occurring "several times in a row" as different 

rescheduling cases unless data arc not available to distinguish between two 

successive reschedulings. " For instance, the 1968 and the 1969-70 rcschedulings 

of India and Peru are each reckoned as two independent reschedulings. 

Sargen (1977) raises 'a -, number of questions about treatment of -the 

post- resched u ling observations. " First, he expresses concern"over the-situation 

where a country - has.! rescheduled its debts over successive, years., He ornits 

successive rescheduling observations from his data on the ground's that they are the 

extensions- of the original rescheduling. The reason for that is said to be an attempt 
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to coiistruct a model which is able to " ... distinguish reschcdulng from 

non-rescheduling countries, rather than identifying the time of the rescheduling. " 

And then he also comments on the treatment of observations on rescheduling 

countries in subsequent non-reschcduling years. Again he drops observations 
following a rescheduling from the sample data for the same reasons. Howcvcr, it 

can not be identified precisely which country-year observations arc thereby lost 

because there is no precise description of this process in his paper. On the 

contrary, as explained already, Mayo and Barrett (1978) derinc the occurrence of 

a rescheduling as including a rescheduling up to five years hence. The problem of 

the consequent high intercorrelation between sets of five successive observations 

on the dependent variable however is not discussed. 

Observations for the two years following a debt rescheduling are excluded 

regardless of whether they corresponds to successive rcschedulings or arc otherwise 

seen to be 'problem-frec' in the Saini and Bates (1978) study. They consider this 

procedure appropriate because rcschcdulings usually affect some subsequent time 

series observations by altering domestic debt management policies so that, in 

particular, "instances of multiple reschedulings arc more properly charactcliscd as 

the continuation of the initial rescheduling exercise rather than as new events. " 

The question then follows as to how appropriate this uniform two-year deletion is. 

For example, India rescheduled its debt over a four-year period from 1968 to 1971. 

In that case, is the rescheduling in 1971 a completely separate event from the one 

in 1968? In other words, is it rational to assume that the cffects of the rescheduling 
in 1968 last only for two years and nor three or more years? 

Fedcr, Just and Ross (1981) do not cxplain cxplicitly the trcatmcnt of 

post- rescheduling observations. However, if sixteen successive rcschcdulings given 
in their "partial list of reschedulings" (p. 668) are reviewed, there is no doubt that 

they consider multiple reschedulings to be independent even-ts.,,, Taffier and Abassi 

(1984) omit country-yca, 'r, '6'b-s'-e'r"v'a. tions for up to three -years -lWorc or after-a 

rescheduling, which they* term, "weak years", from the non-rcscheduling data since 
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they r,; ckon rescheduling features to persist in these years. The aim of such an 

exclusion is to avoid incorrect assignments of (0, I) distribution to sample 

observations. Then, why do they drop the observation for three years before 

rescheduling? Of course, those omissions might not present a serious practical 

problem since exclusion of some non-reschcduling observations would not greatly 

affect the size of the information set used to estimate a statistical model because 

of the highly imbalanccd distributions of rescheduling versus non-rcschcduling 

country-ycars. However, in many cases, previous years' non-rcschcduling 

observations before a rescheduling year arc pertinent to the essential forecast 

objectives of the analysis. Therefore, an assessment of debt-servicing difficulties 

for those years before a rescheduling should be accomplished by examining other 

options such as significant payments arrears as early warning sign., of debt 

problems rather than following rigid rules for observation exclusions. As far as 

serial reschedulings are concerned, Taffler and Abassi treat each rescheduling as 

an independent case on the grounds that the banks consider it to be thus. 

Therefore, no attempts are made to omit successive reschedulings. However, it is 

not a banker's perception but the identification of a proper causal relationship 
between dependent variable and debt-scrvicing difficulties that is important. 

Cline (1984) excludes the observation in any one year following a rescheduling 

from his analysis regardless of whether it would otherwise be reckoned as an 

observed non-rcscheduling or another rescheduling. His reason for doing this is 

that in a year following a rescheduling there could be a tendency to predict a 

further rescheduling because the underlying conditions are unlikely to have 

changed so another rescheduling is likely to occur as a follow-up. What the 

empirical justification for considering this would be is not discussed. 

There seems to be no 
_straightforward 

explanation about the treatment of 
4 

post-rescheduling observations in the papers of Kharas (1984) and McFadden et. 

aL (1985). However, regarding the exclusion of country-year observations'; 

McFadden et. aL also state that "in the panel of countries some years are omitted 
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becau, Se of missing observations. " In addition, if it is taken into account that Table 

7-6 in their study (p. 189), giving the distribution of repayment problems for 93 

countries between 1970 and 1982, shows the pattern of transition between 

debt-scrvicing difficulties in year t-I and in year t, and that they test the "state 

dependence" with reference to the effect of previous status by using the lagged 

dependent variable, post- resched u ling observations appear not to be excluded. - 

7-2-5. SUMMARY 

Reschedulings have been seen as a convenient evidence of debt-scrvicing 

difficulties without any specific examination. All of the authors thus have in fact 

utilised rescheduling events for the binary-valued dependent variable in their 

empirical studies. However, these studies have shown different features in dealing 

with post- reschcd uli ng years, sclecting more relevant rescheduling years, and 4n, 

employing other proxies for dcbt-scrvicing problems. As a result, instances of 

evidence of debt-servicing difficulties vary in terms of country-year observations 
between authors even though their sample pcriods are similar. Resolving the 

implications of such diversity must in itself present a considerable challenge to the 

further development of statistical models. 
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7-3. iNDICATOR SELECTIONS 

7-3-1. INDICATOR SELECTION RATIONALISATION: GENERALITIES 

Frank and Cline (1971) lay the foundations of statistical approaches to 

sovereign risk analysis putting the main emphasis on finding an index that 

summarises ad hoc selections of indicators which may be associated with the 

likelihood that a developing country will experience debt-scrvicing difficultics. 

They refer to eight independent variables. These are the debt service ratio, the 

growth rate of'cxports, an index of export fluctuations, non-com pressible imports 

as a fraction of total imports, per capita income, the ratio of debt amortisation to 

total outstanding debt, the ratio of imports to gross national product (GNP), and 

the ratio of imports to reserves. 

As the criteria for choosing such indicators, "relative simplicity" and "higher 

degree of predictability" are suggested. However, the reasons why these eight 

variables are selected are essentially set out in terms that relate specifically to each 

variable in turn rather than to some general theoretical framework. The one 

cxcepL. ion to this approach can be found in the comment (p. 330) that th ... eight 

factors ... [they] felt might have an influence on the capacity to service debt 

They go no further even though the fact that they themselves rccognisc the 

underlying interrelationships between variables is evident enough in their 

observation (p. 329) that "Behind the composite index which we derive is an 

economic story which takes place in terms of stochastic money flows and 

accounting balanccs and surpluscs. " 

The 'debt capacity' concept used by Frank and Cline is taken from an earlier 

study by Avramovic et. 
- 
al. (1964). There the principal emphasis is on s, hor't-run_ 

components of the balance of payments as reflecting debt-servicing difficulties 

while dealing separately with-, the analysis of the long-term evolution of! deb_t. - 
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Three groups of economic indicators are suggested as being important in the first, 

short-term, contexts of what is referred to as "the liquidity aspect of debt servicing 

capacity. " These are fluctuating variables (exports, capital flows, emergency and 

inflation-induced imports), offsetting variables (reserves, compensatory finance, 

compressible imports), and rigid variables (minimum tolerable imports, debt 

service interest payments, debt service amortisations). 

In order to appraise a country's debt-servicing vulnerabilities to external shocks, 

especially changes in world trade, Avramovic and his associates (1964) highlight 

the debt service ratio defined as the ratio of service on debt to export earnings. 

The rationale has to do with foreign exchange crises. This is because any shortfall 

in foeign exchange earnings or capital imports which is not covered b", exchange 

reserves must be met by reducing imports. Since debt service is a fixed obligation, 

the higher the debt service ratio, the greater is the relative burden on import 

reduction for a given shortfall in foreign exchange. These considerations might 

help Frank and Cline (1971) to select their explanatory variables so as to rely 

mainly on financial aspect of a balance of payments (i. e., trade- and debt-related 

indicatots). The one exception is per capita income. 

Frank and Cline raise one misgiving concerning the debt service ratio in 

acknowledging historical cases where quite high debt service ratios have not been 

associated with servicing difficultics and vice versa. Thus, they consider (p. 330) 

that 

... the debt service ratio in and of itself [would] not be a very good indicator of a country's ability or 
lack of ability to pay its debts. The debt service ratio is merely an indicator of the proportion of foreign 

exchange earnings which are free to purchase imports. If exchange earnings are high relative to import 

demand, a high debt service ratio can be maintained. Furthermore, a country with good credit standing 
in international money markets may be able to finance a high debt service ratio for a time at least, 

through a high level of borrowing. 

The point therefore illustrates a general problem in relying on ad hoc indicator 

selections. Each individual indicator can be shown to be inadequate in particular 
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aspects or in explaining special circumstances. Other indicators then hav'e to be 

added on to cover such loopholes. The result is an unstructured specification to 

the extent that each variable stands in its own right without reference to formal 

linkages between cause and effect or explanations as to how these indicators might 

themselves be interrelated. Neither is there any indication of an a priori ranking 

of their likely importance. 

With regards to the selection of other variables, thus, Frank and Cline note (p. 

331-32) without any particular framework that 

We assume that a country with a high export growth rate is less likely, ceteris paribus, to reschedule 

since the prospects are brighter for increasing foreign exchar. Ze earnings in the near future ... land) a 

country with stable export earnings [is] less vulnerable to foreign exchange crises and Icanj tolcrate a 

higher debt service ratio ... land] the higher [non -compressible imports as a fraction of total imports), 

the more difficult it will be for a country to meet a debt servicing burden, and therefore, the more likely 

debt rescheduling ... land) the lower per capita income, the less flexibility there would be fbi, reducing 

consumption and thus, the more likely debt rescheduling ... jandl a low value for Ithe ratio of debt 

amortization to total outstanding debtl suggests that a country predominantly long term debt liabilities 

[so that it] does not have very much shortrun flexibility in reducing in debt service commitmems by 

temporary reduction or borrowing ... jandl a country with low imports relative to GNP is more likely 

to be able to withstand temporary import cuts ... land] the country with high reserves relative to imports 

is uniikcly to be in need of debt rescheduling. 

Feder and Just (1977) subsequently reinvestigate much the same variable 

selections as Frank and Cline (1971) by using logit analysis. Two new indicators 

are added, however. These are the ratio of capital inflows to debt service and the 

growth of per capita domestic product. There is one deletion: the ratio of 

non-compressiblc imports to total imports. The rationale for including the capital 

inflows to debt service ratio is that (p. 27) 

Capital flows-in the form of loans, grants, direct investments and transfer payments-are an important 

source of forcign exchange rcccipts which can be used for debt scrvicc. I lence, higher capital inflows 

should be associated with lower default probabilities., 
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Aga'. n ihe balance between different indicators is called into question. However, 

a country may not need large capital inflows because of low levels of debt service 

obligations or a favourable trade performance. The combination may show a low 

rescheduling probability in contrast to implications of the capital inflows variable 

by itself. 

The second additional indicator, the growth of per capita domestic product, is 

selected on the grounds that (p. 29) the " ... process of growth is such that export 

capacity is increased both through expansion of the traditional exports sector and 
by developing new industries producing for exports or producing marketable goods 

which can be redirected into export channels. " Far more fundamentally, however, 

the long-term implications of the debt cycle suygcst that the only way in which 

foreign borrowing can be justified is in the generation of new income in the future. 

The exports element of these new income streams is simply one way in which they 

can be remitted abroad. 

Non-com press ible imports are omitted because (p. 26) 

... the Ota for calculating it were not comparable among countries for all of the years used and 
because theoretical arguments have been developed which qualify this indicator ... Nlorcovcr, there 

may be raw materials and intermediate goods that are imported for production of domestic 

nonessential goods which can be reduced; but separation of these from other intermediate goods, is 

usually impossible. Furthermore, the possibilities for reducing imports may depend heavily on a 

government's internal political status rather than on the economic importance of import items. Thus, 

it seems that the notion of compressible imports may be of little empirical use ... 

Sargen (1977) criticiscs the "debt service app roach" inspired by the Avramovic 
. 

et. al. (1964) study as concentrating too much on identifying a country's 'ability 

to withstand -an- export., shortfall with reference mainly to financial ratios of 

"individual" ' balanice-of-payments components (i. e., debt-' and trade-related 

indicators): ̀  it is considered-(O., 23) that this debt service, approach f0c us Ie-s on 

the events imm'ediately surrounding a reschedulin& rather thadon the"u'riderlyin 

P. causes ... [so that) 
'it 

provides few clues to explain why countries borrow heavily, 
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and it allows little scope for domestic policies to influence foreign borrc; wings or 

repayment prospects. " Therefore, foreign exchange cash flow variables (e. g., the 

debt service ratio, the reserves to imports ratio, or the exports growth rate) rather 

than monetary indicators (e. g., the inflation rate, the exchange rate, or the interest 

rates) appear to have been key variables. The limitations of the first arc noted (pp. 

23-24) as being that they are " ... either cxogenous or structurally determined [and 

thus] the scope for balance of payments adjustment appears quite limited. " 

Instead, Sargen reviews the relationship between monetary variables and debt 

reschcdulings. The basis of this monetary approach is that a country's monetary 

policy (including fiscal and exchange rate policy) affects the overall balance of 

payments. Hence, debt reschedulings which occur as a consequence of the 

balancc-of-payments difficulties should be regarded as a result of internal 

economic policy failures rather than externally generated finincial problems. 

From this perspective, the author argues (p. 24) that " ... [the monetary approach] 

is primarily conccrned with the overall determination of the balance of payments, 

rather than with individual balance of payments components. " 

The result is that two alternative sets of explanatory variables arc proposed. 

The first set, the dcbt-service approach variables, includes five indicators identified 

mainly with reference to previous studies, i. e., the debt service ratio, the ratio of 

reserve to import, the export growth rate, the growth rate of real GNP, and the 

level of pet capita GNP. On the other hand, the second set, the monetary 

approach variables, contains just three indicators, i. e., the inflation rate, the 

growth rate of money supply, and a measure of relative purchasing-powcr parity. 

The last is explained as the difference between the domestic and the U. S. inflation 

rates, on the wholesale-price basis, less the rate of domestic currency depreciation 

vis-a-vis the U. S., dollar. Thus, even accepting Sargens views on the importance 

of recognising the effectsl, of dom*estic economic policies on the balance of payments, 

it might be questioned whether these three variables arc entirely adequate. The, 
--- 
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point s further cmphasiscd when inflation and money supply growth rate arc 

obviously correlated with each other. 

Others have had quite different views on the role of monetary variables. Thus, 

it is interesting to note that some studies such as Feder, Just and Ross (198 1) and 

Cline (1984) deliberately exclude such variables from their model specifications on 

account of difficulties in projecting their future values. This, however, fails to 

recognise a second major advantage of monetary variables that is only touched on 

briefly by Sargen. He points out (p. 25) that 

... the debt service approach is difficult to use in any 'early warning' system, at least partly because 

Wcrld Bank data on external debt are available only after a two- or three-year lag for most countries 

... With respect to the monetary approach, however, inflation rates and exchange rates are generally 

available with relative short time lags. I lence, an indicator system relying on the monetary approach 

is more likely than one based on debt information to detect likely candidates for debt rescheduling. 

The point is further emphasised perhaps also by the exogencity of monetary I 
variables as opposed to the clear endogencity of debt variables. That is, the former 

occurs much earlier in any chain of cause and effect. 

As a concluding note Sargen argues (p. 33) that " ... there is a systematic 

pattern of debt rcschcdulings which is amenable to economic analysis. 

Rcschcdulings, in short, arc not isolated or random events, even though their 

underlying causes are not the same for all countries. " And on this last point, in 

particular, he cmphasiscs (p. 20) a belief that 

... [his) analysis suggests the importance of distinguishing 'liquidity' rcschedulings from long-term debt,, 

reschedulings. 'Me first type is associated with a bunching of short-term commercial credits (typical 

of most Latin American reschcdulings), and the second type of rescheduling is ident-ficd Vith long-term 

debt relief on official credits (e. g., reschedulings ror South Asian countries and Ghana). 
, 
In the 

'liquidity' ca, ses, monetary (and fiscal) factors appear to be at the root of the problem, and the inflation 

rate turns out to be the most important explanatory variable. Cases of chronic-dcbt relief, on the other 

hand, appear less amenable to' a'monctary framework of analysis, and it is riecessary' to i nýclud'e the 

dcbt-scrvice ratio to explain these reschedulings. 
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Whil(- the "liquidity" and "long-term debt" labels for reschcdulings ma) be open 

to debate, these observations nevertheless suggest that some care may need to be 

taken to allow for country differences in the contexts of sovereign risk analysis. 

Saini and Bates (1978) refer to statistical significance results in one or more of 

the previous studies. Accordingly, six 'popular' variables arc singled out. These 

are the imports to reserves ratio, per capita GDP, consumer price index, the 

imports to GDP ratio, the money supply growth rate, and the export growth rate. 

They additionally attempt to avoid the use of variables concerning outstanding 

debt by referring to four proxy indcators because of the incompleteness and 

inconsistency of debt information across countries. The proxies include the current 

accoLýnt balance adjusted for change in reserves to exports ratio, the i. Aio* of the 

five-year cumulative current account balance adjusted for change in rescr%, cs to 

exports in the latest year, the ratio of the net foreign assets of the banking system 

to the money supply, and the growth rate of international reserves. Of course, 

composite components of the balance of payments, such as a current account- 

balance and reserves, may have the advantages sought by Saini and Bates and yet 

they are equally likely to pose serious problems for forecasting. 

The timing of variables is central to the indicator selection process of Feder, Just 

and Ross (1981). In particular, they state (p. 654) that 

... [their study] maintains a focus on applicability and suitability for projections beyond the short run. 

The explanatory variables introduced are such that they can be projected using simple macroeconomic 

models (such as a two-gap framework) thus affording a medium- and long-run projection horizon. 

They are of the opinion that six indicators meet this condition. These include the 

debt service ratio, the foreign exchange reserves to imports ratio, the ratio of net 

noncommercial foreign exchang& inflows to debt service payments, the ratio of net 

commercial foreign exchange inflows to debt service payments, the exports to'GNP 

ratio, and the real per capita GNP to U. S. per capita GNP ratio. The authors also 

argue (p. 657) that these indicators reflect "the degree of liquidity, squeeze in the 
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balance of payments as well as the government's ability to withstand a liquidity 

crisis. " One may judge that the emphasis is firmly on the former given that the 

relative per capita GNP appears to be the only clear exception. 

It is, however, especially disappointing that there is no explanation of the 

macroeconomic model required for predicting medium- and long-run predictions. 
This is all the more so given that such components of the balance of payments as 

capital inflows and reserves usually involve fairly complex interactions of various 

policy variables and external shocks. There remains some doubt therefore as to 

whether these variables can be as easily projected as Feder, Just and Ross claim. 

Kharas (1984) attempts to put the basis of ctýipirical analysis of debt-servicing 

difficultics on his theoretical arguments. He seeks a synthesis of traditional 

"growth-cum-dcbt models", in which one of the central features is the need for the 

government to be able to raise revenues to service debt. This conceptualisation 

develops the notion of a critical capital stock that is based on the parameters of the 

model, outstanding debt, and capital inflows. The critical capital stock is defined 

(p. 45) as representing "the growth of wealth just sufficient to ensure that interest 

payments to foreigners never exhaust national output given expected gross inflow 

and c,,, isting outstanding debt. 5" And the relationship between this critical capital 

stock and the actual capital stock is considered an important element of the 

empirical application. Thus, it is hypothesised that a dcbt-scrvicing problem can 

be occurred if the latter is below the former. 

In his empirical work, however, GDP is substituted for domestic capital stocks 

on the grounds (p. 428) that " ... there is no readily available series for capital 

stocks, compatible across countries ... [and] that if the fixed coefficients production 
function really holds, the GDP is an exact substitute. " Accordingly three 

explanatory variables are featured: the ratio of net foreign capital inflow to GDP, 

the ratio of debt service obligations to GDP, and either the ratio of invcstmentto 

GDP, or the reciprocal of per! capita inCOMC. 6 In this rcspcct, ý although' Kharas 
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makes an interesting attempt to cope with the lack of the theoretical underpinnings 
in earlier statistical SRA models, his empirical analysis is also subject to some of 

the limitations that affect other studies, for example, the focus on rather narrow 

context of financial indicators and the possibility of structural instability across 

countries and over times. 

Cline (1984) criticiscs the statistical models estimated in the early 1970s for 

being unable to account for subsequent structural changes in both the demand and 

supply sides of markets for cross-border loans. Thus, he states that (p. 206) " ... 
new analysis using contemporary data is required, ideally incorporating the 

influence of the changing environment in the international capital markets. " As 

rcvic-. -, cd earlier, he interprets debt rcschcduliags as the consequcn: e of the 

disequilibrium between demand for and supply of loans in the international 

markets. Based on this underlying hypothesis, two sides to a rescheduling arc 

considered (p. 208) as follows: 

Therc is a "demand" side, reflecting the decision of the country to seek rescheduling. Because 

rescheduling tarnishes a country's credit rating, potentially raising the future cost of borrowing, 

countries will not seek rescheduling lightly. Instead, they will be likely to enter into the sequence of 

arrears, temporary moratorium, rescheduling only if the opportunity cost of continuing normal debt 

servicing has risen to levels perceived by policy makers to be prohibitively high. At that point their 

"demand" for debt rescheduling will shift discontinuously from zero to positive. For its part the 

'supply" of rescheduling is really the obverse of the supply of additional foreign finance on a basis of 
business as usual. Ilie "nonsupply of credit" is essentially the state at which the "supply of 

rescheduling" comes into play. 

Accordingly, the selection of the explanatory variables for model specification 
is carried out in relation to these views on the demand for and supply of 

rescheduling. Essentially, the demand for and supply of rescheduling are said to 

be a "probabilistic phenomenon" of a specific indicator. The demand side 

variables arc the debt service ratio, the ratio of reserves to imports, the rate of 

economic growth, the level of per capita income, and the ratio of the current 

account dcf"icit to exports. Eight supply side variables are chosen: the debt service 

ratio (or the ratio of net debt' to exports as an alternative to the debt service ratio), 
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the rado of inflationary erosion of debt to exports, the ratio of amorti. 'ation to 

debt, the level of per capita income, the ratio of domestic savings to GNP, the rate 

of exports growth, and a measure of global credit abundance. With the exception 

of the measure of global credit abundance, however, all these variables have 

appeared one or more of previous statistical studies of SRA. And in spite of the 

plausibility of the underlying theoretical viewpoint, there appears to be no relevant 

criteria or concomitant explanation guiding the selection of individual explanatory 

variables in his paper. The measure of global credit abundance represents one 

innovation in Cline's (1984) explanatory variables, however. This is defined as the 

"total net external borrowing by all n, )n-oil developing countries. " The intention 

is to account for external shocks on markets for foreign savings, such as the large 

surgu in international lending in the 1970s due to a recycling of 'oil dolla, s' and the 

shrinkage of global credit supply in the early 1980s. 

It is difficult to differentiate between the effects of the groups of indicators on 

the probability of rescheduling occurrence. The author therefore argues (p. 220) 

that estimates of his 'reduced' form equation of the probability function of the 

demand for and supply of debt rcschedulings presents no difficulties for 

interpretation since there are no variables in which both demand and supply 

influences exist but with opposite signs. " For example, the debt service -ratio and 

the level of per capita income appear as both supply- and demand-side variables 

but have the same sign on both counts. This may be because the ways in which 

creditors judge a country's creditworthiness have much in common with debtors' 

view. 

McFadden et. A (1985) argue that the proximate cause of repayment 

difficulties is inadequate foreign exchange inflows to finance a current account 

deficit even though the apparent origins of repayments problems may be quite 

heterogeneous among developing countries. Fifteen "potential factors" related to 

repayment problems are categorised under three headings. These are noted being 

factors in the world economy, factors in debtor countries, and factors affecting the 
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suppl) of credit. In the case of the world economy factors, deterioration of the 

terms of trade in debtor countries, recessions in industrialised countries, and 

volatility in world trade are included. With regard to debtor countries' factors, six 

"characteristics and behaviour" arc pointed out, i. e., noneconomic external shocks 
(e. g., weather, social unrest), poor macroeconomic performance and policy 

management, inadequate investment programmes, unsustainable economic growth 

plans, speculation and capital flight, and "potential threat of default" strategy. 
McFadden et. al. argue that factors such as high international interest rate, 
deterioration of maturity structure due to relatively more reliance on short-term 
debt, "crowding out" of the credit d. -mand of developing countries by low-risk 

borrowers (e. g., industrialised countries), "capital market imperfections"', and 

"crra, ic behaviour of creditors" can be considered as the factors aftecting the 

supply of credit. However, it should be noted that most of these credit supply-side 

factors can be subject to a subset of financial market environments in the first 

category (i. e., factors in the world economy). Because they arc also largely beyond 

the control of borrowing countries. 

Despite the discussion on a catcgorisation and relationship of potential factors 

associated with dcbt-servicing difficulties of borrowing countries, McFadden et. aL 

raise (p. 187) a fundamental question of "Is it possible to allocate responsibility for 

debt problems among the [fifteen] factors listed ... by an econometric analysis of 

panel data on a number of developing countries? " Instead of attempting to give a 

direct answer to this question, the authors say (p. 187) again that it should be 

asked " ... whether it is reasonable to expect a macroeconomic pattern that is stable 

over countries and time ... [given] that the circumstances of different developing 

countries vary considerably, and the apparent origins of repayment problems'are 

quite heterogeneous. " However, it is also concluded that most of the developing 

countries with dcbt-servicing difficultics are the same in suffering from insufficient 

foreign exchange flows to finance current account deficits. Regarding this 

proximate cause of repayment problems, therefore, they assume (p. 187) that 

difficulties arising from a variety of sources would all be mediated through the 
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macro, -conomic variables affecting the balance of payments accounts ... [so that ' 

there could be some] stable macroeconomic leading indicators of debt crises. " 

McFadden et. aL introduce a conceptualisation of demand and supply effects 

in the international credit market in selecting actual explanatory variables for their 

model specification like Cline (1984). As demand effects, they employ the 

variables related to debt service due, reserves, imports, income, and terms of trade. 

To capture lender's effects, the ratios of imports to GDP and debt to exports, GNP 

per capita, and the growth rate of GDP arc entered in the models. However, like 

Cline's analysis, there is no precise explanation about the choice mechanism of the 

explanatory variables and there remains the risk of overlapping effects from 

demand and supply variables in any one "reduced form" type of equation. 

7-3-2. SUMMARY 

Table 9-2 shows that the ten major statistical SRA models reviewed heic refer 

to no fewer than 28 distinct explanatory variables amongst the final selections 

investigated. The half of them arc unique to just one particular study. Only two 

appear in as many as nine of the studies. Seven variables appear over five times. 

They are the debt service ratio, the reserves to imports ratio, per capita income, the 

current account balance items, the growth rate of exports, the ratio of imports to 

income, and the real growth rate of income. 

As many of the authors themselves admit, these selections of suggested 

explanatory variables are governed by ad hoc, individual considerations without 

detailed theoretical underpinnings. This would seem to suggest opportunities for 

some other. formulation of-cxpýanatory variables that could perh. aps provide a 

broader perspective that would link sovereign risk analysis., to-,, overall 

macroeconomic performance. evaluation procedures. 
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7-4. LAG STRUCTURES 

When constructing models, it is important to rccognisc that some amount of 

time usually lapses between the movement of the independent variables and 

re sponses registered in terms of some dependent variable. This has to do with both 

adjustment processes and the way in which plans for the future are based on 

expectations of future conditions. In the context of statistical sovereign risk 

assessment models, problems concerning the specification of a model's lag structure 

relate to issues such as whether the purpose is to rind 'early warning' indicators or 

to represent the immediate situation surrounding reschedulings, the modelling of 

situations believed to influence decisions to reschedule in practice, and any 
difficulties that there may be in forecasting explanatory variables when it comes 

to using an estimated model for producing predictions. A further consideration 

could be the avoidance of simultaneity problems that might be thought to be a 

problem in aiming at monitoring circumstances immediately surrounding a 
decision to reschedule. Thus, balance-of-payments variables could be affected by 

flows of loans which in themselves reflect, rather than influence, debt problems. 

Most statistical models rely on a one-year lag. Frank and Cline (1971) 

rationalise this in respect of all eight of their independent variables by assuming 
(p. 331) that the debt service payment interruption in year t occurs after 
decisions made near the end of year t-1 and that these decisions are based on the 

appearance of indicators during year t-1. " This is however surely something that 

does not correspond to reality if only because publication delays must mean 
indicators influencing decisions in year t could not possibly be 'available' in year 

t-1. Indeed, the actual for year't I cannot even be compiled before the end of the 

year for flow variables. Such an assumption could therefore only be justified on 

other grounds such as the t4 -observations are taken as proxies for forecasts of 

these variables that were alvailabl eI to policy-makers in year I t-1. Publication"dclays 

then of course must mean'that considerable -problems have to be overcome in using 

such a specification for fbrccaýting. ' 
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The way in which some variables are measured must, morcovei, imply 

considerably more complex lag structure. For instance, "normal exports" rather 

than actual exports in year t-I are used in the denominator of the debt service 

ratio. These arc calculated by a "regression of the logarithm of exports on time for 

the five-year period ending in year t-l. " Similarly the variable of growth rate of 

exports is computed as four-year averages over an eight-year period preceding the 

year of observation. And average absolute percentage deviations from an 

eight-year trend over the period to t-I are used to represent export fluctuations. 

Feder and Just (1977) also apply a one-year lag for their nine explanatory 

variables. One minor change is implied however in the use of an average of the 

annu. 1 growth rates over the eight-year period to t-I in measuring the ,, rowth of 

exports. Additionally, the growth rate of per capita GDP, which is one of two 

additional variables, is computed as an average of the annual rate of growth 

between year t-5 and t-1. No explanation is offered as to why this should be 

different from the eight-ycar period used for exports. 4: 1 

Sargcti (1977) appears to rcfcr to lags of up to two years since he reports (p. 30) 

that 

All explanatory variables were expressed as three year annual averages, With the explanatory variables 
lagging the dependent variable an average of one year-e. g., with the 1960-62 average inflation rate 
distinguishing rescheduling and non -rescheduling cases in 1962. 

It should be noted that the growth variables, for prices, money, exports, and GNP, 

are all measured as "average annual rates" over the same thrce-year period. 

However, it is not explained why such a lag structure is adopted. 

Since the dependent variable is defined to include reschedulings up to five years 

hence in Mayo and Barrett's (1ý78) study, the. lagging of independent, variables 

ranges over a minimum'of t to the, maximurn of-t-5 years. '-, The rationale for this 

timing is "to reflect the normal maximum term of commercial bank lending. " But 
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as ind:,: ated earlier, a decision on lag structures has to be made not by 'eference 
to lenders' forecast horizons but rather to assumptions as to the timing of the 

movement of independent variables and their implications for dependent variables. 

Saini and Bates (1978) lag all explanatory variables by one-year in relation to 

the dependent variable. In case of export growth rate, it is computed as averaged 

over three years. Nothing is said about the periods used in the case of "changes 

in the consumers price index" or the "money supply growth rate. " 

Because of the absence of any explicit discussions on the subject, it is not 

possible to be sure about how Feder, Just and Ross (1981) lag their independent 

variables. However, it seems to be implied that explanatory variables are 

measured contemporaneously when the authors say (p. 657) that they underlie 

the [rescheduling] decision actually taken. " Additional evidence is perhaps also 

available in their statement (p. 654) that their explanatory variables can be 

projected using simple macroeconomic models ... thus affording a medium- and 

long-run projection horizon" which implies a facility which could readily forecast 

to period t. 

Of the final set of four variables" in Tafficr and Abassi (1984), only inflation 

rate reaches back to (-3 year information in its transformed form, 

(CPIICPIt-3) 1/3 - 1, where CP1 denotes the consumer price index in year t. In the 

case of the other three variables, all that is said is that (p. 546) "To capture the 

conditions conducive to reschcduli. ng, data for the year prior to rescheduling were 

employed. " 

With regards to the measurement of 'expected capital inflow', on which Kharas 

(1984) assumes a country's long-run creditworthiness depends, he reviews three 

alternative expectation formulations. First, actual values of capital inflow are used 

as a proxy for expected values. Here it is reasoned (p. 429) that "If capital flows 
I 

depend only on the probability of rescheduling, which is determined in period t-1, 
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then capital inflows in period t would not be affected by whether a rcsý. hcduling 

actually occurs or not. "- The second modelling rccogniscs that there may be a 

simultaneity problem when a country reschedules at the beginning of a year, and 

when this affccts the level of inflows in that year, because of the need to rely on 

time pcriods in units of one year. Thus, he states (p. 429) that 

In this case, actual capital inflows cannot be taken as independent of the error term. We can, however, 

use a lagged value. It was Nt that time-series data on individual countries were too short to attempt 

a more sophisticated autoregrcssivc proxy than the simple one-year lag. 

The third assumption derivcs from th c notion that attention ccntrcs not so much 

on whether a country, reschedules or n6t but whether it moves from one state to 

another. If there is no change of state, the actual value of capital flows is taken 

as the expected value. In contrast, if a change of state takes place, then it suggests 

that this does have a simultaneous impact on capital flows and so the laggcd value 

is used as a proxy. For other right-hand side variables, there appears to be no-lag 

structure. 

Cline (1984) enters all his variables except three (i. e., per capita income growth, 

the level of per capita'incomc, and global lending) with one-year lags. For the 

one-year lagged variables it is assumed (p. 221) that because of time lags in 

data, decisions taken in a given year are broadly determined by data pertaining to 

the end of the previous year (debt, reserves) or the flows for the full previous year 

(for example, debt-servicing ratio). " As pointed out earlier with regard to the 

one-year lag structure of Frank and Cline (1971), this statement of Cline can be 

justified only if he discusses about proxies for forecasts. In the case of per capita 

income growth and global lending, it is assumed that they have an immediate 
I 

impact on the precipitation of debt-scrvicing difficulties. And so far as the third 

exception is concerned, the 16ý61 of per capita income, it is considered that it makes 

little difference whether, this'is"measurcd contemporaneously oi with -a*one-year lag 

since itjs usually. relatively'slow-moving. The lagging of all explanatoryvariables- 
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in McFadden ei. aL (1985) is taken as one year to reduce the pr6blem of 

simultaneity as in the case of Cline's study. 

7-5. STATISTICAL ESTIMATION PROCEDURES 

7-5-1. INTRODUCTION 

Since statistical SRA models consider that debt rcschedulings or payment 

arrears represent the incidence of debt-servicing difficulties. They focus principally 

on the construction and estimation of models where the dependent variable is 

binary. This means that conventional regression techniques are inappropriate and 

specially designed qualitative choice methodologies have to be used. The two 

statistical methods relied on by the major studies are the discriminant and the logit 

(or probit) analysis. 

Given the weak theoretical underpinnings to suggestions of indicators of past 
debt reschedulings, the task left to empirical evidence to distinguish between 

alternatives assumes a special importance. Most analytical innovations have 

therefore been concerned with statistical methodology. The principal issue has 

been the relative merits of different kinds of analytical framework although more 

attention has been given recently to tackling problems such as multicollinearity and 

serial correlation. 

7-5-2. ' PRINCIPLES OF DISCRIMINANT ANALYSIS ', -1. 

Discriminant analysis'Seekiýto'classify an observation correctly into one'of two 

completely indcpcndent'groups'On the assumption that qualitative variables may 
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be dif, ̂ erentiated by certain quantified 'features. The -technique &ýrivcs a 

'watershed' to discriminate statistically between country characteristics with 

reference to observed reschcdulings and non-reschedulings. Although it seems 

clear that logit analysis is to be preferred both conceptually and in terms of 

convenience of operation and interpretation, use of discriminant analysis has 

continued from Frank and Cline's (1971) pioneering study through to the recent 

application found in Tafflcr and Abassi (1984). 

Essentially, it provides a rule for classifying observations into two or more 

groups with the object of minimising the expected cost of any categorisation errors. 

The familiar distinction between type I and type 11 errors therefore assumes a 

special importance in this context. If a failure to predict a rescheduling is reckoned 

a type I error, it then follows that a type 11 error would occur in forecasting a 

rescheduling that in fact failed to materialise. In practical terms the costs arc likely 

to be different. So far as lenders arc concerned, the first takes the form of less than 

expected income while the lattcr is registered in terms of lost opportunities if, for 

example, lending is avoided or reduced as a consequence of a predicted 

rescheduling. 

The basis of this 'crror-cost-minimisation approach' to a discriminant rule can 

be best explained by examining first a classification linked to just one 

characteristic, X. Any separation of country-year observations into, say, two 

groups (e. g., rescheduling and rcscheduling-free years) will leave each group with 

its own mean, variance and probability density function for X. Assuming equal 

variances, normal distributions, equal a priori probabilities that any observation 

comes from one group or the other, and the properties of X are such that the two 

groups are well separated, the two density functions will be the same in all respects 

other than group means. It then follows that the choice of a critical value for X, 

X*, midway between th es ample g roup means and the adoption of a rule that says 

that observations for which < X* belong to one group while the remainder 

X> X*) belong to the other, would both cqualisc the probabilities of making type 
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I and type 11 errors and minimise the overall error probability. It therJorc also 

follows that if the costs of type I and 11 errors are the same, the overall error cost 

is minimised. 

Things become more complicated as the above restrictions and assumptions arc 

relaxed. With more than one performance characteristic, a weighted sum'of Xs, 

i. e., a linear discriminant function Z(X), can be used to 'score' a country's 

performance overall. If all the other assumptions hold, the weights can be chosen 

to maximisc the difference between the Z means of the two groups in order to 

minimisc the combined costs of type I and 11 errors. Where the two populations 

have unequal X covariance matrices a quadratic J(, Y) is required. Details of its 

parameters, in order to minimisc the expected cost (C) of making errors, 

C= PR * CM * p(1) + PýVR * CM) - p(11), 

are set out in Frank and Cline (1971, p. 334). PNR and PR are the a priori 

probabilities that an observation comes from the alternative non- resched u ling ( 

NR) and rescheduling (R) country-year populations, C(I) and C(II) are tbc costs 

of type I and type 11 errors, and P(ý and P(IO are the probabilities of making type 

I and 11 errors. Essentially, these parameters arc functions of the means of the 

components of X in the NR- and R-populations and the covariancc matrices of X 

in the two populations. Parametcr estimates can be obtained on substituting the 

two sets of sample means and covarianccs. 

Where the a priori probabilities of the occurrence of NR- and R-cvcnts are 

different (PNR 0 PR) and the costs of making type I and 11 errors arc unequal [ 

Qý 0 C(II)], the critical value Z* used to predict country-year classifications is 

displaced from the mid-point between the observed mean Z's for the two 

populations. The relative shift is given by 

[ PNR in 
PR* CM 

1- 
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Some decision about the relative costs of type I and 11 errors is therefore required 

while sample data could, for example, be used to estimate PNRIPR in the form of a 

ratio of the observed frequencies of problcm-frec country-years and reschedulings. 

Standard discriminant analysis procedures therefore assume that characteristics 

or indicators used to identify or classify the members of different groups are 

multivariate normally distributed. If the discriminant function is to be linear then 

it is also necessary that the dispersion matrices should be equal. And, of course, 
if the technique is to be operationally useful the groups have to be sufficiently 

distinct that the search for significant indicators, showing well separated means for 

the composite index Z, has an attainable objective. Just how far these conditions 

are 11KC1y to be encountered in the context of business, finance and economics has 

been reviewed by Eiscnbeis (1977). It is concluded (p. 893-96) that 

If one had to rank the problems according to severity of their affects on the usefulness of the analysis, 
it would seem that the problems related to classification are the most severe, with the issues surrounding 

the selection of the appropriate a priori probabilities being the most important followed in turn by the 

selection of the appropriate classification rules Oincar vs. quadratic) and assessment of classification 

accuracy. In particular, the failure to relate estimates of the a priori probabilities to the population 

priors by, for example, assuming equal priors, in fact limits the ability to make any meaningful 
inferences about the overall performance or accuracy of the classification scheme. Similarly, use or 

linear classification rules when the group dispersion matrices are equal [sic, unequall nearly always 

results in a underassessment of the overall classification accuracy of the rules, moreover, there may be 

significant distortions in the individual group error rates. Other problems such as nonnormality, the 

selection of subset variables and reducing dimensions, [and] interpreting the significance or individual 

variables, are not so easy to remedy. 

On the question of the assumption that observations in the two populations are 

multivariatc normal distributions, Eiscnbcis reviews the practice commonly used 

in other areas of statistics of data transforms to change observed distributions prior 

to estimating a discriminant function. These have been used, as is discussed in the 

following section, in t' he 6nt ex(of sovereign risk analysis togetherwith ways of 

tackling the a priori probabilitieýi of which population -a country-ycar, belongs to 

and tests of the equality of. covariance matrices for the two populations. 
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7-5-3. APPLICATIONS OF DISCRIMINANT ANALYSIS 

Frank and Cline (1971) in their first use of discriminant analysis to evaluate the 

sovereign risk of loans to developing countries rcfcr to two estimation criteria. The 

first uses a 'Baycsian procedure' to rind the most cfficicnt discriminant function, 

Z =J(X), and a critical value, Z*, by assigning countries to rescheduling or 

non-rcschcduling groups so that the expected cost function" is minimiscd. Their 

second estimating methodology, a 'minimax solution' which focuses on minimising 

the maximum value of C(ý - P(I) and Q11) - P(II), in the situations where PR and 

P,, vR are not known. 

Tricir first-round estimates of the linear discriminant function rcfcr to all eight 

of their suggesting indicators while assuming the a priori probabilities, PR and 

PNR, arc equal and the misclassification costs, C(I) and C(II), arc equal. For this 

estimation, the Z-scorcs arc scaled so as to produce a critical value of Z* of zero. 

Although the t-statistic results do not, strictly speaking, have the conventional 

distributions owing to violation of the assumption of multivariatc normal 

distribution in the underlying explanatory variable populations, they carry out 

t-tcsts so as to exclude five explanatory variables from their simple linear 

discriminant equation. 

Another problem with application of discriminant analysis found in Frank and 

Cline concerns the assumptions in the 'Baycsian approach' that PR and C(ý should 

be equal to corresponding PNR and Q11). It is especially curious as to how the 

assumption that the a priori probabilities PR and PNR arc equal can be accepted 

when there is such' a large imbalance between the frequency of the two 

sub-populations of rescheduling and non-rescheduling country-years. Even their 

sample of 145 country-years has only thirteen rescheduling cases (8.9 per cent). 

Sargen (1977) also, applies d iscrimin ant analysis in much thcýsame contexts. 

As in the case of the 'Bayesian approach' used by Frank and Cline and Sargen 
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attempts to minimisc the same expected cost function of making two types of 

errors. Unlike Frank and Cline who assume that the costs of misclassification, 

Qý and Qlý, arc same so that Z* is equal to zero, Sargcn reports the results 

depending on the assumption that the expected cost of type I error is three times 

that of type 11 error. Although a decision as to the ratio between the costs of 

making two types of errors might require a quite subjective judgment, no comment 

is offered on the choice actually made. So far as the a priori PR and PNR 

probabilities arc concerned, Sargcn uses the frequency of rcschcdulings relative to 

non-reschedulings. This is of course appropriate provided the pooled data 

represent a random sample from the populations. Otherwise it should be 

rccognised, however, as Eisenbeis observes, that the resulting classifications would 

only minimisc the classification errors in the sample rather than the population 

when it is not at all obvious what the population priors should be or how they 

should be estimated especially given that they may vary from period to period. 

Sargen in this respect notes (p. 30) that 

Tests for equality or the multivariate group means and variance-covariance matrices indicatee that 

group difrcrences were st atistically significant. Under these circumstances, the appropriate rule for 

classirying countries would be a quadratic (rather than linear) function. In most cases tested, however, 

the linear function yielded comparable results to the quadratic function. The linear function also had 

the advantage of being easier to interpret, because of the smaller number or terms involved. 

With regard to the problem of assuming normal distributions for both 

rescheduling and non-rescheduling groups, Sargen also recogniscs the consequences 

of violations in determining the relative or absolute importance of individual 

variables. In particular, he, obscrves (pp. 28-30) that "Plots of variables forthe 

rescheduling group ... suggest that the data are not normally distributed, " with the 

effect that "Unlike the coefficients in the linear-regression model, the 

discriminant-function, coefficients are not unique ... Conscqucntly,. no test can be 

made for the absolute importance of a particular variable (i. e., setting a particular- 

coefficient equal to zero or to some other value) 
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Sargen tries to deal with this problem by employing a "forward step-wise 

regression procedure" in order to obtain a measure of the relative importance of 

each variable, prior to applying the "discriminant sub-routine". The adoption of 

such a procedure seems to be based on the consideration (p. 35) that 

Non-normality does not necessarily imply that the results are invalid, but it may affect the error rate 
in ways that arc not quantifiable. We are presently experimenting with transformations that more 

closely approximate a normal distribution. 

However, this technique can not ensure complete elimination of all inappropriate 

independent variables from the equation as Saini and Bates (1978) point out. And 

it is still possible thus to omit an important variable due to a high interrelation 

with other variables. 

Taffler and Abassi (1984) also adopt linear discriminant analysis as a statistical 

classification technique and follow a 'Bayesian procedure' in deriving a critical 

cut-off score, Z*, given by the distance from the mid-point between two 

sub-populations centroids. A cost ratio of 3: 1 is used with reference to Sargcn 

(1977) without any explicit explanations about this citation. What is noteworthy 

in particular with regard to the determination of a, cut-off point is that the authors 

estimate the ratio of the a priori probabilities for an observation belonging to the 

rescheduling and non-rcscheduling groups with reference to actual within-samplc 

country-ycar frequcnces. Hence, Taffler and Abassi reckon this ratio as being 1: 4 

(i. e., 20 per cent of country year cases in the sample corresponds to the 

rescheduling group) by adding "weak year" cases (defined as country year cases 

for up to three years before or after a rescheduling event) to the rescheduling 

country group. This appears to be a modification of their decision to leave out such 

"weak years" from the non-rcschcduling country group on the grounds that 

they may have still contained, [rescheduling country] characteristics. " With 

misclassification cost ratio of 3: 1 and a priori determined group probability ratio 

of 1: 4, a critical cut-off discriminant score, Z*, is calculated as - 0.288. In 
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practice, however, a cut-off of zero is applied for operational convencncc by 

adjusting the discriminant function constant term. 

In common with Sargen, Taffler and Abassi point out that statistical problems 

for discriminant analysis follow from the rather unrealistic underlying assumption 

of multivariate normality and equality of the dispersion matrices of each of the two 

country-year groups. However, the authors argue that there should be no great 

disadvantages in using discriminant analysis by referring to other researchers' 

findings on theoretical and empirical comparisons between discriminant and logit 

analySiS. 12 Moreover, a discriminant score, Z, is regarded (p. 549) as having the 

same meaning as the logit probability, P, since the probability form of the logit 

function can be matched by the appropriate transformation of the discriminant 

score Z via Pr(NRC) = (I - e-z)-I [sic Pr(IVRC) = (I + -z)-l ] allowing an 

equivalent interpretation, if required ... " However, this transformation between the 

results formats of the two procedures can not mean that their statistical properties 

and assumptions need to be in any equivalent. 

Transformations of the second-stagc (the initial set of variables was 60) 

variables set of 42 ratios or rates of growth arc reported in terms of logarithmic, 

square root, and reciprocal forms. The main aim of these transformations seems 

to focus on making the distributions of individual variable closer to the required 

normal form by reducing the degree of skewness and kurtosis inevitable in ratio 

data. Then, TaffIcr and Abassi propose (p. 547) next procedure of data 

transformation as follows: 

Coefficients of skewness and kurtosis were then calculated for the untransformt: d and transformed 

variables for the [rescheduling country] and Inon-rcschcduling country] groups separately to indicate the 

appropriate transformation (if any) for, each variable. After transformation any outlying observations 

in each group were winsoriýed, 'Le. ̀ replaced by limiting values 2.5 standard deviations from the mean 

of the other observations calculated on the basis of the remaining cases. 
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7-5-4. PRINCIPLES OF LOGIT ANALYSIS 

In view of the numerous difficultics and qualifications surrounding the use of 
discriminant analysis, anything else might seem to be an improvement. In fact, 

however, there is an alternative readily available in logit analysis which is easier 
both to use and to interpret. The logit model assumes that the probability (P) of 

an event is associated with a vector (X) of economic indicators via the function. 

PGI) =-I RX I+ e- 

where B is a vector of fixed coeff"icicnt to be estimated. Thus with the weighted 

sum RX ranging over the entire real line, P(A) is con. -ined to the range 0 to I with 

the probability increasing for higher positive values of BX and vice versa. 

The function can be rearranged to express a transform of P(A) as a linear 

function (BA) of the explanatory variables, which has of course the same 
functional form of the discriminant score, Z, thereby suggesting estimation of the 

coefficients B might similarly prove feasible, in this case with reference to ordinary 
least-squares procedures. 

I= 
+e -BX 

P(X) 

and 

P(X) BX 

- P(X) 

so that on taking logarithms of both sides 

P(X) 10& 
1- P(X) 

BX. 

The ratio P(X)JE I -'P(X)l is in effect, the familiar odds in favour of an, cýcnt 
happening if P(X), is-its probability. For example, the odds arc 4 to I -for 
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proba! jility of 0.8. The logarithm of the ratio can therefore be said to be a log 

odds, or logit, variable., Since the odds of an event range from zero to infinity, the 

transform has the unrestricted range of a normal random variable from minus to 

plus infinity. The properties of the classical linear model are thereby adhered to. 

The logit approach thus has a distinct superiority to the discriminant one in 

terms of the analysis of empirical evidence since the logistic distribution is virtually 
indistinguishable from the normal distribution except at the extreme ends so that 

statistical tests such as the t or chi-squarc tests are relevant in determining the 

importance of individual indicators (see McFadden (1976)). In addition, as Feder 

and Just (1977) argue, the nature of the logit analysis does not force a country in 

time to become suddenly a member of another population as is implied in 

discriminant analysis. For these many reasons logit analysis must be preferred in 

empirical analysis of -sovereign risk models in spite of such individual empirical 

results as lead Saini and Bates (1978) to write (p. 15) that there is " ... no material 
difference between the discriminant and logistic analyses in their ability to isolate 

cases of debt servicing difficulties. " 

The usual tests of statistical significance in the context of regression analysis are 

therefore more readily available than in the case of discriminant analysis. 

Furthermore, it is not necessary to assume that independent variables have 

multivariate normality for hypothesised populati ons. Thus, even binary 

independent variables may be used as in the case of the regional dummy variables 

used by Feder, Just and Ross (1981). 

The conceptual framework of logit analysis also provides a far more appropriate 

representation of the kind of circumstances that underlie a decision toreschcdule. 

This is because the model is both behavioural and probabilistic. Thus, on the one 
hand, it is tintended , 

-. Jthat". the explanatory variables should cover.. 'major 

considerations- that'will'first suggest rescheduling as a policy, option -and later 

influence the timing of any resort to that option. On the other hand, the decision 
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to reschedule will not always be unavoidable, nor even inevitable, so tha, a given 

set of circumstances may, or may not, precipitate a move to reschedule depending 

on a variety of issues relating to political preferences and just how the advantages 

and disadvantages of alternative policies arc perceived. This impact of choice is 

worth cmphasising: every conceivable aspect of two situation may coincide and 

yet two different policy reactions may be forthcoming, albeit with different 

probabilities. In contrast, discriminant analysis posits the existence of two or more 

separate populations and aims at correctly classifying observations as belonging to 

one or the other. This may have somewhat more relevance in the context of 

cross-section data but. timc series data would have countries switching from one 

population to another. This last may stretch the imagination, far when the 

fundamental nature of a country's economy and political hue usually ch. nges only 

very slowly over time. And yet, on the contrary, it may make sense to model the 

impact of changing circumstance on shifts in the probabilities with which various 

policy options may be adopted. 

7-5-5. APPLICATIONS OF LOGIT ANALYSIS 

Instead of forcing country-year observations into one of two separate 

sub- populations' as in 'discriminant analysis, logit analysis assumes that the 

associated effect of certain explanatory indicators on a binary-nature dependent 

variablc yiclds a logit probability in tcrms of the likclihood for a ccrtain cvcnt 

(usually- rescheduling) to take place. Thus, logit analysis can be spccifically applied 

to dichotomous choicc probability of a sovcreign risk cvaluation modcl. 
- "! b-,. 

The first application -reported can be found in Feder and Just(I 977). : -They 
-emphasise'the superiority of, the logit approach in- two respects. First, the Iy say that 

... it makes more. sense. to'Iclaim that the country sudde, nly- became a member, of 

another spccics. [Sc6ondj more appropriate statistical tests can bc'performcd to., I:, ', 

determine therelcyancc ofvarioýs economic indicafors 
.. 
'. ",, Concerning thesecond - 
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point particularly, asymptotic tests can be utilised for excluding ins. gnificant 

explanatory variables as a response to asymptotic normal distribution features of 

cocfficient estimates. 

A maximum likelihood methodology provides the most suitable estimation when 

using the logit model with individual observations. 13 The likelihood function L to 

be maximiscd has the form, 

L= Pr(Yl, ... , YN) = Pr(YI) - Pr(1'2) * ... o Pr(YN-1) - Pr(YN), 

on the assumption that the individual observations arc independent of each other 

observation. If it is supposed that rescheduling cases arc n out of a total N 

observations, by using rl to represent the product of a number of factors the 

likelihood function L can be rewritten as 

nN 
L= Pi " Pn* (1 - Pn+l) 0- PN)= Flpi II (i - pi), i=l i=n+l 

wherc 

p exp(BX) (I - pi) i I+ exp(BX) I+ exp(BX) 

To obtain estimators of B the logarithm of the likelihood function L is taken and 

thcn this can bc diffcrcntiatcd with rcspcct to a vcctor of fixcd cocff"icicnts, B. 

As Feder and Just (1977) discuss, the maximum likelihood estimation procedure 

has a number of - desirable statistical properties. All parameter estimators 'are 

fconsistent', 'asymptotically unbiased', and 'efficient'. In addition, they-arc 

fasyrntotically normal' so'that'the analog of the regression mest can be applied. 

That is, the ratio of- th6 estimated coefficient to its estimated standard error follows 

a standard normal -'distribution. Additionally, ", in testing the-"rclcvancc -]ýorý 

signif icancc of all, ' or a subset, of the cocfTicients in the logit model when maximum 
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likelihc, od procedures arc used, a test using the chi-square distribution is valid 

(usually a F-test is applied in ordinary regression). Hence the likelihood ratio, A, is 

defined as 

A- 
4 

Lmax 

where Lo means the initial value of the likelihood function, L, when all parameters 

arc set equal to zero and L,. represents the evaluation of the function at its 

maximum. Then, the appropriate test follows directly from the fact that 

-2logA = -2(log4 - logL,,.,, ) 

is based on a chi-square distribution with k dc,,, rccs of freedom, where k is the 

number of parameters in. the equation (see McFadden (1974)). 

Following Feder and Just (1977), Mayo and Barrett (1978), Feder, Just and 

Ross (1981), Cline (1984), and McFadden et. al. (1985) also utilisc logit analysis 

to relate a set of economic indicators to the probability of debt reschedulings. All 

of them apply maximum likelihood techniques for estimating parameters of 

explanatory variables and use t-statistics for selecting relevant and, significant 

variables. 14 In general, likelihood ratio statistics suggest that all the models produce 

good overall fits to data. Cline, for example, quotes the chi-squarcd statistic ý as a 

measure of overall statistical performance, and reports results typically in a range 

to indicate overall statistical significance at the one per cent significance level. 

Unlike most studies of sovereign risk evaluation, Kharas (1984) adopts a probit 

analysis in investigating his model empirically. However, maximum likelihood 

estimation of probit model parameters is essentially similar to that of the logit 

mode. 1 except that the probabilities, P(X) associates with the "cumulative 
-normal' 

rather than the 'cumulative logistic probability function' which has slightlyfatter 

tails at both ends. The, probit approach thus can be seen as being in, the same 

category of parameter estimating techniques as the logit approach. One thing to 
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note toncerning the estimation methods in the McFadden et. al. (1985) study is that 

they use probit analysis to examine the robustness of the Feder, Just and Ross 

(198 1) model, when applied to the relatively larger sample available in their study, 

although in estimating and testing their own model they revert to logit analysis. 

There appears however to be no clear statement about the reason for this change 
in statistical techniques. 

7-5-6. ESTIMATION PROBLEMS 

7-5-6-1. MULTICOLLINEARITY 

In terms of conventional definitions multicollincarity problem arises when two 

or more independent variables (or combinations of variables) are highly (but not 

perfectly) correlated with each other. Although it remains possible to obtain 

unbiased estimates of the coefficients, their interpretation can be quite difficult 

depending on the strength of the correlation. The partial coefficient of any 

variable is interpreted to measure the change in the dependent variable due to a 

change in the variable in question, ceteris paribus. However, the presence of 

multicollincarity implies that there is in effect a reduction in the ainount of 
independent information ayailable in the sample with which to guaran I tce such an 
interpretation. Whenever a given change in one variable occurs, the corresponding 

observation on its highly correlated partner is likely to change. Thus. ' the 

distributions of the estimated parameters are quite sensitive to multicollinearity 

and the higher correlation between multicollinear variables the higher the 

estimated variances and the lower the estimated t-values. 

Only limited discussions about multicollinearity problems can be found in 

statistical sovereign risk evaluation studies even though most of the models 
involved include debt and balance-of-payments explanatory variables thatlend, to' 
be a priori correlated,, with each - other. Feder and Just (1977) - have an -. early 
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rcfcre,, ice, however, in their observation (p. 34) that "In comparing thc-lesults [of 

four versions of their model], it may be noted that the significance of the export 

growth coefficients increases appreciably when GDP growth is deleted ... This 

apparently happens because export growth is relatively highly correlated with 

GDP growth in most developing countries (where the export sector is the leading 

sector)-" Despite this consequence, the authors include GDP growth in one of the 

final runs of their model with the correlated partner (i. e., export growth) on the 

grounds that the t-valuc of export growth still results in a significance level of 7.5 

per cent in a one-sided sense when the amortisation to debt ratio is excluded. This 

equation is thought to have possibly good predictive results for countries where 
GDP growth is not closely related to export growth. However, it should be noted 

that his result might demonstrate another source of collincarity, in thi" case with 

reference to export growth and the amortisation to debt ratio. 

Multicollinearity may be anticipated as a serious problem in such studies as 
Mayo and Barrett (1978) and Tafflcr and Abassi (1984) given that both attempt 

to extract a manageable set of independent variables from very large numbers of 
initial indicators which are made up from various extractions from a smaller 

underlying set of basic debt and macroeconomic variables. For this reason, Taffler 

and Abassi employ a "varimax rotated principal component analysis" on their 

second-round reduction set of 42 variables in order to (p. 548) identify the 

degree of intcrcorrelation among the variables, ensure that serious collinearity was 

avoided in the development of the discriminant function and understand better the 

salient characteristics of country economic performance being measured ... " And 

anxiety over the problems of multicollinearity is a major influence on the selection 

of their. fourth-stagc set of eight variables by means of choosing one, or, two 

variables from each of the seven components as illustratcd, in the Table-2 (p. 551) 

of their study so as to retain only relatively uncorrelated, measures. 

Howcvcr, ýsomc problems can be raised both in their using these procedures and-' 
in interpreting the results. -First, it should be noted that there are inevitable 
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ambig-aitics since variables arc catcgoriscd into ten components without taýkdng into 

account whether they are strongly or weakly correlated not only within a 

component but across the components. Second, levels and flows of variables arc 

used collectively so that multicollincarity problem exists necessarily. For instance, 

the authors demonstrate that most important variables in the second component 

referred to as "external indcbtncss" representing debt-related ratios include levels 

and flows. Hence, the debt to GDP ratio" is with the ratio of net financial flow16 

to imports which can be regarded as one of flow features of the former. In this 

respect, a question is still valid as to whether their "varimax rotated principal 

component analysis" adcqpately removes the underlying multicollinearity. 

7-5-6-2. SERIAL CORRELATION AND IIETEROSKED&STICITY PROBLEMS 

Serial correlation is the violation of the classical regression analysis assumption 

that different values of the error term are independent of each other. It is 

especially likely to occur where the order of the observations has some meaning 

and it therefore occurs most frequently in time series data sets. That is, the error 

term from one time period depends in some systematic way on error terms from 

other time periods. The major consequences of serial correlation are that the 

variances of estimated coefficients increase and predictions arc inaccurate although 

the bias of coefficient estimates remains unaffected. 

The reference to time series data universally found in statistical sovereign risk 

evaluation models could therefore lead to serially correlated observations. Any 

country which shows a high value in one variable (e. g., GDP, inflation rate, or 
debt-service ratio) for one year usually tends to exhibit the same characteristic in 

one or more subsequent years. The effect on error rates is, as Sargen (1977) states 
(p. 28), that a country which is misclassified (or correctly classified) in one year 

will tend to be misclassified ýor"'correctly classified) in other years. " However, most 

statistical models do not deal with this problem beyond such general 

acknowledgemcnts. This might reflect doubts as to whether or not various 
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diagnostic or detection methodologies such as the, 'Durbin-Watson test' and the remedies 

for serial correlation applicable to ordinary least square regression can be applied to 

discriminant and logit analyses. However, if serial correlation could make forecasts 

meaningless, and so compromise the main purpose of statistical models, some attempts 

should be made to treat this problem seriously. 

For binary-valued country observations such residuals will reflect 'unexplained' 

circumstances whereby a country (or a group of countries) falls into one risk category for 

a number of successive years, periodically switching to another category and back again. 

As in the case of multicollinearity, the information content of the data is thereby reduced. 

Sargen (1977) summarises the point in observing (p. 35) that "The presence of serial 

correlation means that the number of independent observations is considerably smaller than 

the total number of observations. " The effect produces problems for the usual statistical 

tests of hypotheses and for forecasting since any country-year classification error is likely 

to be carried over into succeeding years. In this study, it is argued that serial correlation 

will usually reflect the systematic influence of omitted but relevant variables. The careful 

and comprehensive variables selection procedures described below should therefore greatly 

reduce the possibility of serially correlated disturbances. 

Strangely enough there is not even so much as a mention in the literature of the 

possibility of heteroskedasticity, which is in some respects the 'counterpart' problem of 

cross-section data. However, it may be that this is just as likely to be as troublesome given 

the scope for variations in dispersions between observations associated with any number 

of a variety of different ways in which countries contrast, often sharply. It may also be 

that the widespread use of ratios helps to discount extreme contrasts in variances but their 

success in this context has never been formally investigated. And some new sample 

designs can be made to cope with this heteroskedasticity problem. Here, it is intended that 

the attention given to sample selections should reduce to a minimum possibility of having 

to rely on observations from greatly different economies. 
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7-6. r-ORECAST PREPARATIONS AND CONDITIONALITIES 

7-6-1. INTRODUCTION 

The question as to whether residuals analysis in the observation period is also 

relevant to forecast preparations needs to be considered first. This is because in 

the context of the most appropriate functional form (i. e., logit analysis), a cut-off 

probability P* value has presumably to be decided by residuals analysis if 

predicted probabilities, P's, arc to be classified into one of the two groups (i. e., 

rescheduling or non-reschcduling). However, given that residuals analysis is 

primarily a means of measuring the robustness of statistical models in explaining 

individual past rcschedulings rather than a preliminary process to applying such 

models to forecasting, it appears to be more appropriate to review this analysis 

conventionally under the heading of the analysis of estimation results. 

7-6-2. FORECAST PREPARATIONS 

Tha- principal objective of statistical approaches to sovereign risk asscssment is 

to produce forecasts of fuýurc foreign debt problems of borrower countries. In 

general, a forecast can be defined as a quantitative estimate about the likelihood 

of future events obtained from certain models based on past and current 

information. Thus, by extrapolating such models beyond the period over which 

they were estimated, the information in them can be used to Make forecasts of 

future events. When an estimated model is available, broadly speaking, two types 

of forecasts can be prepared, ex post and ex ante. In the former the forecast period 

is such that observations on explanatory variables are known -with certainty. 

Therefore, ex post forecasts can be checked against existing data'to-provide'a 

means of evaluating a forccasting'model that is free of any errors that-, Might be 

encountered in forecasting- explanatory variables. On the other hand, - 'ex ante 
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forcca:, ts arc subjcct to this additional sourcc of forccast crror in using cxplanatory 

variabIcs which arc thcmsclvcs forccasts. 

7-6-2-1. EX ANTE FORECASTS 

Frank and Cline (1971) discuss the preparation of forecasts mainly with 

reference to a two-variablc version of their model. The variables arc the debt 

service ratio and the ratio of debt amortisation to total debt outstanding. Of their 

total of three statistically acceptable variables, the imports to reserves ratio is 

dropped from many of the forecasting runs of their model because of a particular 

difficulty in its prediction as shall be noted later. 

In projecting their estimated discriminant functions, Frank and Cline boldly 

attempt ex ante forecasting exercises for twcnty-four years beyond their estimation 

intcrval. To do so they extrapolate total debt, interest payments, amortisation 

payments, total debt service, and debt service ratios for seventeen countries from 

1967 to 1992. The underlying debt projections arc mainly based on IBRD data 

on debt service payments due. They report (p. 341): 

Ilie foundation of the projections was, in most cases, IB RD estimates of service payments due during 

the period 1967-1992 on the basis of debt already outstanding at the beginning or 1967. Upon this 

foundation, we assumed new loan disbursements to these countries to continue at the same gross 

amount (or as an alternative, at the same net amount) as it had in the recent past (in most cases the last 

tow or three years). The new lending was broken down into several terms categories (usually from 4 

to 7 categories) based on recent experience in borrowing by source. The most recent set of loan terms 

of each lending source, e. g., A. I. D. development loans or IBRD loans, were then applied to the 

appropriate categories. 

Debt service ratio projections additionally require of course export projections. 

Three alternative assumptions for export growth are cited: -a continuation of, the 

1960-1967 export growthvend for each individual country, a four per cent rate 

of export growth, and an eight per cent rate of export growth. - 
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The results are reported in terms of the percentage of country-years for which 

groups of countries are forecast to encounter dcbt-scrvicing problems of varying 

degrees of seriousness. The three groupings arc decided according to the degree 

of debt problem seriousness. For example, Brazil is included in "Group 11" and 

is therefore amongst those countries predicted to "face serious problems only if 

export growth is low and a large volume of capital imports continue. " And Mexico 

is classified as a "Group 111" country which arc seen as having the prospect of no 

less than zero per cent of dcbt-scrvicing problem years. However, Mexico officially 

rescheduled its foreign debt in 1983 and 1984 according to listings published in the 

World Bank's 1985 edition of its lVor, d Development Report. And up to recently 

this country has been still reckoned amongst those countries having the most 

scrious problems of dcbt-scrvicing payments. In contrast, Tunisia, which is 

classificd as one of "Group P countries forecast "to be faced with serious 

dcbt-servicing problems regardless of the aid assumption used or the export growth 

rate, " has not experienced any reschcdulings until recent date. 

These instances of forecast errors clearly imply more fundamental questions 

about the nature of this exercise. In particular, it seems questionable whether it is 

valid to forecast such events over twenty years with only a two-variablc equation 

estimated with reference to just nine-years' (1960-68) information. So far as the 

conditionalitics required arc concerned, is it useful to prcdictýthat Mcxico can 

sustain its debt-scrvicing capacity over twenty years only if it maintains its past 

debt and export growth trend? - 

In order to test the predictive ability of their own model, Taffier and Abassi 

(1984) also, attempt to . produce ex ante forecasts for 78 less developed countries 

during the period between'ihe beginning of 1979 and the, end of 1983 -with 

reference to projections of their four significant variables. These are the debt 

contracted in any one year- per, capita, the debt to exports ratio. ' the average-rate, 

of inflation, and the'qomestic credit gross to domestic product rati&. ý'. In referring 

to the mcans. by. which ii might be possible to project explanatory, variables ex ante. 
2, 
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in pra,; tice, they suggest that it should be possible to obtain such information by 

relying on sources such as the "International , Economic Appraisal Service 

(1EAS)" of the Economic Intelligence Unit Ltd (EIU) since this source in 

particular (p. 554) " ... provides a large and timely standardized database of 

economic and financial information relating to the most LDCs. " The emphasis is 

firmly on short-term, i. e., one-year, forecasts for key variables. In this respect, they 

argue (p. 554) that "Access to the IEAS database provides a reliable data source 

as a starting point with which to test the true ex ante predictive ability of [their 

model] ... and also to generate forecasts of debt servicing problems. " This is 

because a Oart of the lEAS informatiGn includes projected values produced by the 

ElU for various time horizons. These arc subject to a continuous process of 

revision. A further complication arises from the fact that the IEAS (iata to not 

coincide with the statistics in the IMF's Inteinational Financial Statistics (IFS) 

and the World Bank's World Debt Tables on which their model is based. The 

results of Taffler and, Abassi's ex ante forecasts - are therefore additionally 

conditional on these independent forecasting processes. 

The authors also identify a problem in deciding which set of predictions is the 

most appropriate to choose froml the continuously modified components of a range 

of forecast intervals., They therefore observe (p. 554) that 
'sinco 

country 

variables are updated as better information becomes available there is difficulty in 

reconstructing the true forcsightful, position for earlier years. " This is an inherent 

part of this particular forecast process, i. e., one relying on a database which can 

be adjusted and altered by the producer unceasingly. However, assuming (p. 554) 

that the EIU estimated half way into the year being forecast appear to match 

fairly closely the official statistics eventually appearing up to 2 years later, " they 

elect to test their model's ex ante performance with reference to the'IEAS database 

as available at the end of, 1983., 

The resulting short-term, pre iction procedure clearly trasts with Fr -'and "di 'co n 'a'nk 

Cline's (1971) ex ante forecast efforts. This means that it is especially instructive 
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to look at Taffler and Abassi's evaluations of the usefulness of the scatistical 

innovations and specific ex ante forecasts of their study with reference to the 

forecast crrors involved. This is left to the following section. 

In attempting ex ante forecasts, Cline (1984) Carries out projections of his 

model's underlying variables (i. e., mainly balancc-of-paymcnts and debt 

indicators) for the nineteen largest debtor countries from 1983 to 1986. As an 

illustration without any precise explanation, it is suggested (p. 237) as a basic 

assumption that 

... global lending returns only gradually to its 1980-81 level after the severe 1982 contraction. Thus, 

., 
as a fraction of imports) for 1983 (the the variable rXBOR is set at thirteen percent (total borrowin, 

same level as in 1982), 15 percent in 1984,17 percent in 1985, and 19 percent in 1986 (the average level 

for 1980-81). 

The rcsuýts of his ex ante forecasting demonstrate that there should be a 

reduction in debt-servicing difficulties by 1985-86 even for the, major Latin 

American borrowers such as Argentina, Brazil, Chile and Mexico to permit 

restoration of their creditworthiness without a need for debt rescheduling. And 

he concludes (p. 237) that "The broad pattern of declining incidence of severe 

dcbt-servicing difficulty tends to confirm ... that the debt problem is one of 

illiquidity, not insolvency. " However, an examination of the resulting forecast 

errors which can be identified with now known subsequent rescheduling and 

current data indicates that many of them may have come from inaccurate 

projections of explanatory variables, as in the case of Frank and Cline (1971). For 

instance, as shall be noted later, the question about how to predict the future value 

of 'reserves' is relevant in Cline's (1984) ex ante forecasts. 

McFadden et. aL (1985) state that with an appropriate macroeconomic model 

which provides forecasts of standard macroeconomic ratios, multiyear forecast can 

be prepared although their accuracy is limited by the appropriateness of the model 

used, by the presence of time and country effects on debt management behaviour, 
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and bý the incidence of exogenous shocks. Thus, they argue (p. 195) that "Subject 

to these caveats, the system should be useful for analyzing the impact of alternative 

policies for a few years ahead. " In this respect, McFadden and his associates 

simulate a calculation of probabilities of repayment problems for eight selected 

countries from 1972 to 1985, the last three of which are out-of-samplc, by 

employing "first-order vector autorcgression" projection of the explanatory 

variables for short-term ex ante forecasting. However, there are no explicit 

explanations about the, substantial procedures of variable projections in their 

paper. 

7-6-2-2. EX POST FORECASTS 

Feder and Just (1977) prepare forecasts for two versions of their logistic model 
(one of which excludes the GDP growth rate while the other drops the amortisation 

to debt ratio). Prediction probabilities are provided for 102 observations on public 

or publicly guaranteed loans granted to 27 developing countries during the 1973-74 

period within a set of data relevant to countries borrowing in the Euro-dollar 

market. Although Feder and Just do not discuss the point explicitly, their forecasts 

seem to be ex post forecasts since data on observations in the forecast interval were 

extrac, 'ed from an earlier paper'by Feder published in 1976 while their U. vn paper 

was submitted for publicat. ion in March 1976 which was at least two years later 

than the forecast period so that there was no need presumably for them to have 

projected their seven explanatory variables. 

Feder, Just and Ross (19 81) develop a model with the special intent of providing 

a framework to facilitate forecasting. Reworking the earlier Feder and Just (1977) 

study, they concentrate on presenting a methodology capable, of, projecting 
debt-servicing capacity, by: using. an empirically based logit model beyond the 

short- ru n.,.., "Thcir paper; however, makes no attempt to discuss details of the'kind, `- 

of macroeconomic ý model that they say that they need for-projecting medium- an 
long-run'forccaýts, ' of, 6kplanatory, variables. They. thcmselvcsrcport only, ex. post. ',,,,, 
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foreca,, ts to verify that the discriminatory performance of their logit model does 

not significantly deteriorate for out-of-sample circumstances. This exercise relates 

to 135 observations for the period 1977-79, of which ten are associated with 

rescheduling cases. 

Despite the overriding purposes of statistical models of sovereign risk as forward 

looking forecasting tools, Sargcn (1977), Mayo and Barrett (1978), Saini and Bates 

(1978), and Kharas (1984) all make no effort to report forecasts outside sample 

pcriods for their respective models. Indeed, the only reference Sargcn makes to the 

qualifications surrounding statistical country risk appraisal procedures occurs in 

the concluding section of his papcr-whcre he notes (p. 33): 

Knowledge of the causes of past reschedulings does not riccessarily imply an ability to anticipate future 

reschedulings. The latter is affected by the difficulty of correctly forecasting exogenous variables, by 

changes in structural parameters of estimating equation, and by problems caused by the small samples 

used in analyses of previous rescheduling. 

Similarly, given the innovative investigation of several problems found in earlier 

statistical studies, it is especially curious that both the Saini and Ba. tes and the 

Kharas studies make no attempt to investigate the potential. true forecast 

accuracics of thcir respcctivc modcls. t 

7-6-2-3. A CUT-OFF POINT IN THE FORECAST INTERVAL 

Instcad of dcciding dircctly on onc critical probability as a cut-off point bctwccn 

forecast rescheduling and non-rcscheduling country-years, Feder and Just (1977) 

investigate the number of corresponding error cases for different P* cut-off points. 
Based on this frame, the critical probability value P* is decided to minimise the 

total number of error cases for the estimation period. However, this piocedure of 

choosing P*, based completely on the analysis of within-sample re - siduals, "cleirly 

cannot guarantee that such a P* choice will yield the same mini'mis-a-iion 
, 
of forecast 

crrors. Structural brcaks in -world cconomic circumstanccs"and, the situation of, 
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individual countries might move the distribution of P's altogether so that other 
P* points are more appropriate. This is effectively illustrated by Feder and Just's 

review of a range of acceptable P* selections (i. e., from 0.18 to 0.50) for their ex 

post forecasts. 

Far more importantly, however, the extension of residual analysis 

preoccupations with the choice of a P* cut-off point to forecast preparations causes 

useful information generated to be lost by forcing a dichotomous classification on 
A 

to a gi%, cn set of P 's. Thus, in order to utilisc more efficiently the implications 
A 

of continuous P distributions, it would be useful to consider the accuracy of such 

predictions with reference to the purposes they serve in practice such as the design 

of boLh creditor loan portfolios and debtor-country policies. It is interestnig to note 
Feder and Just's comments (p. 36) on the lattc; - in this context: 

The results of this study arc obviously useful for debt servicing capacity analysis by potential lenders.... 

But the results also hold some useful possibilities for borrowing countries. Increasingly, developing 

countries are entering commercial capital markets for funds; and, or course, the availability of these 

funds depends on their debt servicing capacity. The controlled regulation of important debt servicing 

capacit) indicators can thus become an important part of government policy in reaching many . )ther 

national objectives. In formulating national policies, it may also be particularly important to carefully 

control the probability of default since a reputation for default may seriously limit future credit 

poss'bilitics. 

Similarly, Feder, Just and Ross (1981) follow the line of Feder and Just (1977) by 
A 

discussing P* with reference to their P 's distributions for out-of-sample forecast 

period. By doing so, the authors attempt to compare forecast errors with 

within-samplc period residuals. 

In preparing ex ante forecasts, Cline (1984) illustrates trends of predicted 
A 

probabilities (P's) for nineteen countries having the largest debts. The results 
indicate that all of the countries'except Ecuador and Algeria show reductions in 

their debt-scrvicc burdens by 1985-86. This result is considered to confirm that the 

debt problems in 1982-83 relate to illiquidity circumstances of borrowing countries 
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not to insolvency situation. Apart from a judgement on this implication, such a 

more sensitive use of predicted probability distributions might suggest further 

benefits from a reduction of the information losses that otherwise result from 

simple binary classifications. 

7-6-3. FORECASTING CONDITIONALITIES 

Two major sources could be considered responsible for forecasting errors 

particularly in ex ante forecasts, i. e., errors in projecting of explanatory variables 

and the possibility of structural breaks. 

7-6-3-1. PROJECTION DIFFICULTY OF EXPLANATORY VARIABLES 

As mentioned before, Frank and Cline (1971) exclude the imports to reserves 

ratio from a part of the forecasting runs of their model because of a difficulty in 

its prediction. This ratio consists of two components of the balance of payments, 

i. e., imports and reserves. A change in rescrvcs is the overall balancing item in a 

balance of payments, so it is difficult to project the future level of reserves without 
having first to predict all of its other components such as trade, payments for 

services, transfers and varigus categorisations of capital flows. Frank and Cline 

say no more other than that the " ... prediction of the reserves to imports ratio is 

particularly difficult". However, it is likely that the problem largely relates to the 

reserves component. Such an inference can be supported by the fact that they are 

prepared to undertake projections of exports while imports are likely to be largely 

endogenous determined. 

Although Frank and Cline indicate projection difficulties of reserves, the 

following studics, the onc cxccptional casc of Kharas (1984), usc rcscrvcs-rclatcd 

explanatory variables., Even Feder, Just and Ross (1981) and Cline (1984), who 

attempt to employ indicators that are as easy as possible to predict in their model 
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specif". cation, include the ratio of reserves to imports. In the case of Cli!, c (1984), 

in particular, this ratio is projected for his ex ante forecasting exercises as pointed 

out earlier. However, there is no explanation as to how he forecasts the future 

value of reserves for each country beyond the estimation period. 

With regard to the 'forcsccability' of explanatory variables in more general 

terms, Feder, Just and Ross try to introduce those variables which can be projected 

by using macroeconomic models for a medium- and long-run projection horizon. 

From this standpoint, the kind of monetary indicators, such as inflation rates, 

exchange rate changes, and the growth rate of money supply, that arc introduced 

for the first time by Sargcn (1977) to statistical sovereign risk analysis, arc 

deliberately excluded from their explanatory v: ýriablcs because of limitations in 

projecting them for the purposes of forecasting. Cline (1984) also argues that 

inflation is not a satisfactory explanatory variable for his model since there is little 

firm basis for projecting country-by-country inflation rates in the future. 

In contrast to such considerations, however, it is noticeable that Sargen asserts 

that his "monetary approach" variables cited above typically have rclativciy early 

publication dates so that have the advantage of being more useful as "early 

warning" indicators. Thus, statistical models relying on such monetary indicators 

may be regarded as having. a special value in forecasting over short-term horizons 

by being able to refer to actual values of these kinds of variable. 

Apartfrom the adequacy of monetary indicators as explanatory variables, the 

question as to whether other variables (mainly debt and balance-of-paymcnts 

variables) can be forecast accurately over long-run horizons for all countries 

remains a lively issue. However, Feder, Just and Ross (1981) avoid the need to 

demonstrate their recommended procedure for projecting explanatory variables 

since they do not attempt any ex ante forecasting with thcir modcl. Tamer and 

Abassi (1984), however, provide an illustration, as noted earlier, of what can be 

achieved in practice by referring to the IEAS database prepared by the EIU which 
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provides not only an cxtensivc list of rclativcly standardiscd indicaLors but 

short-term (one year) forecasts of key variables. 

7-6-3-2. STRUCTURAL BREAK 

The use of predicted values based on past trends can only produce forecasting 

results similar to those of the estimation period since trend analysis, in general, 
depends on structural stabilities. Accordingly, a country which, for example, 

obtains a relatively high rank in some 'creditworthiness hierarchy' within a given 

sample period thus might also be expected to be seen as being equally favourablc 

to creditors in the future since predicted trend values of key variables may not be 

significantly different from past ones while the srimc estimated model is applied to 

all countries. Thus, but for external shocks and the effects of macroeconomic 

policy variables, especially with reference to a balance of payments, or, unless 

different trends are applied to different countries, forecasts of future debt-servicing 

difficulties based on simple projections of summary indicators can only extrapolate 

relative credit ratings. 

Mayo and Barrett's (1978) study can be noted as having particularly interesting 

standpoints in this respect. They make no attempt to produce forecasts beyond 

their respective estimation. intervals. Nonetheless, they argue that their models 

themselves contain a "forecasting mechanism". They try to specify what they 

intend should be an "early warning model". This is attempted by extending the 

forward looking power for'predictions of future rcschedulings by means of a 

five-year time horizon. Since the logit probability of rescheduling within any one 

year of a five-year interval is reckoned to be related to just -one set of past 

explanatory variables, they claim that their "early warning model" does not need 

to project these variables in the manner found in Frank and Cline (1971). ". This 

seems illogical cssentially. for the reasons set out above while in purely practical 

terms it might be ýasked - if the same facility applies equally well to 110- or 20-ycar 

forecast intcrvals. ---. --,:. ý 
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A major issue concerning forecast errors is associated with how to deal with the 

existence or structural breaks during the projection period. In their ex ante 
rorecasting exercises, Frank and Cline (1971) assume (p. 343) that " ... roughly the 

same factors which operated in the past are likely to continue in the future. " 

However, is it rational or realistic to consider that there will be no structural shifts 
in foreign and domestic circumstances ovcr twenty years? If we examine just the 
Frank and Cline's projection period (1967-92), it is beyond question that oil-shocks 
(in 1973 and 1979 approximately) havc twice changed world markets for goods, 

services, and Finance considerably and have undermined the economic situations 

of borrowing countries. Moreover, thc surge of rcschcdulings in Latin American 

countries starting from 1983 was primarily due to changes in the world economy 

that %, ould not be captured in Frank and Cline's forecasting model. 

The existence or structural shirts have been demonstrated by several authors 

even within the size or their sample intervals. Saini and Bates (1978), in particular, 

examine the effects of a structural break on parameter estimates by dividing the 

sample period into two intervals, i. e., 1960-70 and 1971-77. The 1970-71 division 

is chosen to reflect the advent of more flexible exchange rate regimes in the early 
1970's as well as the greater concentration of balancc-of-payments support loans 

in the 1970's. Their results suggest (p. 17) that the estimated cocfficicnts and their 

associated statistics are sufficiently different to indicate a shift in the 

parameters" between these two sub-pcriods. And McFadden et. al. (1985) report 

that there arc substantial differences in the estimated coefficients of their model 
between two periods, i. e., 1971-75 and 1976-82. In this case a formal likelihood 

ratio test for equality of coefficients 'in thq two pcriods leads to the conclusion (p. 

193) " ... that the coefficients of [their] model arc definitely not stable over time. " 

Although such results arc not linked to the issue of out-of-sample period 
forecasting, they arc valid enough to demonstrate the effects of structural breaks. 

In this sense, statistical sovereign risk models might be limited, strictly speaking; 

to onc-pcriod-ahcad forecasts by the problem of explanatory variable projections 

especially with reference to the question of structural breaks. The point highlights 
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the liaitation, s imposed by forecast conditionalitics in practice, cspecia! ty in the 

case of ex ante forecasting. 

Feder, Just and Ross (1981) discuss the theoretical implications of a special 

dimension to these conditionalitics that relates to the incidence of rcschcdulings 

between the estimation interval and the point at which a forecast is required. In 

particular, they suggest a method to calculate the cumulative unconditional 

probability that a rescheduling will happen some time within a certain period by 

computing a sequence of conditional probabilities which mean that there will be 

no rescheduling by t year but a rescheduling in t+1 year. This implies that 

without considering these conditionalitics a further source of forecast error should 

follo. v. Howevcr, as in the case of misgivings about the Mayo and Bar-ctt (1978) 

dependent variable formulation, such cumulative unconditional probability 

calculations might be of limited practical significance where attention is focused 

on the immediate futurc, or on the incidence of first-time dcbt-servicing difficulties. 

In this account, some other analytical efforts may be needed for alleviating forecast 

conditionalitics; related to existing structural break problems. 
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7-7. FORECAST ERROR ANALYSIS 

7-7-1. INTRODUCTION 

Broadly speaking, differences between dependent variable predictions and 

rcalisations may refer to either observation period residuals or to forecast errors for 

some out-of-samPlc period. Sources of the first kind of error arc restricted to the 

specification of the model, the statistical parameter estimation method, and the 

information used to estimate the model. They therefore measure the ability of a 

model to account for individual sample points and as well as to provide a basis of 

comparison for evaluating out-of-sample forecasts. In moving outside the 

estimation interval the difference between forecasts and realisations is marginally 

'the result of structural breaks between the estimation -and forecast intervals 

provided the Values of the explanatory variables are known with certainty at the 

time of forecasting, i. e., as in the case of ex post forecasting. Where -that 

qualification is-itself relaxed then, the additional sources of forecast errors relate 

to what are referred to a ex ante forecasts. 

Subject to these qualifications, three broad kinds of forecast error ana'Aysis may 

be attempted. First, forecast errors could be investigated by means of comparing 

prediction errors for some out-of-sample period with observation period residuals. 

Ex post forecast comparisons could thereby be used to detect structural shifts 

between the observation and the forecast periods. The second alternative is to 

compare the prediction errors with those occurring in alternative expressions of any 

one model, for example, by applying it to a'differcnt period, by modifying some 

specification assumptions, or by changing the estimation methodologies used. 

Some. of thcse. variations might apply equally well of course to forecasts from other 

publications or from other, forecast processes. Third; the significance of forecast, 

'd some hypotheses by errors could be testC 
.. 
'against 

-means of some appropriate 

formal statistical methodology.,, 
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7-7-2. FORECAST ERROR EVALUATION 

With regards to an analysis of within-sample residuals, Frank and Cline (1971) 

produce forecasts of rcschcdulings from their discriminant model simply on the 

basis of the critical discriminant score, Z*, which yields the fewest sum of type I 

and type 11 errors (classifying a rescheduling country as non-rcschcduling and vice 

versa, respecti%, ely). Of all the simulation exercises reported the best gives zero type 

I errors among thirtcen rescheduling observations and twelve type 11 errors among 
132 non-rcscheduling observations. While in general they encounter more type 11 

errors than type I errors, it is argued that many of them are close to years in which 

countries did in fact reschedule their foreign debt. They therefore report (P. 339) 

that 

Argentina was predicted to reschedule in 1962 and 1964 when actually reschedulings took place in 

1961,1963, and 1965. Brazil, Chile, India and Turkey are also predicted to reschedule in years 
immediately preceding reschedulings. The other 4 type 11 errors relate to Mexico which has had a very 
high debt service ratio but has not rescheduied. 0 

As already noted in the previous section, the authors use their estimated model 

to produce ex ante forecasts for the period 1967 to 1992. The results of Frank and 

Cline's projections arc reported in terms of forecasts of the percentage of 

country-years for which serious debt-scrvicing problems arc indicated during the 

forecast period for groups of countries. Thus, "Group 111" countries (i. e., Mexico, 

Argentina, Bolivia, Iran, and Nigeria) demonstrate zero per cent probability of 

dcbt-scrvicing difficulties in 25 years. Although the authors were clearly not in a 

position to compare these forecast outcomes with rcalisations, it is now possible to 

do so. It is known that even all the "Group 111" countries, with exception of Iran, 

experienced reschcdulings several times. These forecast errors are enough to cast 
doubts on their 'far-foiward-looking' forecasts. 

I'n''confining, 'for'c'c"ast's', 'to, --''a", period when realisations- were already "available, 

., 
Feder and Just 

l(1977)'can'identify 
forecast errors outside the sample period. Their. -- 
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evaluations take the form of comparisons between within-sample (196.5-72) and 

out-of-samplc (1973-74) crrors. 17 Their evaluation procedure therefore provides a 

mcans of checking whether their estimated model holds equally well in the 

immediately succeeding interval. 

With regard to within-samplc errors, the least total number of errors (one type 

I and fitvc type 11 errors) are made when the critical probability value (P*) is 0.4 . 
None of the trial P* values, however, produce more than II errors in a total of 238 

observations. In selecting a critical probability valuc P* for any given P's 

distribution, they seem to concentrate more attention on reducing type I errors 

rathor than type 11 error cases. It is not clearly cxplaincd, however, as I) why this 

is or what the relative costs of the two types ot' error might be. 

Rescheduling probability predictions are also prepared for 102 observations on 

public and publicly guaranteed loans granted to 27 de%, cloping countries during the 

1973-74 out-of-samplc interval. Only in the case of eight loans to three countries 

arc the predicted probabilities higher than 0.12. Their reaction to this is to say (p. 

35) that "... the perceived default probabilities were rather low since all the lenders 

arc commercial institutions which would not grant, a loan to an excessively risky 

country. " However, it may be more objective and rational to seek a cause just as 

much in terms of the extremely imbalanced frequency between rescheduling and 

non-rcscheduling cases that typically charactcrisc the data than to accept the 

lenders' subjective perceptions as the sole cause of this result. 

Their two-year forecast interval of course contrasts sharply with that of Frank 

and Cline (1971). This may however be reckoned to be more practical by allowing 

more or less immediately available rcalisations to be used to identify forcc*as(crrors 

and so suggest model adjustments. Additionally, short-horizon forecasts arc likely 

to correspond more closely to the interests of most prospective creditors. 
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In the case of these ex post forecasts, Fedcr and Just review considerably wider 

ranges of P* alternatives. Thus, they find that if the critical probability value is 

taken anywhere in the range from 0.18 to 0.50, only three to five type 11 errors arc 

made without any type I error cases. They conclude (p. 36) that in general "... the 

error rates are quite consistent with those obtained for the sample actually used 

on estimation of the logit model and confirm the overall good predictive 

performance of the estimates ... " Such procedures of course do not address the 

problem as to how far such ex post forecasts P* would be appropriate for P's 

interpretations when faced with the practical challenge of ex ante forecasts. 

Ir deciding on a critical Z* value for within-sample errors, Sarp: n (1977) 

assumes that the expected cost of a type I errc. r is three times of that of a type 11 

error. His discriminant function thereby produces eight type I errors when the 

debt-scrvice ratio is included. There is no reference to the exact number of type 

11 errors but from examining a chart (p. 33) illustrating the relation of error rates 

to value of cut-off point, it seems that the type II error rates are approximately 

seven to nine per cent. Based on these results, he argues (p. 33) that 

the discriminant rules pcrrorm best in explaining reschedulings in South American couatrics ... 
1kcschcdulings in these countries are associated with high inflation and rapid money-supply growth, and 

the discriminant rule assigns a relatively large weight to these variables ... Reschedulings in South Asian 

countries, on the other hand, require some it iformation on the adjusted dcbt-scrvicc ratio. 

This is perhaps an instructive illustration as to how well forecasts for different 

countries depend on different kinds of information. As indicated in the previous 

section, Sargcn makes no attempt to report forecasts beyond the estimation period 

with his discriminant function. The difficulties posed by correct projection of 

cxplanatory. yariablcs, structural changes, and reliance on small samples in respect 

of rcschcdulings 
, 
arc 

, 
simply listed as major obstacles against an. effective 

anticipation of, future, rcschedulings., 
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Lik,; Sargen, Mayo and Barrett (1978) and Saini and Bates (1978) nake no 

effort to extend their statistical models outside the estimation interval. There are, 

however, one or two interesting differences in their evaluations of within-sample 

period residuals. As reviewed before, Mayo and Barrett (1978) try to extend the 

forward-looking power of predictions by means of a five-year time horizon in what 

they call an "early warning model. " -Since many type I errors are associated with 

reschcdulings that occur in adjacent years to forecast rescheduling, it might be 

expected that their model would have a rather wider forecast range would help to 

reduce forecast errors. It turns out however that their within-samplc period error 

rate is relatively high. Thus, 24 per cent of rescheduling cases up to flivc years in 

advance are predicted incorrectly although it should be added that this type I error 

rate %. orresponds to a critical probability value (P*) aimed at cqua! ising the 

number of error cases in rescheduling and non-rcscheduling categories. The type 

11 error rate is thirteen per cent. 

While ignoring the forecast performance of their model, Saini and Bates 

concentrate on presenting empirical tests of what they see to be the principal 

problems and weaknesses found in earlier studies. Forecast errors in their 

within-samplc period are used to investigate whether there is any significant 

difference between estimates of discriminant and ' logit functions, of two 

sub-periods (i. e., 1960-70 and 1971-77), and of "modified" and "traditional" 

dependent variables. For instance, in the case of the modified dependent variable 

comprising "involuntary debt rcschcdulings" and "balance of payments support 

loans", despite substantial improvements in t-statistics for the explanatory 

variables, there appears to be no corresponding reduction in total error rates 

compared to the traditional dependent variable which includes just official 

rcschcdulings. And for the second sub-pcriod (1971-77), the total error rates are 

reduced from nineteen per cent in the first sub-period (1960-70) to 9.5 per cent in 

case of the logit function. This second result is reckoned attributable to the greater 

use of loans for, support of balance of payments situations during - the second 

sub-pcriod. The results show that there is no significant difference in the total 
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error iates between the discriminant and logit analyses. This is consis'Lent with 

comparisons of estimated coefficients for explanatory variables. They thereby 

conclude that there is no difference between the two estimation procedures in their 

ability to isolate cases of debt-servicing difficulties. 

Compared to the total error rates reported by Feder and Just (1977) and by 

Mayo and Barrett (1978), those of Saini and Bates seem to be generally 

unfavourable. However, strictly speaking, it may be inappropriate to compare 

results in this way because of additional differences in terms of sample sizes, 

periods covered, and variables examinLd. For that reason, Saini and Bates attempt 

to examine further their model's appropriateness by adopting some of the same 

procedure used explicitly by Feder and Just. The results indicate that the total 

error rates calculated by the logit function decline from nineteen per cent to ten 

per cent, while type I error rates fall from seventeen per cent to nine per cent. 

They therefore conclude (p. 18) that their apparently poorer results are 

primarily due to differences in methods used in this and previous studies. " 

Feder, Just and Ross (1981), continuing the previous work of Feder and Just 

(1977) subject to minor adjustments of scope and definition of the dependent 

variables, similarly make a comparison between error rates for within-sample and 

out-of-sample periods. In the case of the first, the type 11 error rates are reported 

as being relatively low even for a critical probability values (P*) as low as 0.1 for 
A 

all three different versions of their model. This implies again highly skewed P 

distributions. In the event, they suggest a cut-off point at around 0.2. As they 

point out, however, the choice ultimately should depend upon a user's attitude 

towards risk and preferences as between type I and, type 11 errors. For 135 

observations for the out-of-samplc period 1977-79, ex post forecasts arc used to 

check if the discriminatory performance obtained for the within-sample period is 

significantly reduced. It is reported that the type 11 error rate increases overall 

while the type I error rate decreases as compared to within-sampIc results. 

Nevertheless, they report that the generally "somewhat higher" type 11 error rates 
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are w. Lihin an "acceptable range" for the out-of-sample period, although they do 

not explain the basis of such a judgement. 

Taffier and Abassi's (1984) forecasts for the period 1979-83 produce type I and 

type 11 error rates of 31 and 26 per cent, respectively. Uniquely in this area, they 
introduce a 'standard significance test' to evaluate the statistical significancc of 
forecasts errors. The standardised normal dc%, iatc conventionally defined as 

z= 
p-ir 

ir)/n 

whcre p is an obscrvcd samplc proportion, 7r the probability of a chancc corrcct 

classiýication, and n the number of observations. Using this equation, two 

hypotheses can be tested, i. e,., 

(Ho-pj: --=7rj), against, (HI-pl>7r, ) 

and 

(Ho-p2 ý-- 7r2: -- I- 7rl), against, (HIT2: ý'7r2) 

where ir, is the overall observed proportion of reschedulings in the forecast interval, 

p, is the proportion of predicted reschcduUngs that observation shows to have been 

correct and 7r2 and p2 are the equivalent ratios for trouble-frce years. The two 

maintained hypotheses are rejected at the 0.1 per cent significance level. 

In extending their 'judgements of their model's comparative forecast 

performancc, Tafflcr and Abassi refcr to forc'cas'ts altcrnativcly availablc from a 

consensus view of bankers' judgements as expressed by the "Institutional Investor 

credit risk index". In order to 'test the ability of the credit risk index to predict 

reschedulings reference is made to the "September credit'rating scores" which'are 

expressed'on a'scale of. 0-100. '' For the purposes of comparisons with forecasting 
% 

results from' their "'early -warning model". the authors -organise' the information 

, provided by - the September ratings as follows (p. 556): 
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Stagr 1: Countries common to both databases were identified 

Stage 2: The September 1979 and September 1980 [Institutional Investor] credit rating scores were 

used in conjunction with the list of 1980 and 1981 rescheduling cases of the Appendix to determine an 

appropriate cut-off. 
Stage 3: This threshold was then employed to predict 1982 and 1983 reschedulings on the basis of the 

September 1981 and September 1982 [Institutional Investor] scores. 

Stage 4: The results were compared with the performance of the [early warning model] on the same 

restricted country set. 

A cut-off thrcshold is decidcd on so as to minimise the two typcs of crror. 

A comparison of performances for the period 1980-83 shows that the statistical 

model forecasts more correctly than the bankers' credit risk index. The total 

correL prediction rates of the t%ýo systems are 71 and 64 per cent, respectively, but 

in the case of type 11 error rates, the latter has a slightly better result of 54 per cent 

compared with the 56 per cent on the former. Based on these results, they 

conclude (p. 558) that 

The relative performance of the two approaches to country risk analysis is somewhat unexpected. A 

priori it is surprising that a simple four-variable discriminant model derived from economic data of 

arguable quality should demonstrate good predictive ability several years after it was developed despite 

the major structural changes occurring in the environment in which it is applied. Secondly, it is possibly 

even more interesting that a rating system based on the pooled knowledge, up-to-date information and 

collective wisdom of up to 100 banks does not appear able to outperform the statistical approach. 

Kharas (1984) examines residuals in the estimation period in order to investigate 

the details of the within-sample predictive power of his model. With a critical 

probit probability value of 0.125, which is considerably lower than other cut-off 

points adopted in previous , 
studies, presumably 

'due . 
to the cxtremclyjow 

frequencies of, rcscheduling cases (i. e.,, seven per cent of total observations), his 

model produces five type I errors (seventeen per cent) and 29 type II errors (seven 

per cent). " The five type .1 error cases are Argentina (1965), - lndonesiaý (1970), 

Turkey (1965),, Pakistan (1971), and. Zaire (1975). With regard to thc, possible 

causes of, these errors, Kharas (1984) argues (p. 438) that 
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... ir some cases (Argentina and Turkey) additional information not captured in the simpl -. model 

would have raised the calculated probabilities substantially. In other cases (Zaire and Pakistan) 

external events will low probabilities (copper price fall and the war, respectively) actually took place. 

Cline's (1984) critical probability in the estimation interval is chosen so that the 

total errors arc minimiscd subject to a rclatiN, cly equal percentage rate of error in 

the two classes of observations. The resulting 0.041 critical value is greatly lower 

than any other cut-off points of preceding models. This low critical point, as Cline 

points out (p. 230) "... appears to reflect the large imbalance between 

non-rcschcduling cases (97 per cent of country-year observations) and rescheduling 

cases (three per cent) in the underlying population. " Such an excessively skewed 
A P's distribution must, however, as pointed. out several times earlier, cast a doubt 

on models aimed at producing dichotomous forceasts. With this critical value, he 

examines the overall statistical performance and error rates of five altcrnativc 

models, representing alternative combinations of excluded explanatory variables, 

for the estimation period. The results explain an average of approximately 86 per 

cent of non-rescheduling cases and 88 per cent of rescheduling cases. These error 

rates can be seen as being the more impressive given that they relate to a more 

recent time period than does any other previous study. 

Cline examines what he sees to be a systematic difference in the predicted 

probability distributions between larger and smaller debtor countries. For the 31 

countries with larger debts, the average value of the predicted probability of a 

rescheduling is 0.32 for those country-years in which rcschedulings occurred. In 

contrast, the other 29 countries with smaller debts show an average value of 0.2. 

This result implies that the smaller debtors experience debt-scrvicing difficulties at 

lower levels of underlying debt burden than the larger debtors. Cline considers (p. 

231) this to be rational since "most of the countries [with larger debts] ... would 

be'-judged on an informal basis by international creditors to be ablc'to"sustain 

relatively higher levels. of debt than those [with relatively small, dcbts] because of 

past debt performance and level of development Aside from a discussiofi'about 

itý the. rcfcrcncc of country differences is surely something worth following up. 
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Of ýhe ten type II erroneous predictions for 31 large debtor countriý: s, three 

cases (i. e., Bolivia in 1979, Brazil in 1981, and Chile in 1982) rescheduled their 

debts substantially in the year subsequent to the one when the false prediction 

occurred. In addition, the predicted probabilities in each of these cases increased 

abruptly in the year just before the actual rescheduling (e. g., in case of Brazil from 

0.03 in 1980 to 0.75 in 1981). These insights can be obtained by examining the 

trend of predicted probabilities over time. Such a trend evaluation can therefore 

suggest a useful additional criterion for predicting pre-reschcduling situations. 

Cline's individual predicted probability (P) trends for 31 major debtor countries 

over the within-samplc period 1971-82 show that potential debt-servicing 

difficulties among them increased significantly in 1982 as the proportion of 

countries with a predicted probability above the critical level rises from sixteen per 

cent in 1981 to 41 per cent in 1982. This result leads him to test whether the 

serious creditworthiness problems of 1982 are temporary or permanent with 

reference to ex ante forecasts based on projections of. balancc-of-payments and 

debt variables for the nineteen countries having the largest debts for the 

out-of-sample period 1983 to- 1986. The results projections indicate that all of the 

countries except Ecuador and Algeria would make sufficient reductions in their 

debt-servicing burdens by 1985-86 to permit a return to creditworthiness without 

the need for debt reschcduli ngs. Cline is thereby led to the conclusion that the debt 

problem in 1982-83 should be regarded as one of illiquidity not insolvency. The 

persistence of difficulties in realty would now suggest otherwise of course. Whether 

the forecast error is the result of the model, or mistakes in explanatory variable 

projections, or faulty concepts (i. e., the. distinction between illiquidity , and 

insolvency ) would require further investigation. Cline's trends for predicted 

probabilities perhaps have an, cspecially useful contribution to make judging how 

long, new lending should be supported ý for 
,a specific country, from 

debt-scrvicing - difficulties., -Jhis, issue may, also ý be related, tol'the -problem -'of 

deciding on the success of recoveries to normal creditworthiness. 
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Rcs,; hedulings for Egypt, Portugal, and the Philippines in 1983-84 prove to be 

predicted correctly by his logit model. However, it fails to forecast the actual 

reschedulings of Venezuela and Peru in 1983. The reasons for these two forecast 

errors arc explained as follows (p. 238): 

In the case of Venezuela, the high level of reserves yields an extremely low probability of rescheduling. 

The economic information contained in this estimate is broadly that the temporary problems or 

Venezuela in t984 were more a manirestation of market confidence and mismanagement than a sign 

of underlying economic weakness. And for Peru the low level of the indicator suggests that ... the 1983 

rescheduling was mainly a phenomenon caused by region-wide adverse psychology of the capital 

market rather than economic fundamentals. 

Or the various model vcrsions, in the McFadden et. aL- (1985) analysi-,, one that 

adds an "indicator of lagged repayment prob*cms", in the form of the one-year 

lagged dependent variable, shows the best results in accounting for realisations 

within the 1971-82 estimation interval. It produces an overall score of 

approximately 83 per cent correctly predicted country-ycars with a fifteen per cent 

type I error rate and a 24 per cent type 11 error rate. The authors prepare ex ante 

forecasts by producing projections on eight significant explanatory variabIcs by a 

"first-order vector autoregression". The results include probabilities of repayment 

problems for eight selected countries (i. e., Argentina, Brazil, Chile, Republic of 

Korea, Mexico, Peru, the Philippines, and Venezuela) through to' 1985 beyond the 

observation period of 1971-82. However these ex ante forecasts do not appear to 

be the subject of any forecast error analysis. The main reason for that might stem 

from the fact that unlike previous other studies, no attempt is made to present a 

procedure for choosing a P* cut-off probability for the forecast period. According 

to the estimated probabilities of repayment problems exhibited in Table 7-13 of 

their paper (p. 197), probabilities for major Latin American countries, such as 

Argentina, Brazil, Chile, and, Mexico, decline sharply from 1983 to 1984 but more 

slowly for the period 1984-. 85.. ',, The'sc arc to a certain extent similar results to those 

"found in Cline (1984) except thattherc these countries arc predicted to return to 

., "safe" levels of debt-servicing burden from 1985 (1986 in case of Brazil). Other 
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comparisons are precluded by'thc absence of a critical point in the McFadden et. 

aL study. 

7-8. SUMMARY 

This chapter reviews ten major statistical analyses of sovereign risk. There 

appears to be no considerable differences among them so far as their 

methodological approaches to producing and evaluating credit ratings arc 

concerned. They all essentially follow the sa-ne line in quantifyin. ry, observed 

problcm-frec versus dcbt-problem country ycars in the form of a 0,1 binary 

dependent variable; the use of either logit or discriminant analysis models to rclate 

this variable to explanatory variables; ad hoc, individually argued, selections of the 

latter; no-lag or one-year lag specifications; largely unstructured sample selections 

except for differences in the treatment of problem-free years for countries having 

some cx, -. )cricncc of debt problems; and forecast error evaluations in terms of type 
A 

I and II errors where forecast probabilities (P's) are first turned into 0,1 forecasts 
A 

of rcschcdulings with reference to same critical (P*) value so that ,P> P* is 

reckoned as a forecast rescheduling and vice ve*rsa. This is not to say, however, 

that there are no differences in a number of details and Table 7-1 summarises 

many of these in a tabular form. 
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Table 7-1 TABULAR REVIEW OF -TEN MAJOR STATISTICAL SRA MODELS 

REFERENCES4 
NATURE OF 
ANALYSIS F&C 

(1971) 
F&J 

(1977) 
S 

(1977) 
M&B 
(1978) 

S&B 
(1978) 

F, J, &R 
(1981) 

T&A 
(1984) 

K 
(1984) 

C 
(1984) 

McF 
(1985) 

IFNIPIRICAL EVIDENCE1 

Nb. of observations 145 238 466 571 298 580 715 441 670 1125 

Sample period 1960-68 1965-72 1960-75 1960-75 1960-77 1965-76 1967-78 1965-76 1968-82 1971-8. 

Nb. or countries 26 30 44 48 25 56 95 43 60 93 

Nb. of reschedulings 13 21 24 28 23 40 55 30 22 413 

(ratio to observations) (9.8%) (8.8%) (5.2%) (4.9%) (7.7%) (6.9%) (7.7%) (6.8%) (5.3%) (36.7*, '* 

(nb. of rescheduling countries) (8) 
1 

(11) (14) (11) (13) 
1 

(11) (14) (11) (16) M 

Nb. of shortlisted indicators 8 9 8 50 11 6 60 4 11 15 

(nb. or significant indicators) (3) (6) (6) (6) (4) (6) (4) (4) (7) (6) 

Lag structure W W t. t to t-5 W t t-I 
I 

t&t-I , t&t-1 
I 

t-1 

Anal)tical methodologyll I 'i 
DA LA DA LA D, I_A LA DA I PA LA IA 

Total error rates -12% 
3% 9% 14/6 19% 6% 9% 7% 3% 17% 

(cut-off point) "? 0.4 ? ? ?, 0.2 
, ý'? , 0 . 125 0.041 ? 

(t)pe 1, t)pe 11 error rates(%)) (23,11) (5.2) (33, S) (25,13) (17,19) (15, S) (10.9) (17.7) (9,13) (15.24) 

[FORECASTING EXERCISES] 

Nb. of obsemations ? 102 n. a. n. a. - n. a. 135 390 n. a. ? 

Forecast interval 1967-92 1973-74 n. a. n. a. ma. 1977-79 1979-83 , n. a. 1983-86 1 1983-S., 

Forecast horizon ex-ante ex-post n. a. n. a. n. a. ex-post ex-ante n. a. ex-ante ex-ante 

Nb. of courtries 17 27 n. a. n. a. n. a. ? 78 n. 2. 19 8 

Nb. of reschedulings ? 3 n. a. n. a. n. a. ? 78 n. a. 19 8 

(ratio to observations) ? (2.9%) n. a. n. a. n. a. (7.4%) (18.7%: n. a. ? ? 

(nb. of rescheduling countries) ? ? n. a. n. a. n. a. ? (32) n. a. ? ? 

Nb. of indicators used ý3 -6 n. a. n. a. n. a. 6 4 j n. a. 7 8 

Total error rates n. a. 0% n. a. n. a. n. a. 9% 27%. 
, ma. n. a. n. a. 

(type 1, type 11 error rates(%)) n. a. (0-3) n. a. n. a. n. a. (10,9) (31,26) n. a. 

a. F&C Frank and Cline F&J Feder and Just 
S Sargen M&B Mayo and Barrett 
S&B Saini and Bates F, J&R Feder, Just and Ross, 
T&A Taffler and Abassi K Kharas 

Cline, MCF. McFadden and others,,, 

b. ""'^DA ; 'Discriminant' Analysis LA Logit'Analýgis' 
I. 10A _ . D-U 1 4- 'A-I- .2- I 1, 

-" 
0.. 

IL !ILUU JL L. till Ct Ay DI. L. M. 

. n. a. not available. 
not explained. ' 
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ý', NOTES 

Feder and Just (1977) note (p. 30) in this connection that " ... for cases where 
a rescheduling agreement was arranged after service difficultics were already 
apparent, a default is assumed to have taken place in the year in which 
significant arrears occurred. In cases where an agreement was reached ahead 
of time, the default date is assigned to the year in which payments were first 
deferred. " 

2. India and Pakistan seem to be excluded totally from the country-year data 
base of Cline (1984), if it is taken into account that he omits either 
non-rescheduling observations in these countries. 

3. They report practically that "repayments problems occur in 36.7 per cent of 
the country-years observed. " 

4. Arrears in practice arc used most frequently. 

5. In other words, it may imply the lcvel of crpital stock necessary to generate the 
tax base that will provide the government with enough revenues to service the 
debt. 

6. The last two alternative variables are used to correct a potential error source 
in the form of the constant term which varies non-randomly depending on 
country size. Thus, either population or the level of investment (gross fixed 
capital formation, net foreign inflows and debt service) is employed to provide 
an appropriate scaling factor. 

7. That is gross debt minus reserves. 

8. With respect to this issue, the authors point out (p. 187) that 

Both the declining importance of official long-term lending for capital projects and the limited 
capacity of official institutions to guarantee debt will increase the vulnerability of developing 
countries to suppliers who are hypersensitive to short-term expectations regarding the riskiness 
of their loan portfolios. If the demand for credit by industrialized countries and oil exporters 
becomes more volatile (because of macroeconomic instability or oil demand shocks), the resulting 
volatility of debt service costs and the potential liquidity problems of developing countries are 
increased. This causes their creditworthiness to decline which results in increased risk premiums 
and stricter exposure ceilings. 

9. Institutional ruIcs on cxposurc of Icading banks, distortions in inccntivcs by 
official guarantccs etc. afc takcn as cxamplcs to " ... inhibit the supply of crcdit 
to hcavy borrowcrs cvcn whcn solvcncy is not scriously in qucstion ... [and] 
introducc a divcrgcncc bctwccn the asscssmcnt of a dcvcloping country's truc 
crcditworthincss, madc on the basis of complctc information, and the short-run 
asscssment. " 

10. These are per capita loan 
' 
commitment, inflation rate, the ratio of debt to 

exports, and the domestic credit to GDP ratio. 

11. See the previous section 7-5-2., ' 

'12. 
The studies such as Efron (1975) and Press and Wilson (1977) are referred to. 
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13. Sc..; Pindyck and Rubinfcld (1988, pp. 310-12). 

14. Of course, t-valuc estimates arc not always an absolute criterion. For example, 
Mayo and Barrett employ several other statistical rules such as correctness and 
consistency of the cocfficicnt sign and the change in the predictive capability 
of the equation when the variable is dropped from the model either by itself 
of as a group of variables. 

15. It should be noted that the level of debt is classificd into the first component, 
"country size", while the ratio of debt to population appears as an 
"important" variable in the fourth component, labelled "wealth". 

16. Net financial flow is defincd as *debt disbursed in the current year minus debt 
service (amortisation and interest). 

17. As mentioned earlier, even though the authors make no clear statement, their 
forecasts almost certainly take the form of ex post forecasting. 

18. He does not actually refcr to terms such as type I and 11 errors in his paper. 

-: : �: 
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CHAPTER 8 

8-1. -INTRODUCTION 

Statistical methods of producing sovereign credit ratings have relied largely on 

statistical validations to decide what model specifications best describe 

circumstances associated with the incidence of debt problems in the past. Theory 

has been largely confined to suggesting plausible indicators of debt problems, 

essentially on ad hoc grounds, leaving it to statistical tests of significance and the 

signs of estimated parameters to decide what indicators should be included in 

models that are thought* to be best fits to the data. 

In seeking to establish the wider contexts of sovereign risk analysis, it is argued 
here that four crucial issues should be considered: (1) the broader macroeconomic 

circumstances of sovereign borrowing; (2) implications of uncertain events for 

attempts to forecast the future; (3) the procedures and the evidence used to 

estimate model parameters; and (4) the decision-making objectives to be served by 

forecasting, notably the allocations of loans between borrowers, and what this 

means in judging which models forecast best. 

The first issue concerns the idcntiFication of the underlying sources of 

repayment difficulties. As indicated earlier, sovcreign-debf repayment' problems 

caused by the lack of foreign exchange to service debt obligations have to do with 

balancc-of-paymcnts difficulties. It follows that both domestic macroeconomic 

goals and policies and shocks and changes in the world economy relate to 

debt-servicing difficulties in the sense that all of them impact on a debtor country's 
balance of payments. The scope of sovereign risk analysis should thereby refer to 

the' same broad macroeconomic events, : policies an& performances. Such 

perspectives offer the prospect of being able to look to earlier events in the 

sequences of cause and effect leading to debt problems than the immediate 

circumstances favourcd by'previous studies. This would greatly assist in answering 

theý problem- of foreca'sting"explanatory variablesrex ante ., a r6blem that goes p 

largely unaddressed in the literature. 
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Second, it should be noted that in most cases debt problems turn out- io be the 

result of unexpected and sudden change in circumstances. Previous statistical 

models have a limit in opportunities to grasp such unforeseeable events within their 

systems. They are just as unsuitable for registering the effects of unexpected 

circumstances even when the unforeseeable is seen to have actually happened, 

because of the difficulties in monitoring the current reactions of debtor countries 

to unforeseeable events. In contrast, the references to earlier events in the previous 

paragraph provide an appropriate response to the problem of coping with 

unforeseeable events both with reference to earlier events in themselves and in 

offering an evaluation of how well an economy is being run now and therefore how 

well both it and its managers are likely to be able to respond to the unforeseeable. 

It might also perhaps help to resolve, to some extent, some doubts about Parameter 

stabilities across countries and over time, which as Feder, Just and Ross (1981) 

and McFadden et. aL (1985) report is one of the major problems in previous 

statistical models. 

Third, if the forecast performance of a model is to be checked for some 

observation period years I to T, then successive re-cstimations of the model 

through the period have to be undertaken if the forecasts arc to be consistent with 

what could have been achieved in reality. So far as. the observations themselves 

are concerned, it seems important to be careful about the selection of prob1cm-free 

countries. As Eaton and Taylor (1986) note (p. 233), "Countries providing 

especially very poor investment prospects might receive few loans ... Consequently 

they have little cause to reschedule and would appear 'safe' ex post" 

Fourth, if the overriding goal of sovereign risk assessments is to forecast the 

probability of a borrowing country encountering debt-servicing difficulties, then 

the results should be. cvaluated in this same probability context, not in the. form 

of 'yes-no' binary extremes.. ; Next it is necessary to ask what sovereign, risk 

assessors would do with forecast probabilities, notably in the design of - loan 

portfolios. Forecast error analysis should then be carried out in this same context. 
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The above issues arc essentially absent altogether in the existing fiýcraturc. 

Before proceeding to inquire as to how they can be best tackled in future work, it 

is necessary to add also problems arising out of the modelling and empirical 

analysis that can be found in the existing literature. This is the subject of the 

following section.. 

8-2. PROBLEMS WITH EXISTING STATISTICAL MODELS 

Statistical sovereign risk models are essential'y aimed at identifying indicators 

which arc closely associated with past debt-scrvicing difficulties and at using the 

results to forecast future debt problems. This procedure can be reviewed under 

three heads. They concern: (1) the selection of indicators worth looking at, the lag 

structures, and the mathematical functions that together constitute a model's 

specification; (2) the evidence and the procedures which are used to estimate the 

parameters of a model; and (3) the critcria for evaluating how well an estimated 

model forecasts the future. With reference to these subjects, major problems with 

existing statistical sovereign risk assessment models can be examined in the 

following. 

There are four things to be concerned with so far as model specifications are 

concerned. These are: (1) the mathematical form of the model, (2) the 

quantification of the dependent variable, (3) the rationales behind proposed 

explanatory variables, and (4) the timings of explanatory variables in relation to 

the incidence of debt problems. -As pointed out earlier, statistical sovereign risk 

models typically -.:, quantify,,, observed - problem-free -versus - debt-problem 

, 
country-years in the fýrrn`of'`a-bin'ary dependent variable (i. e., 0 or. 1). In relating 

such a variable to'can'di6te'indicators of debt problems', r logit I or probit a% nalys is 

can be considercd: as the'. most suitable mathematical functional form, ' on. Ahe 
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grounds that these models correspond to the probabilistic nature of any decision 

to seek a rescheduling agreement Ia, nd they produce forecasts in the correspondingly 

appropriate form of predicted probabilities. 

When it comes to the choice of candidate indicators, however, there seems to 

be no explicit underlying rationales. The problem is that any indicator can not be 

proposed without a variety of qualifications as to its suitability. The result is that 

it is left to statistical tests of collcctions of variables, mostly individually chosen on 

ad hoc grounds, to decide on, inevitably more narrow ranges of, explanatory 

variables in statistically manageable and acceptable models. Perhaps not 

surprisingly no consensus has emerged as to what this more narrowly defined set 

of indicators should be. Additionally, as Kharas (1984) is therefore led to conclude 

(p. 417), "A major disadvantage of [this] pure empirical approach ... is the lack of 

theoretical underpinnings, which weakens confidence in the interpretation of the 

results and in their use for forecasting purposes-"' Sovereign risk assessors refcrring 

to the short-listed selections to be found in the ten major studies referred to in this 

study would encounter 28 distinct types of variables (i. e., with variations as to their 

precise expression) of which nineteen have turned out to be statistically significant 
for at least one sample in the literature, as noted in the preceding chapter (see 

Table 7- 1). 

A second major area of ambiguity in model spccif"tcations concerns the timings 

of explanatory variables in relation to the observed incidence of repayment 

problems. Since it is easier to accou nt for and find statistically acceptable results 
for variables relating to circumstances having an immediate bearing on a debt 

problem situation, many Studies rely on no-lagspecifications. This approach may 

run into difficulties if it is not clear, however, which way round the causality goes 

or even if there is any causalityat all. For instance, some indicators' might register 

tlie'ýeffects of a debt'problem rathýr'ýthan events causing debt--servicing difficulties. 

Others might I otherwisc"'reprcscnt fferen di kinds I of ways in which ad eb t problem 

manifests itself. Most'studics that rely on just about the only alternative found in 
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the literature, in the form of a one-year lag, do so in order to avoid these ambiguities. 

However, much the same problems may still remain given the influence of anticipations 

of debt problems. Furthermore, when it comes to trying to forecast debt problems ex ante, 

short lags produce difficulties given the wider gap between the latest published information 

and the year for which forecasts on explanatory variables are required. This is a special 

challenge in most developing countries due to a lack of appropriate macroeconomic models 

capable of producing such forecasts. Most previous statistical models are silent on this 

issue. 

So far as the of evidence and procedures used to estimate parameters are concerned, 

two major issues need to be addressed. As noted, in the preceding chapter, the first 

concerns how to deal with the problems for estimation caused by interrelated explanatory 

variables (multicollinearity), by unaccountable, and yet systematic, movements in the 

dependent variable (serial correlation), and by country heterogeneities in cross-sectional 

data (heteroskedasticity). There have been some discussions of the seriousness of 

multicollinearity and serial correlation problems. However, these are problems that are 

mainly related to unstructured explanatory variable selections. Thus, there has been a 

tendency to consider many closely related variables while there is always the possibility of 

overlooking a relevant variable or a group of variables. The solutions to these problems 

adopted in this study have been already reviewed on page 173. 

The issue of building an appropriate sample concerns mainly how to select debt-problem 

and problem-free country-year observations. The answers to such questions have generally 

depended on just what it is that a researcher wishes to investigate and most studies 

incorporate some discussion of what they have decided on these counts. However, attention 

has concentrated on debt-problem country-year observations. In contrast, the selection of 

problem-free countries has attracted little or no attention. Most studies have expanded their 

sample coverages by adding more, and more problem-free countries in proportion to debt- 

pr9blem countries without question. And yet there are many heterogeneities in economic 

and non-economic characteristics among problem-free countries. The result has 
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been greatly unbalanced samples between debt-problem and problem-frce 

observAtions (see, for example, Table 7-1) largely as a result, prior to 1982, of the 

relative small number of rescheduling countries. 

Last, when it comes to the methods used to judge forecast performance, it is 

noted first that most forecast error analyses conventionally turn a set of forecast 
A 

probabilities to reschedule (P's) into a 'yes-no' binary form, so that a country is 

forecast to experience debt problems or not, in order to comparc the results with 

debt problem rcalisations* which take the same 'yes-no' binary form. This is done 
AA 

by selecting some critical cut-off P valuc (P*) so that P> P* is then a forecast debt 

problem and vice versa. If the relative costs of type I and 11 errors can be assumed, 

for instance, as 3 to I as is usually assumed, then P* can be located so as to 

achieve a balance between the two that minimiscs the cost of such errors in terms 

of within-sample residuals, i. e., the differences between observed and rittcd values 

of the dependent variable for sample observations. Whether the location of 

resulting P* will be the best for- some forecast interval is another matter. More 

seriously, however, this procedure amounts to failing to make the best use of the 
A 

information which is contained in P results. 

Under such circumstances, users may face a number of problems in applying 

rcady-cstimated models to meet their own requirements. First, therc is the 

problem of producing ex ante forecast of explanatory variables for the forecast 

interval. Second, the threat of structural changes means that the estimated 

parameters of published results have an uncertain, and perhaps often short, 

durability. And third, when rc-cstimation is considered necessary, it means- that 

large amounts of'data arc required and a decision has to be made whether to stick 
k 

to the same explanatory variables found in previous studies or whether to explore 

alternatives. The results often produce the problem in finding indicators that have 

correctly signed and statistically 'significant, -, " coefficients, in tackling', 

in c rclationshipsý between va abl st at cause th ýcs o t: "'ri' e""sig'n''s "a" e hi nd sipificanc 

parameter estimates to'change as individual or groups of indicators are included 
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or lcft out, and in cvcntually finding modcls that can discriminatc scnsiti% ely whcn 

used for forecasting. 

8-3. BROADER CONTEXTS IN MODEL SPECIFICATIONS 

This study investigates a number of ideas that might help to reduce these 

difficulties. They can be reviewed under the same three subject areas referred to 

above (i. e., model specifications, sample selection and estimation procedures, and 
fore(ast evaluations). They concern: (1) ref6crice to a different a: d unified 

rationale in selecting, expressing, and validating explanatory variables; (2) a 

reinvestigation of the evidence and the procedures used to estimate parameters; 

and (3) a revised approach to forecast performance evaluations that takes into 

account an essential objective of sovercign risk analysis, i. e., how best to allocate 
loans between borrowers. The first issue is explored in the following section. The 

other t%vo will be discussed in section 8-4. 

8-3-1. IMPLICATIONS OF CHANGE AND ECONOMIC MANAGEMENT , 

As noted earlier, a crucial aspcct to an understanding where debt problems 

come from is the overriding importance of the role played by unforeseeable events. 
Past experience has shown on so many occasions just how often unexpected things 

happen. The implications that this has for forecasting have been described (p. 9) 

in more detail by Wynn (1993) in noting: 

Of course hindsight may well lead us to discover that which we might convince ourselves the discerning 

observer should have been able to see In advance. It is more instructive, however, to consider just how 

difficult and expensivc it is to come by information, how it is simply impossible always to see each piece 

of information in its proper perspective, and how it is often just one last event, added to a mass of other 

circumstances, that 'suddenly' changes a whole situation. 
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A basic policy implication follows in that what matters more is how besL to cope 
when such a 'surprise' happens. Thus, decision-makers need to be aware that the 

unexpected can happen, to act accordingly in advance with that possibility in 

mind, and to decide what would be best to do once unforeseeable changes take 

place from time to time. In the contexts of sovereign lending, the guarantees 

provided by governments mean that interest centres on situations when even 

governments can not, or prefer not to, find the foreign exchange with which to 

service their foreign debt obligations. This will essentially have to do with 
balance-of-paymcnts difficulticS as discussed earlier. A borrowing country's 
balance-of-payments situations is affected not only by external surprises from 

constantly changing world trade and international financial markets but by the 

prior state of an economy and by the way in which domestic macroeconomic goals 

and policies are adjusted as reactions to changes. It is these issues that present a 

major challenge to the specification of statistical models of sovereign risk. And 

even when the unforeseeable can be seen to have actually happened, difficulties in 

monitoring the day to day reactions of debtor-economy policy-mak. ers mean that 

sovereign risk assessors have to have a more general awareness of abilities to avoid 

unmanageable situations by the application of timely and appropriate policies. 

8-3-2. NEEDS FOR A NEW FORMULATION OF EXPLANATORY VARIABLES 

8-3-2-1. A PROXY FOR ALL THE PAST EXPERIENCE 

The central part played by changes and reactions to changes, suggest different 

approaches to deciding what information should be consulted and how it should 
be interpreted. As in the case of best practice in preparing country reports and 

checklists, it is necessary to concentrate on asking what is known about the 

debtor-economy, macroeconomic management histories and the sustainability of 

current macroeconomic policies and performances. 2 This suggests different kinds 

of cxplanatory, variablcs formulations from the conventional ones. Two ideas can 
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be addressed separately. The first concerns ways in which past cxpcricn, -c can be 

represented; the second concerns making the best use of all the latest available 

information. A proxy is proposed for the first in assuming that cvcrything that is 

known about the past can be conveniently summariscd simply by the latest 

previous credit rating, which in terms of probability predictions (Ps) would take 
A 

the form of P, -, . The implication is that the only things that could cause (today) 

a change of mind of what was thought (yesterday) about the past would be the 

discovery of new facts about the past or the use of better methods of interpreting 

already known facts. This kind of conceptualisation could be argued to be nothing 

more than a formal expression of what happens in practice. That is, when being 

asked for today's credit ratings, a sovereign risk assessor would presumably give 

the s-me responses that were given yesterday unless something new shoL. Id suggest 

otherwise. 

The P, _1 variable requires an amendment to conventional parameter estimation 

procedures. Because last year's forecasts of the probabilities of debt problems 
A 

P, I) in any given this year (t) only become available on a continuing year-by-year 

basis, a continual process of re-estimation is required. However, this only 

corresponds to what happens in reality and, as has been noted already, such a 

process is required in order to examine the forecast performance of a model over 

a succession of years. 

8-3-2-2. BEST UTILISATION OF THE LATEST INFORMATION 

What it comes to the sustainability of current macroeconomic policies and 

performances, attention focuses on how to make the best use of all the latest 

available relevant information. It is argued that there arc important lessons from 

best practices in preparing country report and checklist systems that need to be 

borne in mind here. They have the advantage of allowing wide-ranging and 

detailed inquiries into an. individual economies and, in this context, suggest the use 

of composite variables in order to accommodate the large amounts of information 
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involx-,: d. The first design feature concerns the classification criteria by which the 

composites arc derincd. It is assumed here that the sequences in which events 

actually occur may provide an appropriate framework. Following this line, four 

categories of variables can be considered. The first relates to changes in world 

markets for trade and finance, e. g., terms of trade changes, and change in world 

interest rates. The second category covers policy variables variously represented 

by e. g., a central government deficit, rates of change for credit, money and real 

exchange rates, and the change in foreign debt. The third set of variables can 

register achievements in respect of more immediate policy goals, e. g., saving and 

investment rates, the change in exports, and the foreign debt burden. Last, final 

performancc variables can be represented by achievements in respect cf, e. g., the 

growth of per capita income, the current acCount balance, the overall external 

balancc,. and the inflation rate. 

The result can be compared with models having conventional explanatory 

variable formulations which mean a narrow range of economic indicators to the 

complete exclusion of all other information. This may be acceptable in terms of 

broad gcncralisations but can cast doubts about capabilitics to rcprcscnt dctails 

that may be of vital importance in the context of individual economics. - Such 

specifications may explain why it has not been possible to achieve consensus over 

which indicators fit the data best as well as why some variables have proved to be 

surprisingly statistically non-significant. Composite variables have the advantage 

of allowing information to be set its appropriate contexts. Thus, for example, since 

growth and inflation present targets that have to be weighed one against the other 

in deciding on and trying to meet policy goals, the two can notAe considered 

separately. 

-- 
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8-4. REVISED ESTIMATION AND FORECAST EVALUATION 

PROCEDURES 

This section deals with the two other opportunities for suggesting new ideas 

indicated earlier. They concern the evidence that should be used to estimate 

parameters and the way in which forecast performance should be appraised. 

There arc two aspects to the former. The first involves the way in which 

applications of sovereign risk assessment models are required to produce a 

succession of forecasts on a year-by-ycar basis, making the best use of the available 

data which expands continually in the same way. Thus, it is that parameter 

estimation is not in practice the 'one-off' event (i. e., for just one set of pooled 

cross-section and time series data), as found in previous statistical studies, but is 

rather a continuous process of re-estimation. The point further ties in with what 
A was said earlier in respect of the P, _1 variable. It may also offer some other benefits 

in providing an appropriate response to the threat of structural breaks. 

The second revision relates to the cross-scction dimension of the data and to the 

need for care in selecting observations on countries considered to be problcm-frec. 
As discussed earlier, country heterogeneities could threaten the relevance of results 
from poolcd data. In particular, given that the available dcbt-problcm countries 

are severely limited prior to 1982 while problcm-frcc countries arc relatively more 

plentiful, expansion of sample sizes by simply adding more and more of the lattcr 

could draw in countries with debt situations that arc unrelated to the incidence of 
debt problems. 

One of the most obvious reactions to this possibility would be to eliminate 

countries that are unlikely to have any foreign debt problems because they have 

little or no fbreigný debt. However, the broader macroeconomic contexts of 

sovereign risk highlighted here suggest that the need to compare 'like with like'. has 

to be extended beyond questions of debt-status alone. Thus, it is that country 

cconomic sizc ý and tradc structurc may havc a bcaring on the incidcnce of dcbt 
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problc.,. is and on the policy alternatives available by way of a response. The 

response investigated here is to produce a better balanced sample of 

dcbt-problcm/problem-frec country-year selections based on a broad range of 

economic criteria aimed at producing countries which are as closely similar to each 

other in all other respects other than their different records in respect of debt 

problems. 

As indicated earlier, using forecast probabilities (P's) simply to predict whether 

debt problems will occur or not is to waste information. 3 In order to go beyond 

such a 'yes-no, ' binary forecast format, the last of the innovations suggested here 

brings the analysis of the forecast performance of statistical models into line with 

an ultimate aim of sovereign risk analysis, i. e., the design of loan portfolios. 

Forecast probabilities are therefore used to design loan portfolios. Forecast errors 

can then be more appropriately evaluatcd by comparisons bct%%, ccn planned 

portfolios and what would have been optimal had the future been known in 

advance. 

8-5. SUMMARY 

Following the review of statistical models over the preceding chapter, this 

chapter raises a number of issues that require further investigation. These concern, 

first, the reliance on empirical evidence to decide which variables are likely to 

produce the most reliable forecasts of future debt problems when used in no-lag 

or one-year lag specifications. This is to neglect the broader contexts of sovereign 

debt problems. Second, as far as the evidence and procedures to estimate the 

parameters are concerned, considerable heterogeneities across countries have been 

ovcrlooked. 1 
Third, the use of forecast probabilities to predict debt problems in the 

same yes-no format of realisations fails to make the best use of such forecasts. 
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Th'. s chapter presents some responses to these issues that arc the subj,; ct of the 

empirical analyses review the following chapter. First, the unforeseeable changes 

and the macroeconomic policies and performance of debtor-cconomics arc 

considered important in understanding where debt problems arise. The result is 

seen as a need to account for past experience and to make the best use of the latest 

available information. Past experience can be represented conveniently and simply 
A by a proxy in the form of last year's probability prediction (P, 

-, 
). Then, composite 

variables arc seen as a means of accommodating the large amounts of information 

that need to be referred to in representing a broader view of debtor-cconomy 

policies and performances. Four component variable classifications are proposed 
in defining composites based on the sequences in which events usually occur. They 

are economic environment variables, domestic policy variables, more immediate 

pcrformance variables, and final performance variables. 

Second, with regard to the issue of evidence and procedures used to estimate 

parameters, two major suggestions arc offered in rclation to time series and 

cross-scction sample dimensions. They are, respectively, the practical relevance of 

continuous re-estimation procedures on a year-by-year basis and the need for care 

in selecting observations on problcm-free countries. The former has some virtues 

of alleviating structural shift problems while allowing a year-by-ycar evaluation of 

forecast performance in the manner that would be important in practice. The 

latter can provide a means *of reducing the effects of country heterogeneities in the 

form of circumstances having little to do with the incidence of debt problems or 

their avoidance. 

Third, this chapter emphasises that forecast performance evaluation should be 

carried out in terms that relate to use made of forecasts in practice. Loan 

portfolios are compared on the basis of what forecast probabilities would suggest 
is optimal and what would have been optimal if the future had been kno'VYn 

' 
in 

advance. This means that a forecast error in respect of, say, Brazil is placed,. on a 
different, and more correct, footing than a forecast error in respect of, say, Tuvalu. 
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NOTES 

He then goes on to review (p. 417), in particular, a number of misgivings about 
the way in which "Several of these studies have focused on the role of 
short-term, foreign-exchange cash flow constraints in precipitating debt crises 
... [while, additionally] there is nothing intrinsic in growth theory that would 
suggest greater debt problems associated with higher steady-state debt service 
to income levels ... [and] Yet debt service as a proportion of income (or exports) 
is among the most significant of the empirical indicators of debt problems. " 

2. Notable discussions of compromising the bcncfits of checklist systems and 
statistical methods'arc given in Wynn (1989). 

A 

3. There would then be no difference between countries with P 's of 0.3 and of 
0.9 for a cut-off point P* of, say, 0.2 since both of them would be classified as 
debt-problem countries even though there could be a considerable difference in 
Oe implication and interpretation of the difference between 0.3 and 0.9. 
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9-1. INTRODUCTION 

As a response to the various ideas discussed in the preceding chapter, -this 
chapter reports on a number of empirical investigations into the practicalitics of 

revised procedures for sovereign risk analysis. The test designs highlight four 

major prospective areas of change: (1) balanced sample selections between 

debt-problcm and problcm-free countries so as to alleviate the problems raised by 

existing heterogeneities among devc1oping countries; (2) ycar-by-year re-cstimation 

procedures in accord with the way in which the time series dimension of the data 

set expands in reality and to the correct context for forecast applications and 
forecast error evaluations; (3) new perspectives of forecast error evaluation issue 

particularly by referring to portfolio design as one of the principal objects of 

sovereign risk analysis; and (4) alternative model specifications including a more 

realistic time lag structure and reformulations of explanatory variables so as to 

make the best use of past experience and all the latest available information. 

Other, supporting, inquiries concern the need for care in considering when debt 

problem occurred, alternative lag structures, and how to make the best use of 

what is already available in the literature, particularly in respect of explanatory 

variables worth investigating and test procedures that are worth consulting. 

With regard to the last. of these four broad issues two alternative models are 

specified and investigated, i. e., a conventional variables model and a composite 

variables model. The former relies on much the same explanatory variables 

reported to be statistically significant by the existing major statistical sovereign risk 

models as well as the same rather short time lag structures. In contrast, the latter 

is based on an entirely different formulation of explanatory variables. These 

include three composite variables'- aimed at summarising as much of the latest 

information as possible and a furtherVariable in the form of 'last_ year', s dependent 

variable forecast. In, additidn, 'At'has a two-year lag struct'ure'; of explanatory 
variables in'relation to"' the. incidence of debtýproblems so as to respond, to 'data 

publication delays in reality. -,, 
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Th, - remaining three (test procedure) features are equally applied to b('th of the 

alternative models. Some minor amendments are also investigated. Sections 9-2 

to 9-6 in this chapter review the terms of these tests and the results produced with 

reference to the first of the alternative model specifications (i. e., the model with 

conventional explanatory variable formulations and lag structures). Section 9-7 

then focuses on the second (composite variables) specification and its empirical test 

results. The last section 9-8 will summarisc the empirical test results and produce 

major findings particularly with some comparative analyses to investigate 

applicabilities of the proposed model specifications and estimation procedures. 

9-2. SPECIFICATIONS OF A CONVENTIONAL VARIABLES MODEL 

9-2-1. IDENTIFYING A DEBT-PROBLEM COUNTRY-YEAR SET 

A start to model specifications can be made by quantifying observed 

problcm-frcc versus dcbt-problcm country-years in the form of a binary dependent 

variable. The present study uses formal rcschcdulings as manifestations of 

dcbtor-country dcbt-servicing difficulties. There arc two qualifications to this view 

that needs to be considered. First, some rcschcdulings arc a response to problems 

such as aid transfers other than debt problems. Care needs to be taken in dealing 

with this kind of events. Second, debt problems can manifest themselves in various 

other forms such as balancc-of-paymcnts support loans. On this count, official 

rcschcdulings arc considered the most appropriate observable and quantifiable 

indicators in identifying a particular kind of debt-problcm situation without bias-. 

The view is that a formal published rescheduling represents a particular degree of 

seriousness in a debt situation that can not be tackled by other means such as 

payments arrears and in extrcmis bala ncc-of- payments support loans. 
I 
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Thi., empirical test is confined to the dependent variables obscrvatica period 
1968 to 1981. As far as the starting year is concerned, before 1968 not only arc 

rescheduling cases relatively rare but there are also serious gaps data availabilitics 
for key economic series in many dcveloping countries. In contrast, from 1982 when 
Mexico's problems triggered a rapid succession of similar moratoria for other 
debtor countries, on such a scale that it, has come to be known as the debt crisis, 
it might be supposed that the frequency of reschedulings signalled different kinds 

and levels of pressures leading up to decisions to seek a formal renegotiation of 
dcbt-servicing obligations. 

The starting point of saniple selections is to identify those debt-problem 

countfies which concluded rescheduling agreements during the period 1968 to 

1981. Twenty five countries rescheduled their external debts at least once during 

that period. This conclusion is mainly based on information obtained from major 

previous statistical sovereign risk studies, as well as other empirical works such as 
Dhonte (1975), Koerner et. al. (1986), and various survey reports published by the 

IMF and by the OECD. ' 

However, it is not easy to tie down the time at which 'debt problems' first occur 

even though the published date on which an agreement is signed pro%, idcs one 

factual point of reference. 
. 

In other respects, however, as Feder and Just have 

(1977) argued (p. 30), " ... it is difficult to pinpoint dates precisely because 

rescheduling is more a process than an event and, in some cases, the full details are 

not publicly known. " Even if attention is confined to rescheduling agreement'years, 

however, the sources cited above suggest different years for presumably the same 

rcschedulings. Where do these variations come from? No doubt it has to do with 

ambiguities as to when a debt problem can be said to manifcst itself and how that 

event stands in relation to the published timings of events like the formalities of 

signings at the end of negotiations or the date at which new servicing arrangements 

come into force. Additionally, multiple and successive reschedulings inevitably add 
further scope for ambiguities. ' 
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It Las to be said that none of the ten major statistical sovereign risk analyses 

cited in this study deal with this issue with any special care. They simply display 

lists of rescheduling country-years which they relate to observations on 

independent variables, usually subject to lags. Moreover, some do not provide any 

clear statement about their data source while others have even cited secret sources, 

such as the World Bank confidential riles used by Feder, Just and Ross (1981) in 

adding 'informal' rescheduling agreements to their sample. 

Under these circumstances, the view adopted here is that the next best way of 

deciding on rescheduling country-years is to r. -port information from as many 

sources as possible first. Every effort is then made to extract as an objective 

selection of rescheduling country-years as is possible. For this, the two overriding 

guidelines are observed. First, information from international agencies like the 

OECD or the World Bank is given first priority because of their relative reliability. 

Second, successive reschedulings are admitted and tested in the belief that debt 

problems may not often be resolved with the scope of a single year and if the 

observations for successive rescheduling periods are omitted, it would s(riously 

aggravate the problem of imbalance between rescheduling and non-rescheduling 

cases. As the result of these procedures, 76 rescheduling country-year cases are 

identified within the group of 25 dcbt-problern countries referenced above. 

However, five sub-Sahara African countries (i. e., Madagascar, Uganda, Sudan, 

Central African Republic and Gabon) have to be excluded because of data 

problems. Additionally, it seems advisable to drop a rescheduling of Liberia in 

1973 (while keeping 1981 rescheduling) both because of earlier data availability 

difficulties and because of the unreliability of knowledge of the 1973 event given 

that only Frank and Cline (1971) among all the sources referenced earlier reports 

it. The effect is that the number-of debt-problem country-year observations is 

reduced to 66 for 20 countries. These debt-problem countries can be classified into 

two groups according to whether their reschedulings occurred before or after the 

shock represented by the oil price hike encountered in the early 1970s. Ten 
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countries rescheduled their external debts before 1973 and the other ten after that. 

Table 9-1 gives a list of rescheduling country-years used in this analysis. 

Table 9-1 CITED RESCHEDULING INSTANCES FOR THE PERIOD 1968-81 

'68 '69 '70 '71 '72 '73 '74 '75 '76 '77 '78 '79 '80 '81 

Chile ---RRRRR------ 
Peru RR------R-RRR- 
Indonesia RRR----- 
India R-RRRRRRR 
Pakistan -RRRRR 
Philippines R 
Egypt RRRR 
Turkey RR-PRRRR 
Yugoslavia R 
Ghana RRR-RR 
------------------------------------------------------------------------------ 
Argentina --------R 
Jamaica ---------R-R 
Guyana ---------R-- 
Bolivia --RR 
Zaire --RRR-RRR 
Sierra Leone -R--R- 
Togo ---RRR 
Liberia --RR 
Senegal ---R 
Malawi ---R 

TOTAL 
(66) (5) (3) (5) (5) (6) (4) (4) (3) (4) (3) (2) (6) (7) (9) 

Note: 'R' denotes a rescheduling country-year adopted in the empirical 
analysis. 

With regards to the reschedulings themselves, there arises, first, the problem as 

to how to deal with what have been described as 'voluntary' reschcdulings. The 

qualification can be said to apply, in particular, to reschcdulings which were 

motivated more by a desire on the part of the creditors to provide more broadly 

directed development aid rather than debt relief. Examples include India in the late 

sixties. Although Saini and Bates (1978) and Feder, Just and Ross (1981) exclude 

voluntary rcschedulings thus defined from rescheduling observations, this analysis 

does not adopt-the same practice on the grounds that it is not easy to separate out 

voluntary, rcschcdulings because of the potential ambiguities arising in 
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idcntirication and because aid assistance is frequently rcl:, tcd to 

balance-of- payments problems regardless of whether it is supplied in the form of 

rescheduling, balance-of-paymcnts support loans, or otherwise. 

A second issue concerns rcschedulings of private debts. Published information 

here is generally not available, or at least until more recent years. Most of the 

sources offering documentation of rescheduling countries confine thcmscl%, es in 

formal multilateral or bilateral rescheduling agreements. The empirical analysis 

presented here does not make such any attempt to relate to this problem on the 

grounds that it aims to analyse and predict sovercign-borrower reschcdulings of 

external debt. These, it has been argued elsewhere, relate cssentizoly to 

balanec-of-paymcnts situations to which privatC debt reschedulings itavc only 

limited relevance. That is, in situations of general balance-of-payments crises, no 

doubt the servicing of private debts is also affected by way of the transfer problems 

associated with foreign exchange shortages; on the other hand, there are no doubt 

many circumstances, e. g., business difficulties, in which private debts are 

rescheduled, having nothing to do with an cconomy's'ovcrall balance-of-paymcnts 

situation. 

9-2-2. ASSIGNING DEBT-PROBLEM YEARS 

As pointed out in the previous chapter, there then remains the problem of 

deciding when a rescheduling country actually first encountered debt-servicing 

difficulties. While the signings of rescheduling agreements may be dated with 

pinpoint accuracy, the timing of the associated debt problems can only be much 

more loosely specified. They can equally only be roughly related to explanatory 

variables, given that annual data are alone available while a year is a long time. 

In gcncral, a rcschcduling agrcement is arrangcd somctimc aftcr dcbt-scrvicing 

difficulties are alrcady, apparcnt. The problem is how many ycars-back from a 
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rcschcduling sign-date should a dcbt-problcm year be assigned. M-gotiation 

durations differ from case by case. Given the absence of reliable information on 

the duration of negotiations for each rescheduling, the present empirical analysis 

assumes that a dcbt-scrvicing problem becomes evident sometime in the year 
before a rescheduling sign-datc. Therefore, if a country concludes a rescheduling 

agreement in the year t, year t-I is assigned a dcbt-problcm year. Clearly the 

latitude built into this allows the separation between the manifestations of debt 

problems and the signing of rescheduling agrccments to range anywhere ovcr a 

two-year period even though the average, or most likely, gap, within the 

assumptions adopted, is one year. 

9-2-3. EXPLANATORY VARIABLES 

Before proceeding to reviews of individual explanatory variable sclcctioný, the 

results reported by ten major statistical studies of sovereign risk analysis are used 

to restrict the number of selections considered worth further investigations to those 

variables found to have been statistically significant and with the correct a priori 

signs in at least one instance or another within these studies. A tabulated 

surnmarisation of their overall results is sqt out in Table 9-2. The sign ifica nce-sign 

extractions produce nineteen indicators although each of them differs slightly in its 

definition and measurement from author to author as explained in the notes to 

Table 9-2. 

Some are sufficiently close alternatives to suggest omissions to avoid problems 

of collinearities between explanatory variables. Others have to be dropped because 

of lack of data. Thus, to begin with, a ratio of a reserves position in respect of IMF 

facilities to imports is excluded on the grounds that the numerator is a particular 

component of the alternative represented by overall non-gold reserves. There arc 

also problems of data availabilitics for this variable in the 1960s. Similarly, new 
debt commitments per capita, used in Taffler and Abassi (1984), can not be used 
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because of the lack of information on the numerator prior to 1974. Lastly, the 

non-oil LDC's total net external borrowing to their total exports ratio, encountered 
in Cline (1984), is also excluded because of data problems and because it is not 

country-specific, a point which is at odds with a major thrust of this work in its 

emphasis on comparative evidence. Thus, the total number of explanatory 

variables to be tested is reduced to sixteen. 
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Table- 9-2 INDICATORS USED BY TEN MAJOR STATISTICAL SOVEREIGN 
RISK STUDIES AND THEIR A PRIORI EXPECTED AND 
RESULTING SIGNS 

REFERENCEr 
INDICATORS BY 

BROAD CATEGORIES F&C F&J S M&B S&B F, J, &R T&A K C INICF 
(1971) (1977) 11977) (1978) (1978) (1981) (1984) (1984) (1984) (1985) 

1. debt service/ 
exports (7/9ý +, + +, + +, + 4- -f 

2. total external debt/ 
exports or GNP(4/4) 

3. amortisation/ 
debt (313) 

4. new debt/imports 
or population (1/1) 

S. inflationary erosion 
of debt/exports (0/1) + 

6. reser%es/imports 
or G DP (6/9) 

7. growth rate of 
exports (2/5) 

8. imports/GDP 
or %ý, NP (2/5) + (+ 

9. current or capital 
account balance items (5/6) 

10. index of export 
fluctuations (012) (+ i-) 

11. compressibility of I 
imports (0/ 1) (+ i-) - 

12. resers e position 
of the INIF/imports (1/1) 

13. growth rate of 
international reserves (1/1) 

14. exports/GD11' 
or GNP (1/ 1) 

15. outward orientation 
index (0/ 1) 

16. per capita GDII' 
or GNP (4/8) 

17. gro, 4th rate of 
real GNP or GDP (3/5) 

18. gross capital formation/ 
GDP (2/2) 

19. domestic saving/ 
GNP (0/1) 

20. consumer price 
innation (4/4) 

21. growth rate of 
the money supply (212) 

22. real effective exchange 
rate change (1/2) 

23. net foreign assets of the banking 
system/money supply (0/1) 

24. domestic credit/ 
GDP (1/1) 

25. non-oil LDCs total net 
borrowing/their total imports (1/1) 
26. growth rate or real GDP 

in industrial countries (011) 
27. real Eurodollar interest 

rate (0/1) 
28. growth rate of 

real Third World debt (0/1) 
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Notý. s: Although these sLudies differ in both countries and time periods consi- 
dered and in details in definitions of both dependent and independent 
variables, an attempt has made to keep indicators in a unified form 
and to review the signs in the same consistent way. 

a. F&C Frank and Cline F&J Feder and Just 
S Sargen M&B Mayo and Barrett 
SO Saini and Bates F, J&R Feder, Just and Ross 
T&A Taffler and Abassi K Kharas 
C Cline MCF McFadden and others 

Plus or minus signs in parentheses mean (expected sign by authors, 
reported sign as an empirical result) respectively. 

* Statistically significant at some confidence level. 
? Fluctuating signs. 

b. Figures in parentheses denotes (number of significant cases / num- 
ber of multiple citations). 

Except M&B and S&B who use the service payments actuall-i made, other 
--ervice payments contractually due. studies refer to estimates of the '. b 

F&C replaces debt service in rescheduling year 't' with observed 
service in year 't-l' when data are not available. However F&J, S, 
F, J, &R, and K adjust the current actual debt service using the Bi- 
ttermann's rule-of-thumb that typically 25 per cent of payments 
due are renegotiated during the rescheduling process. Meanwhile 
McF calculates the service due by adding outstanding arrears at' 
the end of the period to debt service actually paid during the 
period. 
F, J, &R and K include debt service on private (not publicly guara- 
nteed) external debt where available. 
In case of F&C, exports are used in the form of "predicted exports 
in year t-1, based on a regression of the logarithm of exports on 
time for the five year period ending in year t-l. " K utilises GDP 

rather than exports as a denominator for this ratio. 

2. M&B and T&A use only public or publicly guaranteed debt outstandi- 
ng and disbursed. C utilises net debt defined as gross debt minus 
reserves for the numerator. Private debt is included in C and McF 
where available. 

3. F&C and F&J refer to debt outstanding including undisbursed while 
C relies on the disbursed only. They all take the form of debt 
amortisation for this ratio. 

4. Per capita new debt commitments contracted. during the period refer 
to the numerator in T&A. 

5. C measures the inflationary erosion of debt by multiplying total 
outstanding debt with "a measure of world inflation. " 
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F&C, F&J, and S&B take a form of imports/reserves ratio. McF uses 
GDP instead of imports as the denominator and excludes monetary gold 
from international reserves for the numerator. Only foreign excha- 
nge asset reserves refer to the numerator in F, J, &R. 

7. F&J calculate this ratio as an average of the eight-year annual 
rates of exports growth between 't-8' and 't-l' while F&C compute 
this ratio "on the base of four-year averages over an eight year 
period proceeding the year of observation. " S adopts three-year 
average annual rate of exports growth for the period 't-2' to 't'. 
In case of S&B, they suggest a "growth rate averaged over 3 years" 
for this indicator. C unlike others introduces real exports growth 
rates by saying that "The export growth variable is calculated as 
the ratio of average real exports in years t and t-1 to that aver- 
age for years t-2 and t-3. Real exports are calculated by dividing 
the dollar value of exports by the unit value index of exports of 
industrial countries (thereby reflecting the real purchasing value 
of export earnings rather than an index of export quantity). " 

8. F&C and F&J use GNP instead of GDP as the denominator. 

9. F&J divide "net foreign capital inilows (short and long term), in- 
cluding direct investments and grants" by debt service payments. 
S&B use a five-year cumulative current account balance as the num- 
erator and exports in the latest year as the denominator. 
F, J, &R produce two ratios with regards to this indicator by split- 
ting the numerator into non-commercial foreign exchange inflows 
(i. e., net medium- and long-term loans from governments and inter- 
national organisations, capital grants, workers' remittances and 
net current transfers) and commercial foreign exchange inflows-(i. 
e., net medium- and long-term loans from commercial sources and 
direct investment net of repatriated direct investment income). As 
the denominator debt service payments are used like F&J. 
T&A compute this indicator as the ratio of three years' cumulative 
trade balance to imports of goods only. 
K reports this indicator as the ratio of capital inflows net of 
amortisation to GDP. ' 
C uses current account deficit as the numerator and exports, as 
the denominator; 

10. F&C devise this variable as the average absolute percentage devia- 
tion from an eight-year trend proceeding the year of observation. 
F&J rely on the same measurements but using equally weighted devi- 
ation rather than weighted average of deviation3 as in F&C. 

F&C define non-compressible imports as " intermediate goods, capi-. 
tal goods, and basic foodstuffs. " Denominator is total imports. 

16. S&B, K, and C use GDP rather than GNP. 
F, J, &R and McF use real terms of GNP. In particular, F, J, &R neutr- 
alise this variable by dividing with US per capita GNP. 
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17. F&J and C adopt real growth rate of GDP per capita instecd of real 
GDP or GNP. And F&J calculate an average of annual rates of growth 
between 't-5' and 't-l'. S computes this ratio as an average of 
eight-year annual rates of growth between 't-8' and 't-l'. T&A use 
geometric mean change of real GNP growth rate over three years. 

18. Gross fixed capital formation is adopted as the denominator. 

20. S calculates eight-year annual average change rate of consumer pr- 
ice index as for exports and real GNP growth rate. T&A also as for 
real GNP growth rate use geometric mean change over three years. 

21. As for money supply growth, S reports eight-year average annual 
rate of Ml growth. 

22. S calculates this variable as "a three-year average of the diffe- 
rence between domestic and the US wholesale price index inflation 
rates, less the rate of domestic currency depreciation vis-a-vis 
the dollar. " 
McF attempts to investigate the real exchange rate movements with 
it the difference between-the rate of consumer price infl., tion and 
the sum of exchange rate depreciation and the growth rate of the 
US GNP deflator. " 

24. T&A transform this variable into (1 + DCIGDP)-l where 
DCIGDP denotes the ratio of domestic credit to GDP. 

So far as definitional differences are concerned, every effort has made to 

identify and follow a majority view and to favour alternatives that allow relative 

simplicity and consistency when it comes to data compilations. Additionally, the 

sixteen indicators can be categorised, in a way that is found in none of these 

studies, but for the sake here of comparing the coverages achieved, into four 

groups, i. e., debt variables, balance-of-payments variables, income and expenditure 

variables, and monetary variables. Reviews of the definition, measurement, a 

priori expected sign, and data sources of each of these variables in turn now follow. 

A. DEBT VARIABLES 

(1). Debt Service Ratio (DSR) 
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DSR is defined as the ratio of total debt services to exports. Dcb'. services 

are confincd to interests and principal payments on external public debt. 

This analysis avoids an adjustment of the service payments actually paid, 

which has been adopted by some studies in the name of Bittcrmann's 

'rule-of-thumb' method, on the grounds that in the circumstances where 

precise information on debt service due for the rescheduling pcriods does 

not exist, such an adjustment would cause another factor to bias the result. 

Exports include goods and non-factor services in the national accounts 

measured in a current price. The data for total debt services and exports 

arc obtained from the World Tables (1976). As in others, the cocff-icicnt 

of this ratio is expected to havc a positive sign. It implies that the 

probability that a country seeks a'reschcduling increases as the d,, bt service 

ratio rises. 

(2). Total external debt to exports ratio (EDX) 

Total external debt incorporates outstanding and disbursed of public debt. 

It is expected to be difficult to get private debt records in the circumstances 

where commercial bank lendings are very limited in 1960s. This ratio is 

also measured on the basis of the World Tables (1976) data. The sign of 

the coefficient is anticipated to be positive where as this ratio increases the 

more likely a country will be a candidate for rescheduling. 

(3). Amortisation to total cxtcrnal dcbt ratio (AMD) 

The definition and data source for total external debt and amortisation are 

the same as indicated above. This empirical analysis supposes this variable 

to have a priori negative sign. It is based on the assumptions that, as Frank 

and Cline (1971) report (p. 332), "A low value for this indicator suggests 

that a country has predominantly long term debt liabilities. A country, in 

this situation does not have very much short-run flexibility in reducing in 

debt service commitments by temporary reduction of borrowing. Thus 
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ceteris paribus such a country is more likely to reschedule. Thc, absence 

of short-term liabilities also indicates that a country does not have 

significant access to short-term commercial credit facilities, i. e. the country 

is not particularly "creditworthy". A lack of a good credit reputation 

makes it difficult for a country to obtain quick access to additional credits 

when shortfalls in exchange earnings occur and rescheduling of debt 

becomes a more attractive alternative to alleviate foreign exchange crises. " 

Feder and Just (1977) and Cline (1984) also follow the same line as Frank 

and Cline. And all three studies report this variable carries thd correct sign 

with a statistically significant coefficient. 

E:. BALANCE OF PAYMENTS VARIABLES 

(4). Reserves to imports ratio (REM) 

It takes the form of reserves to imports ratio being rcN, crsed to that of 

Frank and Cline. Reserves include all categories of reserves except gold 

as McFadden et. aL (1985) use. This ratio is cited directly from the IFS 

Year Book (1987). As other users, it expects a negative sign implying that 

the country with high reserves relative to imports is unlikely to be in 

dcbt-servicing difficulties. 

Exports growth rate (GWX) 

Although Cline measures exports growth rate in real terms, this analysis 

relies on current price exports like others. The source of exports in goods 

and non-factor services is the same with that in DSR. The growth rate is 

measured by average of the threc-ycar annual rates of growth for the 

period of year t-3 to year t-1 proceeding the debt-problem year as in Sargen 

(1977). - It is assumed for this variable to have a negative sign so that a 

country with -a high growth rate is less likely to experience debt-servicing 

difficulties since foreign exchange earnings in the near future to increase. 
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(6). Imports to GDP ratio (MGD) 

This ratio is accepted on an assumption that the higher it is, the more 

difficult a country becomes in reducing the imports so as to lessen a burden 

of the balancc-of-payments problems. Therefore, it is anticipated a priori 

to show a positive sign. However, such an assumption might be arguable 

as some other authors suggest. Precise discussions about this arguable a 

priori expectation will be dealt with in the later section with reference to 

an empirical result. Imports incorporate goods and non-factor services in 

the national account of current price as reported in the World Tables 

(1976). 

(7). Current account balance to exports ratio, (CUX) 

Amongst various alternatives for this balance of payments itcms-rclated 

variable as explained briefly in the notes of Table 9-2, current account 

balance is adopted as the numerator like Cline on the grounds that it 

reflects a country's overall domestic macroeconomic performan-. e and 

capability to cope with external shocks and that the current account dcficit 

broadly, cquals the full amount of new financing required which can be 

balanced in capital account. Another two alternatives of this variable arc 

also tested. They arc the ratio of current account balance to GDP (CGD) 

and annual change rate of current account balance (GCU). Current 

account balance is based on the data of the IFS Year Book (1987). This 

yariable supposes to carry a negative sign. 

(8). Relative change rate in reserves (GWR) 

For this indicator, all forms of reserves arc considered as used in Saini and 

Bates. International reserves arc obtained from the IFS. It is assumed that 

the higher this,, ratio is, thc less a country ýsuffcrs from dcbt-scrvicing 

difficulties. - 
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(9). Exports to GDP ratio (XGD) 

The definition and data source of exports and GDP arc the same as 

explained abovc. The higher ratio of exports to GDP could mean the more 

vulnerability to the change of world economic environments, thus the 

higher probability to reschedule. However, in general, outward economics 

arc considered to be able to retain a relativcly stronger position in their 

balance of payments and to obtain higher creditworthiness in international 

financial market compared with inward economics. In this respect, of the 

two countries with equally high debt service ratios or debt to GDP ratio, 

the country having the highest exports to GDP ratio would have the most 
foreign exchange left over after debt service payments relative to its GDP. 

Feder, Just and Ross (1981) as the only study to introduce this variable 

report that its coefficient is statistically significant in ten per cent 

significance level with a negative sign. The present analysis also assumes 

that a country with a high ratio of exports to GDP would associate with 
low probability of dcbt-servicing problems. 

C. INCOME AND EXPENDITURE VARIABLES 

(10). GDP per capita (PGD) 

GDP of current price is applied for calculations of this indicator. 

Population is cited from various issues of the IFS. Basic assumption for 

this indicator is that a higher level of per capita income should imply higher 

levels of nonessential consumption. This allows a country to have more 
flexibility in spending more resources for debt service payments and, thus, 

a lower probability of debt-servicing problems. 

(11). Real GDP growth rate (GGD) 

It measures annual growth rate of real GDP rather than GDP per capita. 
Its a priori sign is expected to be negative on the grounds that a decline in 
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economic growth would increase needs of more foreign capital iiflows to 

smooth the path of consumption over time and, hence, make debt 

payments burden heavier. This ratio is directly obtained from the IFS 

Year Book (1987). 

(12). Gross capital formation to GDP ratio (VGD) 

Kharas (1984) appears to use the investments including the stock 

investments in terms of the national accounts while Mayo and Barrett 

(1978) introduce the gross fixed capital formation only. The present 

empirical analysis applies the gross capical formation including the stock 

investments like Kharas. This ratio is also obtained directly from the IFS 

Year Book (1987). It is assumed that a country with a higher gross capital 

formation to GDP ratio has more potential capacity to increase resources 

in the future and thus is less likely to experience dcbt-servicing difficulties. 

D. MONETARY VARIABLES 

(13). Inflation ratc (CPI) 

The annual change of consumer price index is adopted for this indicator. 

This indicator is directly cited from the IFS Year Book (1987). Inflation 

usually affects the demand for foreign capital through its adverse impact 

on the trade accounts by growing trade deficit. Thus, high inflation 

country is more likely to involve debt problems. 

(14) Money supply growth rate (GMS) 

Money supply'includcs money and quasi-moncy as dcf1ined in the IFS Year 

Book (1987). This variable expects a positive sign by being generally 

associated Nýith`conscqucnt increase in domestic inflationary pressures. 

(15) Domestic credit to GDP ratio (DCG) 
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Domestic credit is obtained from the country pages in the IFS Year Book 

(1987). It is also anticipated to have a positive sign in the same way as 

above two variables. 

(16). Real effective exchange rate change (GRE) 

Nominal exchange rates are taken from the IFS Year Book (1987). For 

obtaining a country's relative price levels, consumer price index of each 

country is divided by that of the United States. The Supplement Series on 

Prices No. 2 of the IFS is used for consumer price index of the countries. 

The higher rate of this variable means a country's overestimated exchange 

rate so that it might deteriorate the trade balance. Thus, it expects a 

positive sign. 

9-2-4. ADOPTION OF LOGIT ANALYSIS 

As discussed earlier, statistical models of dcbt-servicing problems have relied 

cxclusi%-cly on a binary dependent variable. Thus, the functional forms of the 

specifications used correspond to either discrýminant or logit analysis. Although 

there are additionally, a number of conceptual reasons that greatly favour logit 

analysis as opposed to discriminant analysis as means of isolating cases of 

dcbt-scrvicing difficulties, this empirical analysis also relics on the logit method 

bccausc it tests overall performance by using log-likclihood ratio statistics and 

because it produces forecasts directly in the form of dcbt-prob'Lem probabilities. 

9-2-5. LAG STRUCTURE 

Lag structures have. important implications for the balance struck between 

building an understanding of past experience and serving the needs of forecasting 

as discussed in the previous chapter. The first requirement suggests keeping lags 
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as shca as possible so as to investigate circumstances as close as possible ýo events 
labelled debt problems. This requirement makes forecasting more difficult, 

howcver, in view of publication delays. The shorter the lag the wider the interval 

of time over which explanatory variables have to be forecast and thus the more 

serious forecasting errors arc likely to be when attempting to predict debt problems 

ex ante. 

The conventional explanatory variables model here relies on two alternative 

timings of explanatory variables, i. e., a one-year lag (t-1) and contemporaneous 

no-lag structure (t) where the year preceding a rescheduling agreement signing (at 

time t+ 1) is regarded as a debt-problcm year (t). This is done mainly in order to 

test he conventional way of timings usually Lsed by previous stud. -s and to 

examine the results between the two lag-structure alternatives. 

9-3. FR&MEWORK OF EMPIRICAL INVESTIGATIONS 

9-3-1. COMPOSING'A BALANCED SAMPLE 

While the availabilities of dcbt-problem. country-year observations arc severely 

limited, the potential numbers of problcm-free countries are relatively so large that 

various selections might be possible. Most statistical sovereign risk analyses 

appear to assume that the greater the coverages of problem-frce country-years, the 

better. - However, ' as 'already pointed out, such unrestricted expansions may well 

raise some problems given the considerable diversities in the economic and 
financial characteristics of different countries. To start with the obvious first, it 

seems clear'that countries' having little or no foreign debt can not'experience 
forcign-d6t"problerns. '-, Thclccon'omic histories of such countries must therefore' 

be irrelevant, to these inq'uiries. . 'Additionally, however, it seems advisable -to 
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compa, -c like with like so far as is possible. Thus, there arc other charaztcristics 
having a bearing on the incidence of debt problems and policy reactions once they 

arc encountered. Size, for example, may greatly influence the politically and 

economically feasible alternatives in times of difficulties. Alternatives can not be 

entirely allowed for by scaling variables with reference to, say, GDP. It is size, for 

example, in terms of scale of 
Ircsourccs 

that has bccn an important factor in 

enabling communist China to be a creditor despite its level of development while 

many commodity exporters keep large parts of their revenues invested abroad and, 

to this extent, arc also creditors. 

It might be reckoned impossible to devise a perfectly balanced country sample 

where every rescheduling country-ycar observation corresponds to an exactly 

paired non- resched u ling observation. However, in order to build the best feasible 

comparable sample component to complement the debt-problem country group, 

countries free of debt-problems arc selected according to several critcria. Four 

major kinds of consideration include geographical location, similarity in principal 

economic indicators, position in country classification systems of world financial 

organisations (such as the World Bank), and data availabilitics. 

For geographical considerations attempts are made to choose the same number 

of countries from the same. rcgion as found in the dcbt-problern country set. The 

rationale for this is that countries that share a broadly common history and 

environment, in general, tend to have similar economic and political structures, 

styles of economic management, and so on. In this respect, for example, although 

a Latin American country might match well1with a Mediterranean country in 

terms of economic indicators, a more plausible pairing might be sought in the same 

region of Latin America. 

The economic, characteristics 'Ahat are consulted include country size, 'ýsize- of 
market or purchasing power, level of development, degree of openness to world 

markets, and debt situation. Appropriate indicators of these characteristics could 
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bc sa-. J to consist of, variously, population, lcvcl of GDP, GDP pcr capita, the 

ratio of external trade to GDP, the level of external debts, the ratio of external 

debts to exports, the debt service ratio, and the nature and diversity of exports, and 

so on. I 

In addition to these economic indicators, existing country classification systems 

published by the International Monetary Fund (IMF) and the World Bank are 

also referred to. In the case of the first, the December 1979 edition of the IMF's 

World Economic Outlook introduced a country classification in the presentation 

of its statistical appendix. This has been gradually extended and refined over 

subsequent issues. If attention is conflincd to the appropriate contemporaneous 

issues, it is found, for example, that Peru, Indonesia, and Egypt, as part of this 

study's rescheduling country group, are described as "net oil exporters". In this 

case, comparable non-rcscheduling "net oil exporters" might include Bolivia, 

Mexico and Syria. In practical terms, if geographical distribution and economic ? -I 
characteristics arc at odds, therefore, this kind of country classification system can 

be usefully taken into account. A World Bank country classification set out in its 

11"orld Development Report of 1981 can be used to similar effect. This relics on a 

two-way split (1) by per capita income and (2) by structure of production, subject 

to separate categories for populous South Asia, least developed and oil exporting 

countries. 

Problem-frce countrics with populations of Icss than onc million or with 

communist regimes or with data availability difficulties as in many African 

countries are excluded first. Among the criteria for pairing dcbt-problcm and 

problcm-frcc countries, geographical location takes precedence. To this end, it is 

decided that two non-rcschcduling countries should come from Latin America, 

three from the Mediterranean and North African region, four from Asia; and one 

from sub-Saharan Africa' when composing, a balanced samplc for the first ten 

dcbt-problcm countries group which rescheduled before the first 'oil shock. 

However, some problems arise in sclccting South Asian countries. This is because 
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there are insufficient numbers of qualifying problcm-free countries in So; jth Asia. 

Some are relatively small and others are communist countries. Thus, despite its 

regional heterogeneity Korea, which strictly belongs to East Asia, is included in 

this group on the grounds that it was in the early stage of economic development 

in 1960s with a persistent need to borrow foreign capital. A much the same 

difficulty is also encountered with respect to composing the second group of 

problem-free countries. This is mainly because African countries are not available 

for selection because of gaps in data availabilitics. 

Then, economic characteristics and country classification criteria arc applied to 

choose a most appropriate dcbt-problcm country. Given that a country can 

probably be matched well enough with one debt-problcm country for one economic 

indicator but with some other country in respect of others, some systematic method 

is needed. In this sense, the same geographical countries are classified into two 

groups according to their position in a 'country-ranking-laddcr' for each economic 

indicator (as illustrated well in the World Development Report (1985) of the World 

Bank) as a means of avoiding wholly subjective country selections. The firs-, group 

of 'probable countries' corresponds to those of which rankings arc five levels above 

or below a debt-problem country. The second group of 'possible countries' consists 

of -those whose rankings are six to ten levels above or below it. And the 'probable 

countries' arc given two points while the 'possible countries' have one point, as a 

way of weighting. Additionally, if a problem-frec country belongs to the same 

country-classification group as a debt-problem country with respect to at least one 

of the two country classification systems cited above, three points arc given. Then, 

a problem-free country with the highest total scores is considered to be well paired. 

As an illustration, Table 9-3 demonstrates how a dcbt-problern country Argentina 

finds its pairing problcm-free country Brazil. In this case, Brazil marks the highest 

scorcs'of- the Latin American candidate countri6 by appearing four'times in the 

'probable- 
. 
country' group and,, three times in the 'possible-country' group'. and by 

belonging to the same 'country-classification' group. 
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Tablýa 9-3 AN ILLUSTRATION OF COUNTRY PAIRING PROCEDURE 
(IN THE CASE OF ARGENTINA) 

* ARG (SM, MEM) * 

ECONOMIC POP GDP I GDPp I ETD I ETD/EXPI DSRj ETT/GDPI TOTAL 
INDICATOR IIIIII. SCORES 

I II I1 1*. BRZ (SM, MEM) 
PROBABLE MEX VEN I VEN I ECU I BRZj BRZ I (4)X2+(3)Xl+3=14 
COUNTRY BRZ MEX PAR MEX 
GROUP VEN BRZ PAR MEX (SM, NOE) 

(3)X2+(4)Xl+3=13 

VEZ (OM, OEC) 
(3)X2+(2)Xl+O= 8 

PAR (PM, ONI) 

---------- ------------------ -------- ------- 
(2)X2+(2)Xl+O= 6 

- 
III II 

------- 
I1 

------ - 
1*. rcu (OM, NOE) 

POSSIBLE MEX ECU I ECU I HON I MEXI GUA I (1)X2+(3)Xl+O= 5 
COUNTRY BRZ PAR I MEX I ELS I ECUI I 
GROUP VEN GUA I BRZ I VEN I PARI 1*. GUA (PM, ONI) 

MEX II I (O)X2+(2)Xl+O= 2 
BRZ II I 

1*. HON (PM, ONI) 
(O)X2+(l)Xl+O= 1 

ELS (PM, ONI) 
(O)X2+(l)Xl+O= 1 

Note : Abbreviations refer to those in Tables 9-4 and 9-5. 

If circumstances among countries are too close, priorities are given to particular 

indicators of the level of GDP per capita, the level of external debt, the ratio of 

external debt to exports, and the ratio of external trade to GDP on the grounds 

that the level of development' constitutes a major determinant of restrictions on 

policy choices and that the level of external debt burden and the relative 

contribution of foreign resources or foreign exchange earnings to income are 

closely associated with a borrowing country's vulnerability to world trade and 

international financial markets. For-the comparisons, annually averaged economic 

indicators from 1967 to 1982 are used. 
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In line with the principles noted above, total 40 countries of 20 dcbt-problem 

and 20 problem-free selections are shown in Table 9-4. And Table 9-5 illustrates 

major economic references utiliscd in composing these balanced sample countries. 

Table 9-4 BALANCED COMPARATIVE COUNTRY SET 

IIII 
RESCHED. GROUP A. NON-RES. GROUP A. 11 RESCHED. GROUP B. 1 NON-RES. GROUP B. 

(1968-72) 11 (1973-81) 1 

Chile (CHL) 
I 

Mexico 
I 

(MEX) 
I 

Argentina 
I 

(ARG) Brazil (BRA) 
Peru (PER) Ecuador (ECU) Jamaica (JAM) Honduras (HON) 
Indonesia (IDN) Korea (KOR) Guyana (GUY) Paraguaya (PAR) 
India (IDA) Sri Lanka (SRI) Bolivia (BOL) Venezuela (VEN) 
Pakistan (PAK) Malaysia (MAL) Zaire (ZAI) Zambia (ZAM) 
Filippines (PHL) Thailand (THA) 1 1 Sierra Leo ne(SLE)l Ni, ýer (NGR) 
Egypt (EGY) Morocco (MOR) Togo (TOG) El Salvado r(ELS) 
Turkey (TRK) Syria (SYR) Liberia (LIB) Nigeria (NGA) 
Yugoslavia (YUG) Greece (GRE) Senegal (SEN) Guatemala (GUA) 
Ghana (GHA) Kenya (KEN) Malawi (MLW) Tunisia (TUN) 
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Table 9-5 MAJOR INDICATORS FOR BALANCED SAMPLE COUNTRIES 

POP. GDP GDP cap. ETD ETD/EXP DSR ETT/GDP WB (IMF) 
(mill. ) (bill. ) ($ US) (mill. ) Classs. 

RESCHED. GROUP A 
Chile 10.14 13.96 1335 3292 1.48 0.22 0.38 1P. M. (ONI) 
Peru 15.09 11.20 716 3180 1.35 0.25 0.38 1P. M. (NOE) 
Indonesia 131.83 35.52 252 8365 1.76 0.09 0.40 JO. L. (OEC) 
India 596.94 96.73 156 12208 2.55 0.16 0.13 1P. L. (LWC) 
Pakistan 87.01 14.13 169 5432 4.40 0.28 0.26 1P. L. (LWC) 
Philippines 42.94 18.47 416 2757 0.64 0.09 0.39 IS. M. (ONI) 
Egypt 37.16 14.48 372 6250 1.88 0.28 0.47 IS. M. (NOE) 
Turkey 39.30 33.95 824 5711 2.25 0.19 0.18 IS. M. (ONI) 
Yugoslavia 21.26 31.64 1452 2638 0.45 0.07 0.47 IS. M. (MEM) 
Ghana 9.90 8.47 772 718 1.05 0.06 0.30 1P. M. (ONI) 
---------------- 
NON-RES. GROUP A 
Mexico 59.15 88.19 1387 16471 1.54 0.32 0.20 IS. M. (NOE) 
Ecuador 6.94 5.55 732 1224 0.81 0.14 0.47 IP. L. (NOE) 
Kc rea 34.88 30.32 823 74322 0.99 0.13 0. '-7 IS. M. (MEM) 
Sri Lanka 13.44 3.13 229 74-, *+ 1.17 0.13 0.45 IP. L. (LWC) 
Malaysia 11.89 11.75 922 lS98 0.29 0.04 0.91 IP. M. (NOE) 
Thailand 41.08 16.84 386 1587 0.33 0.04 0.45 IP. M. (ONI) 
Morocco 17.26 8.88 487 3141 1.50 0.17 0.47 IP. M. (ONI) 
Syria 7.43 6.96 868 992 0.84 0.13 0.44 JO. M. (NOE) 
Greece 9.13 21.76 2339 2405 0.74 0.12 0.39 IS. M. (MEM) 
Kenya 13.48 3.58 248 922 0.79 0.07 0.62 IP. M. (LWC) 

RESCHED. GROUP B 
Argentina 25.77 61.06 2295 5202 0.99 0.21 0.17 IS. M. (MEM) 
Jamaica 2.01 2.21 1081 719 0.69 0.11 0.81 IP. M. (ONI) 
Guyana 0.79 0.40 500 298 1.08 0.10 1.29 IO. L. (ONI) 
Bolivia 4.99 2.40 461 1142 1.99 0.18 0.85 IP. M. (NOE) 
Zaire 23.44 3.72 154 1950 1.43 0.09 0.74 IP. L. (LWC) 
Sierra Le one 2.97 0.73 229 173 1.07 0.12 0.55 IP. L. (LWC) 
Togo 2.22 1.28 552 314 1.39 0.10 0.58 IP. L. (LWC) 
Liberia 1.56 0.58 360 287 0.76 0.07 1.20, IP. M. (NOE) 
Senegal 4.89 -1.67 328 418 0.67 0.07 0.71 IP. M. (LWC) 
Malawi 5.16 0.67 124 314 2.02 0.14 0.53 IL. L. (LWC) 

---------------- 
NON-RES. GROUP B 
Brazil 104.64 130.74 1171 18167 1.55 0.24 0.16 IS. M. (MEM) 
Honduras 3.07ý '1.42 434 425 0.74 0.07 0.66 IP. M. (ONI) 
Paraguay 2.68 2.07 702 302 1.17 0.11 0.30 IP. M. (ONI) 
Venezuela 12.38 ',, 30.62 2283 4177 0.36 0.07 0.55 JO. M. ' (OEQ 
Zambia 4.94 2.56 505 1122 1.22 0.18 0.64 IP. M. (ONI) 
Niger 4.58 1.07- 218 175 0.77 0.06 0.41 IL. L. (LWQ 
El Salvador 3.94 2 . 06 499 281 0.41 0.05 0.63 IP. M. (ONI) 
Nigeria 66. '95' 39.00 521 2041 0.45 0.05 0.34 JO. M. (OEC) 
Guatemala 6.00 4.27 670 301 0.33 0.05 0.42 IP. M. (ONI) 
Tunisia 5.65 4ý 21 703 1524 1.24 0.14 0.66' IP. M. (NOE) 
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Note: All the figures refer to the annual average from '. 967 to 1982. 

POP. Population from International Financial Statistics ( IFS 
GDP cap. GDP per capita calculated with IFS data. 
ETD/GDP. External outstanding and disbursed official debt divided by 

GDP. Data on debt from World Tables of the World Bank('76). 
ETD/EXP. External outstanding and disbursed official debt divided by 

exports of goods and non-factor services. 
Exports data from IFS various issues. 

DSR. Debt service on external outstanding and disbursed official 
debt divided by exports of goods and non-factor services. 

ETT/GDP. External Trade including exports and imports of goods and 
non-factor services divided by GDP. 
Data from IFS supplements series on trade ('88). 

WB class. Based on a developing country classification system adopted 
in World Development Report ('81, p. 65) of the World Bank. 

S. /P. /O. Semi-industrial, Primary producing, or Oil exporting. 
M. /L. Middle- or Low-income countries. 

rf IMF clss. Based on World Economic Outlook classifications ( 82, 
p. 140) especially with respect to trade structure. 

OEC. Oil exporting countries. 
NOE. Net oil exporters. 
MEM. Major exporters of manufactures. 
LWC. Low income countries. 
ONI. Other oil importers. 

9-3-2. VARIOUS TEST STRUCTURES 

As indicated in the section of lag structure, the conventional variables model 

used here attempts to test the empirical data set in two directions with reference 

to a time lag structure, i. e.,, one-year lag and no-lag structure. These lag 

distinctions mean that in the case of the contemporaneous no-lag structure (model 

version (B)) rescheduling country-ycar observations correspond to the period of 

1968 to 1981 and, hence, independent variable observations rapgc from 1967 to 

1980. And in the case of one-year lag (model version (A)), rcschcdulings relate to 

the period 1969, to 1981 and explanatory variables to the -period 1967 to 1979. 

., --, 
Each of the alternative lagý models is Jitted,, to various different- sample sets. 

, These may be distinguished under two broad headings. The first sub-setvariations 
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correspond variously to the ways in which different restrictions are placcd on the 

use of problcm-frce observations drawn from debt-problem countries. This can be 

best explained in terms of the conditions under which various country-ycar 

observations arc dropped from the sample. In the case of version (1), no 

observations arc omittcd. So, all the rescheduling and non-rcschcduling 

observations of dcbt-problcm countries are included. Version (2) omits 

problcm-frec observations on rescheduling countries beyond the end of any 

rescheduling country-ycar sequence. The rationale behind version (2) is that 

country-year observations after a debt-problem occurrence still contain 

debt-servicing difficulty characteristics since they arc likely to be affected by debtor 

policy reactions in general, by debt management policies in particular, and by 

chaný; cs in creditor perceptions once dcbt-problems have occurred. Finaily, version 

(3) consists of strictly balancing pair of obscrNations such that each dcbt-problcm 

country-year observation is paired off with just one, selected, problcm-frec 

country-year observation. 

For each of the sample structures above, two other alternative ways of dealing 

with restrictions on the numbers of problem-free countries arc considered. The 

first version (I) is composed, of equally balanced sets of dcbt-problem and 

problcm-frec countries., Thus, debt-problem countries have the same number of 

exactly balanced problem-frec countries. In the second version (H), more than 

one non- resched u ling country is additionally paired with each rescheduling 

country. Such further -modification is introduced to examine whether the 

performance of the model can be improved by this particular opportunity to adjust 

to the cross-scction dimension of the sample. However, unlike the composition in 

version (I), the same degree of care can not be paid to a second selection of 

additional problem-free countries mainly because it-bccomes rather more difficult 

to chose, between two or three,,,,, developing countries which could be directly 

compared to each rescheduling, c ountry. The two lag specifications coupled with 

first three and then further, two alternative kinds of samples produce a total 'of 

twelve alternative estimation results. 
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9-3-3. YEAR-BY-YEAR RE-ESTIMATION PROCEDURE 

In practice sovereign risk assessment models arc used to produce a succession 

of forecasts, year by year. The available data thereby expands continually. This 

means that parameter estimation is not the 'oncc-and-for-all' kind of activity 
i implied in published studies but in rather an on-going process of rc-cstimation. 

For this reason, the empirical tests reported here focus on a ycar-by-year 

rc-cstimation procedure. Evaluations of forecast performance can then follow on 

the same annual basis. 

This may have its own virtues. First, it may be regarded as an appropriate 

response to the threat of structural breaks that several published statistical 

sovereign risk studies have acknowledged to be a serious problem. Second, 

appraisals as to how well a model fits the data for individual country-year 

observations can only be made consistently for fitted values of the dependent 

variable at the margin, i. e.,. for any one, new, year. This is because fitted 

within-samplc values are conditional on all the data used to estimate the model so 

that residuals beyond some forecast interval are influenced by some (later) 

observations which arc not available in practice. Such additional residuals 

(beyond some year t) arc therefore not comparable with the observation set that 

would actually be available at year t. 

As indicated earlier, the estimation period of this empirical test ranges from 

1967 to 1981. However, annual rc-cstimations for the earlicst part of the 

observation period would be statistically meaningless, to some extent, due to the 

small size of the available samples. To overcome this problem, the present results 

arc based on a 'blocked' data set to be estimated as a whole- before carrying out 

year-by-year rc-cstimations. It sets up first the debt-problern 
rand 

problem-free 

country-year observations for, the -period 
. 
1967-1972 as an initial data set, i. e., for 

a period preceding the first oil-shock. Table 9-6 provides a summary of the 

different estimation investigations and the consequential sample coverages. 
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Table 9-6 EMPIRICAL TEST STRUCTURE OF THE CONVENTIONAL VARIABLES MODEL 

ESTIMATION 1 67-72167-731 67-74167-751 67-76167-771 67-78167-791 67-80167-81 
PERIOD 

A. II 1# 19 1 23 1 27 1 30 1 34 1 37 1 39 1 45 1 52 1 61 
(One-I II 1* 80 1 100 1 120 1 154 1 192 1 234 1 260 1 352 1 432 1 520 
yearl I 1- 0.24 10.23 1 0.23 10.19 1 0.18 10.16 1 0.15 10.13 1 0.12 10.11 
lag)1(1)1 --------------------------------------------------------------------- 

II 1# 19 1 23 1 27 1 30 1 34 1 37 1 39 1 45 1 52 1 61 
111* 156 1 195 1 234 1 274 1 314 1 354 1 394 1 434 1 474 1 524 

1- 0.12 10.11 1 0.12 10.11 1 0.11 10.10 1 0.10 10.10 1 0.11 10.12 
------------------------------------------------------------------------- 

I 1# 17 1 21 1 24 1 27'1 30 1 33 1 33 1 36 1 38 1 40 
11 1* 56 1 64 1 70 1 88 1 108 1 130 1 130 1 196 1 238 1 290 
1 1- 0.30 10.33 1 0.34 10.31 1 0.28 10.25 1 0.25 10.18 1 0.16 10.14 

1(2)1 --------------------------------------------------------------------- 
II 1# 17 1 21 1 24 1 27 1 30 1 33 1 33 1 36 1 38 1 40 

111* 110 1 126 1 138 1 148 1 156 1 176 1 176 1 226 1 248 1 290 
1- 0.15 10.17 1 0.17 10r. 18 1 0.19 10.19 1 0.19 10.16 1 0.15 10.14 

------------------------------------------------------------------------- 
I 1# 19 1 23 1 27 1 30 1 34 1 37 1 39 1 45 1 52 1 61 
11 1* 38 1 46 1 54 1 60 1 68 1 74 1 78 1 90 1 104 1 122 
1 1- 0.50 1 0.501 0.50 10.50 1 0.50 10.50 1 0.50 10.50 1 0.50 10.50 

1(3)1 ---------------------------------------------------------------------- 
II 1# 19 1 23 1 27 1 30 1 34 1 37 1 39 1 45 1 52 1 61 

111* 74 1 90 1 106 1 116 1 128 1 136 1 144 1 158 1 174 1 187 
1- 0.26 10.26 1 0.25 10.26 1 0.27 10.27 1 0,27 10.28 1 0.30 10.32 

-1-1-1 B. II 1# 24 1 28 1 32 1 35 1 39 1 42 1 44 1 50 1 57 1 66 
(No- III 1* 100 1 120 1 140 1 176 1 216 1 260 1 286 1 384 1 468 1 560 

lag)[ I 1- 0.24 10.23 1 0.23 10.20 1 0.18 10.16 1 0.15 10.13 1 0.12 10.12 
IMI -------------------------------------------- 

I -------------------------- II 1#- 24 28 1 32 1 35 1 39 1 42 1 44 1 50 1 57 1 66 
111* 195 234 1 273 1 313 1 353 1 393 1 433 1 473 1 513 1 563 

1- 0.12 10.12 1 0.12 10.11 1 0.11 10.11 1 0.10 10.11 1 0.1110.12 
------------------------------------------------------------------------- 

I 1# 19 1 '22 1 24 1 26 1 28 1 30 1 30 1 33 1 35 1 37 
I 1* 64 1- 70 1 74 1 92 1 112 1 134 1 134 1 173 1 251 1 307 

1- 0.30 10.31 1 0.32 10.28 1 0.25 10.22 1 0.2210.16 1 0.14 10.12 
1(2)1 --------------------------------------------------------------------- 
II 1# 19 1 22 1 24 1 26 1 28 1 30 1 30 1 33 1 35 1 37 

111* 127 1 139 1 147 1 153 1 157 1 173 1 173 1 223 1 265 1 307 
1- 0.15 10.16 1 0.16 10.17 1 0.18 10.17 1 0.17 10.15 1 0.13 10.12 

------------------------------------------------------------------------- 
II I# 24"ýj 28 1 32 1 35 1 39 1 42 1 44 1 50 1 57.1 66 
111 1* 48 1 56 1,64 1 70 1 78 1 84 1 88 1 100 1 114 1 132 
11 1- 0.50 1 0.501 0.50 10.50 1 0.50 10.50 1 0.50 10.50 1 0.50 10.50 
1(3)1 ---------------------------------------------------------------------- 
II I# 

, 
24 1 28 1 32 1 35 1 39 1 42 1 44 1 50 1 57 1 66 

11 111* 
. 
93J, 109 1,125 1 135 1 147 1 155 1 163 1 177 1 193 1 211 

1 1- 0.26 10 * 
'26'1 0.26 10.26 1 0.27 10.27 1 0.27 10.28 1 0.30 10.31 

Notes;, # Number, of debt-problem observations. 
Number of total observations. 

'Proportions of'debt-problem observations. ' 
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9-4. EVALUATIONS OF PARAMETER ESTIMATIONS 

9-4-1. RESULT OF PARAMETER ESTIMATIONS 

The procedure of selecting an empirically acceptable set of explanatory variables 

for each of the above test alternatives consists of three steps. First, after estimating 

the logit function for each of the sixteen indicators individually, variables carrying 

the correct sign a priori are chosen. A second estimation process then follows 

referring only to these correctly-signcd variables resulting from the first estimation 

process. The usual tests are then applied to these variables as a group to provide 

a selection of variables showing the correct si-, n and a statistically significant 

coefficient at the ten per cent significance I. -vel for a one-tailed t-test. 1 Then, 

finally, various combinations among those variables are tested to provide the best 

overall fit to the data for an explanatory variable set including as many statistically 

significant variables as possible. Collincarity problems among variables arc 

checked by investigating partial correlation coefficients throughout. 

The resulting explanatory variable sets are surnmarised in Table 9-7. The 

variables, and their further abbreviated (two-Icttcr) code idcritifiers, in the Table 

refer, respectively, to the three debt variables, i. e., 
the debt service ratio (DS); 
the ratio of total external debt to exports (ED); and 
the amortisation to external debt ratio (AM), 

the six balance of payments components, i. e., 
the reserves to imports ratio (RE); 
the exports growth rate (GW); 
the ratio of imports to GDP (MG); 
the ratio of current account balance to GDP (CU); 
the international reserves growth rate (GR); and 
the exports to GDP ratio (XG), 

the three income and expenditure variables, i. e., 
GDP per capita (PG); 
the real GDP growth rate (GG); and 
the ratio of capital formation to GDP (VG), 
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and th,: four monetary variables, i. e., 
the inflation rate (CP); 
the money supply growth rate (GM); 
the domestic credit to GDP ratio (DC); and 
the change rate of real effective exchange rate (GE). 

Each of the twelve test structures follows the same sequences in testing and 

sclecting various combinations of cxplanatory variabics. 
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Table 9-7 SELECTED VARIABLES IN THE CONVENTIONAL VARIABLES MOM 

ESTIMATION 1 67-72167-731 67-74167-751 67-76167-771 67-78167-791 67-80167-81 
PERIOD 

A. I ED VGIDS VGI DS AMIDS AMI ED REJED REI ED REJED REI ED REJED RE 
(One-I III CP DCICP DCI VG CPIRE VGI VG IVG I VG IGG I GG IGG 
yearl IIII DC ICP DCI IIIII 
lag)1(1)1 --------------------------------------------------------------------- 

III ED VGIDS VGI DS AMIDS AMI ED REJED REI ED REJED REI ED REJED RE 
II III CP DCICP DCI VG CýIRE VGI VG IVG I XG VGIGG I GG IGG 
IIIII DC ICP DCI IIIII 
I ------------------------------------------------------------------------- 
III ED VGIED VGI ED VGIED VGI ED VGIED VGI ED CPIED REI ED REJED RE 
IIII CP DCICP DCI CP DCICP DCI CP DCICP DCI DC ICP DCI CP DCICP DC 
IIIIIIIIII11 
1(2)1 --------------------------------------------------------------------- 
III ED VGIED VGI ED VGIED VGI ED VGIED REI ED REJED REI ED REJED RE 
II III CP DCICP DCI CP DCICP DCI CP DCICP DCI CP DCICP DCI CP DCICP DC 
IIIIIIIIIIII 
I ------------------------------------------------------------------------- 
III ED VGIED,, VGI ED REJED CUI ED CUIED VGI ED VGIED VGI ED REJED RE 
IIII CP DCICP DCI GG CPIVG CPI VG CPICP DCI CP DCICP DCI VG CPIVG CP 
IIII DC IDC I DC IIIII 
1(3)1 --------------------------------------------------------------------- 
III ED VGIED VGI ED VGIED VGI ED VGIED CUI ED VGIED REI ED REJED RE 
II III CP DCICP DCI CP DCICP DCI CP DCIVG CPI CP DCIVG CPI VG CPIVG CP 
IIIIIII IDC I IDC I DC IDC 

-1-1- 
1- 1- 1- 

B. III ED GWIED REI ED REJED REI ED REJED REI ED REJED REI ED REJED RE 
(No- IIII VG CPIGW CPI GW VGIGW VGI VG CPICP I CP IVG CPI GG CPIGG VG 

lag)l II DC II CP ICP DCI IIII ICP 
IMI --------------------------------------------------------------------- 
III ED XGIED XGI ED REJED REI ED REJED REI ED REJED REI ED REJED RE 
II III VG CPIVG CPI GW VGIGW VGI XG VGIXG CPI XG VGIVG CPI VG CPIGG VG 
III DC IDC I CP DCICP DCI CP IDC I CP I, I ICP 
I -------------------------------------------------------------------------- 
III RE'CUIED REI ED REJED REI ED REJED REI ED REJED REI ED REJED RE 

II VG CPIVG CPI VG CPICU VGI CU VGIVG CPI CU VGIPG CPI VG CPIVG CP 
I, II ICP DCI CP DCI I CP DCI I DC IDC 

1(2)1 --------------------------------------------------------------------- 
II 'I ED REJED REI ED REJED REI ED REJED REI ED REJED REI ED REJED RE 
II III VG CPIVG CPI VG CPIVG CPI VG CPIVG CPI VG CPIPG CPI CP IVG CP 
IIIII DC' IDC I DC IDC I DC II IDC 
I ----------- 7 -------------------------------------------------------------- 
II I' ED REJED*REI ED REJED GWI ED REJED GGI ED REJED REI ED REJED RE 
IIII GG ClPIGG, CPI GG VGICU GGI VG CPIVG CPI VG CPIPG VGI PG CPIPG GG 
III IDC I CP DCIVG CPI DC IDC I DC ICP DGI ICP 
III 

ill 11 .I-I. 
IDC IIý 

'I 
I11 

1(3)1 --------- "--w --------------------------------------------------------- 
I 

.., 
I,, ED GWIED XGI ED REJED REI ED REIED, GWI ED, GWIED, REI,, ED REJED RE 

I III GG VGIVG'CPI GW VGIGW VGI CW VGIXG'GGI'ýXG PGIVG CPI GW PGIPG GG 

., CP,, D_C I DC ICP DCI CP DCIVG-CPI, 
-VG-CPIDC 

ý,, -j VG, CPICP DC 
I DC I DC 'I ""'I DC I 
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AbLreviations: 

DS: Debt service ratio. ED: Total external debt to exports ratio. 
AM: Amortisation to debt ratio. RE: Reserves to imports ratio. 
GW: Exports growth rate. CU: Current account balance to GDP ratio. 
XG: Exports to GDP ratio. PG: GDP per capita. 
GG: Real GDP growth ratio. VG: Investment to GDP ratio. 
CP: Inflation rate. GM: Money supply growth rate. 
DC: Domestic credit to GDP ratio. 

As far as the results of the initial round of individually estimated parameters 

are concerned, nine variables produce instances of a parameter having the correct 

sign a priori over'all of the estimation results. These include the debt service ratio 

(DS), the ratio of external debt to exports (ED), the reserves to imports ratio (RE), 

the exports to GDP ratio (XG), the real GDP growth rate (GG), the ratio of 

capital formation to GDP (VG), inflation rate (CP), money supply growth, rate 

(GNI), and the domestic credit to GDP ratio (DC). The results for debt-related and 

monetary variables are therefore relatively more encouraging. Among the 

correctl)-signcd variables, five, i. e., DS, ED, XG, VG and CP, persistently show 

a statistically significant coefficient through all the exercises. 

In contrast, only the ratio of imports to GDP (MG) consistently yields 

incorrectly-signcd results. The remaining six variables have the cor,, Cct or wrong 

signs depending on alternative sub-sets of the variables. The imports to GDP ratio 

(MG) always appears as having statistically significant negative signs (so highcr 

ratio is associated with a reduced likelihood of debt problems) in all the versions. 

Similar results have been reported already by other studies. For example, Frank 

and Cline (1971) and Feder and Just (1977) reject the imports to GNP ratio as an 

indicator in reporting their final empirical tests on the grounds that 
-implausible 

(negative) coefficient estimates are obtained. 4 As opposed to this, Mayo and 

Barrett (1978) have different views on the a priori sign of this ratio, and write (p. 

85): 
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At N-st, it would appear that the negative'sign for the ratio of imports to GDP is inaccurate. 11-. ýwever, 

this ratio can be viewed as a proxy for the degree of "openness" or maturity of the economy, and the 

more open or mature the economy, the less likely it is to reschedule. 

In contrast, Saini and Bates (1978) report both negative and positive signs in their 

estimated functions including this variable. ' In the case of the McFadden et. al. 
1 (1985) study, the ratio of imports to GDP has a negative sign in the first of their 

two sub-periods, 197,1-75, but changes sign in the second, 1976-82. This is simply 

said (p. 193) to imply that "open economics with a higher ratio of imports to GDP 

have fewer problems in the earlier period but more problems in the later period. " 

In many developing 'cou'ntrics, 'a considerable part of imports consists of capital 

and in termed iate'goýds . reflecting the effects of import substitution. To this extent, 
en tia, thus, their imports are es. s Ily non-comprcssiblc so that they can not easily be 

reduced in time of balancý-of-paymcnts crisis without slowing economic growth. 
To this extent a higher ratio of imports to GDP may mean it is more difficult for 

a developing country to meet debt-servicing obligations and so increases the 

likelihood of debt problems. However, change in short-run circumstances might 

suggest a different situation. When world trade is favourable to 

developing-country cxports,, (as in the late of 1960s and the early 1970s, for 

instance), the more creditworthy countries who favoured 'outward' looking policy 
in favour of 'open' cconomi , es increased their imports with foreign exchange earned 
from the export sector. This produces a higher imports to GDP or GNP ratio for 

those countries having higher credit ratings. This effect might be consistent with 

the empirical results reported above. However, the sign of the estimated coefficient 

of this ratio should be expected', to be plus in the long-run and within the broader 

context of sovereign risk analysis. 

When parameters are'estimated for only those variables reported to have the' 
correct sign in the'ind'ividual estimation procedure, all the'variables'except the debt-"', 

service ratio"'(DS , -Ah6"ýaiortisation to debt-ratio (AM),, and the exports to'GDP 

ratio'(XG) retaiti, tfieIr, 'corr6ct` signs in most"of the combinations. ' Such changes' 
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of signs appear to imply that those variables might have collinearity problems with other, and 

combinations of, variables. XG and AM have a wrong plus sign when estimated with debt-related 

variables (especially the debt to exports ratio). As may be expected, there seems to be collinearity 
problems between two of the debt-related variables, the debt service ratio (DS) and the external 
debt to exports ratio (ED). ' While the latter produces statistically significant coefficients 

persistently through the various exercises, the former retains its significance usually only when the 
latter is excluded. Their partial correlation coefficients range from 0.53 to 0.69. Similar results are 

obtained in the case of relations between the inflation rate (CP) and the money supply growth rate 
(GM) and between the ratio of imports to GDP (MG) and the exports to GDP ratio (XG). They 

show even relatively higher partial correlation coefficients, ranging between 0.66 to 0.97 and 0.85 

to 0.98 respectively. Thus, explanatory variable selections are restricted throughout by excluding 

one or the other of these pairs of correlated variables. 

As reported in Table 9-7, among various model versions through year-by-year re-estimations 

the most frequently selected variables are the ratio of external debt to exports (ED), the ratio of 

capital formation to GDP (VG), inflation rate (CP), and the domestic credit to GDP ratio (DQ 

given that the resulting explanatory variables sets vary depending on the estimation period anýtest 

alternatives. 

As far as year-by-year comparisons for any one set of estimation results are concerned, i. e., 

as a re-estimation sequence proceeds, no major patterns can be distinguished. Among the variables 

which remain generally consistently statistically significant there are ED, DC, VG, and CP. Most 

combinations of variables change little from one year to the next and yet there are a variety of 

variables that either appear only for a number of years, or disappear and reappear in any one 

sequence, or appear only for one or two years. These latter instabilities underline the need for 

continuous re-estimations in order to be sure of making the best use of conventional variables, even 

though the samples change so very marginally from one year to the next. 

9-4-2. EVALUATIONS OF OVERALL FITS TO THE DATA 

The over-all statistical performance of a logit, model is judged somewhat differently than in the 

case of conventional regression analysis, where an estimated F-statistic can be used to test tho, 

statistical significance of a group of explanatory variables. One alternative measure of statistical 

performance is available in the Chi-squared statistic in a logit model. The test statistic is in the 
form of minus two times the log-likelihood ratio (-2 X LLR)7. This has the Chi-squared, 

distribution with the appropriate degrees of freedom! On the basis of this statistical criterion,,,, * 
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it is n, )tcd that the null hypothesis that all the cocff icicnts arc zero is rejected at the 

one per cent significance level for all of the test results. 

For the purposes of comparisons of overall fits to the data between various test 

results, other critcria such as R-squarcd and the percentage of correct predictions 

(PCP) arc applied. The lattcr is the ratio of the correctly predicted country-ycar 

cases to the total cases for within-samplc residuals. Correct predictions arc 

registered with reference to a threshold probability, P*, above which a 

country-year is predicted to reschedule and vice versa for below. An optimal cut-off 

probability point P* is assumed to be one that minimises the 'variance' between-a 
A 

giver cut-off point and predicted probabilities (P's). 

Table 9-8 summariscs results for the -2x LLR, R-squarcd, and PCP test 

statistics for all the various estimated results alternatives using the explanatory 

variable set listed in Table 9-7. 
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Table 9-8 OVERALL FITS TO THE DATA IN THE CONVENTIONAL VARIABLES MODEL 

ESTIMATION 1 67-72167-731 67-74167-751 67-76167-771 67-78167-791 67-80167-81 
PERIOD 

A. I 1# 21.04131.451 43.17149.911 43.44147.951 49.77160.731 71.74189.55 
(One-I II 1* 0.261 0.331 0.391 0.361 0.251 0.231 0.221 0.191 0.181 0.19 
yearl I 1- 0.791 0.821 0.831 0.841 0.821 0.841 0.841 0.861 0.871 0.88 
lag)1(1)1 --------------------------------------------------------------------- 

II 1# 35.87150.401 67.99171.291 57.13160.991 65.67165.171 73.46189.60 
11 111* 0.301 0.371 0.421 0.381 0.261 0.241 0.241 0.181 0.171 0.19 

1 1- 0.881 0.931 0.911 0.911 0.891 0.901 0.901 0.891 0.881 0.88 
------------------------------------------------------------------------- 

I 1# 17.25123.671 30.81138.011 41.59150.351 48.90173.371 79.33185.73 
111 1* 0.301 0.351 0.401 0.401 0.381,0.381 0.371 0.401 0.371 0.35' 
11 1- 0.801 0.801 0.811 0.911 0.831 0.821 0.821 0.871 0.881 0.90 
1(2)1 --------------------------------------------------------------------- 
II 1# 30.86141.731 53.00155.451 52.63161.061 61.06174.721 80.28185.73 
11 111* 0.341 0.391 0.451 0.431 0.381 0.361 0.361 0.371 0.361 0.35 
11 1- 0.871 0.871 0.891 0.891 0.871 0.861 0.861 0.891 0.891 0.90 
1 ------------------------------------------------------------------------- 
II 1# 27.45135.191 43.26147.531 50.30153.581 57.93160.631 65.78181.42 

I 1* 0.621 0.661 0.621 0.651 0.601 0.601 0.621 0.581 0.501 0.53 
1- 0.891 0.891 0.871 0.881 0.851 0.881 0.881 0.871 0.821 0.83 

1(3)1 --------------------------------------------------------------------- 
I 1# 47.17159.391 69.17166.961 62.25168.751 71.45180.241 84.101100.8 
1 111* 0.691 0.711 0.671 0.601 0.491 0.501 0.491 0.481 0.431 0.47 
1 1- 0.951 0.941 0.921 0.921 0.891 0.881 0.871 0.851 0.821 0.83 

-1-1-1 B. II 1# 34.39140.681 55.62166.511 62.18162.261 62.83183.251 89.481113.1 
(No- III 1* 0.351,0.331 0.381 0.371 0.291 0.251 0.231 0.231 0.221 0.24 

lag)l I 1- 0.821 0.821 0.841 0.841 0.841 0.861 0.861 0.8*. [ 0.881 0.89 
IMI --------------------------------------------------------------------- 
II 1# 51.51166.661 86.68190.431 85.54183.831 91.51190.451 93.621112.9 

1 111* 0.351 0.391 0.421 0.381 0.321 0.281 0.271 0.231 0.211 0.24 
1 1-,, 

-0.901 
0.911 0.921 0.911 0.901 0.901 0.901 0.901 0.891 0.89 

------------------------------------------------------------------------- 
I 1# 26.03134.791 39.64153.881 61.14165.991 68.96186.301 93.631102.9 

I 1* 0.361-0.441 0.471 0.541 0.531 0.471 0.501 0.471 0.451 0.44 
1- 0.861 0.841 0.851 0.871 0.881 0.871 0.911 0.891 0.921 0.92 

1(2)1 --------------------------------------------------------------------- 
II 1# 36.92147.721 57.64161.751 68.56177.301 77.30187.091 91.131102.9 
11 111* 0.381 0.401 0.451 0.451 0.481 0.491 0.491 0.461 0.421 0.44 
11 1- 0.841 0.901 0.921 0.911 0.911 0.911 0.911 0.901 0.911 0.92 
1 ------------------------------------------------------------------------- 
II 1# 41.52151.751 57.99168.091 65.77163.261 66.35172.461 82.371101.2 
111 1* 0.701 0.701 0.701 0.761 0.681 0.621 0.621 0.581 0.561 0.59 
11 1- 0.921 0.881 0.911 0.911 0.901 0.881 0.891 0.861 0.831 0.87 
1(3)1 ----------- 7 ------------------------------------------ ---------------- 
II 1# 58' - 21164.071 65.16183.911 94.29198.371105.9 1105.61 117.21131.8 

1 111* 
ý0.601-ý0.591ý 

0.651 0.591 0.581 0.611 0.621 0.541 0.531 0.53 
1- 0.881 0.901 0.921 0.901 0.881 0.901 0.901 0.871,0.881 0.86 

Notes: 2x LLR. 
R-squared. ý-, - 
Percentage of correct predictions (PCP). 
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It '. s noted that Table 9-8 shows model version (B) as havin., higher 

log-likelihood ratio, R-squared, and PCP results than model version (A) across the 

various sub-versions. This may imply that the contemporaneous lag structure has 

better performance, at least within-sample, than a one-year lag structure. As far 

as comparisons among results for versions (1) to (3) are concerned, in most cases 

version (3) performs best while version (1) is the least satisfactory. 's Last, 

regarding model versions (1) and (M), there seems to be no great difference with 

respect to any of the three tcst. criteria. Although the R-squared and PCP results 

are similar, version (II) is better than version (I) in terms of the log-likelihood 

ratio. However, in the case of version B-(3), version (1) always demonstrates 

better R-squarcd than version (II). It could mean that there would be no 

consPerable improvements as more problem-frx observations are a,. 'ded to a 
directly balanced sample. 

9-5. EVALUATIONS OF FORECAST PROBABILITIES 

9-5-1. PREPARATION FOR FORECASTS 

A key objective of model building as a means of expressing an understanding 

of the past is to forecast the future. Since in practice forecasts are required on a 

year-by-year basis, it is only sensible to use the flow of new information, 

ycar-by-year, to re-estimate on the same basis. Forecast performance can then be 

consistently evaluated at the margin, i. e., for any one, new, year. Thus, the 

estimated model for the period 1967-1972, for example, is used first to yield the 
forecast probabilities of rescheduling in 1973. This forecast structure is thereafter 

extended over the forecast interval on a year-by-year basis. The use of actuals for 

explanatory variables means. that these the out-of-samplc annual forecasts 

constitute an ex post process. , 
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ThL; selection of the countries to be forecast is no doubt an important is,, uc when 

it comes to evaluating forecast performance. In particular, since the present 

empirical analysis examines the effects of a balance between dcbt-problcm and 

problcm-frcc countries, some countries can not be included in model estimations 

for some alternatives. However, all the 40 countries listed Table 9-4 arc included 

in order to utilisc their forecast results for the portfolio loan design evaluations 

explained in section 9-6. It follows that the total country-ycar observation set for 

the forecast interval amounts to 400 (i. e., 10 years x 40) country-ycars. This 

includes 47 observations (twelve per cent) that arc rescheduling cases. 

As far as the forecast error evaluation methods themselves are concerned, 

several methods are examined. These include total error rates, statistical tests of 

forecast error distributions, the root-mean-square forecast error, and portfolio 

design evaluations. The first three may be considered conventional procedures 4ý 

while the last will constitute a hitherto untried idea. 

9-5-2. FORECAST ERROR EVALUATIONS 

As may be expected, most of the actual dcbt-problcm observations have a high 

forecast probability while most of the problcm-free observations have a relatively 

low one. To gain further insight into the forecast performance of the model along 

the conventional lines found in most previous studies, it is necessary to choose a 

threshold probability, P*. Then, for any given P*, there are two possible types of 

error: (1) a type I error, which could be assumed to be a case where a country has 

A 
a forecast probability (P) lower than P* but actually rescheduled; and (2) a type 

11 error, for which it follows that a country has a predicted probability higher than 

P* but did not reschedule. Specifically, a cut-off probability P* is selected so that 

the total error rate is 
_minimiscd 

subject to composition preferences that would 

follow from an ability to specify the relative costs of type I and 11 errors. 

(Presumably it is usually more expensive error to have a loan that has to be 
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rescheduled than to miss business refused because of a high P forecast that would 

otherwise have been welcomed had it been known that a country would not 

reschedule. Some studies have assumed a cost ratio of three to one. ) 

The numbers of type 1/11 and total errors arc summariscd in Table 9-9 in a form 

that pools the results for the whole forecast interval for each model version. Total 

error rates range from 0.10 to 0.15. The best results are obtained from the results 

of the version (B)-(3)-(I). This produces eleven type I errors and 30 type It 

errors. As in the case of the results of overall fits to data, within-sample, reviewed 
in the previous section, version (B) produces better forecast performances than 

version (A) and version (3) has the lowest error rates of this category of versions 

%vhil(: there is no big difference bctwcen version (1) and (H) overall. 

In general, type I error rates retain relatively high levels, ranging from 0.23 to 

0.36 of forecast reschedulings. However, this kind of forecast error evaluations can 

not be compared with the results of other statistical sovereign risk studies mainly 
because the ultimate choice of a cut-off probability P* is something that will vary 
depending on a user's attitude towards risk and on his preference between tYpe lill 

errors. For instance, if the relative costs of type I and II errors were weighted in 

the manncr followed by many published studies, type I error rates would decrease 

to a lowcr lcvcl whilc typc 11 crror ratcs incrcasc. 

A more important question, however, concerns whether this conditional forecast 

is acceptable at a specific level of signif"icancc. At this point, the standard 

significance test for sample proportions can be applied as in Tafflcr and Abassi 

(1984) in order to test whether each model version has predictive ability. The test 

statistic is 
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7r)/n 

where z is the standardiscd normal deviate, p the sample proportion, ir the 

probability of chance classification, and n number of observations. Referring to 

Table 9-9 which jcmonstrates the tcn-year forecasting results, one p-proportion, 

pl, would be the ratio of correctly-prcclicted reschcdulings to total predicted cases 

to reschedule (in the version of A-(I)-(I), for example, 

p, = (47 - 17)/[(47 - 17) + 32] = 0.48 ). A second proportion, P2, registers the 

same success rate in respect of problcm-free predictions and realisations (in the 

same version, p2 = (353 - 3'91. )/[(353 - 32) + 17] = 0.95 ). The respectivc chance 

classification probabilities 7r, and n2 are 0.12 (47/400) and 0.88 (353/400) 

respectively. Then, the maintained hypotheses p, = 7r, and P2 = 7r2 can be tested 

against the alternative hypotheses p, > ir, and P2 > ir2 respectively with reference 

to the two test statistics Z, (p, 7rI)I/zI and 

Z2 = U22 - 7r2)/, 
/7r2(l 

- 7r2)/tl2 . 
The null hypotheses are rejected for all the versions 

at the 0.1 per cent significance level of a onc-tailed test since Pr(z > 3.09) = 0.00 1. 

Thus, it may be concluded that all the versions in this empirical analysis have true 

ex post predictive capabilities. 

As another means to evaluate a model's forecast performance, the 

'root-mean-square-crror' (RAISE) is used as a quantitative summary measure of 
how closely forecasts track a rescheduling history. The RMSE for the dependent 

variable is defined as 

A 

_F RMSE (pi 
i)2 N 

where P denotes a forecast proýability, P refers to the corresponding actual value 

of the dependent variable ( i. e., I or 0), and N is the number of observations. 
Table 9-9 illustrates the RMSE for each version as an averaged figurc for the entire 

Pi 
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tcn-year forecast interval. Since the lower the RAISE the better the forecast 

performance, vcrsion (B) is again superior to version (A). But, unlike previous 

results, version (3) produces the highest figures among this group of version 

variations. Version (II) has consistently better results than version (I). 
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Table 9-9 FORECAST ERROR ANALYSIS IN THE CONVENTIONAL VARIABLES MODEL 

TOTAL ERRORS STANDARD SIG. TEST RMSE 

type I type II TOE Z1 z2 

A. I 
(One-I 11 17 1 32 1 49 (12)1 8.94 1 3.88 1 0.303 1 
yearl(l)l ----------------------------------------------------------------- 
lag)l I III IIIIII 

I11 17 1 38 1 55 (14)1 8.26 1 3.79 1 0.298 1 
--------------------------------------------------------------------- 

IIIIIIIII 
11 17 1 42 1 59 (15)1 7.87 1 3.71 1 0.371 1 

1(2)1 ----------------------------------------------------------------- 
II III IIIIII 
I11 17 1 41 1 58 (15)1 7.94 1 3.71 1 0.340 1 
--------------------------------------------------------------------- 

IIIIIIIII 
11 16 1 30 1 46 (12)1 9.45 1 4.05 1 0.554 1 

1(3)1 ----------------------------------------------------------------- 
II III IIIIII 
I1 16 1 36 1 52 (13)1 8.76 1 3.96 1 0.425 1 

B. IIIIIIII 
(No- I1 12 33 45 (11)1 10.15 1 4.63 1 0.302 1 

lag)1(1)1 ----------------------------------------------------------------- 
II III IIIIII 

11 14 1 38 1 52 (13)1 9.07 1 3.79 1 0.295 1 
--------------------------------------------------------------------- 

IIIIIIIII 
11 16 1 34 1 50 (13)1 8.98 1 3.97 1 0.348 1 

1(2)1 ----------------------------------------------------------------- 
II III IIIIII 
I11 12 1 36 1 48 (12)1 9.80 1 4.61 1 0.324 1 
--------------------------------------------------------------------- 

IIIIIIIII 
I1 11 1 30 1 41 (10)1 10.76 1 4.82 1 0.563 1 

1(3)1 ----------------------------------------------------------------- 
II III --IIIIII 
I1 13 1 37 1 50 (13)1 9.43 1 4.39 1 0.400 1 

-1-1-1 

Notes: Results refer to the whole forecast interval (1973-82). Thus, total 
cases are 400 including 47 rescheduling observations. 

TOEý Number of total errors. Figures in parentheses denote total 
error rates in percentage. 

z1 & z2 Standardised normal deviates (see texts). 

RMSE Root-mean-square-error expressed in an average. 

1ý " -, 
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9-6. FORTFOLIO DESIGN EVALUATIONS 

As pointed out earlier, most forecast error analyses in the major statistical 

sovereign risk studies conventionally attempt to transform P forecasts values into 

a debt-problem or problcm-free form since debt-problem rcalisations arc in this 

binary form. However, such analysis overlooks better uses that can be made of 

forecast probabilities in practice, and notably in deciding on a lender's loan 

portfolios. Forecast error analysis should then be performed in this same context, 

i. e., comparisons between planned P-based portfolios and what would have been 

optimal had the future been known in advance. 

The present analysis produces loan portfolio designs based on forecast 

probabilities for the same 40 countries identificd earlier. These are referred to as 

'forccast-based' (F-B) loan allocations. This can then be compared with 

'hindsight-optimal' (11-0) loan allocations, given both some view of what isoptimal 

and had realised distributions of reschedulings been known in advance. To 

measure the extent of the difference between the two Thcil's inequality coci"ficient 

is used. 

9-6-1. ACTUAL AND HINDSIGHT- OPTIMAL LOAN ALLOCATIONS 

Givcn a lack of precisc information on how commcrcial banks asscss country 

creditworthiness, and the basis ofl their past allocations of sovereign loans among 

borrowers, it is supposed that actual loan commitments to a country represent a 

market maximum of what a country could. obtain and make use of. The 

assumption is that bankers, know the supply-side of the financial market situation 

best, even though some individual banks could make serious mistakes in their 

portfolio policies, while borrowers only borrow funds for which they have some 

use. 
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Loan commitments from official creditors, such as the World Bank, usually 

have an economic aid component in that they arc made on terms more favourablc 

than those obtainable through normal market transactions. The supply and 
demand considerations may thus be reckoned as being separate from private bank 

portfolio allocations. Loan commitments from official sources are therefore 

excluded in identifying the actual allocations of sovereign loans. 

In turning to 'hindsight-optimal' portfolio designs, it is noted that if banks had 

realised in advance which borrowing countries would experience dcbt-scrvicing 

difficultics in the near future, it mighý be argued that they would not have made 

any loans to them at all. The amount of these loans might then have been 

distrioutcd among problem-frcc borrowers. Thi-I is the basis of an assumed H-0 

loan allocations, i. e., what problcm-frce cou=ics actually received augmented by 

a re-allocation of what it would have been thought wise not to have given the 

debt-problcm countries if their realised difficulties had been known in advance. 
Thus, the actual (observed) new commitments for debt-Problem countries are 

summed up and then rc-allocatcd to problcm-frcc countries in proportion to the 

relative sizes of their nc%v commitments. As illustrated in Table 9-10, India, Zaire, 

and Sierra Leone which rescheduled their external debts in the given year of 1977 

arc given no new loans in terms of this allocation. 

9-6-2. FORECAST-BASED LOAN ALLOCATIONS 

In using P results to design of loan portfolios, it is simply assumed that the 
A 

higher aP value is, the less credit will be given and vice versa. Clearly this 

information can only be used in the contexts of the relative sizes of the borrowing 

capacities of recipient countries. One way of coping with this problem is to rely 

on past loans as a guide to the scale of future loan requirements. The 'crude' 

portfolio design used here adjusts each country's observed new loan commitments 
A 

for the previous year by a factor of (I - P,, I). Thus, loans are allocated by 
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'borro-wing potential', as signalled by the previous year's actual loan allocations, 
AA 

adjusted by Pt.,, results so that for Pj =I the F-B allocation is zero while for 
A 

P,.,, =0 the allocation is unchanged. For instance, as seen in Table 9- 10, the F-B 

allocation for Chile is 156 (U. S. million dollars), i. e., the outcome of 295 x 0.53 

For an illustration, Table 9-10 shows actual, H-0 and F-B loan allocations by 

using the P's from the results version (B)-(I)-(I) estimated for the period 1967-76 

for forecasting 1977. 
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Tatle 9-10 AN ILLUSTRATION OF PORTFOLIO DESIGN (IN 1977) 

ACTUAL ('76) 
A 

F-B ('77) ACTUAL ('77) H-0 ('77) 
ALLOCATION (1-P) ALLOCATION ALLOCATION ALLOCATION 

Chile 295 ( 1.37) 0.53 156 ( 0.98) 559 ( 2.13) 561 ( 2.14) 
Peru 930 ( 4.31) 0.52 484 ( 3.05) 561 ( 2.14) 564 ( 2.15) 
Indonesia 1436 ( 6.65) 0.76 1091 ( 6.86) 385 ( 1.47) 386 ( 1.47) 
India* 2 ( 0.01) - 0.39 1 ( 0.01) 2 ( 0.01) 0 0.00) 
Pakistan 127 ( 0.59) 0.23 29 0.19) 126 ( 0.48) 126 0.48) 
Philippines 896 ( 4.15) 0.84 753 4.68) 662 ( 2.52) 666 2.54) 
Egypt 478 ( 2.21) 0.59 282 1.76) 738 ( 2.81) 741 2.83) 
Turkey 564 ( 2.61) 0.73 412 2.57) 486 ( 1.85) 489 1.86) 
Yugoslavia 51 ( 0.24) 0.84 43 0.27) 19 ( 0.07) 19 0.07) 
Ghana 

------ - -- 
22 

----- 
( 
-- 

0.10) 
------ 

0.60 
-------- 

13 
----- -- 

0.08) 
-------- 

7 
------ 

( 
- 

0.03) 7 0.03) 
-- - 

Mexico 4866 (22.54) 0.64 3114 (19.41) 8459 
-------- 

(32.24) 
------ 

8502 
------- 
(32.40) 

Ecuador 237 ( 1.10) 0.84 199 1.24) 622 ( 2.37) 625 ( 2.38) 
Korea 1017 ( 4.71) 0.80 814 5.07) 1505( 5.73) 1512 ( 5.76) 
Sri Lanka 67 0.31) 0.72 48 0.30) 10 0.04) 10 ( 0.04) 
MElaysia 217 1.01) 0.84 182 1.15) 294 1.12) 295 ( 1.12) 
Thailand 100 '0.46) 0.84 84 C. 53) 338 1.29) 340 ( 1.29) 
Morocco 605 2.80) 0.85 514 3.20) 1128 4.30) 1134 ( 4.32) 
Syria 41 0.19) 0.79 32 ( 0.20) 39 0.15) 39 ( 0.15) 
Greece 248 1.15) 0.78 193 ( 1.22) 384 ( 1.46) 386 ( 1.47) 
Kenya 11 0.05) 0.80 9 ( 0.06) 15 ( 0.06) 15. ( 0.06) 

Argentina 1460 6.76) 0.77 1124 ( 7.04) 1237 ( 4.72) 1244 ( 4.74) 
Jamaica 67 0.31). 0.64 43 ( 0.27) 63 ( 0.24) 63 ( 0.24) 
Guyana 49 0.22) *0.78 38 ( 0.24) 9 ( 0.03) 9 ( 0.03) 
Bolivia 259 1.20) 0.73 189 ( 1.18) 270 ( 1.03) 271 ( 1.03) 
Zairek 183 0.85) 0.55 101 ( 0.63) 103 ( 0.39) 0 ( 0.00) 
Sierra Leone* 9 0.04) 0.62 6 ( 0.04) 26 ( 0.10) 0 ( 0.00) 
Togo 209 ( 0.97) 0.82 171 ( 1.07) 135 ( 0.51) 135 ( 0.52) 
Liberia 9 ( 0.04) 0.81 7 ( 0.04) 43 ( 0.16) 43 ( 0.16) 
Senegal 53 ( 0.24) 0.70 37 ( 0.23) 

_42 
( 0.16) 43 ( 0.16) 

Malawi 26 ( 
-- 

0.12) , 
------- 

0.70 
------- 

18 
------ 

( 
-- 

0.11) 
------- 

87 
------ 

( 
- 

0.33) 
-------- 

88 
------ 

( 
-- 

0.33) 
----- ----------- 

Brazil 
------ 

5561 (25.76) 0.82 4560 (28.54) 5242 (19.98) 5269 (20.08) 
Honduras 39 ( 0.18) 0.78 30 0.19) 38 ( 0.15) 38 ( 0.15) 
Paraguay 14 ( 0.06) 0.84 12 0.07) 25 ( 0.10) 26 ( 0.10) 
Venezuela 1133 ( 5.25) 0.85 963 6.02) 2059 ( 7.85) 2069 ( 7.88) 
Zambia 99 ( 0.46) 0.72 71 0.45) 69 ( 0.26) 69 ( 0.26) 
Niger 1 ( 0.00) 0.83 1 0.00) 2 ( 0.01) 2 ( 0.01) 
El Salvado r0 ( 0.00) 0.81 0 0.00) 0 ( 0.00) 0 ( 0.00) 
Nigeria 0 ( 0.00) 0.85 0 0.00) 0 ( 0.00) 0 ( 0.00) 
Guatemala 0 ( 0.00) 0.84 0 ( 0.00) 0 ( 0.00) 0 ( 0.00) 
Tunisia 207 ( 0.96) 0.81 168 ( 1.05) 455 ( 1.74) 458 ( 1.74) 

Notes: This portfolio design is produced by using the estimated results of 
version (B)-(l)-(I). Amounts are in million of U. S. dollars. 
Figures in parentheses denote the proportion of loan allocation 
to each of the total amounts in percentage. All the figures are 
rounded. 
Rescheduling country in 1977. 
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9-6-3. THEILS INEQUALITY COEFFICIENTS FOR PORTFOLIO DESIGNS 

The present empirical analysis evaluates forecast errors by means of the 

differences between F-B and H-0 portfolio allocations. As a result of the lack of 

the data on loan commitments for some counties this can be done only from 1975 

(in case of version (A) from 1976). These differences are quantified in terms of 

Thcil's inequality coefficient (U). In terms of the terminologies of the present 

study, this is defined as 

U- 
ýr(FAj - HAjý 

FX --I 

, 
(TAjý (HAjý (FAj 

where the FA's refer to the F-B allocations and HA's arc the H-0 allocations. 9 It 

is notcd that U Nvill always fall betwccn 0 and 1. If U=0, FAj = OAj for all i and 

there is a perfect f it. If U=1, on the other hand, the predictive performance of 

the model is as bad as it possibly could be. 10 

In Table 9-11, a Thcil's inequality coefficient is presented for every cstimation 

results version over the forecast period of 1975-82. Although there is no significant 

difference in their performances among the various versions, the no-lag model 

(%, crsion (B)) produccs, in gcncral, bcttcr rcsults with a rclativcly lowcr valuc 

rathcr than the onc-ycar lag modcl (vcrsion (A)). And of the thrce vcrsions of (1) 

to (3), vcrsion(3) has a lowcr cocfficicnt. Vcrsion (I) and (II) rcport vcry similar 

results. 
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Table 9-11 THEIL'S INEQUALITY COEFFICIENTS FOR PORTFOLIO DESIGNS 
OF THE CONVENTIONAL VARIABLES MODEL 

FORECAST IIIIIIII 
INTERVAL 1 '75 1 '76 1 '77 1 '78 1 '79 1 '80 1 '81 1 '82 

A. IIIIN. A. 1 0.4531 0.3181 0.4511 0.5721 0.5061 0.4811 0.515 
(One-1(1)1 --------------------------------------------------------------- 
yearl I II I N. A. 1 0.2311 0.2651 0.1591 0.2971 0.2481 0.2311 0.394 
lag)l ------------------------------------------------------------------- 

IIIIN. A. 1 0.2351 0.25711 0.1471 0.1961 0.2061 0.1511 0.335 
1(2)1 --------------------------------------------------------------- 

I II I N. A. 1 0.2321 0.2581 0.1551 0.1711 0.1961 0.1541 0.335 
------------------------------------------------------------------- 

IIIN. A. 1 0.2661 0.2511 0.1201 0.1261 0.1471 0.1111 0.147 
1(3)1 --------------------------------------------------------------- 
II II I N. A. 1 0.2511 0.2491 0.1171 0.1291 0.1481 0.1121 0.148 

B. II110.4191 0.3511 0.3321 0.5121 0.3631 0.3521 0.3631 0.358 
(No- 1(1)1 --------------------------------------------------------------- 

I 11 1 0.1471 0.1201 0.2281 0.2891 0.1181 0.2051 0. '381 0.351 

------------------------------------------------------------------- 
I110.2031 0.1301 0.2161 0.1231 0.1211 0.1741 0.3191 0.339 

1(2)1 ----------------------------------------------------------------- 
I 11 1 0.1461 0.1161 0.2211 0.1391 0.1291 0.1731 0.3291 0.339 

------------------------------------------------------------------- 
I110.1591 0.1151 0.2191 0.1191 0.1321 0.1631 0.1651 0.124 

1(3)1 --------------------------------------------------------------- 
II 11 1 0.1411 0.1251,0.2201 0.1241 0.1141 0.1671 0.1681 0.123 

N. A. Not available. 

9-7. SPECIFICATIONS OF A COMPOSITE VARIABLES MODEL 

9-7-1. MORE PRACTICAL TIME LAG STRUCTURE 

As reportcd abovc, spccifications adopting contcrnporancous timings of 

explanatory variables producel better estimation results and forecasts in general. 

This may be reckoned as, in accord with the a critical role played by the 

unforeseeable in events leading to debt problems. This may imply. that it is more 

immediate events that appcar, ý to be the more successful indicators of debt 
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probIc-as. The informational needs arc thus that much more demanding (if not 

impossible), when it comes to trying to forecast ex ante, however. A no-lag model 

is already at a considerable disadvantage in this given the gap between the latest 

published information and the need for ex ante forecasts of explanatory variables. 

The gap is especially difficult to bridge in the context of most of developing 

countries given the lack of appropriate macroeconomic models capable of 

producing ex ante predictions of explanatory variables. Although most previous 

statistical models do not have any explicit consideration of this point, it is clearly 

a serious one. 

Decisions on the timing of explanatory variables in relation to the incidence of 

debt problems therefore result in a choice between a model's forecasting i-apability 

and the quality of fits to data over the estimation period. The choice also affects 

the kind of explanatory variables required since the lag ing of explanatory IT 
variables to be able to get closer to published informaiion when forecasting means 

moving even furthcr, away from the unforeseeable. This requires a reconsideration 

of what is that we expect a model to tell us. But to tackle the lag issue first the 

alternative model in this section refers to a two-year lag. Even a two-year lag 

leaves a gap of one or two years between a forecast interval (t + 1) and published 

data given that publication delays by the major international data source-, such as 

the International Financial Statistics of the IMF range between one and two years 

(at least) with variations according to countries and indicators. 

9-7-2. UTILISATION OF PAST EXPERIENCE AND NEW INFORMATION 

9-7-2-1. EMPLOYING A SUMMARISED TERM FOR PAST EXPERIENCE 

While a no-lag model can, rely on a more obvious choice of indicators of debt 

problems, the resort to longer lag'structures. means looking to different themes in 

the selection and formulation of explanatory variables. It is argued here that this 
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rcquir,: s making the best use of past experience and the latest available information 

to provide information on the managerial capabilities in debtor economics in 

general and the sustain abilities of current policies and performance in particular. 

A special facility for summarising past information, is adopted in the form of 
'last' year's forecast probability (P, 

-, 
). The assumption is that this can act as a 

proxy for accumulated past information which would have been expressed in the 

previous year as the forecast debt-problem probability. This represents all that 

was known then and remains all that continues to be known about the past, unless 

new (past) facts are discovered or known facts can be looked at with new insights. 

9-7-2-2. CONSTRUCTING COMPOSITE VARIABLES 

In seeking ways of making the fullest use of additional information as each new 

year is added to the observation set, composite variables arc used in order to 

accommodate as many variables as possible. This then represents a Major 

departure from the procedures used to select, express, and validate explanatory 

variables in previous statistical sovereign risk analyses. There the selection of 

explanatory variables is essentially ad hoc and statistical results are relied on to 

discriminate between what is acceptable and'what is not. In contrast, the 

composites here unambiguously relate to the broader contexts of debt Problems in 

terms of the sustainabilities of current macroeconomic policy and performance, 

indicated by conventional macroeconomic variables. A second major theme 

behind considering what variables may have a bearing on the eventual incidence 

of debt problems is that these influences may have a much wider scope than is 

generally supposed in the relatively narrow range of indicator tested in any one of 

the individual studies in the, previous literature. The opportunities presented by 

the flexibilities and scope of composite variables are therefore used to full 

advantage to refer to a much widcr. range of possible influences on debt problems. 

In general, it can perhaps be argued in this that the one reason why so many 

plausible indicators of debt, problcms have proved to be empirically irrelevant in 

-270- 



CHAPTER 9 

previc, is studies is that they have not been looked in the right context. Different 

amalgamations arc therefore used to represent the different kinds of influences of 

different categories of variables. The results could be regarded as a variant of the 

use made of principal components in the earlier studies by Dhonte (1975) and 

Tafflcr and Abassi (1984). Rather these have the contributions of variables to 

each successive component determined entirely by what works best empirically, to 

leave results which are typically difficult to interpret or describe in theoretical 

terms, the composites adopted here have clearly defined theoretical 

rationalisations. They could therefore be regarded as structured, or constrained, 

variants of a principal components approach. 

NViien it comes to the classification of macrocronomic variables for def"ining the 

composites, the sequences in which cvcnts actually take place, as reviewed in the 

previous chapter, are used to suggest what is most appropriate. As a starting 

point, a country can be thought of as adopting various economic policies as 

reactions to existing, and changes in, external and internal environments and 

various targets for the future state and achievements of the economy. Results can 

be expected to be registered later on, as determined by both circumstances and 

economic polices. Such economic performance can be examined under two heads 

depending on the length of time for effects to manifest themselves. In particular, 

the distinction is drawn between more 'immediate' and more 'eventual' 

performance results. The overall effect is to produce a four-way variable 

categorisation as indicated by the following labels: (1) economic environment 

variables; (2) policy variables; (3) first-round performance variables; and (4) the 

final performance variables. ', ' I 

The first is considered to have low priority given that external shocks such as 

global recession and major commodity and factor price changes, like increases in 

oil prices and world real interest rates, can be regarded as conditions that apply 

more or less generally to the kind of developing countries that arc of interest to 

this study. It is therefore difficult to see how to describe them in terms of 
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country-spccific indicators that are in keeping with the thrust of this cmp;.. -ical test 

in its emphasis on comparative evidence. Thus, the present composite variables 

model concentrates on the remaining three composites. So far as the component 

indicator selections in these respects arc concerned, the essential point of reference 

is'convcntional macroeconomic theory, subject to the constraints imposed by data 

availabilitics. A total of thirteen indicators are selected for trial investigations of 

the three compositcs. 12 These arc listed as follows. The dcf"inition, measurement, 

and data sources of each of the component variables, for example, exports, money 

supply, and public debt, arc the same as those used in respect of the variables 

described earlier in specifications of conventional models. 

1. COMPOSITE OF THE POLICY VARIABLES" 

q. Money supply growth rate 

b. Growth rate of domestic credit 

c. Real effective exchange rate change 

d. Change in the ratiolof imports to GDP 

c. Growth rate of total public debt 

2. CO M POS IT E0FTHE EA RL Y PERFORMA NCE VA RIA BLES 

a. Domcstic saving to GDP ratio" 

b. Gross capital formation to GDP ratio 

c. Exports growth ratc ,, 
d. Total external debt to exports ratio 

3. COMPOSITE OF THE FINAL PERFORMANCE VARIABLES 

a. Growth ratc. of GDP pcr capita 

b. Current account balance to exports ratio 

c. - Net increase in reserves to exports ratio 

d. Inflation rate 
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9-7-3. STRUCTURE OF THE COMPOSITE VARIABLES MODEL 

The amended specifications represented by a two-year lag and the 

reformulations of explanatory variables in. the form of three composite variables 
A 

and P, _1 arc investigated using the same test structures described earlier. These 

apply both to the specifications represented by the quantification of the dependent 

variable and the mathematical form of the model and also to the evidence and 

estimation procedures used such as year-by-ycar re-cstimations, different degrees 

of sample balance (i. e., results versions (1) and (11)), and the various extents to 

which problcm-free observations are t-. xcluded from debt-problcm countries (i. e., 

results versions (1)-(3)). The estimation and forecast evaluation procedures, with 

rcfcr. -ncc to both within-sample and out-of-sample performances, are also 

essentially the same. 

The construction of the composite variables raises in itself some additional 

issues. These can be considered under the separate headings of estimations and 

forecasts. The first relates to producing a logit model fit of each collection of 

variables within each composite to observations on the dependent variable so as to 

estimate their weight of contributions. The second part of the analysis uses these 

weights to forecast the composites. Since the composite variables model has a 

two-year lag structure, each of the three composite variables in a year t will be 

formed by a fit to observations on the underlying component indicators (i. e., five 

in case of the first composite, four in the second, and four in the third) in a year 

t-3. The logit functions for the composite variables thereby are 

A 
ol 

I 
ytp = 

aj t- I+ e- 
"ý XG1 3) 

pAI le 
IýA, A 

+ e- 
(bo + bjXi73) 

Pfpf 

(CO+cx 
+e 
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AAA 

whcrc Yfol, Ypý and Ycpf denotc f"ittcd valucs of respcctivc compositcs of -tLic poliCy 

variables (Xroý, the first-round performance variables (XCPO, and the final 

performance variables ff,, PPO, and e is the exponential base. These fitted value- of 

composite variables arc conceptualiscd to respond to the latest available 

information as discussed earlier. Then, this new information set contained in the 

equations (1)-(3) should be considered in association with past experience which is 
A 

summarised in a form of P, -,. 
The present model assumes that they are related in 

a linear sequence. Therefore, the final logit function to produce a forecast 
A 

probability in a year t (P, ) will bell 

yepf +r (4) flO + #1 I'tpol + #2 
f 

fl3 cpf + fl4Pt-l* log, 
I P, t 

9-7-4. PERFORMANCE EVALUATIONS OF THE COMPOSITE VARIABLES 

MODEL 

9-7-4-1. WITHIN-SAMPLE PERFORMANCE 

The present work does not attempt to choose contributions to composite 

variables in terms of statistical significance judged exclusively with reference to 

t-statistics. This is mainly. bccause it is contended that the explanatory variables 

may have implications only in the contexts of comprehensive model structures not 

on a strictly individual basis. Additionally, this reflects the aim in the present 

model to make the best use of all available new information so that again the 

quality of fits to the data arc judged in terms of overall fits. (Appendix A illustrates 

the estimates and standard errors of parameters of the equation (4). ) 

As far as the model's performances with reference to the overall fits to the data 

within-samplc period arc, 
lconcerncd, 

minus two times the log-likelihood ratio 

-2x LLR), R-squarcd, and the percentage of correct prediction (PCP) arc 

applied as already used earlier. . 
The results arc demonstrated in Table 9-12.16 
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Result., sub-alternativcs (i. e., versions (1)-(3) and (I)-(II)) refer to the samc test 

structures as used in the model with conventional explanatory variable 

formulations. According to the Chi-squarcd test on -2x LLR, the null 

hypothesis that all the cocfficicnts are zero is rejected at the one per cent 

significance level for all the model versions. Among results for versions (1) to 

(3), version (3) (which omits all the problcm-frce observations from the 

rescheduling country group) performs best in most of cases in terms of R-squarcd. 

But there is no notable difference in terms of PCP results. And between results- 

versions (1) and (11), the R-squarcd of vcrsion (1) is higher than the other, while 

no great difference is found in terms of PCP's. These results arc very similar to 

those encountered in the case of the conventional variables model. 

If the ovcrall within-samplc performances of the present model arc compared 

with those of the conventional model (Table 9-12 vs. Table 9-8), the former can 

not be said to have results that arc notably better overall. In. the case of version 

(3)-(11), on the contrary, the composite variables model reports better results. 
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TaLle 9-12 OVERALL FITS TO DATA IN THE COMPOSITE VARIABLES MODEL 

ESTIMATION IIIIII 
PERIOD 1 67-76 1 67-77 1 67-78 1 67-79 1 67-80 1 67-81 

C. II 1# 36.50 1 35.94 1 30.71 1 40.62 1 45.01 55.31 
(Two-I II 1* 0.34 1 0.26 1 0.18 0.17 0.14 0.15 
yearl I 1- 0.88 1 0.88 1 0.86 0.87 0.88 0.88 
lag)1(1)1 ------ ------------------ 7 ------------------------------------- 

II 1# 41.88 1 40.97 1 37.94 1 43.13 1 45.60 1 54.80 
111* 0.30 1 0.25 1 0.18 1 0.16 1 0.14 1 0.15 

1- 0.89 1 
- ------ 

0.90 1 
---------- 

0.87 1 
---------- 

0.89 1 
--------- 

0.89 1 
- 

0.88 
---------- 

II 1# 
-- 
48.62 1 53.74 1 54.43 1 78.30 1 

----------- 
71.38 1 

------ 
72.24 

I 1* 0.69 0.57 0.57 0.58 0.47 0.42 
1- 0.90 0.88 0.88 0.90 0.89 0.90 

1(2)1 ------ -------------------------------------------------------- 
II 1# 43.94 1 54.41 1 55.34 1 66.23 1 71.61 1 72.24 

111* 
. 

0.50 1 0.51 1 0.52 1 0.47 1 0.47 1 0.42 
1- 0.87 1 0.87 1 

-------- 

0.86 1 
- ------- 

0.89 1 
---------- 

0.90 1 
----------- 

0.90 
---- ---------- 

II 1# 
-------- 

32.48 1 
--- 

36.65 1 
7 

37.01 1 39.04 1 43.74-1 
--- 

46.45 
111 1* 0.74 1 -0.76 1 0.78 1 0.72 1 0.69 1 0.63 
11 1- 0.91 1 0.92 1 0.92 1 0.90 1 0.90 1 0.89 
1(3)1 ------ --------------------------------------------------------- 
II 1# 35.40 1 40.83 1 39.02 1 46.12 1 51.81 1 56.03 

111* 0.49 1 0.50 1 0.48 1 0.49 1 0.49 1 0.51 
1- 0.87 1 0.87 1 0.88 1 0.89 1 0.89 1 0.88 

Notes: #-2x LLR. 
R-squared. - 
Percentage of correct predictions (PCP). 

9.7-4-2. FORECAST PERFORMANCE EVALUATIONS 

Since forecasting also proceeds on a ycar-by-ycar basis, forecast performances 

are accordingly assessed at these same extending margins year by year. As 

indicated earlier, due to unavailable parameter estimates during period of 1967-75 

forecast probabilities can only be produced from 1977. Forecasts here arc also ex 

post results throughout. In 
_order 

to facilitate comparisons with results reported for 

earlier test structures, these composite variables results arc also processed using the 

same conventional forecast crior evaluation procedures. These include the 

calculation of total error 'rates, the standard significance test, and the 

root- mcan-squa re-crror tcst. 
. 
The rcsults arc surnmariscd in Tablc 9-13. 
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Arrong the test version alternatives (1) to (3), version (3) reports the best 

forecast performance with reference to conventional error evaluation criteria other 

than root- mca n-squa rc-crrors by showing the lowest total error rates and and the 

highest standardiscd normal deviate. In contrast, there seems to be no significant 

difference between the results for versions (1) and (11). These conclusions arc 

essentially similar to those reached in respect of within-sampic performances. 

However, if compared with the outcomes of the conventional variables model 

illustrated in Table 9-9, the present composite variables model produces a 

somewhat worse forecast performances with a higher range of total error rates 

11), increased root- mean-square-crrors, and decreased estimates of (0.15 to 0.. 

stanO, irdiscd normal deviate. However, all the test versions of the ý: ompositc 

variables model can be considered to have true ex post predictive capabilities at the 

fivc per cent level of a onc-tailed standard significance test since 

Pr(z > 1.64) = 0.05 , even th ough in the case of the conventional variables model 

a significance level of 0.1 per cent was achieved. 
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Tabla 9-13 FORECAST ERROR ANALYSIS IN THE COMPOSITE VARIABLES MODEL 

TOTAL ERRORS STANDARD SIG. TEST RMSE 

type I type II TOE Z1 z2 

C. 
(Two-I 11 16 1 30 1 46 (19)1 4.29 1 2.09 1 0.346 1 
yearl(l)l ----------------------------------------------------------------- 
lag)l I III IIIIII 

I11 16 1 23 1 39 (16)1 5.09 1 2.21 1 0.342 1 
--------------------------------------------------------------------- 

IIIIIIIIII 
11 17 1 35 1 52 (21)1 3.47 1 1.78 1 0.500 1 

1(2)1 ----------------------------------------------------------------- 
II III IIIIII 
I11 16 1 34 1 50 (20)1 3.89 1 1.99 1 0.536 1 

--------------------------------------------------------------------- 
IIIII 

ýI 
III 

11 13 1 24 1 37 (15)1 5.96 1 2.77 1 0.626 1 
1(3)1 ----------------------------------------------------------------- 
II III IIIIII 
I11 12 1 23 1 35 (MI 6.40 1 2.97 1 0.449 1 

Notes: Results refer to the whole forecast interval (1977-82). Thus, 
total cases are 240 including 32 rescheduling observations. 

TOE Number of total errors. Figures in parentheses denote total 
error rates in percentage. 

zl & z2 Standardised normal deviates. 

RMSE Root-mean-square-error expressed in an annual average. 

When it comes to results judged in terms of portfolio design criteria, the same 

methods as described in the section 9-6 are applied here. In particular, the 

definitions and measurements of the 'hindsight-optimal'(H-0) loan allocations and 

the 'forecast- based' (F-B) loan allocations remain the same. Forecast errors arc 

also identified and judged in terms of differences between the two loan allocations. 

And the Theil's inequality coefficient is employed to measure degrees of difference. 

Table 9-14 shows coefficients ranging from 0.121 to 0.641. - 

Version (3) has, thc best performance among the three test alternatives (1) to 

(3) having the lowest cloefricie*n'ts. '. - And although in some cases version (1ý reports 
better performance rather than version (ý, there is no great difference between 

-278- 



CHAPTER 9 

them in most of the cases. -The composite variables model yields worsened 

performances compared to the conventional variables model in terms of this 

cocfricicnt (see Table 9-11 and 9-14). 

Table 9-14 THEIL'S INEQUALITY COEFFICIENTS FOR PORTFOLIO DESIGNS 
OF THE COMPOSITE VARIABLES MODEL 

FORECAST IIIIII 
INTERVAL 1 '77 1 '78 1 '79 1 '80 1 '81 1 '82 

c. II110.599 1 0.638 1 0.641 1 0.509 1 0.534 1 0.563 
(Two-1(1)1 --------------------------------------------------------------- 
yearl I 11 1 0.250 1 0.257 1 0.235 1 0.309 1 0.513 1 0.481 
lag)l ------------------------------------------------------------------- 

II110.361 1 0.471 1 
. 
0.495 1 0.508 1 0.327 1 0.391 

1(2)1 --------------------------------------------------------- 
I 11 1 0.199 1 0.348 1 0.303 1 0.523 1 0.34) 1 0.391 

------------------------------------------------------------------- 
I110.276 1 0.189 1 0.165 1 0.274 1 0.122 1 0.166 

1(3)1 --------------------------------------------------------------- 
II 11 1 0.275 1 0.189 1 0.164 1 0.264 1 0.121 1 0.169 

9-8. SUMMARY AND FINDINGS 

The aim of the empirical tests reported here is to investigate the problems for 

practical users of statistical sovereign risk models reviewed in chapter 8. These 

concern the implications of an uncertain - world and the management of 

dcbtor-cconomics, how to make the best utilisation of past experience and new 
A 

information, and how to use forecast probabilities (P's) as sovereign credit ratings 

to design loan portfolios'and thereby to evaluate forecast errors. Attention is 

focused on four new ideas- in particular. The first effort cmphasiscs the need for 

care in sclccting obscrvations. on heterogeneous problcm-frce countries. Thc'rcsult 

is a better balance between, debt-problem and problem-free countries. The second 
departure from previously favourqd practices is to estimate parameters and to 

produce forecast probabilities (P's) in a way which is consistent with what has to 
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happc: i in practice, i. e., on a ycar-by-ycar basis. The third change introeuccs the 

question of portfolio design and the perspectives that this suggests for evaluating 

forecast performance. The final concern relates to new explanatory variable 

formulations, including three composite variables and a proxy for all past 

experience (P, 
-, 

) and the opportunities these offer, in a two-year lag structure, for 

casing the informational needs of forecast preparations. 

The structures used to examine these points have a number of features. First 

of all, conventional formulations of explanatory variables and lag structures (i. e., 

(A) one-year lag or (B) no-lag) used by previous statistical studies are estimated 

anew using balanced sample selections, year-by-ycar re-cstimation procedures, and 

portfolio forecast error evaluations. Six alternativc sets of results are produced for 

each of the two lag structures. These refer to three alternative ways of dealing with 

problem-frce observations in debt-problem countries, i. e., (1) including all the 

observations, (2) omitting the observations beyond the end of any rescheduling 

country-year sequence, or (3) excluding all the problcm-frec observations, and two 

alternative ways of allowing the inclusion of further problcm-free countries (i. e., 

(1) strictly paired or (11) expanded problem-free country selections). The second 

specification (model version (C)) relies on composite explanatory variables 

formulations and a two-year lag structure. This is also estimated using the same 

six test alternatives. 

The results show that, in general, the no-lag model produces the best results in 

terms of overall fits to the data as well as various out-of-sampic ex post forecast 

per . formance criteria including portfolio designs. This may perhaps be taken as 

evidence of the crucial role played by the unforeseeable in events leading to debt 

problems on the grounds that these problems seem to be more closely related to 

immediate events. The cost of such specifications is the added problems that they 

cause when it comes to forecasting. With regard to the exclusion of problem-free 

observations from observations on countries that at some time or another 

encounter debt problems, the samples which omit all of them generally presents 
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slightlý better results except in the case of some estimates of the conwntional 

variables model. This suggests that many problem-frce observations on 

dcbt-problem countries contain debt-problem characteristics. This implies the 

need for special care in selecting such observations. As far as the expansion of 

problcm-frcc countries is concerned, the results show no great differences. This 

appears to indicate that there arc few benefits in increasing sample sizes by adding 

more and more problcm-frcc countries, in proportion to dcbt-problcm countries 

within a sample. This is contrary to the goal implied in this respect by the sample 

expansions to be found in successive previous studies, despite a fixed 'stock' of 

dcbt-problcm cases for any given period. 

The best of the estimated models is used to comparc the forecast performances 

of what might be referred to -as re-cstimations versus conventional 'onc-off' 

estimation procedures. The steady deterioration in the quality of forecasts by the 

conventional procedure through the period (except the case of Theil's inequality 

coefficicrit) can be seen in Table 9-15. - It is also clear that the rc-cstimation 

procedure produces better forecast performances with regards to all of the criteria 

used here to judge a model's forecast capability. The results can be considered to 

support the importance of ycar-by-year expansions of a data set in estimating and 

forecasting. Although such results may perhaps be expected a priori, they can be 

regarded as evidence of not only the limitations of conventional methods over 

extended forecast horizons but also of the importance of the former in the balance 

between past and new informatioln. 
I 

-281- 

- WY- 

---:. _ 



CHAPTER 9 

TaLle 9-15 COMPARISON OF, FORECAST PERFORMANCE EVALUATIONS 
BETWEEN RE-ESTIMATION AND CONVENTIONAL PROCEDURES 

FORECAST 
INTERVAL '75 '76 '77 

. 
'78 '79 '80 '81 '82 

RE-ESTIMATION 
PROCEDURE 

NB. OF ERRORS 2 3 5 6 5 7 5 8 
(1,1)1 

1 
(1,2)1 

1 
(1,4)1 

1 
(0,6)1 

1 
(2,3)1 

1 
(2,5)1 (2,3)1 (2,6) 

RMSE 1 0.6451 0.7731 0.5411 0.5671 0.5291 
1 

0.4661 
1 

0.4141 0.571 
1 

TIC 1 
--------------- - 

1 
0.1591 

-------- 

1 
0.1151 
------- 

1 
0.2191 
------ 

1 
0.1191 

------- 

1 
0.1321 

------- 

1 
0.1631 

------- 

1 
0.1651 

------- 
0.124 

------ - 
CONVENTIONAL 

PROCEDURE 

NB. OF ERRORS 4 5 7 8 8 10 11 11 
1 (1,3)1 (1,4)1 

1 
(1,6)1 

1 ý(0,8)1 1 
(2,6)1 

1 
(3,7)1 

1 
(2,9)1 

1 
(3,8) 

RMSE 
11 
1 0.6701 . 0.7111 0.6371 0.6571 0.6321 0.6421 0.7031 0.820 

TIC 
11 
1 0.3211 

1 
0.315.1 

1 
0.3321 

1 
0.2501 

1 
0.2761 

1 
0.2561 

1 
0.2961 0.264 

Note: Version (8)-(3)-(1) is used for the comparisons. 

NB. OF ERRORS: Total number of errors. Figures in parentheses are 
number of type I and type II errors respectively. 

RMSE : Root-mean-square-error. 
TIC : Theil's inequality coefficients. 

if attention moves on to performance comparisons between the conventional 

variables models and those for the composite variables model, the latte: does not 

produce improved results generally. However, this can be also anticipated a priori 

given that the composite variables model is specified for a two-Year lag throughout. 

In order to investigate this proposition further, a no-lag version of the same 

composite explanatory variables model (version (D)) is also tested. Estimation 

and forecast comparisons for no-lag and two-year lag versions of the best of the 

composite variables sub-alternativCs are, presented in Table 9-16. As may be 

anticipated, the no-lag results arc better throughout... Indccd, thcsc results show the 

lowest Theil's inequality coefficients and the best rits to data for_all the test results 

presented in this. study. It therefore seems that the rather poorer,, forecast 

performances of the the composite variables model are caused by longer lags rather 
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than i-aadequacies of specification in other respects. These results may again serve 

as a warning to sovereign credit rating assessors of the crucial trade-off between 

estimation and forecast results for different explanatory variables tags, especially 

when these variables have to be estimated themselves in reality. 

Table 9-16 FORECAST PERFORMANCE COMPARISONS BETWEEN THE TWO 
LAG STRUCTURES FOR THE COMPOSITE VARIABLES MODEL 

ESTIMATION PERIOD 1 '67-'761 '67-'771 '67-'781 '67-'791 '67-'801 '67-'81 
(FORECAST INTERVAL) 1 ('77) 1 ('78) 1 ('79) 1 ('80) 1 ('81) 1 (82) 

TWO-YEAR LAG 
ALTERNATIVE (C) 

R-squared 0.74 0.76 0.78 0.72 0.69 0.63 

13cp 0.91 0.92 0.92 0.90 0.9- 0.89 

RMSE 0.617 0.672 0.759 0.463 0.624 0.623 

TIC 
-------------------- 

0.276 
---------- 

0.189 
--------- 

0.165 
--------- 

0.274 
--------- 

0.122 
--------- 

0.166 
-------- 

NO-LAG 
ALTERNATIVE (D) 

R-squared 

PCP 

RMSE 

TIC 

0.85 0.61 

0.95 0.90 

0.563 0.358 

0.178 0.154 

0.86 0.81 

0.96 0.94 

0.504 0.572 

0.085 1 0.206 

0.79 0.78 

0.91 0.93 

0.527 0.699 

0.153 0.123 

Note: Version (3)-(1) is used for the comparisons. 

PCP : Percentage of correct predictions. 
RMSE : Root-mean-square-error. 
TIC : Theil's inequality coefficient. 

The performance of the composite variables model here can not be strictly 

compared with results reported in previous studies because of many differences in 

estimation procedures and forecast evaluation methods. However, it would be 

interesting to compare the loan allocations suggested by the composite variables 
A 

model with those suggested by forecast probabilities (P's) from other statistical 

models. This could provide further insights into its suitability as source of 

forecasts. For this exercise the statistical models published by Cline (1984) and 
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McFadden et. aL (1985) are selected as the best 'off-the-peg' results available. " 

Since both of these model estimates relate to observation periods ending in 1982, 

the forecasts referred to here arc all ivithin-sample results. 

Their model specifications and the parameter estimates are first applied to 
AA 

produce P's for the 40 forecast target countries used here. With these P's, 

forccast-bascd (F-B) loan allocations are produced by following the same 

procedures used throughout the study thus far. The hindsight-optimal (H-0) loan 

allocations arc of course the same. Again, comparisons between portfolio designs 

are quantified in terms of Thcil's inequality coefficient. Since the two alternative 

mode's have no-lag or one-year lag explanatory variables, a no-lag vcrs*on of the 

composite variables model (i. e., model vcision (D)) is also included for 

comparisons. The results arc set out in Table 9-17. (See appendix B for detailed 

loan allocations. ) 

The Cline model performs worst results by showing the highest cocfFicicn ts over 

the whole forecast period. In contrast, the McFadden et. aL model yields better 

performances than the composite variables model version (C) except for the years 

1979 and 1981. This result is perhaps all the more remarkable given 

'within-samplc' advantages- of the forecasts from the former. Additionally, when 

compared with the performance of the composite model with the same lag 

structure, the results of the McFadden et. aL model arc better only for years 1978 

and 1980. These results overall, subject to all the qualifications involved, would 

seem to support the considerable potential of the composite variables model, 

especially given its special advantage in its intended two-year lag version. 
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TaLle 9-17 COMPARISON OF THEIL'S INEQUALITY COEFFICIENTS OF 
THE PORTFOLIO LOAN ALLOCATIONS BY THE VARIOUS MODELS 

FORECAST INTERVAL 1 '77 1 '78 1 '79 1 '80 1 '81 1 '82 

COMPOSITE I I I I I I I 
VARIABLES (C) 1 0.276 1 0.189 1 0.165 1 0.274 1 0.122 1 0.166 
MODEL ------- --------- --------- --------- --------- --------- ------- 

-------------- 
(D) 

------- 
0.178 

--------- 
0.154 

--------- 
0.085 

--------- 
0.206 

--------- 
0.153 

--------- 
0.123 

-------- 

CLINE'S 
-------------- 

I 
MODEL 1 
------- 

I 
0.415 1 

--------- 

I 
0.236 1 

--------- 

I 
0.371 1 

--------- 

I 
0.297 1 

--------- 

I 
0.436 1 

--------- 
0.312 

-------- 

MCFADDEN'S 
I 

MODEL 1 
I 

0.205 1 
I 

0.119 1 
I 

0.177 1 
I 

0.164 1 
I 

0.185 1 0.131 

Note: Model version (C) has a two-year lag structure. 
Model version (D) has a no-lag structure. 
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NOTES 

They are Economic and Financial Surveys on Export Credits and Debt by IMF, and 
Financing and External Debt of Developing Countries by the OECD. 

2. In using U. S. dollar exchange rates alone to produce the means by which country 
incomes can be compared, there remains a problem as explained (P. 27) by Jorge and 
Inna (1988) as follows: 

International comparisons of gross output and its components are usually based on nominal 
terms, as obtained by converting their values in national currencies to a common currency 
(usually U. S. dollar) by means of the exchange rates. However, these comparisons have been 
found wanting, as they deviate substantially from comparisons based on the purchasing power 
of currencies. As many studies have shown, the purchasing power of the currencies of low- 
income countries, relative those of high-income countries, is often two or three times as great 
as their exchange rates would indicate. 71berefore, if exchange rate comparisons are used, 
they will lead to a large underestimation of the real income of low-income countries. It has 
also been found that exchange rate comparisons distort certain kinds of structural comparisons 
because the deviation of purchasing power parties from exchange rates is not uniform for all 
kinds of goods. 

Further studies could therefore usefully give more attention to this point by using 
purchasing-power-parity results in deciding sample selections. 

One-sided tests are used since there are a prioil arguments indicating the hypothesised 
sign of each coefficient. 

4. In particular, Feder and Just (1977) point out that this ratio turns out to be positive 
especially when export fluctuations (measured as the average absolute percentage 
deviation from an eight-year trend in exports like Frank and Cline (1971)) are included. 

5. See Saini and Bates (1978, pp. 21-22). 

6. This is because a country with a high level of external debt, in general, becomes more 
likely to pay larger debt service rather than a country with small amount of debts if other 
circumstances (in particular, debt maturity structure) are equal. 

7. Likelihood ratio is defined as LolLmax where Lo means initial value of maximum 
likelihood function of the logit equation and Lmax denotes its maximum value. 

8. See Pindyck and Rubinfeld (1988) for a discussion of these statistics. 

9. In the original equation of Theil's inequality, actual realised allocations are used rather 
than 'hindsight-optimal' allocations here. 

10. This is because when U=1, 'forecast-based' allocations are always 0 while 
'hindsight-optimal' allocations are nonzero, or nonzero 'forecast-based' allocations 
are made when 'hindsight-optimal' allocations are zero. SeeTheil(1961,1966). Since 
this coefficient falls between 0 and 1, it can provide a more appropriate measuring 
tool in terms of the equality comparisons rather than other similar methods. 

Similar kinds of categorisations can be seen in studies dealing with general issues of 
overall macroeconomic policy and performance evaluations such as Donovan (1982, 
83,84), Khan and Knight (1983), and Wynn (1993). 
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12. Component indicators that are found persistently to have a wrong sign a pliori in any 
collection of component variables are excluded. 

13. Although the ratio of government budget deficit to GDP should be included in this 
composite as a major expression of fiscal policy decisions, it has to be dropped 
mainly because of gaps in the available published record and ambiguous definitions 
of government deficits particularly in relation to coverages of central and local 
government and of public sector involvement in organisations such as parastatals. 

14. This indicator is calculated by subtracting the consumption to GDP ratio cited from 
the IFS (1986, p. 160) from one. 

15. Since initiating values for the P, 
-, variable for the first set of observations are 

unavailable, a below modified equation which excludes the parameter of P', from the 
equation (4) is used for supplementing them mainly because of an intention to keep 
a similarity in the functional forms as possible. 

Pt 
Pol epf cpf 10949 

1- Pt 
= eto + alyt: + a2yt: + a3yi * 

16. The results for the estimation period 1967-75 are omitted because parameter estimates 
can not be obtained in many model versions in that period. Convergence of maximum 
likelihood estimation of the logit model can not be achieved even after 20 iterations. 

17. This is because they are the latest statistical models using a logit analysis of ten major 
empirical studies reviewed here (see Table 7-1). 

18. Any reduction in the number of observations will, of course, itself influence estimated 
R-squared results. The difference between R' and RI in this respect is, however, only 
marginal for the sample sizes involved here. As an example, the R' value of 0.53 for 
the period 1967-81 and the smallest sample size of 122 (see Table 9-6, p. 248), 
corresponding to (A)-(3)-(I) results (line 14), only falls to a W, value of 0.514 using 
the formula 

T2 n-I (1 -R 2) =1 
122-1 (1-0.53) = 0.514 

n-k-1 122-4ý1 

where n is the sample size and k the number of explanatory variables. This is a 
change of only 3 per cent. As a further illustration of the point, root-mean-square- 
error results, which are already corrected for sample sizes, may be cpmpared with 
R' results for the last column of Table 9-8 (i. e., the period 1967-81) as follows: 

One-year lag No-lag 

(2) (3) (2) (3) 
1 

n 
R2 
RMSE 

520 

. 19 

. 29 

524 

. 19 

. 29 

290 

. 35 

. 28 1 

290 

. 35 

. 28 1 

122 

. 53 

. 34 1 

187 

. 47 

. 34 

560 

. 24 

. 28 

563 

. 24 

. 28 

307 

. 44 

. 24 

307 

. 44 

. 24 

132 

. 59 

. 32 

211 

. 53. 

. 32, 
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10-1. SUMMARY AND CONCLUDING REMARKS 

The growing external debt of developing countries since the early 1970s was 

accompanied by increasing concern about the ability of borrowing countries to 

service their accumulated external obligations on schedule. A considerable 

expansion in the literature on the subject of a borrowing economy's dcbt-servicing 

capacity in *general was related to both the economic and debt management policies 

of borrowers and the lending policies of creditors alike. The expansion in loans to 

sovereign governments or to ventures bearing the guarantee of host governments 

concentrated attention on sovereign risk evaluation systems in particular. Country 

rcpoi. 's, checklists, and statistical models have long constituted the tircc major 

strands to these systems. The last holds the special attraction of being able to 

provide an objective means of testing the association of individual indicators with 

the observed incidence of debt problems. 

However, in practice investigations of statistical sovereign risk evaluation 

systems have tcndcd to be confincd to trial and error tests of ad hoc selections of 

indicators. The lack of theoretical underpinnings poses considerable doubts in 

principle about their out-of-sample capabilities. The additional possibility that 

unforeseeable events play a large part in causing debt problems together with the 

considerable heterogeneities between both debt-problem countries and 

problcm-free countries further underlines the threat of structural breaks. Such 

misgivings may go a long way to explaining why the results of surveys of sovereign 

risk appraisal methods show that sovereign risk assessors have always depended 

more on country reports and checklists than on statistical methods. In practice, 

given the skills of experienced personnel, the first allows wide-ranging and detailed 

inquiries into a debtor economy while the second allows some of the qualities-of 

comparative evidence and summary quantitative evaluations to, be added to- the 

otherwise unwieldy results of country reports. 
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The thesis aims at responding to these points in emphasising, in particalar, the 

implications of unforeseeable events and broader macroeconomic and management 

contexts of dcbt-scrvicing difficultics. The link is in the sustainability of 

balancc-of-paymcnts positions especially when subjected to changes in the world 

economy and inappropriate domestic policy initiatives. 

By way of background, the thesis starts with a discussion of the definition and 

contexts of sovcrcign risk. Thus, chapter 2 highlights first that the major contexts 

of sovereign debt problems in relation to the macroeconomic policy and 

performance perspectives of balancc-of-paymcnts difficultics. The distinction 

baween risk and uncertainty is additionally sccn as highlighting tl, c role of 

unforeseeable events in the precipitation of debt problems and the need therefore 

to be able to judge the capability of dcbtor-cconomy management teams to cope 

with unexpected change. 

A historical o%, crvicw of forcign capital inflows is providcd in chaptcr 3. The 

attention is focusing on the impact of continuously changing external environments 

on international financial markets and dcbt-scrvicing difficulties. This is based on 

a consideration that what was relevant 'yesterday' with reference to the nature of 

foreign capital inflows, their terms, and their uses remain so generally 'today'. In 

this sense, chapter 3 underlines that both the benefits and costs of rclying on 

foreign savings remain much the same as ever. In particular, hindsight seems to 

suggest that the global debt problems encountered in 1982 can be traced to various 

events through the 1970s and notably various external shocks (i. e., the two oil price 

hikcs, high intercst ratcs, and global rcccssion), and the mismanagcmcnt of dcbtor 

cconoýnics and an ovcr-conf idence on the part of private . -I banks 
- 
that was 

encouraged, by, earlier'. , successCS"-_in re-cycling the- surpluses I of oii,,, exporters 

unmatched by care in., 
' 
understanding the broader, implications-, of, thq, 'rising 

indcbtncss of borrowers in later year. 
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In ý. haptcr 4 it is argued that the role of foreign capital inflows in dcveloping 

countries can serve a variety of purposes. Clearly, first and foremost, foreign 

resources can promote an economic development by supplementing insufficient 

domestic savings even though there is only one resource gap to be filled, contrary 
to the ideas expressed in 'two-gap' theory. They can also act as an '*absorber' 

against either internal or external shocks, enabling borrowing countries to adjust 

their spending gradually in reallocating resources to cope with a new environment. 
In contrast, the use of foreign resources has its risks. This is because of increasing 

financial dependence and rising debt-scrvicing obligations. These can become 

unmanageable in the face of external shocks or economic mismanagement or, as is 

usually the case, a combination of bz)th, the first often exposing susceptibilities to 

the s%: cond. One particular example of the last is the way in whi, h foreign 

resources can provide an excuse for delayiri. or the policy reforms required for 

appropriate adjustment. Its change and reaction that matter most therefore in 

determining the success with which foreign resources are used and thereby a 
borrower's debt-servicing capacity. 

. 
When it comes to the management of foreign capital inflows in practice, chapter 

5 cmphasiscs that no simple rule can be devised for designing debt management 

policies for all the country circumstances for all time. Reviews of th: further 

implications of the debt cycle hypothesis and the many considerations having a 

bearing on an optimal or a sustainable debt situation make it clear that it is 

impossible to summarise these conditions in the form of just one 'rule of thumb'. 

Again it is seen that a country's debt-servicing capacity depends much more on 

broader macroeconomic considerations beyond the analysis of, say, a simple 

financial relationship between export earnings and debt service payments. 

Reviews. of, currently used, or at least currently available, sovereign risk, 

assessment procedures'. arc ý presented in chapters 6 and - 7. Chapter' 6 highlights 

what kind of lessons can be learnt from country report and checklist systems-in 

rclation to the wider contexts of sovereign risk analysis. In particular, it is noted 
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that the checklist systems could provide a useful screening device in the ^orm of a 

concise quantitative measure that makes good use of cross-country comparisons. 

As befits the main aims of the thesis, the scope and style of statistical sovereign risk 

models are investigated in greater detail in chapter 7. In reviewing the methods 

and applications of ten major statistical models, concern focuses on whether their 

results have the kind of out-of-sample capabilities required by sovereign risk 

assessors in practice. It is argued that many doubts remain concerning rationales 
behind the selection of explanatory variables, model specifications relating these 

selections to the observed incidence of debt problems, the evidence and the 

procedures used to estimate models, cnd the methods used in preparing forecasts 

and in evaluating forecast error. 

Chapter 8, then, highlights major aspects olf existing statistical so-VCreign models 

requiring further investigation. They can be summarised as: (1) too heavy a ?D 

reliance on empirical evidence in selecting what has to be, for statistical reasons, a 

narrow range of explanatory variables; (2) a neglect of the implications of the 

effects of unforeseeable events, heterogeneities across countries, and the way in 

which the time series dimension of the data evolves in practice; (3) the information 

that is wasted in reducing forecast probabilities to a 'yes-no' binary in order to 

compare forecasts with 'yes-no' debt problem realisations. 

Chapter 8 presents three broad responses to these issues. First, with reference 

to the debt problem implications of unforeseeable change and macroeconomic 

policies and performance, it is argued that model specifications should make the 

best use of past experience and all the latest available information. On the first 
A 

count, it is suggested that a last year's forecast probability of rescheduling (P, 
-, 

) 

could serve as a proxy while composite variables are used as a means of 

accommodating more information. Second, balanced samples 'bctwccq, 

debt-problem and problcm-free countries and year-by-year parameter 

re-cstimation proccdures, arc used as adjustments to both the cross-scction and 

time series dimensions of sample selections. The aim is to investigate the problems 
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posed by country heterogeneities, the kind of model estimations that are possible 
in practice, and structural breaks. Third, based on the assumption that the 

ultimate aim of sovereign risk assessors is to allocate loans between borrowers, it 

is argued that the evaluation of forecast performance should be carried out in this 

same context. 

The cmpjrical tests reviewed in chapter 9 arc founded on these suggestions. The 

data relate to a total of 40 developing countries, balanced so as to match 20 

dcbt-problcm countries and 20 problcm-frce countries over a period of sixteen 

years (1967-82). 

The empirical test results, in general, support '. he various suppositions proposed 

by this thesis. Four broad conclusions can be drawn. First, the composite 

variables model, using both two.; year lagged composites aggregating all latest 

available information and a proxy for all that was known earlier in the form of the 
A 

previous period's debt-problem forecast probability (P, 
_I), produces, despite its 

longer lags, both within-sample and out-of-sample performances that are 

comparable to conventional spccifications. Moreover, results for a no-lag version 

of this same model turn out to be better than any other model alternatives, 

including two models used 'Off- thc-pcg' in the form of results available in Cline 

(1984) and McFadden q. aL, (1985). Thus, such specifications suggest the 

usefulness of references to the broader macroeconomic contexts of debt problems 

and the implications of unforeseeable events. In particular, they serve as a 

rcminder to risk assessors of the crucial tradc-off between with in-sample' fits to 

data and out-of-sample forecasting capabilities. 

Second, the addition of more problem-free countries to relatively more scarce 

debt-problem countries seems to make no great difference to., cstimation' and, ' 

forecast results. ' 'This _imýH6ý'. that better balances betwecri debt' Problem 'and 

problcm-frec countries can be'uscd to reduce ambiguous 'results threatened by 

country hcterogcncitics, 'csý6cially in terms of cconomic, size and'trade structure' 
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Additijnally, the empirical test results show that most problem-frec obscrvations 

taken from debt-problcm countries contain debt-scrvicing difficulty characteristics. 

This may cast some doubts again on the results produced by unstructured pooled 

timc-scrics and cross-scction data. 

Third, ycar-by-ycar parametcr rc-cstimations havc important implications both 

for coping with structural breaks and for forecast results analyses. Given that, as 

may be expected, estimation results vary depending on estimation pcriods (see 

Table 9-7), the rc-estimation procedure throws a different light on individual 

within-sample country results compared to those obtained from the conventional 

one-off' estimations relied on by published statistical studies. The rc-i-stimation 

procedure provides a more realistic view of what can be achieved in reality. 

Finally, the study attempts to broaden evaluations of the results of statistical 

sovereign risk analysis by using produced forecast probabilities (P's) to design loan 

portfolios, an essential objective of sovereign risk analysis in practice. Such results 

provide a means of evaluating forecast performance in these, more appropriate, 

same contexts. 

The results can not be seen to be exhaustive and final, however. Even in more 

general terms, while statistical methods may provide useful insights they should 

not be considered a perfect substitute for in depth qualitative sovereign risk 

analyses. The attempts here could be rather regarded as some modest contribution 

to understanding and interpreting the wider contexts of sovereign risk analysis. 

Many things remain to be explored in further work. 
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10-2. FURTHER RESEARCH 

In this final section, attention is now turned to the potential for further research 

implied by the results presented in this study. First, the composite variables model 

here needs to be explored beyond the estimation period 1967-1982. This is all the 

more so in view of dramatic changes in both markets for international finance and 
debtor-economy situations. The latter especially includes the heavy burdens 

presented by debt stocks. Additionally, various other alternatives to rescheduling 

agreements such as the swaps and debt reductions have been used as a means of 

resolving the debt crisis. Different dependent variable quantifications could be 

therefore used to allow for more sensitive expressions of debt problems by the use 

of other discrete variable formulations or conventional balance-or-paymcnts 

variables. 

Second, with regards to use of the composite variables, other kinds of composite 
indices such as have been employed in checklist systems can be tried. This could 

suggest feasible ways to add different kinds of information, including both 

quantifiable and non-quantiFiable variables, which influence a borrowing country's 
decision to reschedule its external debt when facing balancc-of-paymcnts 

diffictiltics. This may require looking at alternative ways of measuring, 

aggrcgating, and weighting component variables within the composites. It may 

also suggest the possibility of applying other statistical techniques such as 

-'non-paramctric factor analysis'. 

Third, this study suggests only one of the ways in which forecast probabilities 

of debt problems (P's) can be used to design, rather simple, loan portfolios. Much 

work can be done to introduce more sophisticated portfolio design criteria, as well 

as to investigate the, implication of debt-problem forecasts for deciding interest,,, 

charges and loan maturities. 
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APPENDIX A. ESTIMATES AND STANDARD ERRORS 01" THE 

PARAMETERS IN THE COMPOSITE VARIABLES MODEL 

ESTIMATION IIIIII 
PERIOD 1 67-76 1 67-77 1 67-78 1 67-79 1 67-80 1 67-81 

C. IIIC1 -3.436 1 -3.457 1 -2.439 1 -3.737 1 -3.851 1 -3.916 
(Two-I I11 (1.329)1 (1.038)1 (1.504)1 (0.540)1 (0.643)1 (D. 666) 
yearl III POL I -I -1 8.481 1 0.169 1 2.752 1 2.821 
lag)l III (- )I (- )1 (9.818)1 (3.855)1 (5.008)1 (5.353) 

111 EPF 1 7.894 1 7.312 1 5.292 1 4.758 1 4.418 1 4.121 
1 (3.490)1 (2.856)1 (2.230)1 (1.750)1 (1.434)1 (1.266) 

CPF 1 4.368 1 5.467 1 5.534 1 5.877 1 4.766 1 5.041 
1 (3.123)1 (4.503)1 (3.792)1 (2.403)1 (1.924)1 (1.808) 

T-1 1 1.867 1 2.365 1 0.808 1 0.989 1 1.104 1 1.714 
1 (1.179)1 (1.369)1 (2.038)1 (1.652)1 (1.339)1 (1.148) 

--------------------------------------------------------------- 
c 

POL 

EPF 

CPF 

T-1 

(2) 

-4.887 1 -4.694 1 
(1.014)1 (1.974)1 

8.037 1 7.652 1 
(2.489)1. (2.968)1 
4.790 1 4.869 1 

(4.012)1 (4.219)1 
1.295 1 1.793 1 

(1.094)1 (1.334)1 

-3.533 1 
(0.891)1 

2.775 1 
(7.546)1 
6.348 1 

(2.219)1 
6.484 1 

(4.153)1 
0.257 1 

(2.041)1 

-3.810 1 
(0.469)1 
0.314 1 

(3.875)1 
5.388 1 

(1.818)1 
6.407 1 

(2.472)1 
0.738 1 

(1.697)1 

-3.866 1 -3.926 
(0.596)1 (0.679) 
2.274 1 2.894 

(5.036)1 (5.403) 
4.321 1 4.089 

(1.447)1 (1.271) 
5.364 1 5.031 

(2.026)1 (1.801) 
1.544 1 1.743 

(1.319)1 (1.150) 

C -9.368 1 -6.329 1 -6.361 1 -5.729 1 -4.901 1 -5.070 1 (3.183)1 (1.724)1 (1.726)1 (1.157)1 (0.862)1 (0.827) 
11 POL 1 1.761 1 3.221 1 3.228 1 3.772 1 4.431 1 6.323 

1 (5.231)1 (4.352)1 (4.365)1 (4.127)1 (3.615)1 (3.909) 
EPF 8.608 1 7.202 1 7.237 1 10.20 1 4.801 1 4.409 

(4.063)1 (3.660)1 (3-675)1 (3.401)1 (1.816)1 (1.601) 
CPF 11.001 1 4.509 1 4.532 2.731 1 4.693 1 5.434 

(5.828)1 (2.775)1 (2.779)1 (2.803)1 (2.587)1 (2.334) 
T-1 7.865 1 5.083 1 5.123 1 5.808 1 3.453 1 3.574 

--- ------ 
(3.345)1 

--------- 
(2.251)1 

--------- 
(2.249)1 

--------- 
(2.346)1 

--------- 
(1.681)1 

--------- 
(1.571) 

-------- 

II 

C1 -4.862 1 
1 (1.229)1 

POL 1 0.411 
(3.855) 

EPF 2.891 
(2.835) 

CPF 6.916 
(4.042) 

T71 5.698 
, (2.858) 

-5.223 1 -5.262 1 
(1.169)1 (1.172)1 
3.152 1 3.172 1 

(3.810)1 (3.825)1 
3.867 1 3.885 1 

(2.239)1 (2.246)1 
5.597 1 5.615 1 

(2.560)1 (2.568)1 
4.288 1 4.339 1 

(1.974)1 (1.971)1 

-4.633 1 
(0.788)1 
3.088 1 

(3.323)1 
4.810 1 

(1.956)1 
4.646 1 

(2.423)1 
3.305 1 

(1.797)1 

-4.815 1 
(0.832)1 
4.324 1 

(3.561)1 
4.955 1 

(1.867)1 
4.602 1 

(2. 
, 
571)l 

_,, -3.416 

-5.070 
(0.827) 
6.323. 

(3.909) 
4.409 

(1.601) 
5 434 

1(2.334 
3.574 

(1.57 
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ESTIMATION 
PERIOD 67-76 67-77 67-78 67-79 67-80 67-81 

C1 -35.18 1 -24.38 1 -32.29 1 -15.14 1 -14.41 1 -11.51 
1 (30.10)1 (13.27)1 (19.56)1 (6.645)1 (5.386)1 (3.571) 

1111 POL 1 47.06 1 32.24 1 38.46 1 9.746 1 15.80 1 16.30 
1 (47.59)1 (23.24)1 (26.88)1 (7.974)1 (11.60)1 (7.557) 

EPF 1 4.680 1 5.380 1 4.090 1 6.094 1 4.339 1 3.544 
1 (4.288)1 (3.771)1 (3.036)1 (3.107)1 (2.538)1 (2.464) 

CPF 1 11.42 1 3.975 1 12.38 1 5.081 1 1.672 1 1.721 
1 (14.39)1 (6.137)1 (10.74)1 (4.476)1 (4.894)1 (3.661) 

T-1 10.10 1 7.791 1 11.83 1 7.937 1 6.276 1 4.707 
(5.995)1 (4.120)1 (6.322)1 (3.933)1 (2.967)1 (2.468) 

j(3)1 --------------------------------------------------------------- 
111C1 -5.510 1 -7.019 1 -6.522 1 -5.927 1 -6.066 1 -6.171 

11 (1.745)1 (1.964)1 (1.788)1 (1.618)1 (1.549)1 (1.569) 
III POL 1.462 1 3.827 1 4.218 1 1.787 1 4.046 1 5.071 

(, 5.197)1 (4.703)1 (4. o85)1 (3.758)1 (3.754)1 (3.580) 
EPF 4.952 1 6.596 1 6.354 1 4.625 1 4.767 1 4.575 

(4.092)1 (3.145)1 (2.855)1 (2.283)1 (2.141)1 (2.100) 
CPF 6.6o9 1 8.459 1 7.085 1 6.438 1 5.185 1 3.698 

(4.464)1 (3.915)1 (3.261)1 (2.687)1 (2.315)1 (2.079) 
1 T-1 1.638 1 0.529 1 0.197 1 2.634 1 1.648 1 1.622 
1 (3.942)1 (2.651)1 (2.504)1 (2.171)1 (2.012)1 (2.007) 

Note : Figures in parentheses denote standard errors. 

Abbreviations: 
C Constant terms. 
POL Composite of the policy variables. 
EPF Composite of the more immediate performance variables. 
CPF Composite of the final performance variables. 
T-1 Forecast probability before one year (Ptýj). 

Dropped due to carrying the wrong sign-a priori. 
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APPENDIX B. PROPORTIONAL LOAN ALLOCATIONS BY THE' 
VARIOUS MODELS 

* LOAN ALLOCATIONS (PERCENTAGE) FOR 1977 * 

(A) (B) (C) (D) (E) (F) 

Chile 2.13 2.14 1.68 0.43 1.20 1.08 
Peru 2.14 2.15 4.91 4.10 0.50 3.23 
Indonesia 1.47 1.47 10.37 7.20 8.56 5.76 
India 0.01 0.00 0.32 0.01 0.02 0.01 
Pakistan 0.48 0.48 0.18 0.17 0.24 0.17 
Philippines 2.52 2.54 2.33 4.56 6.37 4.32 
Egypt 2.81 2.83 3.23 2.34 0.28 1.49 
Turkey 1.85 1.86 0.11 2.78 1.60 2.74 
Yugoslavia 0.07 0.07 0.71 0.26 0.34 0.30 
Ghana 0.03 0.03 0.00 0.11 0.07 0.10 
Mexico 32.24 32.40 18.61 23.18 5.27 20.25 
Ecuador 2.37 2.38 0.13 1.21 1.71 1.22 
Korea 5.73 5.76 4.91 5.16 5.70 4.68 
Stt Lanka 0.04 0.04 0.91 0.33 0.30 0.30 
Malaysia 1.12 1.12 5.22 1.09 1.57 1.15 
Thailand 1.29 1.29 0.07 0.51 0.72 0.53 
Morocco 4.30 4.32 1.29 3.09 1.51 2.34 
Syria 0.15 0.15 0.68 0.20 0.11 0.19 
Greece 1.46 1.47 3.27 1.20 1.04 1.52 
Kenya 0.06 0.06 0.04 0.06 0.07 0.05 
Argentina 4.72 4.74 9.79 2.84 10.54 8.46 
Jamaica 0.24 0.24 1.13 0.33 0.06 0.32 
Guyana 0.03 0.03 0.16 0.24 0.04 0.12 
Bolivia 1.03 1.03 0.59 1.27 1.30 0.99 
Zaire 0.39 0.00 4.52 0.92 0.14 0.45 
Sierra Leone 0.10 0.00 0.20 0.04 0.03 0.03 
Togo 0.51 0.52 0.04 1.07 1.47 1.32 
Liberia 0.16 0.16 0.00 0.04 0.02 0.03 
Seregal 0.16 0.16 0.32 0.26 0.09 0. '24 
Malawi 0.33 0.33 0.03 0.13 0.06 0.09 
Brazil 19.98 20.08 21.47 27.36 39.11 27.78 
Honduras 0.15 0.15 0.03 0.20 0.25 0.17 
Paraguay 0.10 0.10 0.30 0.07 0.10 0.06 
Venezuela 7.85 7.88 0.68 5.74 8.22 7.17 
Zambia 0.26 0.26 0.66 0.49 0.21 0.39 
Niger 0.01 0.01 0.00 0.00 0.00 0.00 
El Salvador 0.00 0.00 0.63 0.00 0.00 0.00 
Nigeria 0.00 0.00 0.04 0.00 0.00 0.00 
Guatemala 0.00 0.00 0.00 0.00 0.00 0.00 
Tunisia 1.74 1.74 0.42 1.03 1.17 0.96 

Notes: (A) Actual commitments allocations. 
(B) 'Hinds ight-Optimal' (ff-0) loan allocations. 
'Forecast-B ased' (F-B) l oan allocat 

A, 
S ions via P from: 

(C) The co mposite variables model with a two-year, lag (version (c)). 
(D) The co mposite variables model with a no-lag (version'(D)). 
(E) Cline' s (1984) model. And (F) McFadden*et. a1. 's '(l985)'model. 
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* LOAN ALLOCATIONS (PERCENTAGE) FOR 1978 * 

(A) (B) (C) (D) (E) (F) 

Chile 3.57 3.62 0.93 2.01 1.21 2.01 
Peru 0.47 0.00 2.31 2.00 0.41 1.56 
Indonesia 4.54 4.62 14.31 1.56 2.46 1.47 
India 0.00 0.00 0.64 0.01 0.01 0.01 
Pakistan 0.21 0.21 0.01 0.09 0.09 0.10 
Philippines 3.47 3.53 2.49 2.71 4.12 2.84 
Egypt 2.04 2.07 2.31 2.91 0.14 1.63 
Turkey 1.10 0.00 1.56 1.89 0.09 1.94 
Yugoslavia 0.03 0.03 1.21 0.08 0.10 0.10 
Ghana 

------------- 
0.06 

-------- 
0.06 

---------- 
0.00 

---------- 
0.03 

----------- 
0.02 

----------- 
0.02 

--------- 
Mexico 22.07 22.42 21.87 30.69 10.53 25.26 
Ecuador 1.12 1.14 0.80 2.56 4.10 2.79 
Korea 6.72 6.83 5.39 6.17 8.64 6.66 
Sri Lanka 0.00 0.00 0.20 0.04 0.07 0.04 
Malaysia 2.23 2.27 3.53 1.20 1.94 1A6 
Tbiiland 1.06 1.08 0.12 1.39 2.19 1.58 
Morocco 2.68 2.72 3.34 4.58 0.66 2.91 
Syria 0.03 0.03 0.33 0.16 0.13 0.14 
Greece 1.46 1.48 2.46 1.11 2.54 2.25 
Kenya 
------------ 

0.15 
------- 

0.16 
------------- 

0.85 
----------- 

0.06 
------- 

0.10 
------------ 

0.06 
--------- - 

Argentina 5.96 6.06 4.60 3.63 8.19 6.69 
Jamaica 0.25 0.25 1.08 0.25 0.05 0.28 
Guyana 0.03 0.03 0.27 0.03 0.01 0.02 
Bolivia 0.83 0.84 1.05 1.06 1.46 0.82 
Zaire 0.32 0.33 0.19 0.42 0.15 0.07 
Sierra Leone 0.18 0.19 0.12 0.10 0.07 0.08 
Togo 0.53 0.54 0.21 0.55 0.16 0.68 
Liberia 0.29 0.30 0.06 0.18 0.07 0.14 
Senegal 0.34 0.34 0.51 0.17 0.06 0.16 
Malawi 0.09 0.09 

--- 
0.06 

----------- 
0.36 

------- 
0.55 

------------- 
0.27 

--------- ------------- 
Brazil 

------ 
24.23 

---------- 
24.62 25.32 21.11 34.13 22.35 

Honduras 0.22 0.23 0.04 0.16 0.22 0.15 
Paraguay 0.27 0.27 0.09 0.10 0.17 0.11 
Venezuela 7.22 7.33 0.00 8.47 13.62 11.53 
Zambia 0.37 0.37 0.77 0.27 0.05 0.19 
Niger 0.10 0.10 0.00 0.01 0.02 0.01 
El Salvador 0.01 0.01 0.32 0.00 0.00 0.00 
Nigeria 4.64 4.71 0.21 0.00 0.00 0.00 
Guatemala 0.00 0.00 0.04 0.00 0.00 0.00 
Tunisia 1.10 1.12 0.40 1.87 1.48 1.71 

Notes: (A) Actual commitments allocations. 
(B) 'Hinds ight-Optimal' (8-0) loan allocations. 
'Forecast-B 

A, 
S ased' (F-B) loan allocations via P from: 

(C) The composite variables model With a 'two-year lag (version'ý(C))- 
(D) The composite variables model with a no-lag (version 

' (E) Cline' s (1984) model. And (F) McFadden - et. al. s odel. (1985), m 
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* LOAN ALLOCATIONS (PERCENTAGE) FOR 1979 * 

(A) (B) (C) CD) (E) (F) 

Chile 2.39 2.63 1.45 3.59 4.63 3.65 
Peru 2.11 0.00 3.61 0.37 0.12 0.36 
Indonesia 3.67 4.03 6.76 4.58 6.81 4.56 
India 0.01 0.01 0.01 0.00 0.00 0.00 
Pakistan 0.28 0.31 0.18 0.06 0.02 0.06 
Philippines 2.47 2.72 4.30 3.59 5.09 3.76 
Egypt 2.31 2.54 2.13 1.91 0.04 1.00 
Turkey 6.22 0.00 2.61 1.08 0.52 1.15 
Yugoslavia 0.00 0.00 0.25 0.03 0.04' 0.05 
Ghana 

------------- 
0.00 

-------- 
0.00 

--------- 
0.10 0.05 0.08 0.08 

Mexico 23.01 25.25 
----------- 

21.57 
----------- 

21.66 
----------- 

1.85 
--------- 

14.07 
Ecuador 2.19 2.40 1.15 1.15 1.70 1.30 
Korea 7.00 7.68 4.94 6.96 6.88 8.34 
Sri Lanka 0.15 0.17 0.32 0.00 0.00 0.00 
Malaysia 0.58 0.64 1.07 2.31 3.49 2.83 
Tlailand 1.54 1.69 0.48 1.10 1.62 1.36 
Morocco 1.38 1.52 2.75 2.65 0.71 1.66 
Syria 0.09 0.10 0.16 0.03 0.01 0.02 
Greece 1.76 1.93 1.18 1.51 1.46 2.33 
Kenya 

------------- 
0.11 

-------- 
0.12 

---------- 
0.05 

---------- 
0.16 

----- 
0.15 0.15 

Argentina 5.50 6.04 7.33 
------ 

6.06 
----------- 

9.32 
--------- 

8.12 
Jamaica 0.12 0.00 0.29 0.24 0.06 0.29 
Guyana 0.10 0.00 0.19 0.03 0.02 0.02 
Bolivia 0.49 0.54 1.19 0.75 0.09 0.43 
Zaire 0.30 0.00 0.78 0.29 0.27 0.18 
Sierra Leone 0.11 0.12 0.04 0.18 0.06 0.15 
Togo 0.03 0.00 0.99 0.53 0.12 0.25 
Liberia 0.04 0.04 0.04 0.30 0.07 0.26 
Senegal 0.21 0.23 0.25 0.34 0.06 0.30 
Malawi 

------------- 
0.14 

-------- 
0.16 

---------- 
0.11 

---------- 
0.09 

----------- 
0.05 

----------- 
0.05 

--------- 
Brazil 19.73 21.65 26.74 24.21 37.81 24.14 
Honduras 0.26 0.29 0.19 0.23 0.28 0.23 
Paraguay 0.16 0.18 0.07 0.28 0.42 0.30 
Venezuela 7.44 8.17 5.30 7.39 11.19 10.88 
Zambia 0.62 0.69 0.46 0.37 0.03 0.26 
Niger 0.16 0.18 0.00 0.10 0.15 0.11 
El Salvador 0.00 0.00 0.00 0.01 0.01 0.01 
Nigeria 6.70 7.35 0.00 4.68 3.85 6.17 
Guatemala 0.00 0.00 0.00 0.00 0.00 0.00 
Tunisia 0.58 0.64 0.97 1.14 0.94 1.11 

Notes: (A) Actual commitments allocations. 
(B), 'Hinds ight-Optimal' (1-0) loan allocations. 
'Forecast-B ased' (F-B) loan allocati 

A, 
S ons via P from: 

(C) The co mposite variables model with a two-year lag (version (C)). 
(D) The co mposite variables model with a no-lag (version (D)). -', 
(E) Cline' s (1984) model. And (F) McFadden et. al. 's (1985) model,, 
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* DAN ALLOCATIONS (PERCENTAGE) FOR 1980 * 

(A) (B) (C) (D) (E) (F) 

Chile 2.22 2.34 2.12 2.54 3.90 2.75 
Peru 2.63 0.00 2.14 2.24 3.46 1.91 
Indonesia 4.41 4.64 1.48 3.80 6.03 3.92 
India 2.98 3.14 0.01 0.01 0.01 0.01 
Pakistan 0.65 0.69 0.48 0.19 0.02 0.09 
Philippines 2.30 2.42 2.51 2.62 3.89 2.48 
Egypt 3.20 3.37 2.82 2.31 1.21 1.38 

, Turkey 1.47 0.00 1.79 5.75 2.42 5.25 
Yugoslavia 1.85 1.94 0.07 0.00 0.00 0.01 
Ghana 

------------- 
0.00 

---- 
0.00 0.03 0.00 

- 
0.00 

---------- 
0.00 

--------- 
Mexico 

---- 
14.64 

---------- 
15.42 

---------- 
32.45 

----------- 
24.00 1.17 16.62 

Ecuador 1.59 1.68 2.38 2.31 3.57 2.23 
Korea 8.25 8.69 5.78 7.42 7.15 8.28 
Sri Lanka 0.63 0.66 0.04 0.16 0.25 0.13 
Malaysia 2.35 2.48 1.13 0.62 0.96 0.74 
Th, iiland 1.82 1.92 1.28 1.63 2.31 1.78 
Morocco 2.05 2.16 4.19 1.36 0.34 0.83 
Syria 0.11 0.11 0.15 0.09 0.10 0.09 
Greece 5.60 5.90 1.46 1.86 1.93 2.70 
Kenya 

------------- 
0.03 

-------- 
0.03 

---------- 
0.06 

---------- 
0.11 

----------- 
0.17 

----------- 
0.10 

--------- 
Argentina 7.64 8.05 4.80 5.87 9.04 8.12 
Jamaica 0.07 0.07 0.24 0.12 0.04 0.12 
Guyana 0.10 0.10 0.03 0.10 0.01 0.05 
Bolivia 0.52 0.00 1.03 0.47 0.16 0.32 
Zaire 0.33 0.00 0.36 0.21 0.47 0.21 
Sierra Leone 0.07 0.00 0.10 0.11 0.05 0.09 
Togo 0.03 0.00 0.48 0.03 0.01 0.01 
Liberia 0.02 0.00 0.16 0.04 0.03 0.03 
Senegal 0.10 0.10 0.16 0.22 0.06 0.18 
Malawi 

-- 
0.08 0.09 

- --- 
0.34 

---------- 
0.15 

----------- 
0.07 

--- -- 
0.08 
--- - ----- ------ 

Brazil 
-------- 
19.28 

---- -- 
20.31 20.04 16.69 

- ----- 
26.15 

--- -- 
18.24 

Honduras 0.13 0.14 0.15 0.28 0.37 0.24 
Paraguay 0.06 0.06 0.10 0.17 0.26 0.16 
Venezuela 7.17 7.55 7.69 7.90 12.22 10.91 
Zambia 0.98 1.03 0.26 0.65 0.25 0.50 
Niger 0.41 0.44 0.01 0.18 0.24 0.18 
El Salvador 0.03 0.03 Q. 00 0.00 0.00 0.00 
Nigeria 3.60 3.79 0.00 7.16 10.99 8.70 
Guatemala 0.03 0.04 0.00 0.00 0.00 0.00 
Tunisia 0.57 0.60 1.70 0.61 0.67 0.59 

Notes: (A) Actual commitments allocations. 
(B) 'Hindsight-Optimal' (ff-0) loan allocations. 

A, 
S P 'Forecast-Based' (F-B) loan allocations via f rom: 

(C) The_composite variables model with a- two-year lag yersion'(Cý. )- 
(D) The composite variables model with a-, no-lag (version (D)). "', 
(E) Cline's (1984) model. And (F)' McFadden et. al. 's, (1985), model. 
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* LOAN ALLOCATIONS (PERCENTAGE) FOR 1981 * 

(A) (B) (C) (D) (E) (F) 

Chile 1.98 2.04 3.68 2.39 4.10 2.44 
Peru 2.12 2.19 0.47 2.67 4.85 1.91 
Indonesia 5.44 5.61 4.78 4.73 8.11 4.14 
India 0.78 0.81 0.00 3.09 5.45 2.39 
Pakistan 0.93 0.00 0.05 0.66 0.12 0.27 
Philippines 2.02 2.09 3.63 2.45 4.01 2.12 
Egypt 3.71 3.83 1.57 3.41 3.47 1.72 
Turkey 1.03 0.00 1.10 0.19 0.13 0.76 
Yugoslavia 0.72 0.75 0.03 1.95 1.84 2.38 
Ghana 

------------- 
0.04 

-------- 
0.04 

- 
0.06 0.00 0.00 

----------- 
0.00 

--------- 
Mexico 19.56 

--------- 
20.18 

---------- 
21.97 

----------- 
15.57 3.74 14.95 

Ecuador 0.94 0.97 1.14 1.69 2.88 1.47 
Korea 7.48 7.72 7.05 8.56 7.16 8.43 
Sri Lanka 0.46 0.47 0.00 0.65 0.44 0.42 
Malaysia 3.18 3.28 2.39 2.51 4.29 2.59 
Thailand 1.27 1.31 1.12 1.94 2.23 1.79 
Morocco 2.79 2.87 2.24 1.96 0.10 1.06 
Syria 0.00 0.00 0.02 0.11 0.07 0.10 
Greece 3.04 3.13 1.12 5.89 5.45 7.44 
Kenya 

------------- 
0.32 

-------- 
0.33 

---------- 
0.15 

----- 
0.03 0.03 0.02 

Argentina 6.03 6.22 
----- 

6.39 
----------- 

7.45 
----------- 

14.08 
--------- 

10.37 
Jamaica 0.63 0.00 0.26 0.07 0.03 0.06 
Guyana 0.04 0.05 0.03 0.10 0.02 0.05 
Bolivia 0.29 0.00 0.73 0.41 0.12 0.32 
Zaire 0.06 0.00 0.27 0.34 0.39 0.19 
Sierra Leone 0.08 0.09 0.18 0.07 0.02 0.04 
Togo 0.00 0.00 0.45 0.03 0.02 0.01 
Liberia 0.00 0.00 0.31 0.02 0.00 0.01 
Senegal 0.06 0.00 0.32 0.10 0.01 0.06 
Malawi 

------------- 
0.07 

------- 
0.00 

----------- 
0.07 

---------- 
0.08 

----------- 
0.03 

----------- 
0.04 

--------- 
Brazil 19.84 20.46 24.92 17.10 5.51 17.34 
Honduras 0.25 0.26 0.23 0.13 0.10 0.10 
Paraguay 0.43 0.44 0.28 0.06 0.10 0.05 
Venezuela 4.38 4.52 6.83 7.57 13.22 9.32 
Zambia 0.29 0.30 0.36 1.00 0.18 0.62 
Niger 0.10 0.11 0.10 0.44 0.38 0.37 
El Salvador 0.00 0.00 0.01 0.03 0.02 0.03 
Nigeria 8.88 9.16 4.57 

ý3.89 
6.64 4.06 

Guatemala 0.11 0.12 0.00 0.04 0.06 0.04 
Tunisia 0.64 0.66 1.12 0.60 0.59 0.52 

Notes: (A) Actual commitments allocations. 
(B) 'Hinds ight-Optimal' (ff-0) loan allocations. 
'For ecast-B ased' (F-B) l oan allocations via PS from: 
(C) ', The"composite variables model-with a la , g'(version , two-year (q)). 
(D) The composite variables model'with a , no-lag (version' , (D)). 
(E) Cline' s (1984) model. And (F) McFadden'et. al., s'_ý(1985) model. 
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* LOAN ALLOCATIONS (PERCENTAGE) FOR 1982 * 

(A) (B) (C) (D) (E) (F) 

Chile 2.38 2.39 2.55 2.18 4.16 2.23 
Peru 3.46 3.48 2.29 1.94 3.10 1.28 
Indonesia 8.58 8.64 4.07 6.03 11.24 5.23 
India 2.36 2.37 0.01 0.78 1.49 0.65 
Pakistan 0.81 0.81 0.06 0.90 0.53 0.51 
Philippines 2.06 2.08 2.67 2.18 3.23 1.85 
Egypt 3.36 3.39 1.66 3.69 0.60 1.84 
Turkey 0.68 0.00 5.29 1.14 0.14 0.74, 
Yugoslavia 0.81 0.82 0.00 0.79 0.81 0.93 
Ghana 

------------ 
0.00 

--- -- - 
0.00 

--- 
0.00 0.04 0.03 

--------- 
0.04 

--------- - 
Mexico 

- - 
19.34 

- ------ 
19.49 

------- --- 
22.51 

----------- 
21.29 

-- 
6.21 22.26 

Ecuador 0.28 0.28 2.33 0.96 1.11 0.78 
Korea 6.30 6.35 7.48 8.25 6.01 7.70 
Sri Lanka 0.53 0.54 0.16 0.50 0.56 0.33 
Malaysia 5.13 5.17 0.65 3.49 6.52 3.38 
TI-ailand 1.12 1.13 1.65 1.39 1.72 1.26 
Morocco 2.07 2.09 1.22 1.85 0.04 1.15 
Syria 0.11 0.11 0.09 0.00 0.00 0.00 
Greece 1.79 1.80 1.89 3.20 1.95 3.91 
Kenya 

------------- 
0.08 

-------- 
0.08 

---------- 
0.12 

-------- - 
0.32 0.13 

--- 
0.23 

-------- 
Argentina 7.91 7.97 

- 
6.09 

----------- 
3.57 

-- ------ 
11.79 

- 
8.15 

Jamaica 0.11 0.11 0.13 0.68 0.18 0.42 
Guyana 0.00 0.00 0.09 0.04 0.00 0.02 
Bolivia 0.03 0.03 0.44 0.01 0.29 0.00 
Zaire 0.04 0.04 0.31 0.05 0.08 0.03 
Sieria Leone 0.00 0.00 0.10 0.08 0.01 0.05 
Togo 0.00 0.00 0.01 0.00 0.00 0.00 
Liberia 0.00 0.00 0.04 0.00 0.00 0.00 
Senegal 0.09 0.00 0.21 0.06 0.01 0.04 
Malawi 

- ----- ----- 
0.02 

-------- 
0.00 

---------- 
0.10 

---------- 
0.06 

----------- 
0.02 

---------- 
0.03 

--- - - 
Brazil 19.58 19.73 18.29 18.89 12.76 

----- -- 
17.68 

Honduras 0.05 0.05 0.28 0.26 0.11 0.19 
Paraguay 0.22 0.22 0.18 0.45 0.90 0.38 
Venezuela 4.98 5.02 8.11 4.85 9.25 5.84 
Zambia 0.36 0.36 0.66 0.28 0.03 0.17 
Niger 0.07 0.07 0.16 0.10 0.12 0.08 
El Salvador 0.18 0.18 0.00 0.00 0.00 0.00 
Nigeria 4.45 4.49 7.45 8.89 14.13 9.91 
Guatemala 0.20 0.21 0.00 0.12 0.08 0.12, 
Tunisia 0.48 0.48 0.61 0.69 0.66 0.58 

Notes: (A) Actual commitments allocations. 
(B) 'Hindsight-Optimal' (9-0) loan allocations. 

A, 
'Forecast-Based' (F-B) loan allocations via'P sf rom: 
(C)" The composite variables model with a two-year lag (version-(C)). 
(D) The composite variables model with a no-lag (version (D))., -, 111, , (E) Cline's (1984) model. And (F) McFadden et. al. 's (1985) model. 
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APPEINDIX C. FORECAST PROBABILITIES TO RESCHEDULE BY THE 
VARIOUS MODELS - 

* 1982 * 

(A) 

Chile 0.291 0.001 0.995 0.921 0.005 0.224 
Peru 0.920 0.996 0.983 0.999 0.308 0.585 
Indonesia ' 0.140 0.042 0.072 0.206 0.021 0.337 
India 0.150 0.652 0.731 0.880 0.100 0.425 
Pakistan 0.987 0.951 0.976 0.946 0.733 0.624 
Philippines 0.138 0.166 0.065 0.169 0.243 0.371 
Egypt 0.782 0.763 0.975 0.985 0.924 0.658 
Turkey* 0.999 0.974 0.997 0.999 0.935 0.503 
Yugoslavia 0.460 0.007 0.059 0.086 0.468 0.113 
Ghana 0.978 0.999 0.422 0.965 0.593 0.334 
Mexico 0.899 0.002 0.987 0.980 0.850 0.216 
Ecuador 0.142 0.051 0.198 0.259 0.469 0.427 
Korea 0.651 0.023 0.203 0.423 0.629 0.291 
Sr!, Lanka 0.730 0.717 0.670 0.921 0.421 0.500 
Malaysia 0.015 0.001 0.018 0.022 0.030 0.268 
Thailand 0.267 0.073 0.006 0.025 0.356 0.315 
Morocco 0.905 0.971 0.933 0.922 0.993 0.715 
Syria 0.658 0.021 0.777 0.756 0.686 0.284 
Greece 0.460 0.001 0.027 0.279 0.696 0.113 
Kenya 0.312 0.696 0.116 0.561 0.799 0.501 
Argentina 0.999 0.324 0.999 0.999 0.074 0.068 
Jamaica 0.862 0.128 0.539 0.745 0.861 0.538 
Guyana* 0.736 0.948 0.422 0.853 0.966 0.751 
Bolivia 0.997 0.999 0.970 0.867 0.523 0.997 
Zaire 0.973 0.996 0.994 0.998 0.329 0.613 
Sierra Leone 0.768 0.960 0.779 0.926 0.938 0.575 
Togo 0.866 0.998 0.847 0.980 0.173 0.800 
Liberia* 0.634 0.677 0.039 0.139 0.852 0.543 
Senegal* 0.699 0.701 0.972 0.817 0.955 0.524 
Malawi* 0.819 0.972 0.978 0.975 0.889 0.671 
Brazil 0.999 0.999 0.999 0.999 0.695 0.386 
Honduras 0.408 0.457 0.027 0.284 0.803 0.491 
Paraguay 0.001 0.001 0.255 0.969 0.000 0.383 
Venezuela 0.021 0.001 0.012 0.027 0.001 0.082 
Zambia 0.809 0.799 0.303 0.806 0.954 0.585 
Niger 0.226 0.945 0.360 0.351 0.473 0.499 
El Salvador 0.389 0.457 0.016 0.010 0.721 0.362 
Nigeria 0.006 0.072 0.012 0.031 0.247 - 0.231 
Guatemala 0.057 0.040 0.010 0.024 0.654 ý0.247 
Tunisia 0.249 0.031 0.141 0.327 0.510 0.376 

(A) Theconventional variables model with 
(B) The 'conventional variables model with 
(C) The"co'mi6'site'-'variables"model with a 
(D) The comý6site'va-riables-model with a 
(E) Cline's (1984) model. 
(F) McFadden et fiI. Is'*(1985), model. 

Rescheduling country in', 1982. 

a one-year lag (version'(A)-(3)-(r)). 
a'-no lag"(version (B)-(3)-(r)). 

two-year lag (version, (C)-ý(3)7(r))., 
I no-lag (version (D)-(3)-(r))., 
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* D83 * 

(A) (B) (C) (D) (E) (F) 

Chile* 0.165 0.002 0.923 0.832 0.009 0.242 
Peru* 0.998 0.992 0.993 0.719 0.161 0.526 
Indonesia 0.092 0.181 0.056 0.525 0.310 0.379 
India 0.443 0.575 0.580 0.627 0.091 0.436 
Pakistan 0.953 0.993 0.945 0.964 0.680 0.730 
Philippines 0.223 0.382 0.188 0.583 0.757 0.423 
Egypt 0.931 0.861 0.978 0.531 0.848 0.659 
Turkey 0.999 0.973 0.999 0.857 0.945 0.589 
Yugoslavia* 0.637 0.008 0.185 0.568 0.630 0.136 
Ghana 0.067 0.012 0.456 0.603 0.233 0.167 
Mexico* 0.933 0.933 0.948 0.910 0.972 0.278 
Ecuador* 0.525 0.089 0.148 0.627 0.877 0.426 
Korea 0.576 0.003 0.474 0.460 0.554 0.282 
Sri Lanka 0.652 0.695 0.975 0.488 0.438 0.565 
Malaysia 0.020 0.001 0.236 0.397 0.057 0.297 
Thailand 0.195 0.039 0.027 0.481 0.282 0.315 
MC-occo* 0.978 0.978 0.869 0.898 0.993 0.772 
Syria 0.747 0.017 0.724 0.498 0.683 0.267 
Greece 0.695 0.001 0.083 0.519 0.722 0.119 
Kenya 0.571 0.935 0.072 0.669 0.758 0.554 
Argentina 0.999 0.999 0.997 0.995 0.054 0.293 
Jamaica 0.774 0.121 0.149 0.565 0.879 0.520 
Guyana 0.948 0.998 0.913 0.827 0.945 0.791 
Bolivia 0.996 0.999 0.973 0.470 0.015 0.372 
Zaire* 0.989 0.999 0.938 0.834 0.725 0.617 
Sierra Leone *0.949 0.998 0.876 0.598 0.946 0.629 
Togo* 0.992 0.973 0.892 0.941 0.032 0.753 
Liberia* 0.704 0.786 0.079 0.553 0.834 0.562 
Senegal 0.770 0.935 0.275 0.621 0.891 0.516 
Malawi* 0.916 0.990 0.784 0.888 0.925 0.698 
Brazil* 0.999 0.999 0.999 0.917 0.972 0.484 
Honduras 0.617 0.711 0.067 0.702 0.731 0.548 
Paraguay 0.002 0.004 0.940 0.518 0.000 0.288 
Venezuela* 0.008 0.041 0.074 0.502 0.003 0.100 
Zambia 0.907 0.959 0.285 0.798 0.922 0.614 
Niger 0.832 0.827 0.379 0.709 0.875 0.550 
El Salvador 0.505 0.491 0.036 0.559 0.519 0.410 
Nigeria 0.175 0.046 0.050 0.562 0.617 0.270 
Guatemala* 0.307 0.029 0.112 0.518 0.677 0.269 
Tunisia 0.309 0.121 0.145 0.521 0.401 0.428 

(A) The conventional variables model with a one-year lag (version (A)-(3)-(I)). 
(B) The conventional variables model with a no lag (version (B)-(3)-(I)). 
(C) The composite variables model with a two-year lag (version (C)-(3)-(I)). 
(D) The composite variables dq, ý,, yith a no-lag (version (D)-(3)-(I)). 
(E) Cline's (1984) model. 
(F) McFadden et. al. 's (1985) model. 

Rescheduling country in 1983. 

"'( 


