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ADstt"act 

This thesis consists of two main parts: the local symmetries of plane curves and 

the geometry of surfaces. In each part we develope algorithms for finding various 

sets and show some computer generated examples. 

In the first part we study the Rotational Symmetry Set, the Symmetry Set and 

the Mid-Point Locus. These sets contain information about the local symmetries 

of a plane curves , . For each point on one of these sets there will be either a 

rotational or a reflectional symmetry between two points on ,. Examples of most 

of the transitions involving these sets have been calculated. 

For any smooth surface 5 we can calculate the focal surface F which consists 

of all the centres of spheres which have A2 or higher contact with S. In the second 

part we study the cuspidal edges (ribs) and parabolic lines on the focal surface 

F as well as the corresponding ridges and sub-parabolic lines on the surface S. 

In particular we look at the relationship with the Gaussian curvature of the focal 

surface. Numerous examples are shown of the transitions of the patterns of ridges 

and sub-parabolic lines on the surface. We also look at three dimensional pictures 

of the main types of umbilic focal surface. 
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Chapwr 1: tntrocluctwn 

This thesis consists of two main part . The first part concerns the local symme­

try of plane curves and the second concerns the geometry of surfaces. In each part 

we calculate various examples with the aid of a computer. In the main text when 

referring to a figure generated by computer we will use a *, for example figure 1.6)* 

has been generated by a computer. 

§1.1 Part 1 Local Symmetry of Curves 

Given any two points ,(t1 ), ,(t2 ), on a parametrized curve, we have two points 
I 

C1(tl,t2), C2(t 1 ,t2) defined by the Centre Maps (Def. 2.l.1) . About these points 

there exist rotations which send ,(td to ,(t2) and the tangent line to , at ,(tI) to 

fig. 1.1) A point on the Rotational Symmetry Set. 

--
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I 
I 

/ 

I 

I 

fig. 1. 2) Points on the Symmetry Set and Mid-Point Locus. 

the tangent line to, at ,(t2) (fig. 1.1). The set of pairs (tl, t2) can be restricted so 

that the corresponding set of centres contain information about the local symmetry 

of the curve. If we choose tl, t2 so that the curvatures at the two points are equal 

1 



in magnitude, then there will be a high degree of local rotational symmetry and the 

centres form the Rotational Symmetry Set (R55) . If on the other hand we consider 

those pairs for which a circle centre C1 (tl' t2 ) is tangent to , at both .,( t 1 ) and 

,(t2), (a Bitangent Circle), then there will be an axis of local reflectional symmetry 

which passes through C1(t 1,t2) and tb(t1) + ,(t2)) (fig. 1.2). We call the set of 

centres of such pairs the Symmetry S et (55) and the midpoints of the chords joining 

,(tJ) and ,(t2) t he Mid Point Locus (MPL) . 

55 
MPL 

fig. 1.3a) The Symmetry Set of an ellipse. 
fig . 1.3b) The Mid-Point Locus of an ellipse. 

fig . 1.4) The Rotational Symmetry Set of an ellipse. 
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For highly symmetrical objects such as an ellipse the SS and MPL actually 

coincide with the axes of symmetry (fig. 1.3). In this example the Rotational 

Symmetry set is highly concentrated in the centre of the ellipse (fig. 1.4) rotation 

by 1800 about this point will map the ellipse onto itself. 

The special points in these sets (cusps, inflections, points at infinity and end 

points) usually correspond to higher symmetries. For example when the RSS and SS 

both have inflections at the same point there is both local rotational and reflectional 

symmetries . 

The study of Symmetry Sets started with Blum's symm-a..,"{is [Blum] , \vhich was 

used as a way of characterizing shapes of biological objects (fig. 1.5). By finding th 

centres of all bitangent circles contained entirely inside an object a representation 

of the object can be found . 

fig. 1.5) Some examples of the Symm-Axis (Reproduced from [Blum] fig . 1.8) . 



The symmetry set is particularly interesting in the field of robot/computer 

vision [Brady] as it provides a means of simplifying the information stored about an 

obj ect . There are also implications in t he area of human vision [Ley ton] and robot 

path planning [Canny]. . 

Several attempts have been made at calculat ing the SS or MPL [Scott- Turner­

Zisserman] (SS) [Brady-Asada] (MPL) . These have concentrated on finding the 

Symmetry Sets of real world ?bjects where incomplete information about the obj ect 

is known. While good for the intended objective the fine detail of the Symmetry Set 

is missed by these algorithms. The algorithm presented here requires much more 

information (up to the third derivative) about the obj ect but produces very detailed 

results. 

The mathematical background behind the S);mmetry Set has been thoroughly 

studied [Bruce-Giblin] [Bruce- Giblin-Gibson] [Giblin-Brassett] [Giblin-Tari] and 

[Tari] and all the generic local forms are known. However a complete set of pic­

tures of these local forms produced from actual curves has not been obtained. The 

pictures in this work rect ify this omission and have helped answer some questions 

particularly about the dual structure. 

The Rotat ional Symmetry Set is the first attempt at generalizing the' Symmetry 

Set to cover local rotational symmetry. As well as possible geometrical interest in 

its own right the RSS also occurs as part of the critical set of the Centre Maps so is 

interesting from a mat.hematical point of view. The pictures here first highlighted 

the similarity between the dual of the Symmetry Set and the Rotational Symmetry 

Set [Giblin-Tari]. 

Chapter 2 introduces the mathematical background for these sets. The two 

algorithms for finding the sets are discussed in chapters 3 and 4. In chapter 5 

examples are provided of most transitions 'which can occur as well as their duals 

and the Symmetry Sets of piecewise circular ,curves . In this chapter a method of 

quickly predicting the topological structure of the RSS is introduced. 

Throughout the first half of the proj ect I worked closely with Farid Tari. 'Vhile 

Farid was mainly con.cerned with the mathematical analysis of the various cases I 

have concentrated on the computing. There have been many instances where we 

have work~d on the same idea simultaneously. Sometimes the idea arose from an 

example generated by the computer and at other times t he computer was used to 

confirm a previously established result. 

§1.2 Part 2 Surfaces , 

The second part of this thesis is devoted to finding smoot.h surfaces and th Ir 

associated focal surfaces. At each point of a surface there are two principal directions 
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and two corresponding principal curvatures K.p , K. q . The Focal Surface consists of 

two sheets, one for each of the principal curvatur s (fig 1.6) . For each point on the 

surface the focal points lie distances 1/ K.p and 1/ K. q along the normal to the surface. 

As well as finding the surfaces we also calculate various features on them. For 

example we will find the set of local extrema of each of the principal curvatures 

r:OCAL SHEET 2 

FOCAL SHE.ET I 

z 

SURFflCE 

fig . 1.6)* A surface and its focal sheets. 

(or more precisely A3 points) t,hese form the Ridges of the surfac . On the focal 

surface the corresponding point will form cuspidal dges. An other feature that 

we will study are the pa.rabolic lin s on th focal surfac (which giv rise to sub-

5 



parabolic lines on the original surface) . Algorithms are presented here for finding 

both of these sets on a generic parametrized smooth surface. 

vVhen both principal curvatures are equal we have very special points called 

Umbili cs. These umbilics will generically be isolated points lying on a ridge. In 

fact we would normally expect either 1 or 3 ridges and 1 or 3 sub-parabolic lines to 

pass through each umbilic [Bruce-vVilkinson] [Porteous]. The focal surface of such 

points is highly singular with both sheets of the focal surface coming together at a 

single point. There are several interesting areas of study relating to these features, 

as follows . 

1. The pattern of ridges and sub-parabolic lines on the surface (or equivalently in 

the parameter space). 

2. The connection between sub-parabolic lines and the pat tern of lines of cur-. 

vature. For example when changing from "110nstar" to "Star" patterns the 

number of sub-parabolic lines through the umbilic changes from 3 to 1. 

3. The relationship between parabolic lines, cuspidal edges and the Gaussian cur­

vature of the focal surface. vVe shall see later that the Gaussian curvature will 

generically change sign when we cross a cuspidal edge. 

4 . Obtaining pictures of focal surfaces and in particular the highly singular points 

such as umbilics and svvallowtail points. Some progress has eYen been made in 

looking at families of focal surfaces . 

5. Studying the ridges and sub-parabolic lines on the surface to see if they corre­

spond to visually significant features. 

Here we develope a program for calculating ridges and sub-parabolic lines and 

a program for drawing focal surfaces. Together with some mathematical analysis 

these programs have been used to study 1), 2),3) and 4) above . The program could 

be used to study 5) as well, but this has not be carried out as the examples for this 

have different characteristics to those of the other four parts. 

·The mathematical background and classification of points on the surface is 

discussed in chapter 6. This is elaborated in chapter 7 where we describe functions 

for finding ridges and sub-parabolic lines as well as making a study of the Gaussian 

curvature of focal surface. In chapter 8 we discuss the classification of umbilics and 

show examples of the transitions which can occur on both the surface and focal 

surface. An algorithm for finding the various features on a parametrized surface 

patch is discussed in chapter 9. Also chapter 9 deals with the problems of drawing 

the highly singular focal surfaces . 

6 
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Chapter 2: Defi,ni,n9 The Symmetry Set, :Rotatwnai 
Symmetry Set & 1."Lm-Poi,nt Locus 

In this chapter we define the Rotational Symmetry Set (RSS), the Symmetry 

'Set (SS), and the Mid-Point Locus (MPL) (§2 .2, §2.3) , the concept of contact be­

tween (§2 .1 ) two curves and the "centre maps" which will be useful tools later. The 

local structure of the sets is 'described in §2.4 and §2.5. The chapter ends with an 

example of the various sets (§2 .6). A full mathematical analysis of these sets can 

be found in [TariJ. 

§2 .1 Contact of curves 

In this section we review some standard results about the contact of curves. 

For more details see [Bruce-Giblin-2J. 

The curve J(t) = (x(t),V(t)), which is parametrized by arc length, and the 

curve G-1 (O) , where G is a function from the plane to the real line, have n + 1 

point contact at J(to) if 

(G 0 j)(k)(to) = 0 Jor 0 :s; k :s; n, 

(G 0 j)(n+l)(io) i= O. 

1-point contact 

3-point contact 

2-point contact 

4-point contact 

fig. 2.1) The contact between a curve and a straight line. 

For example if G( x, y) x the G-l(O) IS the y-axis and the order of contact 
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depends on how many derivatives of x( t) vanish. There will be I-point contact if 

J(t) crosses the x-axis transversely, 2-point or higher contact if J(t) is tangent to 

the x-axis (x'(t) = C), 3-point contact if J(t) has an simple inflection at the point of 

contact (xl/(t) = 0) and 4-point or higher if J(t) has a higher inflection (xl/'(t) = 0) ,; 

(fig. 2.1 ). Now consider a circle of radius r centre the origin which is given by 

C( x, y) = x 2 + y2 - r2. The curve J(t) will have 1-point contact with C-l(O) if 

J(t) crosses the circle transversely, 2-point or higher if J(t) is tangent to the circle, 

3-point or higher if the curvature, ,..( t), at the point of contact is ~, 4-point contact 

if in addition ,..'(t) = 0 (fig 2.2). Higher contacts depend on how many derivatives 

1-point contact 2-point contact 

3-point contact 4-point contact 

fig. 2.2) The contact between a curve and a circle . 

of curvature vanish . In the case we are interested in we want to know about the 

contact betwe n two arbitrary curves J(t), get) which are both parametrized by arc __ 

length it can be shown that we have the following conditions. 

1-point contact if 

2-point contact if 

3-point contact if 

4-point contact if 

J(O) = g(O), J'(O) =I g'(O). 

J(O ) = g(O), f'(0) = g'(O), Kf(O) =I Kg(O). 

J(O) = g(O), f'(0) = g'(O), Kf(O) = Kg(O), I\:j(O) f. K~(O). 
J(O) = g(O), f'(0) = g'(O), Kf(O) = Kg(O), <reO) = K~(O) , 

Kf(O) f. K~(O) . 

9 



We will also use the A.k notation for contact of curves with circles. 

Al contact {=} 2-point contact =} f(t) is tangent to the circle. 

A2 contact {=} 3-point contact =} the circle is the Osculating Circle 

at point of contact. 

A3 contact {=} 4-point contact =} f(t} has a vertex at point of contact 

A4 contact {=} 5-point contact =} f(t) has a higher vertex at point of contact 

We can extend this notation to cover circles which touch the curve in more 

than one place. We say the circle has AmAn contact with the curve if it has Am 

contact in one place and An contact in another place. In particular a bitangent 

circle has Ai = AlAI contact with the curve. 

§2 .2 The Centre Maps and the Rotational Symmetry Set 

We now return to the problem of defining the three sets . Let Ii : I ---4 1R2 {i = 
1,2} be two parametrizat ions of unit sp ed smooth plane curves. Here I is either 

the unit interval or for closed curves the circle Sl. Also let 1\ i( t) be the curvature, 

Ti(t) be the unit tangent vector and Ni(t) be the unit normal at the point li(t). 

For the rotational symmetry set we wish to find the set of points {:I.'} in the plane 

about which there is a rotation Rx : 1R2 ---4 1R2 such that there is 3-point contact 

betweeri Rx.hd and 12 at some point Rxhl(t l )) = 12(t2). For 2-point contact we 

require that Rx(fd and 12 have the same tangent line at this point. A rotation 

about a point, ·x, through angle () can be expressed as 

Rx : Z ---4 ( z - x )ei 8 + x 

where 1R2 is identified with C and multiplication is as for complex numbers. The 

derivative of this map is 

where T is some tang llt vector which we think of as a complex number. So for 

2-point contact w require 

and 

Now 
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so by substitution and rearrangement we have 

..- - - - - ...... 
/ 

" 
/' 

/ 

/ 

I . , 
I "" \ // ~ 

( /./ I 

I ./ I C (~\ t 1) ./ 
I ) ./ 

t( 
...... 

...... 
\ ...... 
\ 

\ 
\ 

\ 
'\ I 

"- / 

" ,/ 
/ 

" ./ 
'- / 

--- - --
fig . 2.3) The two centre maps . 

Definition 2.2 .1 

The first centre rnap C1 : I x I -+ 1R2 is defined by 

C1(t1,t2) = II(tdT2(t2) -'2(t2)T1(t 1) 
T2(t2).- T1(tr) 

..... 

" 

\\ 
~(t~, 

l \ 

\ )t C/t, Jt"L) I 
I / I 
1/ / 

I 
,/ 

,/ 

T1 (\:,) 

where 1R2 is identified with C and multiplicat ion and division happen as for complex 

numbers . This map is d fined for all t l , t2 such tha.t T1(td =1= T2(t2)' There is a 

rotation RI about this point such that R1(!1(t1)) = ,2(t2) and R~(TI(tl)) = T2(t2) 

(fig. 2.3) . If 11 = 12 then C1 (tl' t2) has a limit as t1 -+ t2 wh~ch can be found by 

L'Hopital's Rule, 

1· C (t t) - 10 11 (tdT2(t2) -,2(t2)T1(tr) 
1m 1 1, 2 - 1m 

t1-+t2 t1- t 2 T2 (t 2 ) - T1(t1) 

= lim T1(t l )T2(t2) - ~1(tlh2(t2)Nl(tl) 
t 1-t2 -~l (tdNI (td 

1 
=,2(t2)+ ()N2(t2)0 

~l t2 
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This is the centre of the osculating circle at the point 12(t2)' We can extend the 

map C1 in this way and its is still smooth. 

The second centre map C1 : I x I -+ R2 rv C is defined by 

C (t t) = " l(tdT2(t2) + ,2(t2)T1(tI) 
, 2 1, 2 . Tl(tJ) + T2 (t2) 

for all tl,t2 such that Tl(tI) i= -T2(t2) ' About this point there is a rotation R2 : 
R2 -+ R2 such that R2bl(tJ)) = ,2(t2) and R~(Tl(tJ)) = -T2(t2) (fig. 2.3). 

Both these rotations send the line tangent to 11 at Il(t 1 ) onto the line tangent 

to 12 at 12 (t2) but the two images are rotated about 1800
• To get 3-point or higher 

contact we need to choose the pair (t l , t 2 ) such that Ribd and 12 have the same 

osculating circle at the point '2(t2). For the two osculating circles to have the same 

radius we require that the curvatures are equal in magnitude i.e. IKl(tJ)1 = 11i:;(t2)1. 

We also need to choose the right centre map to map the osculating circles onto each 

other. 

First assume that KI(t 1 ) = +K2(t2). Let U1(t 1 ) be the centre of curvature of 

11 at II (tI). 
Ul(tJ) = II(tI) + 1/KI(t1)N1(tJ) 

= 11(t1) '+ i/1i:1(t1)T1(t 1 ). 

Similarly let the centre of curvat ure of 12 at 12 (t2) be 

Now 

R1(1l1(t1)) = (,1(tJ) + i/K1(td T1(td - C1(t 1,t2)) eiB + C1(t],t2) 

= (,1(tJ) - C1(t1, t2)) eiB + C1(t1 , t2 ) + i/K1(t1)T1(tJ)e i
(} 

= ,2(t2) + i/ K1 (t1 T2(t2) 

= U2(t2). 

So if K1(tI) = K2(t2) then the rotation about C1(t 1,t2) will ensure that the centres 

of the osculating circles are mapped onto each other and that we have 3-point 

contact,between R1(,1) and 12. Now if K1(td = -K2(t2) we use the rotation about 

C2 (t 1 ,tZ) and find that 

R2(U1(t1)) = (,1(t 1) + i/Kl(i]) T1(t1) - C2(tl,t2)) eiB + C2(t1 ,t2) 

= (,}(tJ) - C2(t},t2)) ei
(} + C2(t 1,tZ) + i/Kl(t1) T1(tJ) ei

(} 

= 12(tz) - i/Kl(tJ) T2(t2) 

= U2(t2), 

so we have 3-point contact. '~Te can now define the rotational symmetry set. 

12 



Definition 2.2.2 

The Rotational Symmetry Set (RSS) of two curves 11, 12 consists of two 

parts 
Part 1 = {C1(tl,t 2): V tl,t2 such that 1\:1(tt) = 1\:2(t2)} 

Part 2 = {C2(tl, t2) : V tl, t2 such that I\:I(tI) = -1\:2(t2)} 

This definition also applies when 11 = 12 and we have the rotational symmetry set 

of a single curve in which case we add the limit points as tl -t t2. In general the 

Rotational Symmetry Set consists of the union of a number of singular curves and 

we can predict where the end points, inflections and singularities occur. We will 

defer a statement about these until after we have defined the symmetry set as the 

two sets are closely related . 

The concept of the RSS (part 1) was thought of by Peter Giblin as an extension 

of the SS to cover rotational symmetry. The need to study the second part of the 

set needs was realised jointly by Farid Tari and 1. 

§2.3 Defining the Symmetry Set and Mid-Point Locus 

The symmetry set of a curve I : I -t R2 is the set of centres of circles which 

are tangent to I in two places l(tl), l(t2) or have at least 4-point contact with I 

somewhere. If such a circle exists then there is a rotation about the centre which 

sends ,(td onto l(t2). This rotation will also send the line tangent to I at (tt) 

onto the line tangent to I at l(t2) as both lines are tangent to the circle. Hence the 

" \ , 
cl(t, Jt2.) \ 

J .... - ..... - _ .:... 

a) Same direction round circle. 

I 

I (1 (t\.~) 
~(tl) --_ .. '6(t,) 

b) Opposite directions round circle . 

fig. 2.4) The orientation of the tangents to the curve with respect to the bHangent circle. 

centre of the circle is given by one of th centre maps. To decide which we need 
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to look at the global orientation of the curve (fig. 2.4). Vi,Te can have one of two 

situations: 

a) Both tangent vectors point in the same direction round the circle 

(both clockwise or both anticlockwise); 

b) The tangent vectors point in opposite directions round the circle 

(one clockwise and one anti clockwise ). 

In case a) the centre of the circle is given by C1 (tl, t2) the first centre map and 

in case b) the centre is given by the second centre map C2(tl, t2)' 

Definition 2.3.1 

Let 

{

such that there exists a circle tangent to I at I(tI) and ,(t2) 
5511 

= (t I , t2) E I x I and T(t1),T(t2) both point in the same direction round the 
circle. 

and 

55:;1 = { (t1, t2) E I x I such that there exists a circle tangent to I at ,( t1) and ,( t2) 
and T( tJ), T( t 2 ) point in opposite directions round the circle. 

Th Symmetry Set can be defined in two parts 

Part 1 = 551 = {C1 (t1,t 2) I (t 1 ,t2) E; 5511
} 

Part 2 = 552 = {C2(t1,t2) I (tl,t2) E 55:;1} 

The Mid Point Locus is the set 

The Evolute is the set 

{C1 (t,t) I t E I} , 

I.e. the set of centres of circles with at least 3-point contact. 

The Symmetry Set and Midpoint Locus have been known for some time [Giblin­

Brassett], [Bruce-Giblin-Gibson]. However previous studies have been mainly local 

where only part 1 of the set is of interest. In this work we look at the set from a 

more global perspective and we consider both parts of the set separately. 

14 



§2.4 The local structure of the Rotational Symmetry Set . 

Proposition 2.4 .1 [Tari] 

\tv. have the following local structure for the first part of the Rotational Sym­

metry Set of a curve, . 

1) A smooth curve without inflections if 

f\:(tl) = f\:(t2)' 
I 

O:j= f\:'(td :j= f\:'(t2) :j= 0, 

(t],t2 ) ~ 55;-1. 

2) A smooth curve with a Type I inflection if 

f\:(tl) = f\:(t2)' 

f\:'(td = 0, 

f\:'(t2) i= 0, 

f\:"(tl):j=O, 

(tl,t2) rt 55;-l . 

3) A smoot h cury with a Type 'II inflection if 

" 4) An ordinary cusp if 

f\:(td = f\:(t2), 

(t 1 ,t2 ) E 5511
, 

o i= f\:'(td i= f\:'(t2) i= O. 

f\:(tl) = f\:(t2), 

f\:'(td = f\:'(t2) :j= 0, 

(t 1 ,t2) rt 5511
. 

5) An end point of a smooth curve if 

f\:'(t]) =0, 

f\:" :j= o. 

i. e. at a vertex of the curve. The end point will lie at t.he centre of the osculating 

circle of the vertex and th RSS will be tangent to the normal (fig 2.5) . 
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RSS 

fig . 2.5) An end point on the Rotational Symmetry Set . 

k 

4-----~--------~----~t 
t, 11. 

Case 2) Type I inflection. Case 4) Ordinary cusp. 

'" l ill --7T\ 
I . 

t,": tt. 

Case 5) End point. 

fig . 2.6) Graphs of curvature plotted against arc length for the different cases in prop. 2.4.1). 

Cases 2),4) and 5) can be illustrated by looking at the graphs of curvature 

plotted against arc length (fig 2.6). In case 2) there is an extremum at t 1 , in case 

4) the gradients at tl and t2 are equal and in case 5) there is a single extremum. 

The special points (cases 2-5) on the RSS correspond to additional symmetries 

of the curve: type II inflections occur when the point lies on both the RSS and 
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SS hence there is both reflectional and rotational symmetry here; a cusp 4) occurs 

when there is 4-point contact between RIb) and, at ,(t2) so represents a very . 

strong rotational symmetry; when the derivative of curvature is zero at a point 

there is 4-point contact between the curve and the osculating circle so end points 

5) indicate a very circular part of the curve (vertex); type I inflection indicate 

rotational symmetry between a vertex of the curve and some other point on the 

curve which is not a vertex. 

Proposition 2.4 .2 

We have the following local structure for the second part of the Rotational 

Symmetry Set of a generic curve ,. 

1) A smooth curve '"vithout inflections if 

.K(tt) = -K(t2) , 

0=1= K'(td =1= K'(t2) =1= 0, 

(tl,t2) ¢:. 55:;1. 

2) A smooth curve with a Type I inflection 

K(td = -K(t2), 

K'(t ) = 0 1 . , 

K'(t2 ) =1= 0, 

KI/(tJ) =1= 0, 

(tl, t'2) ¢:. 55:;1. 

3) A smooth curve with a Type II inflection 

4) An ordinary cusp if 

K(t l ) = -K(t2), 

(t J ,t2) E 55~1, 

0=1= °K'(tl) =1= K,'(t 2 ) =1= 0, 

K(tl) = -K(t2), 

K'(tt) = K'(t2) =1= 0, 

(tl' t 2) ¢:. 55:;1. 
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5) An end point of a smooth curve if 

K:(tI) = 0, 

K:'(t I ) i= O. 

This end point will lie at the inflection of the curve and the RSS will be tangent to 

the curve at this point (fig 2.7). 

. 
fig. 2.7) An end point of part 2 of the Rotational Symmetry Set . 

Proof 

The above results are very similar to those for the RSS part I and we can derive 

results 1) - 4) from the previous proposition . 

First divide I up into two pieces of curve 1 1, /2 such that near tl we have 

and near t 2 

Now reverse the orientation of one of the curves i.e. define a curve 

. --
Let CI , C2 be the two centre maps with respect to the curves /1,,2 and let C I C2 

be the two centre maps with respect to 1 1, 12 . Let ~2 be the curvature and T2 the 

unit tangent vector for 12. We have 

"'2(t2) = -K:2( -t2) 

"'~(t2) = +"';( -t2) 

T2( t2) = -T2( -t2) 

CI (t I ,t2) = C2(t],-t2) 

C2(t I , t2) = C I (t] ,-t 2) .. 
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Now 
"The second part of the RSS for curves ,1, ,2" 

= {C2(tl,t2)IKl(tl) = -K2(t2)} 

= {Cl(tl,-t2)Ih:l(td = h:2(-t2)} 

= "first part of the RSS for curves,l, ,2". 

Hence to deduce a result abou t the structure of the second part of the RSS we can 

use results from the first part where the orientation of one piece has been reversed . 

This technique will not work in case 5) where tl = t2 and we can not divide 

the curve into two pieces. The computer pictures shown later gave the first clue as 

to the structure of the RSS here , these helped in the mathematical proof [Tari) . 

J< 

-/:\ 
I 

1«'1",)--/ 

~----~------~-----.t o tt ~, : 

Case 2) Type I inflection. Case 4) Ordinary cusp. 

o~--------~---------.t 

• Case 5) End point. 

fig . 2.8) Graphs of curvature plotted against arc length for the different cases in prop. 2.4.2). 
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The above conditions can again be illustrated on the graphs of curvature plotted 

against arc length (fig 2.8). Cases 2) and 4) are very much like those for proposition 

2.4.1 except the curvature of one piece is opposite in sign. In 4) the gradients are 

still equal. Case 5) is just an inflection on the curve. Taking the whole of the RSS 

all the sp cial points on the curve (vertices and inflections) are indicated by end 

points on the RSS 

§2 .5 The local structure of the Symmetry Set and Mid-Point Locus 

Proposition 2.5.1 

For a generic curve , we have the following local structure for the Symmetry 

Set. 

1) A smooth curve without inflections if 

(tl' t2) E 5511
, ~(td =1= ' ~(t2) 

or (tl' t2) E 55:;1, ~(tt) =1= -~(t2), 

and if the bitangent circle does not osculate at either point. 

2) An inflection if 

(t l ,t2) E 5511
, ~(tt) = ~(t2), 

or (t l ,t2 ) E 55:;1, ~(tl) = -~(t2)' 

the bitangent circle does not osculate at either point and ~/ (td =1= -~/ (t2) which 

prevents higher inflections. 

3) An ordinary cusp in the Al A2 case I.e. the bitangent circle osculate at ,(td . 
but not at ,(t2)' 

4) An end point if 

i.e. at a vertex of,. This can only occur on part 1 of the SS. The end-point 

of the SS lies at t h centre of the osculating circle and the SS ,is tangent to the 

normal of the curve at the v:ertex. 

5) A triple crossing when there is a tri-tangent circle. 

For proof of these results see [Giblin-Brassett] and [Tari]. We have added explicit 

conditions for the second part of the set. 
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We observe that condition 1) is the same· as for a type II inflection on the RSS. 

In fact both these inflections lie at the same point and they are tangent to one 

another. The end points of part 1 of the RSS and those of the SS also occur in the 

same p laces as each other, at the centres of the osculating circles of the vertices. 

Here they will have the same tangent lines which is the normal to the curve at the 

vertex (fig. 2.9) . 

fig . 2.9) An end point on the Symmetrv BAt. 

Proposition 2.5.2 

For a generic curve the Mid-Point locus is smooth and has an end point corre­

sponding to each vertex of the curve which lies at the vertex. For more detail see 

[Giblin-Brassett]. 

§2.6 An Example of the various sets. 

Most of the features of the local structure of the three sets are illustrated by th 

following computer generated examples, figure 2.10 shows the Rotational Symmetry 

Set, Symmetry Set and evolute of a curve, figure 2.11 shows the Mid-Point Locus 

. of the same curve and figure 2.12 shows an enlargement of fig 2.10. 

In these and the following computer generated examples we use the following 

colour coding. 

2.6.1 Key to Examples 

Original Curve Black 

Rotational Symmetry Set Red or black 

Symmetry Set Blue 

Midpoint Locus Red 
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\ 

Evolute Green 

Special points on original curve are marked as follows 

Vertices 

Inflections 

On the Rotational Symmetry Set 

Type I inflections 

Type II inflections 

On the Symmetry Set 

Inflections 

In this example we note the following features: 

a) the RSS (part 1) and the SS have end points in the cusps of the evolute which 

lie at the centers of the osculating circles of the vertices, the MPL has ("nd 

points at the vertices of the curve; 

b) the RSS (part 2) has a small section between the two inflections with end point 

at the inflections; 

c) There are cusps on both the RSS and SS but the MPL is smooth. 

d) there are several places where both the SS and RSS have inflections and at 

these points the two curves have the same tangent line, the RSS also has type 

I inflections; 

e) the RSS has a point at infinity which corresponds to two points having equal 

curvatures and equal tangents; 

f) the SS has a point a infinity which corresponds or to a bitangent line; 

g) the Midpoint Locus of a bounded curv never has points at infinity; 

g) there is closed loop on the right of fig. 2.10) which is in part 2 of the RSS. This 

illustrates quite well the rotational symmetry between the part of the curve 

b~tween the two inflection and the part near the vertex at the top of the curve; 

h) a triple crossing can be seen on the symmetry set. 

We see that the sets have a v ry rich structure which cont.ain alot of information 

about the curve in the following chapters we will describe the algorithms which 

enabled such pictures to be drawn. 
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C rve Vert.ex of curve o 

RSS InFLect.ion on curve 

SS T~pe I inF eclion on RSS • 
MPL Type II inFLect.ion on RSS + 

EvoLule = inFLect.ion on SS 

Fig 2c 10: The RolallonaL S~mmelry Sel~ 

and Symmetry Set of a cLosed curve c 



Fig 20 1 1 ~ The Mld-Point Locus 
of n cLosed curve 

Fi g 2012: An enLnrgment of Fig 2010 
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Chapter" 3: CaLcu!ati.n9 the Rotati.onat Syrnm.etr"y Set 

To find the Rotational Symmetry Set we need to find all the pairs (tl' t2) such 

that K(tJ) = K(t2)' This is just a special case of finding the set 

{(L, R) E R x R I f(L) = feR)} 

where f : R -+ R is a periodic function with period one. This section is devoted to 

finding such sets. The original concept (section 3.1) behind this algorithm was due 

to my supervisor Peter Giblin, but all the details (§3.2-§3.7) have been worked out 

by me. In particula~ we establish the condition for closed loops to appear (§3.5) 

which is necessary to show that the whole of the RSS will be found by the routine. 

§3.1 Summary of Algorithm 

The algorithm starts by taking two points L , R to both be at the same max­

imum of the curve y = K(t). The points are allowed to move downward on either 

side of the maximum so that they always have the same y-value. When one of the 

points reaches a minimum the pairs are chosen so that they both have increasing 

y-values. One of the points will eventually arrive at a maximum 'and when this 

t t' 

fig. 3.1) A simple example of the movement of the points. 

occurs the points are again chosen with decreasing y-values (fig 3.1). This oscil­

lating motion continues until both points are identical (up to period) and then the 

routine stops, this always happens at a minimum. The above procedure is repeated 

for each maximum and will eventually cover most pairs of points. Some pairs may 

be missed out, these pairs can be found by a special routine. 

The algorithm for finding all the points can be divided up into several par,ts 

1) Find the maxima and minima. 

2) Start pairs of points from maxima. 

3) Follow pairs of point up and down the curve. 

4) Stop at minima. 
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5) Do the "Closed Loop" case:- see section 3.5. 

The first of these is simply a routine which finds those points for which ",I(t) = 0 

and we will not go into detail about it, the other points are dealt with below. 

§3.2 The movement of the points 

The movement of the points can be divided up into four subroutines (fig. 3.2) 

a) "Descend" - Down and Outwards, 

b) "Valley" - Down and Inwards, 

c) "Ascend Left" Up and to the left, 

d) "Ascend Right" Up and to the right. 

k. I<. 

L 

.j\Y 
Descend 

t t 
Valley Ascend Left Ascend Rigtt 

fig. 3.2) The four different types of movement. 

Without loss of generality we assume the lowest minimum, (of a generic func­

tion) in the range [0,1) lies at t = O. We can then label the two points Land R 

where L is the left most point (has the lowest t-value). As t = 0 is the lowest min­

imum both points are constrained to lie in the region [0,1]. When they both reach 

this minimum the routine will stop. Hence there is no ambiguity in the labeling 

system. 

N ow we define our terms 

Outwards: 

Inwards: 

Leftwards: 

Rightwards: 

Up: 

Down: 

point L moves to the left (decreasing value of t) 

point R moves to the right (increasing value of t), 

point L moves to the right, R moves to the left, 

Both L,R move left, 

Both L,R move right, 

L,R have increasing y-values, 

L,R have decreasing y-values. 

In each of the four movement routines successive pairs of points with equal 
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v-values are found. Starting with a pair Lo, Ro which have equal v-values the task 

of each routine is to find another pair L 1 , RI close to L o, Ro with equal v-values. It 

was considered to be desirable for the change in the t-values of both points to be 

kept small. To achieve this we choose a maximum increment allowed "ti ne" and 

consider the points Lo ± tine, Ro ± tine with signs chosen to fit with the type of 

movement. If the difference in v-values between Lo and Lo ± tine is larger than the 

difference in v-values between Ro and Ro ± tine i.e. 

3.2.1) 

then we let RI = Ro ± tine and find the point Ll between Lo and Lo ± tine with 

~t 

fig. 3.3) Finding the next pair of points in the routine "descend." 

the same v-value as Rl (fig. 3.3). This point can be found by repeated bisection 

of the interval. If the inequality 3.2.1) is reversed we let Ll = Lo ± tine and find 

a point Rl between Ro ± tine and Ro with the same v-value ~ L 1 • The above 

procedure is repeated until one of the two points L, R passes an extremum. This 

method was chosen in preference to finding points for which the v-values were. some 

fixed increment away from that of Lo: for a function with a shallow slope this would 

lead to a large change in t-values. Another alternative would have been to fix the 

change in t-value of one of the points and then find the other point with the same 

v-value: again this might lead to a large change in the t-value. 

For a generic function no two maxima (or two minima) will have the same y­

value so there is only one way for the points to keep moving continuously when one 

ar~ives at an extremum. This is for the point at the extremum to keep moving in 

the same t-direction (left or right) and for the other point to reverse its t-direction. 
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t t 
Descend Ascend Left 

fig. 3.4) The change in type of movement when a minima is reached. 

Both points will reverse their y-direction of movement. Figure 3.4 illustrates the 

change of movement when the left point reaches a minima, the left point continues 

moving to the left and the right point changes t-direction and move to the left as 

well. Figure 3.5 shows how we change between the different movement routines are 

Ascend Left 
(left and up) 

Descend (down and outwards) 

left point at minimum 

left point at 
maximum 

right point at 
maximum 

right point at minimum 

right point at minimum 

right point at 
maximum 

left point at 
maximum 

left point at minimum 

Valley (down and inwards) 

Ascend Right 
(right and up) 

fig 3.5 How the different movement routines are connected 

connected. As all possible cases for a generic curve are covered it follows that these 

four routines are sufficient to cover all possible forms of movement. If the routine 

had started at a minimum and worked upwards than the four routines would be 

different i.e. 

28 



a) Up and Outwards, 

b) Up and Inwards, 

c) Down and leftwards, 

d) Down and to the right. 

The routine will always start at each maximum, M, in turn with Lo = Ro = M 

in the routine "Descend" and can only end when the two points are moving in 

opposite direction ("Descend" or "Valley"). This will happen when both points 

reach the same minimum ( up to period ) from opposite directions. We will, see 

later that when starting at a maximum the pairs will eventually reach the same 

mlmmum. 

§3.3 Dealing with two extrema of equal y-value. 

In a generic family of curves it is possible for two maxima (or two minima) of 

t -'----------.t 

Original function perturbed function 

k.. 

t t 

fig. 3.6) The effect of a slight perturbation of the function on the movement of the points. 

one of the curves in the family, to have the same y-value. This may also occur in 

a computer implementation due to the limit of accuracy. When this occurs their 
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is no natural way to continue moving and a choice needs to be made. This choice 

must not lead to any pairs of points being missed out. 

One way of making this choice is to consider a small perturbation of the curve so 

that the left most of the two extrema is slightly higher that the right (fig. 3.6). This 

enables the four routines above to be used. The actual definition of the function 

does not need to be changed just the decision statements. In one of the two 

routines which move downwards the small perturbation would mean that the left 

hand minimum is reached first so in the routine we assume that if both points 

reach different minima with the same height then only the left hand minimum has 

been reached. In the other two (upward moving) routines the situation is reversed 

and if two maxima are reached simultaneously we assume that only the right hand 

point has reached a maximum. If the routine will cover all pairs of points on the 

Descend (down and outwards) 

left point at minimum right point at minimum 
or both point at minima 

A. ~~ 

" " 
Ascend Left I I Ascend Right 

fig 3.7) The revised decision statement for "Descend" 

slightly perturbed curve we see that it will cover all pairs on the original curve. 

The complete decision statement for the routine "Descend" is now shown in figure 

3.7. 

§3.4 A different way of regarding the problem 

A very useful way of thinking about the set of pair (L, R) for which K( L) = 1'\:( R) 

is to define a function K(tl' t2) = K(td-K(t2) and draw the set K- 1(0) in the plane 

(fig. 3.8). As K is a periodic function opposite edges of , the unit square are identified 

also as K is anti-symmetric, K(tl' t2) = -K(t2' tt} , each un-ordered pair (L, R) 
is represented twice on this diagram. The line { (tb t 2) I tl = t2 } is part of the 

]{-1(0) contour and there is a one to one correspondence between points on this 

line and the curve y = K( t). Furthermore the points a, ... , d of figure 3.8 correspond 

to the extrema of K and part on the contour always starts at each such point. 
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fig. 3.8) The set K-1 (0) for a typical curve. 

Proposition 3.4.1 

The local structure of the J{-l (0) contour in each of the following cases is illustrated 

in figure 3.9. 

1) K'(tl) > 0 and K'(t2) > O. 

2) K'(tl) < 0 and K'(t2) < O. 

3) K'(tl) > 0 and K'(t2) < O. 

4) K'(tt) < 0 and K'(t2) > O. 

5) K'(tl) = 0, K"(tt} > 0 and K'(t2) ? 0 (min of K at t l ). 

6) K'(tt) = 0, K"(tt} < 0 and K'(t2) < 0 (max of K at tl). 

7) K'(tJ) = 0, K"(t l ) > 0 and K'(t2) < 0 (min of K at tl). 

8) K'(tl) = 0, K"(tt} < 0 and K'(t2) > 0 (max of K at tt). 

9) K'(t2) = 0, K"(t2) > 0 and K'(td > 0 (min of K at t2). 

10) K'(t2) = 0, K"(t2) < 0 and K'(t l ) < 0 (max of K at t2). 

11) K'(t2) = 0, K"(t2) > 0 and K'(tl ) < 0 (min of K at t2)' 

12) K'(t2) = 0, K"(t2) < 0 and K'(td > 0 (max of K at t2)' 

13) tl = t2, K'(tl) > O. 

14) tl = t2, K'(tl) < O. 
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15) tl = t2, K'(td = 0 and K"(tI) > 0 (min of K at tI). 

16) tl = t2, K'(tI) = 0 and K"(tI) < 0 (max of Kat t 1 ). 

't"'L ~ 

-~ 
1) 

t-, 
L) t, 7,) t' '+) t, , 

~ ~ "ti 'ti 
+ 

V \Y n /:\ 
+ 

s) t, 6) t, "T) t, 8) t, 

t"~ t't "t"oa t'1 

-+-
+ 

~) t, T. II) t\ \ 2) "tJ 

t'l. t-'1. t 'ti 
" " 

x 
" " " " " 

:'<~/t- <--
, 

-;- " 

~ 
;- " ,-

,- , 
+ + x.,"' ..... 

~ 

-t " ~"' .... 
. 1, " 

~ .... , 
X." .. " '" " )(,,, 1(.' ,,- . ~" " 
" 

, , , 
, , " 

, 

13) t-. I~) t, t, \ 'l 
t 

I 

fig. 3.9) The local structure of the K-1(O) contour. 
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Proof 

In each case we approximate K(tt), K(t2) near a point (xo, Yo) on the K-l(O) 

contour by Taylor polynomials. For cases 1 to 4 we have 

K(XO + x) = K(XO) + K'(Xo)X + O(X2) 

K(YO + y) = K(YO) + K'(yo)y + O(x2). 

The set K-1(O) is given by the points (xo + x, Yo + y) such that 

K(XO + x) = K(Yo + y) 

~ K(XO) + K'(XO)X + O(x2) = II:(Yo) + 1I:'(yo)y + O(y2) 

~ K'(xo)x(l + O(x)) = K'(Yo)y(l + O(y)) 

So in cases 1 to 4 this set is locally given by 

K'(XO) x 
y ~ K'(yO) , 

we see that the sign of the first derivative affects the direction of the slope. To 

distinguish between cases 1 and 2 we just move along the line x x I and consider 

the sign of K at a nearby point. The other cases all follow similarly. 

§3.5 Have all the pairs (L, R) been found? 

The above algorithm does not always find all the pairs (L, R) E I x I such that 

k.. 
Pairs with one point in each of these regions have not been found. 

fig. 3.10) A function for which not all pairs have been found. 

K(L) = K(R). Consider the function ShOWIl in figure 3.10. Starting the routine 
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with L = R = a we first find all the pairs with L in region 1 and R in region 2 then 

all pairs in 1 & 3, 2 & 3. Starting at c we find pairs in regions 3 & 4, 3 & 5, 3 & 

6, 2 & 6, 1 & 6, and starting at e we find pairs in 5 & 6, 4 & 6, 4 & 5. the routine 

has omitted all the pairs in regions 1 & 4, 1 & 5, 2 & 5, 2 & 4 which are indicated 

by the heavy black line in fig 3.10. 

To see what has happened we look at the set K-l(O) which is shown in figure 

o 

-- -- -- -- -- -- -- -- -- -:f/t, 

, , 

, 

, , 
, 

/ 
/ 

pairs corresponding 
I 

to points on this loop , 
have not been found. 

fig. 3.11) The K-1 (0) contour forthe function shown in fig. 3.10). 

3.11. The thin lines corresponds to the part of the K-l(O) contour which can be 

found using the algorithm as above, these lines start and end at the points a, . .. , f. 
The heavy circles are also parts of the K- 1(0) contour but correspond to pairs of 

points which have not been found. Note the function K is anti-symmetric so the 

two heavy circles actually correspond to the same set of pairs of points. To find the 

. missing points we need an algorithm which will find all such isolated loops. 
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From proposition 3.4.1) we see that for a generic function the K-1(0) contour 

has no self intersections away from the line {tl = t2} so we only have to consider 

closed loops. If the lowest minimum of I'\, is at mo then the contour cim only cross the 

boundary of the box [mo, mo + 1] x [mo, mo + 1] at the corners which are identified 

with the point (mo, mo). This shows we only have to consider loops contained 

in a unit square (rather than loops round mobius bands which may occur for the 

Symmetry Set §4.5). Note as K is anti-symmetric the same loop is represented 

twice once with a positive interior and once with a negative interior. By finding all 

the loops with positive interiors we will find all the required points. 

Definition 3.5.1 

Here we say a Closed Loop C is a component of K-I (0) which does not cross 

the diagonal tl = t2 and has a positive interior. Note by positive interior we are 

only referring to the sign of points contained inside C and not also contained in any 

other closed loop nested inside C. 

To each loop we associate a box and a point. 

Definition 3.5.2 

Let 

M = { a E I I 1'\,( t) has a local maximum at t = a } 

N = { a E I I 1'\,( t) has a local minimum at t = a } 

S - {[al ,a2] x [bI,b2 ] C I x I 
- such that a I, a2 EN, bl , b2 EM,. 

We will call an element of S a box. For any box [al,a2] x [b1 ,b2 ] E S their is an 

associated point (ao, bo) which satisfies the following equations 

I'\,(a) ~ I'\,(ao) 'V a E [al,a2], 

I'\,(b) ~ I'\,(bo) 'V b E [bI, b2 ]. 

Note for a generic function f the point (ao, bo) is uniquely defined for each box. 

There is a one to one correspondence between the set of closed loops and the 
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Min· 

fig. 3.12) A loop and its associated box. 

set of bo~es and associated points. The following propositions concern the corre­

spondence between boxe3 and clo3ed loops. 

Proposition 3.5.3 

Let A = [aI, a2], B = [b1, b2] be two intervals such that A x B is a box and let 

(ao, bo) be its a3sociated point. If 

1) J((ao,bo) > 0, 

2a) J((al' b) < 0 for all bE B, 
2b) J((a2' b) < 0 for all bE B, 
2c) J((a,b1 ) < 0 for all a E A, 

2d) J((a, b2 ) < 0 for all a E A 

then there exists a closed loop C C A x B. 

Proof 

This follows immediately form the intermediate value theorem. Note as J(-l (0) 

is non-zero round the perimeter of the box neither the box or the loop can intersect 

the diagonal. 
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Proposition 3.5.4 

Let C be a closed loop. Choose two intervals A = [aI, a2], B = [bl , b2] such 

that A x B is the smallest box in S containing C. Let (ao, bo) be the associated point 

of this box. We have 

1) K( ao, bo) > 0 , 

2a) K(al,b) < 0 for all bE B, 

2b) K(a2' b) < 0 for all bE B, 

2c) K( a, bI) < 0 for all a E A, 

2d) K(a, b2 ) < 0 for all a E A. 

Proof 

Let ao = aI, al, ... , a2m = a2 be the points in An (M UN) such that ai < 
aHI. As the maxima and minima of a generic function alternate we also have 

a2i E Nand a2i-1 E M. Likewise let /30 = bl , ... , /32n = b2 be the points of 

B n (M U N) with /3i < i3HI , i32i EM and i32i-1 E N. As K assumes its absolute 

maximum value on the box at (ao, bo) and C has a positive interior it value must 

be positive here which proves part 1). We label the extremal points of the closed 

loop as (Ci' di) {i = 1, ... ,4} where (CI' dd is the left most point, (C2' d2 ) the right 

most point, (C3, d3 ) the point at the bottom of .c and (C4' d4 ) the point at the 

b :"t:J. 
t '''t. 

I : 

~-';;";"·················~········I················"·····'" ..... , ............ : ..... . 

MCUL 

fig 3.13) The points ci x di for the loop in fig 3.12) 

top. These points are shown in figure 3.13. By choice of the box ao < CI < a2 

and by proposition 3.4.1) we have K'(dI) = 0, K'(CI) > 0 so ao < CI < al ar>d 
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K(Cl) > K(ao). Likewise a2m-l < C2 < a2m, 130 < d3 < 131 and 132n-l < d4 < 132n. 

As d3 < 131 ::; bo ::; 132n-l < d4 the line A x bo must intersect C at least twice at 

points (,1, bo), (,2, bo) say. For any crossing point (" bo) we have 

Kb,b) = Kb) - K(b) 

::; K(,) - K(bo) 

=0 

3.5.1) 

for all b E B with equality holding only when b = bo. We observe that there can 

only be two crossing points one on each side of (ao,bo) as if (,I,bo), b2,bo) are 

two crossing points on the same side of ( ao, bo) then at least one of the lines ,1 X B 

or ,2 x B must cross C which contradicts equation 3.5.1) above. We now see that 

( ,1 , bo) and (,2, bo) are the extremal points on the loop and we have Cl = ,1, C2 = ,2 

and d1 = d2 = bo. We repeat the process in the vertical direction where (ao, 83 ) and 

( ao, 84 ) are the two crossing points of C and ao x B and we have 83 = d3 , 84, = d4 

and ao = C3 = C4. Along the four lines Cl x B , C2 X B , A X d3 and A X d4 the 

function F is negative except for the four points (Ci, dd (see fig 3.13). It is now a 

small step to consider the boundary of the box and we have 

K(al,b) = K(aJ) - K(b) 

< K(Cl) - K(b) 

::; K(CJ) - K(bo) 

=0 

for all b E B which proves part 2a) the other parts follow the same argument. 

For any closed loop we can choose the smallest box and then we associate a 

point with this box we call this the associated point of the loop. 

Proposition 3.5.5 

No two loops have the same associated point. 

Proof 

Assume that two loops C, C' have the same associated point (ao, bo). Let A x B 
be the smallest box containing C and let (Cj, dj) be the extremal points of C chosen 

as above. Also choose ao,···, a2m as above with a2i+l = ao. From proposition 

3.5.2) C' is either contained inside this box or completely outside the box. Vve 

assume C' is inside the box. The line A x bo has only two points on the K-l(O) 
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contour these points must be (CI' bo) and (C2' bo). Hence C' is contained in one of 

[aI,ao] x B or [ao,a2] x B. In fact from proposition 3.4.1) we can see that 1:, must 

be contained in one of the boxes [aI, 0'2d X B or [0'2i+2, a2] X B and hence must have 

a different associated point. 

We can not translate these results into a condition for a closed loop to occur. 

Choose two intervals A= [aI, a2] , B = [b1 , b2] such that A x B is a box in S and let 

(ao, bo) be its associated point. Now condition 1) of proposition 3.5.1 is equivalent 

to saying 

1') K ( ao , bo) > 0 . 

and condition 2) is equivalent to saying 

2a')' K( aI, bo) < 0, 

2b') K( a2, bo) < 0, 

2c') K(ao, b1 ) < 0, 

2d') K( ao, b2) < O. 

If we check through all possible intervals to see if 1') and 2a')-2d') are all true 

then by proposition 3.5.1 we will have found all the boxes which contain such loops. 

This procedure may find several boxes which all contain the same loop. But we can 

refine it by using proposition 3.5.3). 

The algorithm for finding all the boxes satisfying the above condition works as 

follows. 

A) Loop through all points (ao, bo) E M x N for which K ( ao, bo) > O. This satisfies 

condition 1') above. 

AI) Label the points in M U N 0'0, ..• , 0'2n+1 chosen so that 0'2n+l = ao, 0'2i E M, 

0'2i+l E N and O'i < O'i+l· 

B) First we check condition 2a' above. Let k = 2n. 

Bl) Is K(O'k, bo) < O? If so condition 2a') is true and we skip forward to C). 
B2) Choose a larger box, let k = k - 2 if k = 0 then we have tested all possible 

boxes and 2a') has failed we now return to A) above to try a different (ao,bo). 

B3) Is K(O'k+t> > K(ao)? If so then f does not assume its largest value on the 

interval [O'k' ?] at ao so the test has failed and we return to A). 

B4) Loop back to Bl). 

C) Now check condition 2b') above, let k = o. 
Cl) If K(O'k, bo) < 0 go to D). 
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C2) Let k = k + 2 if k = 2n return to A). 

C3) IT K(ak-t) > K(ao) return to A). 

C4) Loop back to C1). 

Now label the points in M U N /30,"" /32n+l chosen so that /32n+1 bo, 

/32i EN, /32i+l E M and /3i < /3i+l' 

D) Now check condition 2c') , let k = 2~. 
D1) IT K(ao,/3k) < 0 go to E). 

D2) Let k = k - 2 if k = 0 return to A). 

D3) IT K(/3k-t) < K(bo) return to A). 

D4) Loop back to D1). 

E) Now check condition 2d') , let k = O. 

E1) IT K(ao,/3k) < 0 go to F). 

E2) Let k = k + 2 if k = 2n return to A). 

E3) IT K(/3k-t) < K(bo) return to A). 

E4) Loop back to E1). 

F) All the conditions have now been satisfied. 

A suitable starting point for drawing these missing pairs can be found by mov­

ing one point on the curve y = K(t) "left and upwards" from bo until a point c with 

K( c) = K( ao) is found. The routine for finding these points is run as normal starting 

in "Descend" at the pair {ao,c). In this case the routine will stop when (ao,c) is 

reached again. This will always happen in the routine "Ascend Left". Note that 

because the starting point and ending points are the same these pairs of points will 

give a closed loop in the Rotational Symmetry Set. 

It may occur that one minimum and one maximum both have the same y­

values. When this happens there will be an isolated pair which will give a single 

point on the RSS. A separate condition in the routine would find such pairs. 

§3.6 Have any pairs been found twice? 

We observe from proposition 3.4.1 that for a generic curve the K-1(0) contour 

has no self intersections away from the line {tl = t2}. So from any point on the 

contour either a) the point is on a closed loop or b) the point is on part of the 

contour which starts and ends at extrema -( on the line {t1 = t2})' In case a) we use 

proposition 3.5.3 to show that the point is not duplicated. For case b) we examine 

the sign of K on either side of the contour and from proposition 3.4.1 15) and 16) 

40 



we see that one of end point must be a maximum of K and the other must be a 

mInImum. Hence such points will always be reached once and only once by the 

algorithm. 

§3.1 Finding the RSS part 2 

The problem of finding part 2 of the Rotational Symmetry Set is very similar 

to finding part 1. We wish to find the set 

((L,R) E I x I I K(L) = -K(R)}. 

By locally reversing orientation as in §2.3 this is the same as finding the set 

{(L, R) E I x I I K(L) = "K(R)} 

where K(R) = -K(R). Apart from the ending points this is locally the same as the 

problem in the previous section of this chapter. As before four routines are used to 

control the movement (fig 3.14). These are 

"Shear Left" 

"Shear Right" 

"Hump Left" 

"Hump Right" 

Left point moves up and left, right point moves down and right 

Left point moves up and right, right point moves down and left 

Left point moves down and left, right point moves up and left. 

Left point moves down and right,right point moves up and right. 

Note the sign of K( L) or K( R) does not affect the type of movement. The movement 

routines start and stop at the zeros of K and it is also possible to have closed loops 

appearing. The details of finding the second part of the RSS have been omitted 

here but have been implemented in the program. 

1<. k k 

o t 0 

~L 

Shear Left Shear Right Hump Left HUrT1> Right 

fig. 3.14) The different types of movment for calculating part 2 of the Rotational Symmetry Set. 
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One of the main reasons for developing a routine to find the RSS was because 

the routine could be modified to find the Symmetry Set. Whereas for the RSS we 

wanted to find the set 

{ (s,t) E I X I III:(s) = lI:(t) } 

= { (s, t) E I x I 1 [(s, t) = 0 } 

where K is the function lI:(s) - lI:(t), for the Symmetry Set we need to find the set 

{ (s, t) E I x I 1 h(s, t) = 0 } 
I 

4.0.1) 

where h is the function defined below. This function cannot be split into the sum of 

. two functions of one variable so the algorithm will be a generalization of that used 

in the previous chapter. Once the set 4.0.1) is found both the Symmetry Set and 

Midpoint Locus can be easily found. 

In this chapter we describe the algorithm, which was developed during the 

project, to draw the SS. In §4.1 we describe a function h : I x I -+ R which picks 

out the SS. The main algorithm, for following the zero contour of this function is 

described in §4.2. Section 4.3 illustrates how the routine works in a few cases. The 

problems associated with the orientation of the bi-tangent circle are dealt with in 

§4.4. In §4.5 we describe how a set of starting points can be found so that the entire 

SS is found. 

Let 'Y : I -+ R2 be a parametrization of a closed smooth plane curve with 

tangent vector T(t) and normal N(t) at each point 'Y(t) of the curve. 

§4.1 A function h which defines the Symmetry Set 

The first step in finding the SS is to find a function h : 1 x I -+ R where h-1(0) 

corresponds to the SS-I . . Se:veral such functions have been described previously. 

In [Giblin-Brassett] the function 

B(s, t) = ("'(s) - 'Y(t)). (T(s) - T(t)), 

is used to study the local structure of the SS. A normalized version, A(s, t), of 

this function is used in in [Dobkin-Thurston]. The normalization solves some com­

putational problems. However a number of problems are encountered with both 

function. 

1) H T(sd = T(td then B(sJ,t1 ) = 0, but (sl,td does not necessarily lie on 

the SS-I. Furthermore if we look at two nearby points (so, to), (S2,t2) then 
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(T(so) - T(to» and (T(S2) - T(t2» may point in almost opposite directions, 

causing a sign change in both functions. As the routine looks for changes in 

sign this will cause problems in the implementation of the routine. 

2) We wish to study both the SS;-l and the SS;:I. The above functions only find 

SS;-I. 

3) Numerical problems are encountered in both functions when s ~ t. The func­

tion B has a high order of zero here, the normalization of A reduces this but 

numerical problems still remain. 

The function h described below solves all the above problems. 

The centre maps CI ,C2 : I x 1-+ R2 give the unique points C1(s,t), C2(s,t) 

about which there is a rotation which sends 1'(s) to 1'(t) and T(s) to ±T(t). Let 91 

be the angle of the rotation about C1(s, t) and 92 be the angle of the rotation about 

C2(s, t). Also let <PI be the angle between VI = C1(s, t) -1'(s) and T(s), measured 

anticlockwise, which is the angle between C 1 ( s, t) - 1'( t) and T( t). Let <P2 be the 

angle between and V2 = C2(s, t) -1'(s) and T(s), which is also the angle between 

fig. 4.1) The geometry of the centre maps. 

C2(S, t) -1'(t) and -T(t). See fig. 4.1. Now by definition of the centre map (Def. 
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2.2.1.) 

so 

T(t) = T(s) ei81 

-T(t) = T(s) ei82 

From the symmetry of the diagram we find that the angle between VI, V2 is ±71" /2, 

hence 

<P2 = <PI ± 71" /2(mod 271"). 

There will be bi-tangent circles whenever the tangent vector T( s) is at right 

angles to one of the two vectors VI, V2. It now follows that if <PI = 71"/2 or 371"/2 then 

(s,t) E SS;I, and if <PI = 0 or 71" then <P2 = 71"/2 or 371"/2 so (s,t) E SS:;I. 

We now define a function hI : I x 1--+ R by 

which is zero whenever there is a bi-tangent circle. This function is well defined 

provided T(s) i= T(t). 

Both point SCI ( s, t) and C 2 ( s, t) lie on the perpendicular bisector of the line 

joining 'Y( s) and 'Y( t). As the angle between T( s ) ,T( t) tends to zero C 1 ( s, t) will 

move along this line towards infinity and C2 (s,t) will move towards !b(s) +'Y(t» 

(fig. 4.2). The function h2 : I x 1--+ R defined by 

has the same value as hI whenever T( s) i= ±T( t). But it is defined when T( s) = T( t) 

and ,( s) i= 'Y( t). So using these two functions we can define h3 : I x I --+ R by 

T(s) i= T(t), 
T(s) = T(t), s i= t. 

We are only interested in the angle <P2 modulo 71" so no problem is encountered as 

Ct passes through infinity and angle is changed by 71" radians. 
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• 

fig. 4.2) The situation when the tangents are parallel. 

Neither lpt or h2 is defined for s = t and near s = t there are numerical problems 

in calculating these functions. When s = t then the condition for (s, t) to be in 

SS:;1 is that K'( s) = 0 so this is the function we use on this region. For Is - tl small 

we interpolate between the function hI and K'. Let>. = Is - tl and choose some 

small tolerance 7] > O. For >. < 7] we use the function h4 : I x I ---+ R defined by 
1 

h4 (s, t) = >'h 1(s, t) + (ry - >')K'( "2(s + t)), 
where K is the curvature. We now can define a function h : I x I ---+ R for all (s, t). 

Lemma 4.1.1 

Let 
hI (s, t) = sin{2¢d 
h2 { s, t) = - sin{2¢2) 

h{s, t) = h4 {s, t) 
= >'h 1 + (7] - >')K!( !(s + t)) 

if T{s) =F T(t), Is - tl > 7] , 

if T(s) = T(t), Is - tl > 7], 

. if 0 < Is - tl ~ 7] 

K' (s ) if s = t. 

If Is - tl > 7] or s = t then h-1(O) is the set SS:;1 n SS:;I. If 0 < Is - tl < 7] then 

h-1(O) is an approximation to SS:;1 n SS:;I. two sets are identical. We note that 

this function is symmetric. 

45 



§4.2 Following the h- l (0) contour. 

The next stage in calculating the symmetry set is to find an algorithm for 

following the h- l (O) contour i.e. given a pair (s, t) E R2 for which h(s, t) = 0 find 

another pair (SI' t l ) nearby for which h( SI, t 1 ) = O. Additional information specific 

to the Symmetry Set will help improve the algorithm. 

Let s,t E I be two points such that h(8,t) = 0 and the curve at points ,(8) 

and at ,(t) is oriented anticlockwise round the bitangent circle which we shall call 

B(s, t). We also write rB(s,t) for its radius and KB(s,t) for its curvature. These 

quantities are always positive. The bi-tangent circle is said to be osculating at 

,(s) if K(S) = KB(s,t) see §2.1. 

The following results about the local structure of the h- l contour come from 

[Giblin-Brassett] propositions 2.2 and 2.3 and are obtained by considering the partial 

derivatives of a function g(s,t) = (-y(s) -,(t)). (T(s) - T(t)). When the curve is 

oriented anticlockwise round the circle at both points of contact the zero set of this 

function is the same as h-l(O). 

Proposition 4.2.1 [Giblin-Brassett] 

Figure 4.3 illustrates the local structure of the h -1 (0) contour for a generic 

curve in the (s, t) plane (when, is oriented anticlockwise round B(s, t) at both 
r 

points of contact) in the following cases. 

1) B(8,t) not osculating at ,(s) or ,(t) and KB(S,t) between K(8) and lI:{t). 

2) B(s,t) not osculating at ,(s) or ,(t) and KB(S,t) not between K(S~ and K(t). 

3) B(s, t) osculating at ,(s) but not at ,(t) and 1I:'(s)(1 - rB(",t) K(t)) > O. 

4) B(s,t) osculating at ,(s) but not at ,(t) and K,'(s)(l - rB(s,t) K,(t)) < O. 

5) B(s,t) osculating at ,(t) but not at ,(8) and 1I:'(t)(l- rB(s,t) K(8)) < O. 

6) B(s,t) osculating at ,(t) but not at ,(s) and K,'(t)(l - rB(s,t) K(8)) > O. 

7) An isolated point when B(s, t) osculates at both ,(s) and ,(t) 

and K'(S) K'(t) > O. 

8) Two smooth curves crossing when B(s, t) osculates at ,(s) and ,(t) 
and K'(8) K,'(t) < O. 

9) s = t and 11:' (s) = 0 i.e. at a vertex of the curve. 

Cases 7) and 8) above will not occur for a generic curve but may occur in a 

generic family of curves. The associated transitions on h-1(0) are shown in figure 

4.4. 
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fig. 4.3) The local structure of the h-1 (0) contour. 

The algorithm must he ahle to cope with cases 1)-6) hut need not he ahle to 

cope with the hi-osculating cases. However it has to work for curves which nearly 

satisfy the hi-osculating condition as it is pictures of these very transitions we are 

interested in. 
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fig. 4.4) The transitions in the bi-osculating case. 

U sing the above infonnation we can now devise an algorithm for following the 

h-1(O) contour.· Assume we have a pair (so, to) such that h(so, to) = 0 and we know 

the direction of movement in the s and t directions. This information is stored 

in two variables dirS, dirT with dirS = +1 if the value of s is increasing and 

dirS = -1 if s is decreasing. Let inc be the maximum allowable difference between 

two consecutive values of s or t. We now let ds = dirS x inc and dt = dirS x inc. 

4.2.2: Step A 

To find the next pair of points we consider a box with corners at (so, to), 

(so + ds, to), (so + ds, to + dt) and (so, to + dt). If we are not near an osculating 

point, i.e. in cases 1) or 2) of proposition 4.2.1, then the h-1(O) contour will pass 

through the point (so, to) and somewhere on the perimeter of the box between 

(so + ds, to) and (so + ds, to + dt) or between (so + ds, to + dt) and (so, to) (fig 4.5). 
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fig. 4.5) Finding the next point on the perimeter of the box. 

(~ottl~~ "t,,"~it) 
(~o,t.+t~f1· - - - - -., • 

I 

fig. 4.6) Reducing the size of the box to find a solution in the osculating case. 

A simple routine can be used to converge to the solution of h(s, t) = 0 on one of 

these two sides. Let this solution be (S1' t1). J' 

In the osculating case the h-1(O) contour does not necessarily cross either of 

these two sides. IT this happens we reduce ds, dt by half and consider a smaller box 

(fig 4.6). This size reduction repeats until a solution is found. 

In one of the cases 8a) or 8c) the solution found need not be on the same 

part of the h-1(O) contour. Two ways in which this can happen as shown in figure 

4.7. Therefore we need to find some method of finding out whether the points are 

connected, also it would be useful to find out whether the contour changes direction 

49 



fig. 4.7) Two situations where the wrong point is found. 

i.e. if osculation occurs (cases 3)-6) of proposition 4.2.1). If 

(4.2.1) 

then there is possibly a pair (s,t) on h-1(O) with B(s,t) osculating at ,(s) and if 

( 4.2.2) 

then there may be a pair with B(s, t) osculating at ,(t). 

To see which of these conditions hold in figure 4.7b) we study what happens 

in the A~ transition which is shown in figure 4.8. As we change the curve through 

the bi-osculating case the signs of ~B(So,tO) - ~(to) and ~B(SI,td - ~(tl) will not 

change (provided the box is small enough). After the transition (fig 4.8b) equation 

4.2.2 holds between (so, to) and (s~, ti) therefore equation 4.2.2 also holds before the 

transition between (so,to) and (SI,tl) (fig 4.8a). We can also show that equation 

4.2.1 does not hold between the two points. By a similar argument we can see that 

both equations 4.2.1 and 4.2.2 hold between (so, to) and (S1' tt) in figure 4.7a) and 

in this case the two points are not connected either before or after the transition. 

Once we have established if there is a possible osculating point we try to find the 

pair (s, t) for which osculation occurs. Assume that equation 4.2.1 holds between 

(so, to) and (SI' it). First we try to find a pair (s, t) in the box with s = ~(so + SI) 

and h(s, t) ~= o. If no such pair is found the program goes to (A) above. If the 

equation 4.2.1 holds between (s, t) and (SI' t 1) we let So := 8 , to := t and if it holds 

between (so, to) and (s, t) we let 81 := sand tl := t. If these tests both fail or both 
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(S~Jt~ ) 
fig. 4.8) The effect of the bi-osculating transition on fig. 4.7b). 

succeed then we try a smaller box by returning to (step A) above. This routine 

repeats for a fixed number of times until (8, t) is sufficiently close to an osculating 

pair. A final check is made using cases 3) and 4) of proposition 4.2.1 and considering 

the direction of movement, dirT, of the point. We check that 

~'(s) (1 - rB(s,t)l5(t)) dirT < 0; 4.2.3 

if this fails the program will return to (A). Otherwise (8, t) become the next pair to 

start with and dirT = -dirT . 

A similar process is used if equation 4.2.2 holds. IT both equations hold we 

know that (so, to) and (s}, td are on different parts of the contour so we need to try 

a smaller box (return to (A)). IT neither condition holds then there is no osculating 

pair and the direction of movement is unchanged. 

The operation of the program is best illustrated by a flowchart fig. 4.9, fig. 

4.10. 
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Start with a' point (sO,tO) 
and known directions of 

movement dirS, dirT 

Let ds. inc *dirS 
Let dt. inc * dirT 

Examine box 
[sO,sO+ds] x 

[to,tO+dt1 

Neither equation holds 
Next solution Is (s1,t1) 
direction is unchanged 

No 

Consider smaller box 
Let ds-ds/2 
Let dt.dt/2 

Points are not 
connected 

Yes Possible osculation 
>-----.... ~ see separate flow chart, 

fig. 4.10. 

Figure 4.9 Flowchart for finding next pair of points 



Let s1-s 
Let t1-t 

From previous flow chart (fig. 4.9) 
Assumes that equ 4.2.1 only 

holds between (sO,tO) and (s1,t1 ) 
Step A of fig. 4.9. 

>----.... -1 Let ds - dsI2 

LetsO-s 
Let to-t 

Repeat a number of times 

Point of osculation of the bitangent circle 
with the curve at Yes) has been found 

Next solution is (s1,t1) 
dirT --dirT, dirS unchanged 

No 

Let dt - dtI2 

Fig 4.10 Aowchart for finding an osculating point when there is a possible 
oSOJlation with )'(s). 

I C 

~ -- . 

I 
~ 

t ' , 
f ,.. 



§4.3 Examples of the operation of the routine. 

Example 1) 

1a) Start at (so, to) with dirS = +1 and dirT = -1 

1b) Find solution (st, tt) on perimeter of box (fig. 4.11). 

lc) Neither equation 4.2.1 or equation 4.2.2 holds so (Sl' tt} is the next pair 
to start with. 

(~o .. t.)--------. 

bo)(. 

fig. 4.11) The operation of the routine in example 1). 

Example 2) 

2a) Start at (so, to) with dirS = +1 , dirT = -l. 
2b) Find solution (SI,tl) on perimeter of box (fig 4.12a). 

fig. 4.12) The operation of the routine in example 2). 

2c) Equation 4.2.1 holds so we look for a possible osculating point:­

find solution (s,t) on line s = !(so +Sl) (fig. 4.12b). 

2d) Equation 4.2.1 holds between (s, t) and (S1, tt}:-

Let (so, to) = (s, t)j 

Find solution (s, t) on line s = !(so + sd (fig. 4.12c). 

2e) Repeat until we have converged to point of osculation. 
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2£) Test if K'(s)(1- rB(",t)K(t)) dirT < 0 

Test passes so (s, t) is the next starting pair and dirT = -dirT. 

Example 3 

3a) Start at (so,to) with dirS = +1 and dirT =-l. 

3b) Find solution (SI,tt) on perimeter of box (fig 4.13a). 

3c) Equation 4.2.1 holds:-

try to find a solution (s, t) on line s = !(so + SI) (fig. 4.13b). 

3d) No solution found, consider smaller box (fig 4.13c). 

I 
I 
I 

fig. 4.13) The operation of the routine in example 3). 

§4.4 Dealing with orientation 

, Let 1'1 be a neighbourhood of 1'(s) in l' and 1'2 a neighbourhood of 1'(t). At 

present the routine only works when 1'1 , 1'2 are oriented anticlockwise round the 

circle. These orientations do not effect the h-1(O) contour but will change the 

results of proposition 4.2.1 and hence what happens in the osculating case. The 

four possibilities for the orientation are 

1) 1'1, 1'2 oriented anticlockwise round the circle, 

2) 1'1, 1'2 oriented clockwise round the circle, 

3) 1'1 oriented clockwise and 1'2 oriented anticlockwise, 

4) 1'1 oriented anti clockwise and 1'2 oriented clockwise 

and are illustrated in figure 4.14. 

The simplest way to overcome this problem is to let ::VI' 12 to be the curves II , 

1'2 oriented anti-clockwise round the circle and then use the results from proposition 

4.2.1. In practice once we have found a pair (s, t) for which h(s, t) = 0 we find the 
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) 

, - - - .... 

't-) . 
fig. 4.14) The four possible types of orientation. 

centre of the circle and determine if T( s) points anti-clockwise round the circle. If 

it does we let 

otherwise we let 

T(s) = T(s) 

'K(s) = I\:(s) 

I>:'(s) = I>:'(s). 

T(s) = -T(s) 

'K(s) = -I\:(s) 

1>:'(8) = +1>:'(8). 
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, 

We do the same for the orientation of /2 . 

When following h-1(O) it is possible to change between orientations 1) and 2) 

or between 3) and 4). This happens when there is a bitangent line. In figure 4.15 

we have orientation 1) applying for pair (8}, tt) , orientation 2) for pair (83, t 3 ) and 

-- -... ..... 
", '-

/ ' -- ."..,------~ ........... 
\ --, -

I ,- - - -
~ 

fig. 4.15) Change of orientation when there is a bi-tangent line. 

for the pair (82, t2) we have a bitangent line. By choosing the orientation at each 

point we can use the algorithm as above without having to worry about the global 

orientation. For a generic curve a bitangent line will not osculate at either point. 

Therefore when the tangents are parallel we do not test equations 4.2.1 or 4.2.2 so 

the routine will work for points like (82, t2 ). 

§4.5 Finding starting points 

The final problem in calculating the symmetry set of a curve is to find suitable 

starting and ending points for following the contour. There are three different 

situations illustrated in figure 4.16:-

a) When 8 = t and /(8) is a vertex of the curve; 

b) When the curve consists of a number of disjoint segments: 

there may be a circle tangent at an end point of a segment 

and at some other point of any of the segments; 

c) When the h-1(O) contour forms a closed loop e.g. in case 7c) of fig. 4.4. 

To find all the starting points of type a) we just need to find the maxima and 

minima of curvature of the curve and store these in a list. We can start following 

the contour from each vertex in the list. When we reach the end of one segment of 

the contour the vertex we have arrived at is removed from the list to avoid redrawing 

this piece later on. 

All the disjoint segments of a curve can be described by a single discontinuous 
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l.-__ ~-SS 

a) Vertex of curve .. 

" -61. 
" .... 

" '\ ... 
I \ 

~ ~s I f , 
\ I ~ \ ,-
" '-- -....., 1" 

b) End point of a disjoint segment of the curve. 

ss 

c) A closed loop on the Symmetry Set. 

fig. 4.16) Starting points for following the Symmetry Set. 

parametrization with one sub-interval of [0,1] for each segment. For each pair of 

sub-intervals, [so, SI] and [to, t 1] say, we examine the boundary of the box [80,81] X 

[to, t l ] to find the points where h(s, t) vanishes. As for the vertices we make a list of 

all such points. We also need to consider when the two segments are the same and 

here we must include the vertices in the list as it is possible to start at the vertex 

and end along the boundary of the box. Checking through all pairs of segments will 

give a complete list. At each point of the list we must also find the values of dirS 

and dirT for starting the "following" routine. 

For a closed curve the parameter can be thought of as lying in the unit sphere 
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51. Topologically the set of unordered pairs (tI, t2) with tI, t2 E 51 is a Mobius 

B c 

A&.--~--~D 
a) opposite edges identified. b) lower anc:J upper halves of triangle identified. 

8e-:--~------,.C 
( 8 

A 
c) Cut along edge BE. d) Joining identified edges to give a Mobius band. 

fig. 4.17) Showing how the set of unordered pairs (S,t) in S 1 x S 1 is a Mobius band, 

band (fig 4.17). There are three different kinds of simple closed loop which can 

occur on a Mobius band (fig 4.18): 

1) Those that can be contracted to a point; 

2) Those that go round the band once; 

3) Those that go round the band twice. 

Any loop which goes round the band more than twice is either the union of a 

number of loop of the types above or has a self-intersections. 

We see that situation c) above splits into these three different cases. However 

the topology of a Mobius band prevents loops of type 2) being the zero contour 

of a generic function as the band can not be divided into positive and negative 

halves. For the other two cases we consider which points on the loop will give 

points which also lie on the Rotational Symmetry Set. A pair (8, t) E 55-;-1 for 

which K( s) = K( t) will give rise to an inflection on both the Symmetry Set and the 

Rotational Symmetry Set (proposition 2.5.1). By calculating the RSS i.e. finding 
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I 
I 

f , 
1 
I 
I 

, 
I 

a) A loop contractable to a point. 

i i 
a 11---------11 ~ 

.l ,. 
I I I 

A r= """"1 a , 

c) A loop which goes round twice. 

I 
Y 

A 1..' ----------IJ ~ 
A I 

f 

b) A loop which goes round once. 

j~==========::::J' 5 j:= """"I A', 
c. A-~----------il Q, 

Q I '"f~, 
l 

I , 
A ,E 

d) This loop can be decomposed into 
loops A-E-A, B-D-B, and C-C. 

fig. 4.18) The possible types of non-intersecting closed loop on a mobiu~ band. 

all pairs for which K( s) = K( t) and then making a list of all the pairs for which 

h(s, t) = 0 we will know all the pairs on the h-1(0) contour for which K(S) = K(t). 

From section 3.5 we know that the algorithm for the RSS will find all such possible 

pairs. We will now show that any closed loop on the SS contains a least one such 

pair. In case 1) we have the following lemma. 

Lemma 

IT there exists a closed loop of type 1) above which is part of the set S S1 1 then 

there exists some point (s, t) on the loop for which K(S) and K(t) are equal. 

Proof 

Parametrize the loop by C : I -+ I x I with C(,\) = (8(-\), t(-\)). Let -\0 , -\2 be 

the values of the parameter with the lowest and highest values of s( -\) and let -\1 , 

).3 be the values which have the lowest and highest values of t(-\) (fig 4.19). With 

out loss of generality we assume the loop is orientated anticlockwise and we have 

as otherwise the loop would have self-intersections. Assume that ,( 8().0)) and 

,(t().o)) are oriented anticlockwise round the bitangent circle B(C()')). Let 

K1(,\) = K(S(-\)) - KB(L:(>'» 

K2().) = K(t(-\)) - KB(L:(>')) 

if, is oriented anticlockwise round the circle B(C(-\)) at ,(8(-\)) .and ,(t(-\)), oth-

erwise let 
Kl().) = K(S(-\)) + KB(L:(>'» 

K2().) = K(t().)) + KB(L:(>'». 
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These two functions are continuous as the change of orientation happens only when 

there is a bitangent line i.e. when KB(.c(A» = O. Each function is zero when the 

bitangent circle osculates at ,(S(A)) or ,(t(A)) respectively. We wish to show that 

there is some point for which these two functions are equal. 

1<, (,,) .. K'l(")) 

k2.t'ttJ) "> k{~;') .:~ 

cL(i\\ -~) cC (i\ ,) 
fig. 4.19) A point on a closed loop with equal values of curvature. 

Let S'(A), t'(A) denote the derivatives of s, t with respect to A. From proposition 

4.2.1 3-6) we have the following relations 

S'(A) = 0 ¢:::=} K2(A) = 0 

t'(A) = 0 ¢:::=} KI (A) = 0 

In particular Kl(Ad, K2(AO) are both zero and Kl(Ao), K2(At} are both non zero. 

Assume Kl(Ao) is positive. For a genericcurve we can find a small 80 > 0 such 

that neither Kl(A) or K2(A) is zero for A E (AO,AO + 801 also we can find a small 

81 > 0 such that neither KI (A) or K2(A) is zero for A E [AI - 8}, Ad. By the choice 

of 80 we observe KI (Ao + 80 ) > O. Looking at the direction of the slope at £( Ao + 80 ) 

we are in case 2) of proposition 4.2.1 so K2(Ao + 80 ) is also positive. 

As s'(Ao + 80 ) > 0 and S'(AI - 8d > 0 the number of zeros of S'(A) and hence 

K2(A) is even for A E [Ao + 80 , Al - 811. Similarly the number of zeros of K2(A) is 

even. This means that K2(AI - 8d > 0 and from the choice of 81 we see that K2(At} 

is positive. 

Finally we have Kl(AO) - K2(Ao) > 0 and Kl(Ad - K2(AI) < 0 so there is some 

A E [Ao, Ad for which 
KI(A) = K2(A) 

{:::::} K(S(A» = K(t(A». 
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Corollary 

Any segment of the h-1(0) contour which is a closed loop of type 1) above will 

have some point on it which gives an inflection on the Symmetry Set. This point 

can be found by calculating parts 1) and 2) of the Rotational Symmetry Set. 

Proof 

The assumption about orientation in the previous proposition does not present 

any problem as we can define local orientations. As the loop is contractible (fig 

4.18a)) we can find two intervals A, B such that SeA) E A and teA) E B for all 

A E [0,1]. These two intervals may overlap. Now restrict "'f on these two intervals to 

give curves "'fA, "'fB. Orienting each curve separately so they go the same way round 

the bitangent circle (as in section 4.4) will give us the situation in the previous 

lemma. Note if just one of the orientations is reversed then we will find inflections 

that are on the Symmetry Set and the second part of the Rotation,al Symmetry Set. 

Loops of type 3) pose more of a problem. As in proposition 4.5.1 we look for 

points on the loop which are also in the set RSS-1
• Let M be the value of t for 

which K(t) assumes its supremum and N the value for which it assumes its infimum, 

these points are unique for a generic curve. No part of the set RSS-1 can cross 

the lines M x I, N x I, I x M or I x N except along the diagonal. From fig 4.20a) 

we can see that the segment of the K- 1(0) contour which starts at M must end at 

N and from fig 4.20b) we see that any loop which goes round the Mobius band (as 

a) In the unit interval. b) On a mobius banel. 

fig. 4.20) The segment of K-1 (0) between the extremum M and N. 

in fig. 4.18c» must cross this segment. Hence loops of type 3) have at least two 

points for which K(t1) and K(t2) are equal. 

Note if the bitangent .circle is oriented in opposite directions round "'f at one of 

these points then the point does not give an inflection on the SS. The condition for 

an inflection here is K(td = -K(t2). It is an open question as to whether such a 

loop can exist in SS:;l and if one does wether any point on it will give an inflection 

on the Symmetry Set. 
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To find all the closed .loops we first calculate both parts of the Rotational 

Symmetry Set and make a list of all the points where h(s, t) is zero. Then we 

calculate the parts of the Symmetry Set starting from vertices and the ends of 

segments, points encountered which are in the list being removed. Finally we start 

from each of the remaining points in the list. This procedure will find the whole of 

the Symmetry Set. 
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Chaput" 5: Exampl:es of tt"a.nsi.tions on the 1totationaL 
Symmett"y 8et, Symmett"y Set a.nd nU!-Poi.nt Locu.s 

By examining the pictures in this chapter much has been learnt about the 

various sets and they have helped in the mathematical proof of many results [Tari]. 

Furthermore they first indicated the connection between the Rotational Symmetry 

Set and the Dual of the Symmetry Set [Giblin-Tari]. With suitably chosen examples 

inf<?rmation which could not easily be obtained from mathematical calculation can 

be found. For example the definition of the Midpoint Locus does not lead to easy 

mathematical analysis ([Giblin-Brassett] section 5) but examples can be found which 

clearly illustrate the transitions which occur (fig. 5.42)). 

fig. 5.1)* A non-generic transition on the RSS. , 

Care needs to be taken when choosing examples as misleading results can be 

obtained. These can be due to choosing a non generic family of curves (the family 
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of quartic polynomial function always has a higher cusp on its Midpoint Locus 

[Giblin-Brassett] 5.1,5.4 but for generic curves there are no cusps at all). Even if 

the family of curves is generic results can be confusing because either two transitions 

occur almost simultaneously or because a feature is so small that it is not visible 

or is obscured by the accuracy of the computation. The first attempts at finding 

the I-beak transition (§5.7) on the RSS were -a good example of this (fig. 5.1)*. We 

found that at the moment of transition there were two points 'Y(td, 'Y(t2) on the 

curve for which 

l-beak ,. 
ransition 

+- higher inflection-+ 

swollowtail .. .. 
transition 

K(t l ) = K(t2) 

K'(tt) = K'(t2) = 0 

K"(tt) ~ K"(t2), 

t- tangents crossing-

Rhamphoid .. ~ 
cusp 

flg.5.2) Generic transitions which combine to give fig. 5.1). 

This has one more condition than would be expected in a one parameter family. 

Here an I-beak and a Swallowtail transition occur almost simultaneously. In fact 

the transition was more complex than this as there was a nearby pair of points 

'Y(t3), 'Y(t4) on the curve for which there was a bitangent circle and the curve had 
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equal curvature here. This gave rise to an additional inflection on the RSS. The full 

sequence of transitions which occurred is as shown in figure 5.2). 

All the examples in this chapter are of families of curves and their associated 

transitions on the RSS, SS or MPL. Sections 5.3 to 5.9 only involve the Rotational 

Symmetry Set and Sections 5.10 to 5.14 involve both the Symmetry Set and the 

Rotational Symmetry Set. There are four transitions which affect the Midpoint 

Locus, the two biosculating cases (§5.12 and 5.13) and two instances of cusp tran­

sitions (§5.14). Most of the transitions on the RSS were discovered jointly by Farid 

Tari [Tari] and I. The transitions on the SS and MPL have been known for some 

time [Bruce-Giblin-1]. This is the first time examples of many of these have been 

produced. 

The conditions for the above transitions are given in terms of the first part of 

the RSS only. Most of the transitions can also occur on the second part of the RSS 

and the conditions are summarized in §5.15. There are also two transitions (§5.17 

and §5.18) which can only occur on the second part of the RSS. 

Section 5.19 concerns the duals of the transitions, the study of these in [Giblin­

Tari] and [Tari] was stimulated by the pictures produced here. Section 5.20 deals 

with the special case of piecewise circular curves. 

In the course of the project it was found that useful information about the RSS 

could be be found by studying the "",-",'" diagram (§5.2). This could be used both 

theoretically to predict the transitions which occurred (for example §5.6) and also 

as an aid in choosing the examples. An adaptation of this diagram for analysing 

the secox;td part of the RSS is described in §5.16. 

In the text the examples which have been generated by computer are indicated 

by a * e.g. fig. 5.1)*. For these examples we use the following colour coding. 

5.0 Key to Examples 

Black Original Curve 

Rotational Symmetry Set 

Symmetry Set 

Red or black 

Blue 

Midpoint Locus Red 

Evolute Green 

Special points are marked as follows 

Vertices on original curve 

Inflections on original curve 

Type I inflections on the Rotational Symmetry Set 
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Type II inflections on the Rotational Symmetry Set 

Inflections on the Symmetry Set 
.. 

§5.1 Generating Examples 

Some of the conditions for the various transitions to occur can be quite subtle 

so a large amount of control over the curves used to generate examples was needed. 

The types. of curves actually used fall into two types:-

Type 1 A single closed curve; 

Type 2 Two or more disjoint segments of curve. 

For the first type three ellipses were defined in polar form 

with i = 1,2,3, 8,tPi E [0, 21r), Ii > ° and ei E (0,1). The curve used was generated 

fig. 5.3) A curve produced by taking the sum of three ellipses. 

, 
by taking the "swn" of these three ellipses (fig. 5.3), i.e. for t E [0,1) we define a 

curve in polar coordinates 

"Y(t) = [R(t),8(t)] 

where 
8(t) = 21rt 

3 

R(t) = L Ti(8(t)). 
i=l 
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The shape of this curve is controlled by nine parameters Ii, ei, tPi i = 1,2,3 which 

gave good control over the position and curvature of the maxima of curvature. 

The flexibility of this family of curves is not quite sufficient to generate all the 

examples needed, so disjoint curves were used for these. One example of the second 

type of family was to use two cubic functions 

i = 1,2 
1 1 

t E [-- -] 
2'2 

and translate and rotate these curves in the plane to give two curves 

where 
Xi(t) = t COS(tPi) - !i(t) sin(,pi) + Xi, 

Yi(t) = t sine tPi) + !i(t) cos( ,pi) + iii-' 
This ten parameter family {ai, bi, ,pi, Xi, Yi : z = 1,2} is very flexible and was 

~"l 
" 

'6, 
, 

fig. 5.4) Two pieces of cubic curve. 

used to generate most of the examples (fig. 5.4). Changing the cubic functions 

affects the curvature and by changing the rotation and translation of the curves 

situations where there are bitangent circles can be created or avoided. For example 

with Xl' = 1, YI = 0, ,pI = 900
, X2 = 0, Y2 = 1, ,p2 = 1800 the unit circle centre 

the origin is tangent to both pieces of curve. We can the alter the cubic function to 

give the required conditions on the curvature. 

For both types of pararrietrization there is intuitively a high correlation between 

the parameters used and the actual curve which is produced. This makes both 

families much easier to use than many other families tried, as special conditions can 

be engineered rather than having to shoot in the dark to find suitable examples. 

Several short programs were written to help choose examples. The most impor­

tant of these is the K-K' diagram. Other methods which were used include looking 

at the graph of curvature and plotting the signs of K(S)-K(t) or h(s, t) over a course 

grid in parameter space. 
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§5.2 The It-It' diagram 

During the project a useful technique for deducing information about the rota­

tional symmetry set was discovered. This is to look at the It-It' graph. This graph 

is obtained by taking each point on the curve I and plotting It'(t) (the derivative of 

curvature with respect to arc length) against It(t) (the curvature). Successive points 

on this diagram are joined up to produce a closed curve which intersects itself (fig 

5.5)*. 

k.' 

fig. 5.5)* A typical k-k'diagram. 

The tangent vector to this curve is given by (It'(t), It"(t)) so the curve is C1_ 

differentiable whenever It' f. 0 or It" f. O. Hence critical points only occur on the 

line It' = o. Let to be a point on I such that It' (to) = It" (to) = 0 the third degree 

Taylor polynomial for the curvature is given by 

Differentiating gives 

so the It-It' graph will form a cusp , provided It'" (to) :F 0, with a vertical tangent 

and its critical point lying on the It' = 0 line (fig. 5.6). 

For a non-degenerate maximum, t1, or minimum, t2, of curvature we have 

It' (t1) = It' (t2) = 0 and It" (tt) < 0 < It" (t2) so the -It-It' graph always crosses the 
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, 
I 

I 

<I . 

minimum of QJrvature 

k'=k''=O 

, 
inflection 

\ 

\ 

maxiroom of QJrvature 

fig. 5.6) The correspondence between points Qn a curve and its k-k'dlagram. 

line K' = 0 at right angles (fig. 5.6). Furthermore at such a crossing point the curve 

will always lie on one side of the line K = constant. 

Each pair of points on the diagram which have equal values of K will correspond 

to a single point on the Rotational Symmetry Set. Following such pairs of points 

in a continuous manner is equivalent to following pairs of points with equal heights 

on the curvature graph. The diagram is useful because cusps and type I inflections 

each pair gives 

a point on RSS 

u' 

fig.5.7} The correspondence between the k-k'diagram and the Rotational Symmetry Set. 

of the RSS can be detected on it (fig. 5.7). The condition for a cusp is given by 

K( tl) = K( t2) and K' (tt) = K' (t2) so corresponds to a self intersection of the diagram. 

A type I inflection occurs when K(tl) = K(t2) and K'(tl) = 0 and K'(t2) =f:. O. On the 

diagram this corresponds to where one of the branches crosses the K' = 0 line. The 

presence of type II inflections can not be detected from this diagram. By analysing 

~he generic changes which can occur on this diagram we can discover most of the 

transitions which occur on the RSS, although this in itself does not prove that these 

transitions are generic for a. 1-parameter family of curves. 
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§5.3 The A4 Transition on the RSS 

In a family of curves 'Yt vertices are created in pairs, one maximum and one 

minimum of curvature. When this happens a new piece of the Rotational Symmetry 

Set is created. This piece has· one cusp, two inflections and two end points. This 

transition corresponds to an A4 transition on the original curve. 

First we look at how the curvature graph changes in this transition (fig. 5.8). A 

maximum and minimum are created out of a single point t for which K'(t} = K"(t} = 
o. From chapter 3 we see that the creation of a new maximum and minimum will 

~ ~ ~ 

t 
fig. 5.8) A4 transition:- creation of maxima and minima on curvature graph. 

give rise to a new segment of the Rotational Symmetry Set starting and ending at 

the centres of curvature of the new vertices. 

To obtain new information about the shape of this segment we look at the 

k' 

fig. 5.9) A4 transition:- creation of maxima and minima aaseen on k-k'diagram. 

K - K' diagram (fig.5.9). Here part of the curve approaches the K' = 0 line and 

at the moment of transition touches the line in a cusp. After the transition a loop 

forms which intersects itself. 
, 

We see immediately that there will one new cusp and at least four new inflec-

tions (two on the new segment). To see how these relate to each other we trace 

out pairs of points on the diagram with equal values of K. In (fig.5.10) the point 

1} corresponds to one end of the new section of the RSS. Tracing to the left pairs 
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2) , 3) are found. One of the points of pair 4) is on the ",' = 0 line so this pair 

corresponds to an inflection. We then trace to the right passing through 5) to pair 

6) which corresponds to a cusp on the RSS. After the cusp there is another inflection 

corresponding to pair 8) . Moving left again we end at pair 11) which corresponds 

to the end of the new section of the RSS. We have now worked out the positions of 

the cusps and inflection of this new part which looks like figure 5.11), figure 5.35)* 

shows a compl1ter generated example. 

k' 

1) ~ 11 

fig. 5.10) A4 transitlon:- tracing out pairs of points on k-k'diagram . .... 

. ~ 
-

fig. 5.11) A4 transltlon:- new section of Rotational Symmetry Set. 

As well as a new section pairs of inflections will be created. In figure 5.12) we 

see that before the transition there were no inflections given by the pairs between 

1) and 2). After the transition the pairs 2) ,4) correspond to inflections. Such pairs 

will be created on each part of the RSS which is given by pairs of points ')'( t 1 ), ')'( t2 ) 

where ')'(td lies between the two new vertices and for which ",(t1 ) = ",(t2 ). 
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fig. 5.12) A4 transition:- creation of pairs of inflections as seen on k-k'diagram. 

§5.4 The swallowtail transition 

k 

When the transition illustrated in figure 5.13) occurs on the K-K' diagram and 

the point of contact x does not lie on the K' = 0 line we see that two cusps (1) and . . 
d - ~ ~ 

~ J<. 

fig. 5.13) Swallowtail transition:- on k-k'diagram. 

(2) are created and generically there will not be any inflections created. This will 

produce a swallowtail transition on the RSS (fig. 5.14). For the transition to occur 

there must be two points til t2 E "y such that K(td = K(t2)' K'(tt) = K'(t2) =f. 0 and 

the two parts of the K-K' diagram meet tangentially. So we have the extra condition 

K"(td = K"(t2). 

fig. 5.14) Swallowtail transition:- on Rotational Symmetry Set. 

§5.5 The I-Lips Transition. 

From §3.5 we saw that closed loops could appear in the RSS. The curvature 

graph of a transition which causes such loops to be formed is illustrated in figure 
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fig. 5.15) I-lips transition:- curvature graph . 

. k.' 

... fig. 5.16) I-lips transition:- k-k'diagram . 

1<' 

fig. 5.17) I-lips transition:- tracing out pairs of points on k-k'diagram. 
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5.15). After the transition we see that the maximum a and minimum, b, satisfy the 

"closed loop" condition of §3.5. Before the transition we observe there is no such 

loop and at the moment of transition there will be an isolated point. The condition 

for this transition is K(tI) = K(t2), K'(tI) = K'(t2) = 0 and K"(tI) < 0 < K"(t2). 

To find the structure of this loop we look at the K-K' diagram (fig. 5.16). We now 

trace out pairs of points on the K-K' graph with equal curvatures . As we have a 

closed loop we can start tracing from any suitable pair. We will start at the pair 

1) of (fig. 5.17) which gives an inflection on the RSS. Moving to the right we pass 

through 2), 3) - Inflection, 4), 5) - Cusp, 6) - Inflection, 7), 8) - Inflection, 9), 10) 

- Cusp and finally back to 1). This gives the transition on the RSS illustrated in 

• 

fig. 5.18)* I-lips transitlon:- on Rotation Symmetry Set. 

figure 5.18)*. This is similar to the nonnal "Lips" transition except there are four 

inflections instead of two. From studying the dual of this transition Farid Tari has 

shown there is also a bitangent line [TariJ. We will call this the I - Lips transition 

to indicate the presence of the extra inflections. 

- -' 

t to, t 

fig. 5.19) One wayan I-lips can break up:- curvature graph. 

There are a few ways in which this closed loop could break up which correspond 

to one of the conditions 2a') ... 2d') of §3.5 failing. For example we could have the 
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curvature of the maximum iI increasing until it was greater than that of another 

maximum of curvature. On the curvature graph it looks like figure 5.19). This 

would generically correspond to an I - beaks transition (§5.7) which would join the 

loop to an other part of the curve as illustrated in figure 5.20). 

fig. 5.20) One wayan I-Ups can break up:~ Rotational Symmetry Set. 

'§5.6 Two equal maxima of curvature 

These two transitions occur when two vertices (both maxima or both minima) 

have equal values of curvature, as shown in (fig. 5.21). When we look at the K-K' 

k. 

-r'\-",-
t t 

fig. 5.21) Equal maxima of curvature:- curvature graph. 

diagram we see this transition can happen in one of two ways (fig 5.22). Let -r(to), 
,(tI) be the two vertices. To distinguish between the cases we look at the functions 

f(x) . K(t) - K(tO), 

g(x) = K(t) - K(tI), 

where x = K'(t) (fig. 5.23). We will only consider the generic situation where K"(tO) 
and K"(tt} are both non zero. In both cases we have f(O) = g(O) = 1'(0) = g'(O) = 
O. The third degree Taylor polynomial approximations for the two functions are 

f(x) = %J"(0)x2 + ~f"'(0)x3 + O(x'), 

1 1 
g(x) = 2g"(0)x2 + 6g"'(0)x3 + O(x4

). 
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1 ) 

1<..' 

2) 
fig. 5.22) Equal maxima of curvature:- two different transitions on k-k'diagram. 

f 
'. 

. . 
1 ) 2) .:f-~ ••.. 

fig. 5.23) The functions f. g. f-g for the two different transitions. 

Subtracting gives 

f(x) - g(x) = ~(f"(0) - g"(0))x2 + ~(f"'(O) - g"'(0)x3 + O(x4). 

If f"{O) =F g"{O) then f(x) - g(x) = ax2 + O(x3
) which gives the first transition. 

If f"(O) = g"(O) and f"'(O) =F g"'(O) then f(x) - g(x) = (3x 3 + O(x4) which is the 

second situation. 
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We now find the derivative of the function f in terms of the curvature 

df = dK dt = dK (dK,)-l 
dx dt dx dt dt 

_ K'(t) 
- K"(t)' 

Jl f _ (K"(t»2 - K'(t) K"(t) 1 
dx2 - (K"(t»)2 K"(t) , 

d3 f -2(K"(t»2 K"(t) - K'(t)K'(t)K(4)(t) - 3K'(t)(K"'(t»2 
dx3 = (K"(t»5 

Evaluating at the origin 
df K'(to) 
dx (0) = K"(to) = 0, 

Jl f 1 
dx2 (0) = K"(tO) ' 

d3f -2K"'(to) 
dx3 (0) = K"(tO)3 . 

We now have some conditions for the two transitions 

Transition 1 ( I - beak transition ) 

K( to) = K( tI), 

K'(to) = K'(tI) = 0, 

K"(tO) "# K"(t1). 

Transition 2 ( Trident transition) 

K( to) = K( tI), 

K'(tO) = K'(iI) = 0, 

K"(to) = K"(td "# 0, 

K"'(to) "# K"'(t1)' 

We observe that transition 1 will generically occur in a one parameter fam­

ily but transition 2 will not. We now examine the K-K' graph to find out what 

transitions occur in the Rotational Symmetry Set for these two situations. 
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§5.7 I - Beak Transition 

We can now see immediately that before the transition there are only two 

inflections and afterwards there are two inflections and two cusps. We trace out the 

pairs of points to see how these are arranged. Starting at a in figure 5.24) we pass 

through 1), 2) - inflection, 3) and end at b. On the other part of the RSS we start 

at d pass through 5), 6) - inflection, 7) and end at pair c. After the transition (fig. 

5.25) we start at pair a' pass through I'), 2') - cusp, 3') - inflection 4') and end at 

pair c'. Starting at d' we pass through 5'), 6') - Cusp, 7') - Inflection, 8') and end 

at pair b' . 

, 
k 

, 

I 

I 
Q., 

I I 
I , 

I I 

b, I C. , 

I • dl 
I 

Jc..1 

I I 

-.' 
, I 

I I 
b l 

Ie 
I 

I 

cA.' , 4 

fig. 5.24) I-beak transition:- tracing out pairs of points, before transition. 

I<.. ,<' 

I 
I 

I I 

, I 

~I 

I I 

, I 
, I 

fig. 5.25) I-beak transition:- tracing out pairs of points, after transition. 
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Calculating the Rotational Symmetry Set for various curves as we pass through 

the transition gives fig. 5.26)*. The duals are also shown (see §5.19) . This t ransition 

is similar to the normal "bec a bec' transition apart from the presence of inflections 

and the fact that there is a bitangent line before the transition. We will call this 

the I-Beak Transition. 

§5 .8 The Trident transition 

Before the transition we have the situation illustrated in figure 5.27). Starting 

at pair a we pass through 1), 2) - inflection, 3) and end at b. Starting at d we pass 

through 4) 5) - cusp, 6) - inflection, 7) and end at pair c. After the transition 

(fig. 5.28) w follow 

I 

A' , I 

I 

Ie. 
I 

fig . 5.27) Trident transition:- tracing out pairs of points, before transition. 

k' k' 

~, I 
0.' I , 

fig . 5.28) Trident transition :- tracing out pairs of points, after transition. 
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the pairs starting at a' to give the following sequence I'), 2') - cusp, 3') _ 

inflection 4') which ends at c'. Now if we start at d' we pass through 5'), 6') _ 

inflection 7') and end at b' . As the moment of transition is approached the cusp 

and inflections are brought 

fig. 5.29) Trident transition:- on Rotational Symmetry Set. 

- - -----+-- -- -- ---

fig. 5.30) Trident transition:- generic two parameter family of k-k'diagrams. 
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together into a single point. This point breaks up after the transition into a different 

arrangement of cusps and inflections but still preserving the number of each. Figure 

5.29) indicates the transition which appears on the RSS. 

As noted above this transition is not generic in a one parameter family so to 

find a gen ric transition we need to look at a two parameter family of curves. A 

two parameter family of K,-K,' diagrams is shown in figure 5.30). by analysing these 

diagrams as before we get the set of transitions on the RSS illustrated in figure 

5.31). 

, , , ~ 
. 

t-SN~I~ 

tangent / 
crossing 

/' , 
, , 

t 
- I-Beak· - - - --

t 

t--Swallowtail --. 
I 
I 

t 
I-Beak ------
~ 

fig. 5.31) Trident transition:- generic two parameter family of Rotational Symmetry Sets. 

§5 .9 Triple crossing on the Rotational Symmetry Set 

If ther xists three points t l , t2, t3 such that K,(tl) = K,(t2) = K,(t3) and the 

cent rs of rotation CI (tl' t2), CI (tl' t3), C1 (t2, t3) all lie at the same point then there 

will be a tripl crossing of the RSS. By generating an example of this situation and 
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" 

perturbing the curves we see that the triple crossing was not stable (fig 3.32)*). 

However an example where the triangle was the other way up was not found. 

To generate this example three pieces of curve were used which all cross the 

unit circle. The curvature at these crossing points was chosen to be the same and 

the angles between the the tangents to the curve and the unit circle were also equal 

to produce three points at the origin. Note this angle was not zero otherwise we 

would have a tri-tangent circle as well. 

§5.10 Events involving type II inflections on RSS and ,SS 

None of the previous transitions involve type II inflections (those which arise 

due to bitangent circles) but there are three events in which these playa part. 

Event 1) Creation of two type II inflections. 

Event 2) Coincident type I and type II inflections 

Event 3) A Rhamphoid Cusp. 

s~ .; ---- .", 

Event 1). 

\ 

Event 2). , 

. , 
"- ..... -r 

.. 
, , 

~ , -' 

fig. 5.33) Higher inflections on Rotational Symmetry Set. RSS + Symmetry Set. 

In the first event (fig. 5.33a)) neither set has inflections before transition, 

they both have higher inflections at the moment of transition and two inflections 

afterwards. Before and after the transition in event 2) (fig. 5.33b)) the RSS has two 

inflections (one of each type) and the SS has only one, at the moment of transition 

there will be a higher inflection on the RSS. Due to the presence of higher inflections 

on the RSS it was found to be overly difficult to produce a computer example where 

the RSS was actually distinguishable from a straight line. 
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The third event occurs when a type II inflection approaches a cusp down one of 

its branches (fig. 5.34)*). At the moment of transition there is a Rhamphoid Cusp 

but after the transition the .inflection moves away from the cusp down the other 

branch. The cusp has been reversed and a self crossing is introduced into the RSS. 

Each of these events can occur generically in a one parameter family and the 

conditions are:-

Event 1) Higher Inflection (2 type II inflections): 

There exist two points -y(td, -y(t2) such that 

K(tl) = K(t2), 

K'(tl) = -K'(t2) ::I 0, 

(tl, t2) E 5S"11j 

Event 2) Higher Inflection (a type I and a type II inflection): 

There exist two points -y(td, -y(t2) such that 

Event 3) Rhamphoid CUSpj 

K(td = K(t2), 

K'(tl) = 0, 

K'(t2) ::I 0, 

(tt, t2) E 551l
j 

There exist two points -y(td, -y(h) such that 

K(tl ) = K(t2), 

K'(tt} = K'(t2), 

(tl,t2) E 5511
• 

§5.11 The A4 transition on RSS, SS and MPL 

The A4 transition on the curve occurs when two new vertices (one maximum 

and one minimum of curvature) are created at the same place on the curve. This 

produces a swallowtail transition on the evolute (each cusp of the evolute corre­

sponds to a vertex of the curve). New branches of the RSS and the SS are created 

which are both contained inside the swallowtail (fig. 5.35)*). The Rotational Sym­

metry Set has been described in §5.3 and has one cusp, two inflections and two 

end-points one in each cusp of the evolute. The Symmetry Set has two cusps a self 

crossing and two end-points which also lie at the cusps of the evolute. The RSS and 
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SS follow each other closely near the end points and they may both have inflections 

(type II on RSS). On the Midpoint Locus a new branch is created which is a smooth 

curve joining the two new vertices of the curve. 

§5.12 The biosculating case with ~'(tl) ~'(t2) > 0 (moth transition on the 

SS) 

This is the transition (shown in figure 5.36)*) which corresponds to cases 7a), 

b), c) of proposition 4.2.1. Before the transition, 7a), the Rotational Symmetry Set 

forms a loop with a self intersection near where the evolute crosses itself, both the 

Symmetry Set and midpoint locus have no nearby components. As the moment of 

transition is approached the loop shrinks and moves closer to the self crossing of 

the evolute. At the moment of transition, 7b), the RSS forms a cusp at the self 

crossing of the evolute. The Symmetry Set has and isolated point here. After the 

transition, 7c), the self intersection on the RSS has disappeared and there are two 

type II inflections instead. The Symmetry Set forms a "Moth" shape with four 

cusps and a crossing point, the two lines which cross have inflections on them. 

On the Midpoint Locus a smooth closed curve is formed 7c) out of a single 

point 7b), this is a morse transition modelled by the zeros of x 2 + y2 = c when c 

changes from positive to negative. 

§5.13 Biosculating case with ~'(tl) ~'(t2) < 0 (Nib transition on SS) 

This transition corresponds to cases 8a),b),c) of proposition 4.2.1. Computer 

generated figures 5.40)*, 5.41)* show the transitions on the RSS, SS, MPL as well as 

the RSS and SS combined. Figures 5.37)-5.39) are provided to help understand the ' 

subtle geometry. Before the transition, 8a), the Symmetry Set has two cusps both 

lying on the same branch of the evolute. Both the RSS and SS have self intersections 

but no inflections. At the moment of the transition 8b) the RSS forms a cusp and 

the SS has two cusps all of which lie at the self crossing of the evolute. After the 

transition 8c) the SS is connected together in a different way and the cusps lie on 

the other branch of the evolute. Both the RSS and SS have two inflections and no 

crossing points. On the Midpoint Locus a morse transition occurs this time like 

x2 _ y2 = c with c changing sign. 

§5.14 A cusp on the Midpoint Locus. 

The Midpoint Locus is generically a smooth curve but cusps can occur m 

generic one parameter families in two different ways ([Giblin-Brassett] lemma 5.2). 

89 



--- ------ -----------
-----------

----------------
BeFore Trans L on MomenL of Trans L on 

-------- ---
o 

AFter Trans LIon M dpoinL Locus AFler Lrans t on 

-~ ---------

-- ----
RSS AFter Tans L on SS AFter Trans L on (a moth) 

Fig 5a35~ BloSe Lnllng lrnns llon wllh 

k"(ll) k#(l2) ) 0 



". 

/ 
., I I , \1 --....... 

'. , ......... . 
. .... -', ' 

'. ". ,\ .' '. ..... \ ........ . 
.. .... :-. . ' . ..... ,. .... 

••••••••• •• e •• .. -.. .. - .... . . . ..... 
• '" ··-Evo\..\J-t'i: ••••••. . . .'. '. '. 
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fig. 5.38) Nib transition:- moment of transition. 
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fig. 5.39) Nib transition:- after transition. 
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i) In the Ai or AIA2 cases when T(tt) = -T(t2) and rB(h,h)(K(tl) + K(t2)) = 2, 

ii) When there is a bitangent line and K(tl) = K(t2) -::f:. 0. 

In both cases it was known that generically there was an ordinary cusp but the 

transition in which the cusp arose was not known. By choosing suitable families of 

curves and calculating the Midpoint Locus, as has been done in figure 5.42)*, we 

can see that in both cases the transition is just the normal unfolding of a cusp. 

§5.15 Transitions on the second part of the RSS 

We can now use the technique of reversing orientation used in proposition 2.4.2 

to find the conditions for most of the transitions on the second part of the RSS. 

The transitions of this type which occur are 

Swallowtail Transition: 

I-Lips Transition: 

I-Beaks Transition: 

Trident Transition: 

K(tl) = -K(t2), 

K'(tt) = K'(t2) -::f:. 0, 

K"(tt} = -K"(t2). 

K(h) = -K(t2), 

K'Ctt} = K'(t2) = 0, 

K"(tt} K"(t2) > 0. 

K(tt) = -K(t2), 

K'(tt) = K'(t2) = 0, 

K"(tt) > 0, 

K"(t2) < 0. 

K(tt} = -K(t2), 

K'(tt) = K'(t2) = 0, 

K"(tl) = -K"(t2) -::f:. o. 
Higher InHection (two type I): 
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K(t1) = -K(t2), 

K'(tt) = 0, 

K'(t2) =F 0, 

K"(t1) = 0. 

Higher Inflection (a type I and a type II): 

K(tt) = -K(t2), 

K'(tt) = 0, 

K'(t2) =F 0, 

(t1,t2) E 88;1. 

Higher Inflection (two type II): 

Rhamphoid Cusp: 

Triple Crossing: 

K(tt) = -K(t2), 

K'(t1) = -K'(t2) =F 0, 

(tl,t2) E 88;1. 

K(tt) = -K(t2), 

K'(tt) = K'(t2) =F 0, 

(t1, t2) E 88;1. 

K(tt) = K(t2) = -K(t3), 

C1(t1,t2) = C2(t1,t3) = C2(t2,t3), 

this will involve two segments of the second part of the RSS crossing each other 

as well as crossing a segment of the first part of the RSS at the same point. 

Unfolding of a cusp: 

K(tt) = -K(t2), 

(t1,t2) E 8821
, 

and the bitangent circle osculates at both points of contact. 

The A4 transition on I does not create a new branch of the second part of the 

RSS but it can produce a number of higher inflections (first condition for higher 

inflections above). In addition to these there are two transitions which are unique to 
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the second part of the RSS. The first of these occurs when a new pair of inflections 

is created on 'Y. To deduce the shape of this new branch we will look at a slightly 

altered version of the K,-K,' diagram. 

§5.16 The K,-K,' diagram for the RSS part 2. 

To consider how we should adjust the K,-K,' diagram we again use the technique 

of reversing orientation. Suppose we have a normal K,-K,' diagram for two pieces of 

o 

fig. 5.43) k-k'diagram for two disjoint pieces of curve. 

curve 'Yl, 'Y2 where the curvatures are opposite in sign, as in figure 5.43). Now if 

we reverse the orientation "Y2 we change the sign of curvature but leave the sign of 

the derivative of curvature unchanged. This is equivalent to reflecting in the line 

Original QJrve 

o 

reflection 
.-­-

f· 5 44) Fin. 5.43) after reflectirIQ one arc in k' ax.iS. Ig. . .~ 

K, = 0 (figure 4.44). In this example we see from the K,-K,' diagram that we will have 

an I-lips. If we want to consider the new K,-K,' diagram for a single closed curve we 

reflect the whole K,-K,' diagram in the line K, = o (fig. 4.45). Note that since each 
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fig. 5.45) Reflecting the k-k'diagram of a closed curve in k' axis. 

pair of points is represented twice, for example the pairs a and b, care ~hould be 

taken to ensure that the same feature is not counted twice. Both a and b correspond 

to the same inHection on the RSS. The point c on the diagram does not correspond 

to a cusp as this point is given by a single inflection on 'Y and hence represents a 

single end point on the RSS. 

§5.17 The Half Lips transition on the RSS part 2. 

A pair of inflections on 'Y are created when the curvature of a vertex becomes 

zero. Figure 5.46) shows the corresponding transition on the new version of the 

, 
k. 1<' 

reflectiOn 

-.. ... ... 
--- .... -.. ... ... 

\ 

.-
fig. 5.46) HaH-Lips transition:- k-k'diagram. 

K,-K,' diagram. We see that before the transition there are no pairs (til t2) with 

K,(tl) = -K(t2) so the second part of the RSS is the empty set. At the moment of 

transition there is one value for t for which K,(t) = -K(t) = 0 and the RSS part 
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2 consists of an isolated point which lies at the higher inflection of the curve (fig 

5.49a)*). 

By following pairs of points on the new K,-K,' diagram we can discover the shape 

of the new part of the RSS (fig 5.47». Starting at the end point (1) we pass through 

two inflection (3), (6) and arrive at an other end point (8). At the two end points 

\ 
\ , , 
S 

fig. 5.47) Half-Lips transition:- tracing out pairs of points on k-k'diagram. 

the RSS is tangent to the curve and together I and the RSS form a half lips shape 

as shown in the third picture in figure 5.49a)*. 

§5.18 Half Cusp Transition. 

H we look at the new K,-K,' diagram for a single curve where K,(t) = K"(t) = 0 

and the diagrams for slightly perturbed curves we see the transition illustrated in 

reflection 

fig. 5.48) Half-Cusp transition:- k-k'diagram. 

figure 5.48). We observe in the third picture there is a crossing point, b), but 

there is none in the first picture. At the moment of transition the crossing point is 

absorbed in the end point a). On the Rotational Symmetry Set we see that in the 

transition a cusp grows out of the inflection on the curve (fig. 5.49b)*). At all times 

in the transition the curve and the end of the RSS are tangent but the direction of 

the tangent to the RSS is reversed by 180 degrees during the transition. 
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§5.19 Duals of transitions 

Any line in the real projective plane can be represented by a point lying in the 

real projective plane, this point is called the Dual of the Line. The dual of most 

lines in R2 can be represented by a point in the plane. For instance the dual of line 

y = m x + c is the point (m, c), this gives the duals of all lines which are not parallel 

to the y-axis. The dual of a curve is found by finding the points which are the 

duals of all the lines tangent to the curve. 

The dual of a curve highlights several features of the curve: the dual of an 

inflection is a cusp and vic a-versa; if the curve has a bitangent line than the dual 

will have a self intersection (as two points on the curve have the same tangent line 

and hence the same point in the dual space). 

Calculating the dual of a curve is just a matter of finding the tangents at every 

point. In particular for the dual of the evolute of a curve we know that the normal 

to the curve is tangent to the evolute so all we need to do is find the set of normals 

to the curve. To find the dual of the Rotational Symmetry Set we note that for 

each pair of points ,..(tt}, ,..(t2) which gives a point on the RSS the perpendicular 

~( 

\ 

" .,. ... ---.,. ... ........ 
\, .. ----.... ...... , , , 

\ 
\ 
\ 

~~ t'L) 

C.,(t,.It ... ) --

fig. 5.50) The tangent line to the Rotational Symmetry Set. 

bisector of the two points on the evolute e( h), e( t2) is the tangent line to the RSS 

(fig. 5.50) ([Giblin-Tari) prop. 3.7). Hence to find the dual of the RSS we need to 

find the duals of the lines 
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IT (tl, t2) is in S S11 then both points C1 (tl' t2) and ! Cr(tI) + ,( t2)) will lie on the 

local axis of reflectional symmetry which is the tangent line to the Symmetry Set 

s) 

fig. 5.51) The tangent line to the Symmetry Set. 

([Giblin-Brassett] §4.1). By finding the duals of the lines 

we will find the dual of the symmetry set. IT C1(tl, t2) = !( ,(tI) +,(t2)) the above 

set does not define a line. However we know that the two pieces of curve will have 

parallel tangent lines which is also parallel to the tangent to SS so we can calculate 

the dual here. At a vertex of the curve the RSS and SS are both tangent to the 

normal to the curve and at an inflection the second part of the RSS is tangent to 

the curve. We can use these facts to find the duals of these sets as tl and t2 both 

approach the same value. 

By examining some of the computer pictures here a striking similarity between 

the Rotational Symmetry Set and the dual of the Symmetry Set (or equivalently 

the SS and the dual of the RSS) was first observed. This is particularly noticeable 

for transitions. This has led to an indepth investigation [Giblin-Tari], [Tari]. An 

example of this similarity can be seen in the dual of the I-Beak transition on the 

RSS (fig 5.26)*) which resembles the Nib transition on the SS (fig. 5.41)*). Also 

the Moth transition on the SS (fig. 5.36)*) is similar to the dual of the I-lips 

transition on the RSS (fig. 5.52)*). In particular the Moth and Nib both have self 

intersections so the dual have bitangent lines which can be seen. Also note that the 

moth has four cusps so its dual has four inflections which is not the standard Lips 

which occurs as a discriminant. 
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fig. 5.52)* Dual of an I-lips 

If we consIder the dual of the SS combined with the evolute we find it resembles 

part II of the RSS combined with part of the curve. In particular taking the dual 

of the SS and evolute in the A4 transition gives the picture shown in figure 5.53)*. 

This is like the semi-lips transition on part II of the RSS. 

fig. 5.53)* Dual of Symmetry Set and evolute after A4 transition. 

§5.20 Piecewise Circular Curves 

So far we have looked at generic curves which have continuous curvature which 

is not locally constant, here called anordinary curves. However it is possible to 

consider the Symmetry Set of a curve which is made out of pieces of circle joined 

end to end to produce a C 1 differentiable curve. Here we review some results of 

[Giblin-Banchoff] about the SS of such curves and describe how the SS can be 

calculated. 

Consider such a curve, P, made out of four circular arcs aI, a2, a3, a4 with radii 

r}, r2, r3, and r4 respectively. The curvature of this curve will be a step function. 

A circle tangent to the curve at the point between two arcs is said to be o~c'Ulating 

if the value of its curvature lies between the curvatures of the two arcs. This implies 
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that the circle will be tangent to both arcs at their end point and also cross the 

curve P. This is what we would expect to happen when a circle has A3 contact 

with an ordinary curve. The evolute of an ordinary curve consists of the centres 

of osculating circles. IT we take the evolute to be the centres of all the 'Osculating 

circles here we find that the evolute will be a polygon joining the centres of the 

Ch. 

-----------------~--~ Evo\~'"t. 

fig. 5.54) A piecewise circular curve and its evolute. 

circular arcs (fig.5.54). IT, as between the arcs a3 and a4 in this figure ,there is an 

inflection then the evolute will join the two points via the point at infinity. This 

point at infinity corresponds to the osculating line which is crosses P and is tangent 

to P between arcs a3 and a4. 

It can be shown [Giblin-Banchoff] that the Symmetry Set of such a curve is 

made up of a number of conic sections (ellipses, hyperbolas, parabolas and straight 

lines) which are joined end to end to form inflections, "cusps" and "rhamphoid 

cusps". Cusps have one branch on each side of the tangent line and rhamphoid C'IJ.SpS 

have both branches on the same side. Here rhamphoid C'IJ.SpS occur generically and 

can be regarded as a combination of an inflection and a cusp (they are non generic 

for an ordinary curve) . 
• 

Many of the transitions which occur on the SS of an ordinary curve have their 

equivalent on the Symmetry Set of a Piecewise Circular Curve. Some of these tran­

sitions occur in two different ways,one involving cusps and the other with rhamphoid 

cusps. For example in the Moth transition, fig 5.55)*, we have two different forms 

and the duals are also different with the bitangent line in different places. Also il­

lustrated, figure 5.56)*, are two forms of the AIAIA2 transition where a tri-tangent 

circle osculates at one of its points of contact. 

We can think of a vertex as local extremum of curvature, hence the curve P 

above is said to have a "vertex" along the arc A2 if r2 > rl and r2 > r3 or if r2 < rl 

and r2 < r3 (fig. 5.57). The evolute of the Piecwise Circular Curve near a vertex 

will form a corner which is also an ending point of the Symmetry Set. For the 

purpose of calculating the SS we would start following the h-1 contour from the 

point (h,h) where h and h are the end points of the arc A2 • Figure 5.58)* shows 
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two forms of the Al A3 transition (a circle is said to have A3 contact if it has the 
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r~ r. 
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fig. 5.57) Graphs of the radii of curvature for piecewise circular curves. 

same radius as the arc of the vertex). 

H rl < r2 < r3 < r4 then there will be no verticies on the curve but if we allow 

r2 to increase until it is greater than r3 there will now be two vertices (fig. 5.57b). 

fig. 5.59)* After an A4 transition on a piecewise Circular curve. 

This transition can be regarded as an A4 transition and the SS of such a transition 
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is illustrated in fig 5.59)*. 

A few changes to the program are necessary for it to cope with this new class 

of curves. The curvature is a step function and its derivative is taken to be an 

impulse function, which is zero in the middle of an arc and assumes a fixed positive 

or negative value near the ends of the arc. The sign depends on the c~vatures of the 

two arcs. This type of function is necessary to enable the test for osculating circles 

to work. Also needed is a different representation of a vertex, instead of a single 
• 

point for ordinary curves they must be considered as a pair of points one at each 

end of the arc. As only a few examples of vertices were required the coordinates 

were hand entered in each example. This saved some time in writing a routine to 

find them automatically. 
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In this chapter we review some standard results about the geometry of smooth 

surfaces in R3 and their associated focal surfaces. We also look at the singularities 

of focal surfaces. For a more intuitive discussion of some of these topics see [Koen­

derink]. The mathematics is discussed in more detail in many places for example 

[O'Neill] and [do Carmo]. 

§6.1 Surfaces and derivatives of maps 

We start by defining a surface. 

Definition 6.1 

Let U be an open set in R2 and let s be a smooth embedding of U in R3. The 

image S = s(U) is call a surface patch and the map s is called a parametrization 

of the surface. The parametrization is not unique to the surface. 

The parametrization will normally be given in Monge form i.e. 

We can always move a surface by translation and rotation such that any desired 

point lies at the origin and it tangent plane is the z = 0 plane. Such a surface can 

be parametrized in Monge form. Furthermore we can then rotate around the z-axis 

so that the quadratic term becomes ax~ + cx~. 

Definition 6.2 The derivative of a map 

Let U, V be open sets in Rm , Rn respectively and let s be a map from U to 

V. The Derivative of s at a point x E U is a linear map ds x : Rm ~ Rn which 

sends tangent vectors to U at x to tangent vectors to V at s(x). IT a : R ~ U is 

a curve with x = a(O) then u = ,*It=o is a tangent vector to U. The map ds x is 

defined by 

d d(s 0 a) I 
sz<u> = dt _ 

t-O. 

Angle brackets are used to indicate that the argument is a tangent vector and that 

the map is linear. In particular for a surface in R3 we have m = 2, n = :3 and the 

derivative of the map is as illustrated in figure 6.1. 
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parameter space 

fig. 6.1) The derivative of a map s: 1R2~1R3 

Let [A, B] denote the set of linear maps from A to B. The map ds z; is an element 

of [Rm,Rn] so we can construct a map ds: U -+ [Rm,Rn] by defining ds(x) = dsz;. 

We can differentiate this map at a point x to give a linear map 

This map is called the second derivative of s at x and is symmetric and bi-linear 

map. Similarly we can construct the second derivative of s 

and all the higher derivatives d3 s, d4 s etc. 

These derivatives can be expressed in terms of their various partial derivatives. 

If 

is a parametrization of a surface and if u = (a, b), v = (c, d) are tangent vectors to 

R2 then the first and second derivatives at a point x = (Xl, X2) are 
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§6.2 The first and second fundamental forms, the Gauss map and 

principal directions. 

Let s be a parametrization of a smooth surface S in R3. The first and second 

fundamental forms of s are bilinear maps which contain much of the information 

about the first and second derivatives of s. The second fundamental form at a point 

x describes the way the normal to the surface at s(x)' changes as we move in any 

direction through x. There are generally two directions in which this change is 

particularly simple. These directions are called the principal directions. 

Definition 6.3 

The first fundamental form of s at a point x E R2 'is a symmetric bilinear 

map 

given by 

IT Ix<pp> = Ix<qq> = 1 and Ix<pq> = 0 then P = dsx<p>, Q = dsx<q> are 

unit length orthogonal vectors. 

At any point, s(x), of the surface there is a normal line which passes through 

s(x) and is normal to the tangent plane at s(x). There are two points which are 

a unit length along this line s( x) + n, s( x) - n. The vector .!! is said to be a 

unit normal. For a surface patch we can find a continuous field of unit normals 

.!! : R2 -. R3. We can identify each unit normal with a point on the unit sphere. 

This gives a map 9 : R2 -. S2 which is called the Gauss Map. 

Like any other map we can differentiate.!! to give a linear map d.!!x : R2 -. R3. 

Definition 6.4 

The second fundamental form of s is a symmetric bilinear map 

I Ix : R2 X R2 -. R 

IIx<u, v> = -dnx<u> . dsx<v>. 

As ll(x) is normal to the tangent plane n(x) . dsx<u> = 0 for any tangent 

vector u. Differentiating this equation gives 
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The * in the above equation indicates that any tangent vector could be substituted 

here, the same tangent vector replacing both *s. This gives another form for the 

second fundamental form 

which is often more convenient to use as it does not involve differentiating the 

normal. 

The equation 

generically has two Eigenvectors p, q which are called principal directions and two 

corresponding Eigenvalues Kp, Kq the principal curvatures. Let P = dsz<p>, 

Q = dsz<q> with p, q chosen so P, Q are of unit length. These are the principal - -
directions on the surface and they are independent of the parametrization and 

are orthogonal ([O'Neill] Theorem 5.2.5). In terms of the second fundamental form 

we have 
IIz<p,p> = -d!lz<p> . P = Kp, 

IIz<q,q> = -dnz<p>· Q = Kq, 

IIz<p,q> = -dnz<p>· Q = -dnz<q>· P = O. 

Two important measures of the shape of a surface at a point are the Gaussian 

Curvature K = KpKq and the Mean Curvature H = !(Kp+Kq). These values are 

independent of the parametrization ([O'Neill] lemma 3.2). The sign of the Gaussian 

curvature gives a basic classification of the shape of the surface at a point: 

if Kp>O, Kq>O or Kp<O, Kq<O then K>O and the surface at that point is said 

to be elliptic; 

if Kp>O, Kq<O or Kp<O, Kq>O then K <0 and the surface at that point is said 

to he hyperbolic; 

if one of Kp or Kq only is zero then the surface at the point is parabolic; 

,. if both of Kp and Kq are zero then the surface at the point is flat. 

On a generic surface you have regions of elliptical and hyperbolic points sepa­

rated by lines of parabolic points (fig. 6.2). 
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parabolic line 

elliptic region 

fig. 6.2) Elliptic, hyperbolic and parabolic regions-of a typical surface 

Rather than calculating the two principal curvatures we can calculate K and 

H directly from the first and second fundamental forms. First choose two linearly 

independent vectors u, v and let 

E = Ix<u, v>, F = Ix<u, v>, G = Ix<v, v>, 
1= IIx<u,u>, m = IIx<u,v>, n = IIx<v,v>. 

A simple calculation shows that Gaussian and mean curvatures are 

In - m2 

K = EG-F2' 
H = En+GI-2Fm 

EG-F2 . 

§6.3 Contact with spheres and the distance squared function 

A standard way of classifying points on a surface is to examine the contact of 

the surface with a sphere. This is equivalent to studying the singularities of the 

distance squared function 

V: R2 X R3 ~ R 

V(x,~) = l(s(x) -~) . (s(x) - ~). 

This gives half the square of the distance from a point on the surface sex), to a 

point ~ in space. See [Porteous-2]. 

The distance squared function is related to contact with spheres. The map 

F£,p : R3 ~ R defined by 

defines a sphere F~~; (0) centre ~ radius p. To find the contact of the surface with 

the sphere we examine the function F£,p 0 S ~ R2 ~ R which is our function VI.£. after 
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adding and multiplying by constants. If we allow smooth changes of coordinates in 

the source we find that V I.£. is right equivalent to one of the following forms: 

Ao : Xl ± x~, 
Al : ±x~ ± X~, 
A2 : 3 ± 2 Xl X2, 

A3 : ±xt ± X~, 

This list is complete for a generic surface, a result of Looijenga - see [Wall]. In a 

generic one parameter family we can also have: 

As : ±x1 ± x~, 
Ds : X~X2 + x~. 

for example if s(O) is a generic point on the surface and if ~ is a generic point a 

distance p along the normal line then a parametrization of the surface can be found 

so that 

for some constants ct, fJ. We say that the sphere centre" radius p has Al contact 

with the surface, alternatively we label f. as an Al point or say Vic has an Al 

singularity at x = O. 

For a generic point on the surface all points not lying on the normal line are 

Ao points, all point on the normal, bar two, are Al points ~d the points distance 

1/"'p, 1/"'q along the normal are both A2 points (fig. 6.3). The higher singularities 

A3 , A4 , D 4, ••• only occur for special points on the surface. We shall look at these 

after the focal surface has been introduced. 
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s 

fig. 6.3) Labeling points in space according to singularities of distance squared map 

§6.4 Focal surfaces and their singularities 

The focal surtace is the analogue of the evolute of a curve for surfaces in R3. 

Whereas the evolute is the locus of centers of circles with A~2 contact, the focal 

surface is the set of centers of spheres with A2 or higher contact with the surface. 

We can also think of the focal surtace as the envelope of the normal lines to the 

surface. 

As there are two principal curvatures for most points on the surface there will 

be two A2 points on the normal line and hence two sheets of the focal surtace. These 

sheets will only come together at isolated points call umbilics. 

Most points on the focal surface are A2 points and at such point the focal surface 

is smooth. There can be lines of A3 points, along such lines the focal surface has a 

cuspidal edge called a rib. On the surtace S we have a corresponding ridge line. 

Along this line the. principal curvature has a turning point dK.p<p> = 0, so ridges 

are lines of "highest" or "lowest" p~ncipal curvature a feature which maybe visually 

evident. Isolated points on the ribs may be A4 or swallowtail points. Here the' 
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self intersection 

focal surface 

surface 

fig. 6.4) A swallowtail point on a focal surface 

focal surface has a swallowtail singularity (fig 6.4). The line where the focal surface 

intersects itself is not particularly significant as the two sheets of the intersection 

come from different parts of the surface and do not even have the same principal 

curvatures. Hence there are two different spheres with A2 contact. 

When the two principal curva.tures are equal, which for a generic surfac~ only 

happens at i~olated points, we have an U mbilic point lying on the surface and 

an U mbilic centre on the focal surface. Here the two sheets of the focal surface 

come together. These may be of two main types either elliptic, D, (fig. 6.5a), 

or hyperbolic, Dt, (fig 6.5b). In the paraboli~umbilic, Ds transition the type 

of the umbilic changes from being elliptic to hyperbolic. Through a hyperbolic 

umbilic centre there is a li~e of A3 points which passes smoothly from one sheet to 

the other (prop. 8.12). There are three such lines through a elliptic umbilic centre. 

The pictures shown are the standard models of umbilics which are symmetrical. All 
the points on each surface have the same sign of Gaussian curvature and there are 
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no parabolic points. In chapter 8 we will look at generic examples of umbilics which 

are not symmetrical and for which have parabolic lines on them. 

------- .... 

a) ellipitic 0'4 b) hyperbolic o~ 

fig. 6.5) Umbilic focal surfaces (standard model) 
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Chapter 7: Catcu[atwns on focaL surfaces 

For many features of the surface (parabolic lines, ridges, parabolic lines on 

the focal surface) we can use the following technique for finding them: first find 

a function I: R2 ..... R, from the parameter space to the reals, such that 1-1(0) 

(generically a set of lines) corresponds to the feature; once we know this function 

we can use a zero following algorithm to calculate the feature for an actual surface. 

For example to find the parabolic lines on a surface we use the Gaussian curvature 

as our function. Here we are interested in two different features the cuspidal edges 

(ribs) and the parabolic lines of the focal surface. The parabolic lines have only 

recently been considered. First th~oretically as the singularities of folding maps 

[Bruce-Wilkinson] and now here where we present explicit expressions for calculating 

there positions. To study parabolic lines we have had to calculate the Gaussian 

curvature of the focal surface (§7.2, §7.3) and this has lead to an interesting discovery 

about cuspidal edges. Namely that the Gaussian curvature generically changes sign, 

through infinity, as we cross a cuspidal edge of a focal surface (Theorem 7.8). 

Let s : R2 ..... R3 be a parametrization of a surface and I : R2 ..... R3 the 

corresponding parametrization of one sheet of the focal surface. 

§7.1 The relationship between the derivative of the distance squared 

function and its singularities 

Let V : R2 x R3 ..... R be the distance squared function introduced in chapter 6, 

V(x,~) = !(s(x) -~). (s(x) - ~), 

where x = (XI,X2) is in the parameter space and & is a point in R3. Differentiating 

with respect to x we have 

dV(x,~)<u> = ds(x)<u> . (s(x) - &), 

d2 V <uv> = d2 s<uv>· (s - &) + ds<u> . ds<v>,· 

d3 V <uvw> = d3 s<uvw> . (s -~) + d2 s<wu> . ds<v>, 

+ d2 s<uv> . ds<w> + d2 s<vw> . ds<u>, 

~ V < > = ~ s< > . (s - &) + 4d3 s< > . ds< > + 3d2 s< > . d2 s< >, 

d.5V< > = d.5 s< >. (s -~) + 5crs< >. ds< > + 10d3s< >. d2s< >. 

In general we assume that these maps are evaluated at a known point (x,~) so we 

drop these parameters from the expressions. Also unless a specific tangent vector is 
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used we can either replace each occurrence by * or by a space to indicate any tangent 

vector may be used here. For example the following are equivalent statements 

dV(x,~)<u> = 0 VuE R2, 

dV <u> = 0 VuE R2, 

dV< > = 0, 

dV<*> = O. 

In the fourth and fifth derivatives above we have abbreviated the dot product terms. 

When evaluating on a set of vectors the sum" of various permutations should be used. 

The pennutations are chosen so that each half of the dot product is evaluated on 

a unique sub-set of the vectors. For example when evaluating 4d3 s< > . ds< > on 

the vectors u, v, W, z we calculate 

d3 s<uvw> . ds<z> + d3 s<vwz> . ds<u> 

+ ~ s<wzu> . ds<v> + ~ s<zuv> . ds<w>. 

Note we have not included d3 s<vuw> . ds<z> as this is the same as d3 s<uvw> . 

ds<z> 
There is a" link between these derivatives and the singularities of the distance 

squared function which was first explained in [Porteous-I] [Porteous-2]. We now 

summarize some of the results from [Porteous-2]. 

Lemma 7.1 

First define the following conditions: 

dV(x,~)<*> = 0 

d2V(x,,,)<p*> = 0 for some non zero vector p 

d3V <p3 > = 0 for p as in (7.2) 

The equations 

d3V <p2*> + d2V <ril<> = 0 

d'v <p4> + 6d3v <p2r> + 3d2V <r2> = 0 

have a simultaneous solution for some non zero vector r and p as in (7.2) 

(7.1) 

(7.2) 

(7.3) 

(7.4) 

dSV <ps> + 10~V <p3r> + 15d3V <pr2> = 0 pas in (7.2), r as in (7.4) (7.5) 

d2V <**> = 0 (7.6) 

d3V <p2*> = 0 for some non zero vector p (7.7) 

d3V <p**> ~ 0 for p as in (7.7) (7.8) 

crV<p4> = 0 for p as in (7.7) (7.9) 
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Note if (7.1) holds then c must lie on ,the nonnal line, furthennore if (7.2) also 

holds then c is a focal point and p is the corresponding principal direction. The 

other conditions are all evaluated at the point (x,f). The conditions for the various 

singularities of the distance squared map are: 

for Al points (7.1) but not (7.2) holds; 

for A2 points (7.1), (7.2) but not (7.3) or (7.6) hold; 

for A3 points (7.1), (7.2), (7.3) but not (7.4) or (7.6) hold; 

for A4 points (7.1), (7.2), (7.3), (7.4)-but not (7.5) or (7.6) hold.; 

for D4 points (7.1), (7.6) but not (7.7) hold. 

for Ds points (7.1), (7.6), (7.7) but not (7.8) or (7.9) hold; 

Corollary 7.2 

The ribs and ridges (A3 or higher points) are given by the set of points in the 

parameter space 

R = {x E R2 such that d3V(X,f)<p3> = 0, where p is a principal direction 
and f is the corresponding focal point. 

The ridges (on the surface) are given by s( R) and the ribs (on the focal surface) are 

feR). To find A4 or higher points we look for the intersection of R with 

T = {x E R2 such that 3d3V <p2q>2 - d4V <p4>~V <q2> = 0, 
where p is a principal direction, 

f(T n R) gives the swallowtail points on the focal surface and seT n R) gives the 

corresponding points on the surface. 

Proof 

An ~ points must lie on a rib and condition (7.4) must also hold. Let r = 
ap + f3q. Condition (7.4) implies 

d3V <p2*> + f3d2V <q*> = 0 

atv <p4 > + 6f3d3V <p2q> + 3f32cfV <q2> = 0 

(7.10) 

(7.11) 

The first of these equations implies that the derivative of the second with respect to 

f3 is zero. Hence the quadraticin f3 (7.11) has repeated roots and a zero discriminant. 

Taking the discriminant we have 
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§7.2 Calculating the Gaussian curvature of the focal surface 

Now we begin the new work by looking at the derivatives of one sheet of the 

focal surface f and of the principal direction P associated with this sheet. This will 

lead to an expression for the Gaussian curvature. Previously when differentiating 

we have kept £, the point on the focal surface, fixed. If we now allow £ to vary but 

restrict its movement to the focal surface we can obtain expressions for d£< > = 
df < > and a: £< > = a: f < > and hence information about the focal surface. 

Let C : R -+ R2 be a curve in the parameter space, soC : R -+ R3 IS a 

curve on the surface and foe : R -+ R3 is the corresponding curve on the focal 

surface. We have two vector fields p, q : R2 -+ R2 for the principal directions in 

the parameter space where p corresponds to the sheet of the focal surface given by 

f. We also have two vector fields P, Q : R2 -+ R3 which are the actual principal 

n 

surface 

parameter space 

fig. 7.1) A curve C in parameter space and the corresponding 
curves on the surface and focal surface. 

\ 

dIrections on the surface (fig. 7.1). They are defined by P(x) = ds(x)<p(x» and 

Q(x) = ds(x)<q(x». We choose p, q such that E and Q are unit length. Provided 

we keep away from umbilic points these vector fields are continuous. If x = C(O) 
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and r = dC(O) E R2 then 

dsx<r> = des 0 C)(O) E R3 

df:r:<r> = d(f 0 C)(O) E R3 

dp:r:<r> = d(p 0 C)(O) E R2 

dEx<r> = d(E 0 C)(O) E R3. 

We can now differentiate the equation 

dV(x,f(x))<*> = ds(x)<*>· (s(x) - f(x)) = 0 

along the curve C to get 

d2sx<r*>' (s(x) - f(x)) + ds x<*>' dsx<r> - ds x<*>' df:r:<r> 

= d2V(x, f(x))<r*> - ds x<*> . dfx<r> 

=0. 

Replacing * by p gives 

dS:r:<P> . dfx<r> = P(x)· dfx<r> = O. 

(7.12) 

From this equation we obtain our first piece of information about the focal sUrface. 

Lemma 1.3 

The principal direction P( x) is normal to the focal surface. 

Proof 

From [Porteous-3] p85. AsE(x)· dfx<r> = 0 for all vectors r E R2 the vector 

E( x) ,is normal to the tangent plane to the focal surface and hence to the focal 

surface itself. 

Henceforth we assume that derivatives are evaluated llot x, {(x, f (x)) in the case 

of the distance squared fu'nc\ion}, and we drop subscripts. To find out what the ~ 

tangent vector df <r> is we can use equation (7.12) again, this time replacing * by 

q to give 
df<r> . 9. = d2V <rq>. (7.13) 

Differentiating ~V <p*> = 0 along C gives 

(7.14) 
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By replacing * by p we have 

(7.15) 

Now let df<r> = a Q + b n; we find from (7.15) that a = tPV <qr>. Expanding 

(7.15) gives 

so 
b = _d_

3 
V_<_p2_r_>_--:tP_V_<."....q_r_>_tP_S_<_p_2_>_ . ..=!1 

d2s<p2> .11 

Lemma 7.4 

The tangent vector df <r> to the curve foe where r = ~~ is 

Proof 

From the above noting that the principal curvature K.p = d2 
S <p2 > . 11. 

We can now find the first fundamental form of the focal surface, 

I,<u, v> = df<u>· df<v>. 

To find the second fundamental form (and hence the Gaussian curvature) we can 

either find the second derivative of the focal surface d2 f < > or thefirst derivative 

of the normal to the focal surface. As the normal is E. it will be easier to do the 

latter. 

Now P = ds<p> so 
\ 

dP<r> = d2 s<pr> + ds<dp<r> > 

which means we have to find dp<r>. We have chosen p such that P is of unit length 

i.e. £.. £. = 1. Differentiating this gives 

(7.16) 

Another equation for dp<r> is obtained by replacing * by q in (7.14), 

(7.17) 
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Letting dp<r> = a p + b q equation (7.16) becomes 

o = d2 s<pr> . P + a ds<p> . E. + b ds<q> . P 

= d2s<pr> . E. + a, 

as ds<p> = P and ds<q> = Q are orthogonal unit vectors. Also equation (7.17) 

reduces to 

We can now find a, b and hence dp<r>, 

d ( d2 P) (~s<pq>.dj<r>-d3V<pqr» 
p<r> = - s<pr>· - p + d2V < 2> ' q. 

- q 
(7.18) 

Lemma 7.5 

The derivative of the normal to the focal surface is 

2 2 (~s<pq>. dj<r> - d3V <pqr» 
dP<r> = d s<pr> - (d s<pr> . P)P +. d2V <q2> Q. 

Definition 7.6 

The second fundamental form of the focal surface is 

II,<u,v> = -dj<u>· d.£..<v>. 

To find the Gaussian curvature first choose two linearly independent vectors u, v 

and let 

E = I,<u,v>, 

I = II,<u, u>, 

F = I,<u,v>, 

m = II,<u,v>, 

G = I,<v,v>, 

n = Il,<v,v> 
and the Gaussian curvature of the focal surface is 

In - m 2 

K,= EG-F'2' 

§7.3 A simplified form for the Gaussian curvature of the focal surface 

The previous expression can be greatly simplified by choosing u = p and v = q. 

For the tangents we have 

1 
dj<p> = -d3 V<p3>11, 

"'p 

d2V 2 n (d3v<p2q>_~v<q2>~s<p2>'Q) 
dj<q> = <q >~ + n. 

"'p 
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We observe that when d3V <p3> = 0 the map dJ : R2 -+ Rl is a fold map. This 

ties in with this also being the condition for a cuspidal edge (A3 point) on the focal -

surface. 

Before moving on to find the curvature of the focal surface we first have a 

lemma about A4 points. 

Lemma 7.7 

If the tangent to the ridge is in the principal direction then we have an A4 

singularity. 

Proof 

This is also stated without proof in [Porteous-2] p382. If r is the tangent to 

the ridge then differentiating d3V <p3 > = 0 in the r direction gives 

~V <p3,.> + 3d3V <p2 dp<r» - d3s<p3> . dJ<r> = O. 

If r = p, the principal direction, this reduces to 

~V <p4> + 3dl V <p2dp<p>> = O. 

From equation (7.17) we also have 

d3V <p2*> + d2V <dp<p>*> = O. 

These two equations imply condition (7.4) of lemma 7.1 with r = dp<p> so we 

have an A4 point. 

We now return to the task of calculating the Gaussian curvature of the focal 

surface and find the derivatives of E. Recalling that Jl s<pq>·.!! = 0, Jl s <p2 > . .!! = 
""p the expressions for dl!..<p>, dI!.<q> simplify to 

( 
d3V<p2q» 

dE<p> = d
2 
s<p2>. 9. - dlV <q2>' Q +""p.!!, 

( 
dlV<pq2» 

dl!..<q> = 2d
2 
s<pq> . 9. - d2V <q2> 9.. 

Calculating the number E, F, G, I, m, n we have 
E = (-LdlV <pl»2 

IC p 

F = -:lrd3V <p3> (d3V <p2q> _ d2V <q2> d2 s<p2> . n) 
IC p .!L 

~2)2 (d
3
V<p2 q>-JlV<q2> Jls<p2>'Q)2 

G = (d V<q > + , 
• ""p 

1 = _d3V <p3>, 

m=O, 

n = -2d2V <q2> d2 s<pq> . 9. - d3V <pq2>. 
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We can now calculate the Gaussian curvature'of the focal surface. 

Theorem 7.8 

The Gaussian curvature of the focal surface is given by 

where "'p is the principal curvature of the surface S in the P direction and 

n = -dE.<q> . Q. 

(IT "'p = 0 the focal surface lies at infinity and if ~V <q2> = 0 we have an 

umbilic point.) 

At a generic A3 point 1 = 0 and n, "'p, ~y <q2> are all non zero. The focal 

surface has a cuspidal edge with infinite Gaussian-curvature, on either side of the 

edge the Gaussian curvature will be ot opposite signs. 

The focal surface has parabolic line, K f = 0, when n = 0 and 1, "'P' ~V <q2> 
are all non zero. The curvatures on either side of the parabolic line will be of 

opposite signs. 

Proof 

Calculating the denominator of the Gaussian curvature, K f = (In-m2 )j(EG­

F2), we find 

Also by expressing dJ<q> in terms of P, Q, n. we have 

n = -dJ<q> . dl!..<q> 

= -(d2V <q2>Q + on.). dE.<q> 

= -d2V <q2> dP<q> '!i 
= d2V<q2>n, 

where 0 is some real number. Substituting in the expression for the curvature gives 

the required result. 

The map 1 : R2 -+ R will have rank 0 if and only if both dl<p> and dl<q> are 

zero. From the proof of lemma 7.7 we see that I = 0, dl <p> = 0 implies that we hS:ve 

128 



an A4 or higher singularity, which generically occurs at isolated points. Furthermore 

we also require di<q> = 0 and this gives the non-generic A4 singularity [Porteous-2] 

p382. It follows that at all points of a rib 1 will have rank 1, so its sign and the sign 

of K f will change as we cross the rib. Likewise n : R2 --+ R generically has rank 0 

only at isolated points and generica11y the curvature of the focal surface will change 

sign when we cross a parabolic line. 

We note that in the standard model of a cusp edge, f(x,y) = (X,y2,y3), the 

Gaussian curvatures are the same on either side of the edge (see example 1 below) 

but there is generically a sign change for cusp edges of focal surfaces. Now we look 

at the two conditions (l = 0, n = 0) to see what they imply geometrically. 

§7.4 Parabolic lines and cuspidal edges on focal surfaces 

First consider a point s( x) on a surface S for which dn<r> = 0 for some vector 

r. If we let r = a p + b q =I 0 we have 

dn.<a p + b q> . E.. = -aK.p = 0, 

dn.<a p + b q> . Q = -bK.q = 0 

This implies that either b = K.p = 0 and r = a p or a = K. q = 0 and r = b q or that 

K.p = K. q = 0 which is a flat point (an umbilic with zero Gaussian Curvature). In all 

three cases we are at a parabolic point and r is a principal direction. Conversely if 

we are at a parabolic point, K.p = 0, and p is a principal direction then dn<p> = O. 

We now, apply this to a point on a focal surface. Here E.. is a unit normal, so 

for a parabolic point we require that dE.<r> = 0 for some r. Therefore dE.<r> . 

11 = -p . dn<r> = IIz;<pr> = 0 which implies r = q. Note lIz is the second 

fundamental form for the surface S at the point x. To be parabolic we also require 
"-

that dI!..<r> . Q = n = 0, the same result as in theorem 7.8. Alternatively n = 0 

implies dI!..<q> = O. We note that the point is not flat as dE.<p> .9.. is generically 

non zero and at parabolic points df <q> is a principal direction of the focal surface. 

Intuitively we observe that when moving along a curve soC, on the original 

surface S, in the 9.. direction the vector E. remains stationary. Hence the normal to 

the focal surface does not change when moving along the curve f 0 C in the df<q> 
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focal surface 

surface 

fig. 7.2) Change In e. g n frame at a paraboilc point of the focal surface 

direction (fig. 7.2). The significance of this on the surface is discussed in lemma 

8.11. 

Definition 7.9 

For a parabolic line on the focal surface we can think about the corresponding 

curve on the original surface S. We shall call this curve a sub-parabolic line. Both 

of these curves can be defined in parameter space. H 

T ={ x E R2 such that dE.<q> . Q = 0, 
where p, q are principal directions, 
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then the parabolic lines on the focal surface are given by J(T) and the sub-parabolic 

lines are given by seT). 

To analyse what happens near a cuspidal edge we define a basis ~, Ii, Q. at 

every point of the edge with ~ along the edge, Il = £.. the limit of the normal to the 

j 

fig. 7.3) The frame A. B.. ~ on a cuspldal edge 

focal surface andQ = IJ.AA (fig. 7.3). If,: R -+ R3 is a unit speed parametrization 

of the cuspidal edge then.A = " where primes denote differentiation along the edge. 

We can describe the shape of the cuspidal edge by three numbe~: 

K =.A' ·Il = -Il' . .A 
9 = .A' . Q = -Q' . .4 

T = Q' ·Il = -It . Q. 

These number are similar to those used to describe a curve on a smooth surface, 

see for example [Konederink] §6.1. If we think of A as the tangent to the curve 

and B as normal to the (cusp edge) surface then K, g, T are equivalent to the three 

quantities "normal curvature", "geodesic curvature" and "geodesic torsion" for a 

curve on a smooth surface. At a generic point on the cuspidal edge we would expect 

these three numbers to be non zero. The ge<?metric significance of these numbers is 

illustrated below by a few special cases. 

The colour pictures (7.5a)-c)*) are computer generated examples of some spe­

cial cases and they have been calculated as the focal surfaces of some specially 

chosen surfaces. The colours are Just used to give an indication of the curvature, 

rather than the specific values, and are coded as follows: 

Orange - large positive Gaussian curvature, 

Green - positive Gaussian curvature, 
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0, K I: constant. 
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a) J( = '( = 0, 9 = constant. 

b) 9 = 't = 0, J( = constant. 

c) K = 9 = 0, 't = constant. 

fig . 7.5) The different ways a cuspidal edge can curve. 



Red - negative Gaussian curvature, 

Blue - large negative Gaussian curvature. 

These pictures here are only the first attempts at drawing focal surfaces as solid 

coloured surfaces and some of the colouring can be misleading. This is particularly 

. evident in figure 7.5)* where the edge appears yellow and there are sudden changes 

between red and blue. Figures 7.6)-7.8) have been included to help clarify these 

picture. The reader is referred to §9.13 where the production of these picture is 

discussed in detail. 

1) The surface (x,y,z) = (s,t 3 ,t2
) (fig. 7.4). This is the standard model of a 

cuspidal edge but is very non generic in our study as ~ = 9 = T = O. At all 

points of the surface one of the principal curvatures is zero so the Gaussian 

curvature is zero. 

fig. 7.4) A straight cuspidal edge 

2) In cylindrical coordinates f(t,8) = (t 2 + ro)i + t3~ defines a cusp edge (fig. 

7.5a)*, 7.6). Here we have K = T = O. The two families of curves I t (8) = J(t, 8) 
and J,(t) = J(t,8) intersect 'at right angles. Furthermore I;, J~ are principal 

directions and their principal curvatures are 

-3t -6 
K t = -:-( t"':"2 -+-r-o:-) ';-;:4=+==:::::9t:::r2 ' K, = t( 4 + 9t2 )3/2 

The Gaussian curvature is 

which is of constant sign and tends to a finite limit as t tends to zero. We note 

that Kt --+ 0 as t --+ 0 and we see that moving along the curve 10 the normal, 

Il, does not change direction so we would expect a zero principal curvature. 
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-3) Again in cylindrical coordinates we have a cuspidal edge (fig. 7.5b)*, fig. 7.7)) 

defined by f(t,B) = (t3 + ro),t + t2,i. The two principal curvatures are 

2 -6 
(t3 + roh/4 + 9t2' t( 4 + 9t2)3/2 

and their product is 
K= -12 

t(t3 + ro)( 4 + 9t2)2 

which tends to infinity as t tends to zero and the sign changes as we cross the 

cuspidal edge. Here T = 9 = 0 and K, is non zero. 

4) Here we have a straight cuspidal edge (fig 7.5c)*, 7.8)) where K, = 9 = 0 

but the sunace twists around it. First define a basis (U(s), Y(s), Z) where 

Z points along the edge and U, Y rotate around it, U (s) = cos( s )U (0) + 
sin(s)"V(O), yes) = -sin(s)U(O)+cos(s)V(O) (fig. 7.8). The sunaceis defined 

by f(s, t) = sZ + t2U(s) + t3Y(s). As t tends to zero the Gaussian curvature 

can be shown to tend to a finite negative limit. 

5) /Now consider a cuspidal edge 1(S) with K" g, T all non zero constants. We have, 

(A:) _ (0, K" g) (A) 11. - -K" 0, T II 
(2' -g, -T, 0 (2 

where primes denote differentiation along the edge. A cuspidal edge is defined 

by 

. If £.1 = (1, 0), ~2 = (0,1) then the first derivatives are 

so 

and EG - F2 = 4t2 + O(!"). Now 

df <£.1 > " df <£.2> = 2tlJ.. - 3t2 (2 + O( t 3
) 

and a unit normal is given by 

2lJ.. - 3t(2 + 0(t2
) 

!l = -=~V;=4 =+::::;0;::;:( t:::;;:2~) ~ 

= B - !tQ + 0(t2
). 
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Calculating the second derivatives gives 

Hence 

so the Gaussian curvature is 

3tK -' !t2g - 4T2t2 + O(t3
) 

K= 2 
4t2 + O(t4) 

= ~Kt-l - ~g,- T2 + O(t). 

This shows that if K f:. 0 the curvature changes sign through infinity as we cross 

a cuspidal edge. If K = 0 the the curvature will tend to a finite limit and have 

the same sign on both sides of the cuspidal edge. 

From these examples we can see how the numbers K, g, T are related to the 

way in which the cusp edge curves and how K relates to the Gaussian curvature. 

The next lemma highlights the connection between nand K for focal surfaces and 

shows they are both generically non zero. 

Lemma 7.10 

- For a cuspidal edges on a focal surface K is zero if and only if n,= dE<q> . 9. 
is zero or we are at an umbili~ or A, point. This will generically happen only at 

isolated points. 

Proof 
As we are on a cuspidal edge dJ <p> = O. The expression for K can be expanded 

by writing r as ap + f3q to get 

K = dJl<r>· dJ<r> 

= dE<r> . dJ <r> 

= /3dE<r> . df <q> 

= a(3m + (32n 

= (32 d2 V <q2> n. 
So K is zero if and only if /3 = 0 or n = 0 or ~V <q2> = O. Now (3 = 0 implies that 

the tangent to the ridge r in the parameter space is in the p direction and from 

lemma 7.7 we have that this is the condition for an A4 singularity. If ~V <q2> = 0 

then we have an umbilic point. Umbilics centres and A4 points are generically 

isolated points on the ribs, also I = n = 0 only occurs generically at isolated points. 
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Chapter 8: Exampl:es ot Um&Uics 

In this chapter we obtain some computer pictures of the pattern of ridges and 

sub-parabolic lines around umbilics on some surfaces. We also show pictures of focal 

surfaces which have the ribs and parabolic lines marked on them. The pictures are 

all generated from generic examples without any symmetry and they are the first 

time that the (sub-) parabolic lines have been illustrated. Examples of most types 

of umbilic and some of the transitions are included. Before we look at the examples 

th~ classification of umbilics is reviewed in §8.1 and §8.2. Section 8.2 also contains 

some new results about sub-parabolic lines and in particular their relationship with 

the lines of curvature and their directions at umbilics. 

§8.1 Cubic forms 

When studying umbilics there are two cubic forms of interest d3 V <p3 > and 

~V <pq2>. The following section deals with the classification of such forms. The 

results here have been adapted from [Porteous-3]. We extend these results to classify 

symmetric cubic forms as well. , 

Definition 8.1 

A cubic form is a homogeneous polynomial map Rn -+ R of degree 3. Likewise 

a quadratic form is a homogeneous polynomial map of degree 2. All forms in this 

chapter have R2 as the domain. 

Any quadratic form can be written as Q(x, y) = (ax2 + 2/3xy + 'Yy2) where a, 

/3, 'Y are real numbers. A cubic form can be written as C(x, y) = (ax3 + 3bx2 y + 
3exy2 + dy3), where a, b, c, d are real numbers. 

Definition 8.2 

A form F has a root direction u = (x, y) if F(au) = 0 for all real values of a. 

The number of real root directions determines the type of the form either 

elliptic, parabolic or hyperbolic. 

Proposition 8.3 

The quadratic form Q(x, y) = ax2 + 2/3xy + 'Yy2 is 

hyperbolic: two real roots, if /32>a,,{, 

parabolic: two coincident real root directions, if /32 = a,,{, 
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elliptic: two complex conjugate root directions (in [2 :J 02 ), if (j2<a,. 

All cubic forms have at least one real root direction and we can have the following 

types: 

elliptic: 

parabolic: 

cubical: 

with three distinct real root directions, if it has a hyperbolic 

quadratic form as a factor. 

three real roots two of which are coincident, if it has a parabolic 

quadratic form as a factor. 

three coincident real root directions, if the form can be written as 

C(x, Y) = (AX + l-'y)3. 

hyperbolic: One real root and two complex conjugate roots if it has an elliptic 

quadratic form as a factor. 

We can think of a cubic form C as a third derivative d3 V evaluated on p3 i.e. 

C(x, y) = Jlv <p3> where p = (x, y). 

We can also associate the cubic form with a quadratic form 

called the hessian. If u is a root direction of the Hessian then the quadratic form 

d3V <up2> is parabolic. The slightly strange naming of cubic forms comes from 

the classification of their associated hessians. If the cubic form is elliptic, resp. 

parabolic, hyperbolic then the hessian is elliptic, resp. parabolic,hyperbolic. The 

results in this section can be derived thJ;"ough considering the hessian [Porteous-3] 

pp64-66, although we will not do so here. 

Definition 8.4 

An orthogonal form is one where t~o of the real root directions are at right 

angles. A' hyperbolic quadratic form is orthogonal if it is of the type (AX + p.y)(l-'x -

_ AY) = AJJx2 + (1'2 - A2)xy - AJJy2. Elliptic or parabolic cubic forms are orthogonal 

if they have orthogonal quadratic forms ~ factors. Hyperbolic cubic forms cannot 

be orthogonal. 
A form F : 02 -+ 0 is symmetric if there exists a reflection R : 82 ,0 -+ 02 ,0 

such that FoR = F. This implies that for each root direction u its reflection R( u) 

is also a root direction. A symmetric cubic form can be factored into symmetric 

linear form and quadratic forms with the same axis of symmetry. A symmetric 

linear form, and hence the cubic form, has a root direction pirpendicular to the axis 

of symmetry. 
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.• i Definition 8.5 Complex cubic forms 

We can identify R2 with C by letting z = (x+iy). The quadratic form Q(x, y) = 
AX2 + 2Bxy + Cy2 is equal to the complex quadratic form 

Q*(z) = 'YZ2 + 2rzz + -rz2 

where 'Y = i{A - C - 2Bi) E C and r = i{A + C) E R. The cubic form 

is equal to the complex cubic form 

(8.1) 

where 0' = lea - 3c + (d - 3b)i) and /3 = lea + c + (d + b)i). 

Definition 8.6 Equivalence of forms 

Two forms F, G are equivalent if there is some linear transformation T : R2, 0 -+ 

R2 ,O consisting of rotations and enlargements only, such that F = GoT. For 

complex forms such a transformation can be written as T(z) = wz, w E C. 

H 0' =F 0 the cubic form (8.1) is equivalent to 

where w = wz, /3' = ",~!i and w is one of the cube roots of 0'. We can classify such 

cubic forms by the position of /3' in the plane. H 0' = 0 the form is represented by 

a point at infinity. We now examine the regions of the /3' -plane to see which types 

of cubic form they correspond to. 

Lemma 8.1 

The cubic form C*(z) = z3 + 3PZ2 Z + 3/3zz2 + z3 is 

.. .ui .:.lti 
i) cublcalif/3=l,e a,e 3 ; 

ii) parabolic if /3 E r :;: {i(2ei8 + e-2i8 )} arid the form is not cubical; 

iii) elliptic if /3 li~s inside rj . 
iv) hyperbolic if /3 lies outside rj 
v) orthogonal if 1/31 = i; 
vi) symmetric if /3 = re¥ , r E R, n E l. 

See figure 8.1. 
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fig. 8.1) Classification of cubic forms in lemma 8.7 

Proof 

Adapted from [Porteous-3] pp65-66. Let Q*(z) = eiB z2 + 2rzz + e- iB z2 be 

a complex quadratic form. Any quadratic form is equal to a real multiple of a 

quadratic form of this type. This form is hyperbolic if Irl<l, parabolic if r = 1 and 

elliptic if Irl>1. The cubic form C* must have a quadratic factor of this type, the 

. other factor being linear: L*(z) = (ei~z + e- i 4»z). Now 

Equating the coefficients of z3 with C*(z) gives 4> = -8 and equating coefficients of 

- zz2 shows that 3{3 = e-2iB + 2rei8
• 

For r = 1 this gives the curve r. Points on this curve will correspond to 

cubical or parabolic forms. Elliptic forms will have Irl<l and correspond to points 

inside r. Hyperbolic forms have Irl>l and correspond to points outside the curve. 

In particular orthogonal quadratic forms are of the form eiB z2 + e-i8 z2 and have 

r = O. These will give points on the circle {3 = i e2iB • 

A parabolic cubic form will be cubical when its quadratic factor is the square 

of the linear factor i.e. 
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hence eiB = e-2iB so 8 = 2~'" for some integer n. This gives the three points at the 

cusps of r. 
A reflection in a line through the origin at an angle .,p to the x-axis is defined 

by 

For symmetric forms C· 0 R", = C· for some .,p. Now C· 0 R", is 

Equating coefficients with C· gives .,p = T' f3 = peit/J+m"" m, n E Z, pER. This 

gives three straight lines through the origin. 

§8.2 U mbilic classification 

We now examine the link between umbilics and the cubic forms which describe 

their properties. There are two cubi~ forms which describe the pattern of ridges and 

sub-parabolic lines around an umbilic, C1(x, y) = d3V <p3> and C2 the Jacobian 

of C1 and the first fundamental form of the ·surface. The ridges are related to Cl 

and C2 describes the sub-parabolic lines and line of curvature. Let s : R2 -+ R3 be 

a parametrization of a surface with s(O) an umbilic point and let V : R2 x R3 -+ R· 

be the associated distance squared map. Without loss of generality we assume that 

the first fundamental form at the umbilic, Io<u, v>, is just the dot product on R2, 

i.e. Io<u, v> = u . v. For any direction r we write r.L for a vector perpendicular 

to r i.e. I <rr.L > = O. In particular if p is a principal direct~on then pl. is also a 

principal direction and we write q for pl.. 

If "( : R -+ R2 is smooth curve such that "(0) -:- 0 then we can find a pair of 

principal direction Ptl qt at each point t of the curve except O. We now wish to find 

out if there is a well defined limit for Ph qt as t -+ O. (We recall that every direction 

is principal at an umbilic point). 

Lemma 8.8 

The principal directions Pt, qt have limits po, qo as t -+ 0 which satisfy 

where r = ~(O) is the tangent to "( at "(0). 
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Proof 

We are only interested in the direction of Po and not its length. The length can 

be eliminated by writing Pt = Pzt~l + PJlt~2 and finding an expression for pzt/pyt. 

At all non umbilical points cf2v <Pt*> = O. Expressing in coordinates gives 

and 
Pzt -cf2V <~2*> \ 
Pyt = d2V<-'l*> . 

Both numerator and denominator are zero at t = 0 so we use L'Hopitals rule to find 

the limit. This gives 

Pzo = -d3 V <~2r*> + cf2s<-'2*> . df<r> 
PyO d3V <~lr*> - d2S<~l *>. df<r> 

(8.2). 

This equation holds for any vector substituted for *. Provided d3V <r**> f 
tPs<**> . df<r> we can find the limit of pzt/PJlt. Rearranging equation 8.2 gives 

In particular inserting qo proves the theorem. 

Lemma 8.9 

If the limiting principal direction po satisfies d3 V <POq~> f 0 then dE<q> . g, 
tends to infinity as we approach the umbilic along a curve 'Y. 

Proof 

Differentiating cf2v <pq> = 0 in the q-direction gives 

d3V <pq2> + d2V <dp<q>q> - tPs<pq> . df<q> = O. 

This equation holds at all points except the umbilic. At each point we write dp<q> 

as a<q>p + /3<q>q where Q, /3 are linear maps R2 -+ R. From the above equation 

we find that 

We now restrict our attention to the curve 'Y and parametrize everything by t 

to have maps I(t), II(t), ds(t), df(t), £l2V(t), d3V(t) 'and vector fields Pt, qt, P"~ 
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Qt, nt· We can simplify d/Ct)<qt> by expressing it in terms of the P"~ Qt, nt basis. -- ---
We have 

d!Ct)<q,> = aflt ,+ bnt 

for some a, b E R. This follows as P t is normal, to the focal surface Clemma 7.3). 

From equation 7.6 we have a = d!Ct)<qt> . 9., = cPVCt)<q~>. Now calculating 

{3<qt> we have 

Taking limits as t ~ 0 we have cPVCt)<**> ~ 0 and 

, 3 2 
• 2 C ) n I· d VCt)<Ptqt> 

hm {3t<qt> = d s 0 <po, qo> . .:10 - 1m .:nVC) 2 t-O t-O a- t <qt > 

Now if d3VCO)<POq~ > =F 0 ~his will have an infinite limit. 

Differentiating E = ds<p> in the q direction gives 

d£.<q> .9..= cPs<pq>· 9. + ds<dp<q» . 9.. ' 
= cP s<pq> . Q + {3<q>. 

Now parametrizeing by t and examining the limit as t ~ 0 proves the lemma. 

Corollary 8.10 

H the limit of dE<q> . 9. is finite as we approach an umbilic along a curve 

'Y then the limiting principal directions satisfy crv <POq~> = o. In particular this 

holds for sub-parabolic lines where d£.<q> .9..= o. 

One interesting family of curves are the lines of curvature. These curves are 

defined by the differential equation ~ = PI· There are two sets of lines of curvat ure, 

p-lines and q-lines. At every non-umbilic point one line from the first set crosses a 

line from the second set at right angles. Aro\Uld an umbilic there are three generic 

patterns of lines of curvature "Star", "Mons tar" , and "Lemon" first discovered in 

[Darboux]. The name are from [Hannay] Cfig 8.2). 
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Monstar 

fig. 8.2) Pattern of lines of curvature around an umbilic (standard pictures) 

The Geodesic curvature 9 of a curve C, on a sunace at a point is the 

curvature of-the curve when projected on to the tangent plane. It can be calculated 

from 9 = I' .1::, where I. is the tangent to the curve, 1:: = 1:. " 11 is at right angles 

to 1:. in the tangent plane and I.' is the derivative of I.. with respect to arc length 

(fig S.3a). 

tangent plane 

fig.8.3a) Projection of curve onto tangent plane 

Theorem 8.11 

The geodesic curvature of a q-line of curvature at a point x is zero if and only 

if x is on a sub-parabolic line of the p-sheet of the focal surlace. 
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Proof 

For a q-line of curvature the geodesic curvature is given by 

9 = d!i<q> . £. 

= -d£,<q>'!i 

so is zero precisely when we are on a sub parabolic line. 

H we approach an umbilic along a curve C we find that unless d3 V <Po q~ > = 0 

the geodesic curvature of each successive q-line of curvature we cross will tend to 

infinity (fig. 8.3b). We note that in the "Star" and "Monstar" patterns there are 

three Exceptional directions along which lines of curvature with finite curvature 

pass through the umbilic. In the "Lemon" pattern there is only one such directions. 

The number of these direction is controlled by the cubic form d3 V <POq~>. We note 

in figure 8.2 none of the lines of curvature have inflections. We will see later that 

generically there is at least one sub-parabolic line going through the umbilic so we 

would expect the lines of curvature to have inflections as in figure 8.3b). 

\ 

q-lineS of QJrvature 

exceptional lines of a.wvalure 

fig. 8.3b) Sub-parabollc lines and exceplionallines of curvature around an umbilic. 

Proposition 8.12 I 

At an umbilic point we have the following ~sults .. 

1) Provided the cubic ~ V <u3 > is not parabolic the ridges pass smoothly 

through the umbilic and their tangents, r, satisfy ~V <pqr> = 0 where P is a s0-

lution of d3 V <p3 > = o. Also the ribs pass smoothly through the umbilic centre 
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and they' are tangent to the normal line to the original surface S. If d3v <1£3> is 

parabolic then one of the ridges and the corresponding rib are both singular. 

2) If the cubic d3V<u(u.L)2> is neither orthogonal or parabolic then the 

sub-parabolic lines pass smoothly through the umbilic with tangent r satisfying 

cry <pqr> = ° where p is a solution of d3V <pq2> = 0. This implies r = q and 

cry <r2r.L> = 0. On the focal surface the P¥abolic lines pass smoothly through 

the umbilic centre and are tangent to the normal line to the original surface. If 

cr V < 1£ ( 1£.L ) 2> is parabolic then one of the parabolic lines and the corresponding 

sub-parabolic line are both singular. 

3) Provided d3V <1£21£.L> is not orthogonal or parabolic then the exceptional 

Jrlines of curvature pass smoothly through the umbilic with tangent r = p satisfying 

~ cry <r2r.L> = 0. Hence they are tangent to the sub-parabolic lines. 

Proof 
Part 1) of this proof is inspired by Ian Porteous which has been adapted for 

parts 2), 3).Consider the map 

M :R2 x SI X R3 -+ [R2,R] x [R2,R] '" R2 x R2 

M :(x,p,f) -+ (dV<*>,d2V<p*» = (dV<p>,dV<q>,~V<p2>,~V<pq». 
Let 1rz : (x,p,f) -+ x, trp : (x,p,f) -+ p, and trf : (x,p,!) -+ f be the three canoni­

cal projection maps. IT (x,p,!) E M- l (O) then1rz (x,p, f) is a point in parameter 

space with associated principal direction 1r p( x, p, f) and focal point1r f( x, p, f). We 

can write a tangent vector to R2 x SI X R3 as (rIP+r2q, (q, It£.+ hQ+ 1311) where 

rl, r2, (, it, 12 and h are real numbers. Note p is of unit length so its derivative 

will be in the q direction. 

The derivative of M is a linear map between the tangent spaces and 

dM <rl, r2, (, it, 12, /3> 

~V<pq>, 
rl 

( d'V<p'>, 0, ll· £., >".9. A.n) r2 - , 
~V<pq>, ~V<q2>, 0, J! . £., J! .9., J!.n. (. 

- <f3V <p3>, d3V<p2 q>, ~V<pq>, £. £., It v.9. £·11 - , 
<f3V<p2q>, d3V<pq2>, ~V<q2>, 5. . £., {.9., {·n 12 

/3 
rl 

( 0, 
0, 0, >.. .J?. i 0, 

~:n) 
r2 - , 

0, ~V<q2>, Q, 0, J!.9., ( 
- <f3V <p3>, d3V<p2 q>, 0, £.£., It v·Q - -' 

~V<p2q>, d3V<pq2>, ~V<q2>, { .£., 5. .9., 12 
f3 
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Here.d = -ds<p>, 1:!.. = -ds<q~, 1L = -dls<p2> -and £. = -dls<pq>. Tangent 

vectors to M lie in the kernel of this map. At all non umbilic points the kernel has 

dimension two. 

At an umbilic dlV <q2> = 0 and we can assume that we have a Monge 

parametrization with I <uv> = u· v. Hence It = h = 0 and the other components 

lie in the kernel of 

where K, is the principal curvature at the um~i1ic. This has a two dimensional kernel 

provided d3V <pqu> :F 0 for some vector u. Hence the set M-1(0) is generically a 

smooth manifold of dimension 2 even at an umbilic. We can think of this map as a 

desingularisation or blow up of the umbilic. 

1) A ridge and its associated rib can be considered as a curve 'YR in M-1(0) 

for which d3V <p3> = OJ the ridge is given by 7rz ("'(R) and the rib by 7rf("'(R). 

Differentiating ~ V <p3 > = 0 gives 

where e = d3s<p3>. Now at an umbilic we have the following conditions 

d3V<pqr> = 0 

d"v <p3r> + 3d3V <p2q>( = 0 

=0, 

(8.3) 

(8.4) 

(8.5) 

As we have assumed that we have a Monge form parametrization we have 

tPs<p3> . n = K, d3V <p3> = O. 
If d3V <p2q> :F 0 then we·can find a non zero r satisfying d3V <pqr> = 0 and 

also non zero numbers (, /J which satisfy equations 8.3 and 8.5. Examining the 

projections shows that ribs and ridges are non singular. , 

If d3V <p2q> = 0 then d'v <p3r> = O. Generically this does not have a 

simultaneous solution with d3V <pqr> = 0 so r = 0 and from equation (8.3) /J = o. 
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Examining the projections 11'",;("'(R) and ?r/('''m) shows that here both rib and ridge 

are singular. 
H we let u = xp + yq then the cubic d3 V <u3 > is given by 

I 

d3V <p3>x3 + 3d3V <p2q>X2y + 3d3V <pq2>xy2 + d3V <q3>y3. 

For ribs and ridges d3V <p3> = 0 and if ([3 V <p2q> = 0 the cubic reduces to 

, which is clearly parabolic. 

2) Now consider the curve "'(p C M-1(0) defined 'by d3V <pq2> = O. Differen­

tiating this equation gives 

(8.6) 

As above the projections 11'" z( ",(p), 11'" I("'(p) will be singular if 

(8.7) 

Otherwise the tangent vectors are given by equation (8.6) together with 

tPV<pqr> = 0, /3 = ~d3V<p2r> and d3V<pq2> = O. Provided d3V<pq*> i: 0 

it follows that r = 'q. 

The cubic d3V <u( u.L )2> is 

d3V <pq2>x3+(d3V <l> - 2d3V <p2q> )x2y 

+(~V <p3> _ 2tPV <pq2> )xy2 + d3V <p2q>y3. 

If tP V <pq2 > = 0 and (8.7) holds this equation reduces to the parabolic cubic fonn 

H J.3 V <pq* > = 0 then we can not determine r from these equations; this 

implies d3 V <pq2 > = J.3 V <p2 q> = 0 and that the cubic is orthogonal. 

Sub-parabolic lines are defined by 

, , 

Both tPs<pq> '!1. and ~V<q2> tend to zero as we approach the umbilic so the 

sub-parabolic lines and the parabolic lines on the focal surfa.ce will have the same 

tangents at the umbilic as 11'",;("'(p) and ?r/( "'(p) respectively. 
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3) For a line of curvature r = o:p so 

o:d3V <p3> - Kh = 0 

o:d3V <p2q> = O. 

These only have a non zero solution when d3V <p2q> = 0, which defines the tangent 

. direction of the exceptional lines of curvature. 

We now have two cubic fonns which describe the possible limiting principal 

. directions at umbilics we now wish to see how these two forms are related to the 

tri-cusp figure 8.3. For the ridges we use the form Cl(X, y) = d3 V «x, y)3> and 

the principal directions are the root directions of this fonn. Converting to complex 

cubic forms and finding the number (3 classifies .the form. For sub-parabolic lines 

we need to find a relationship between this form and d3V«x,y)(_y,x)2>. Let 

Ci(z) = d3 V<z3>, C2'(z) = d3V<z2 zJ.> and C3'(z) = d3V<z(zJ.)2>, where we 

think of z = x + iy E C ~ R2 as tangent vector (x, y) in R2. 

Proposition 8.13 

H 

then 

and 

Proof 

From [Porteous-3] p70. The Jacobian of Ci(z) and the first fundamental form, 

l<z2>, is 

8d3V<Z3> 
(h 

81<z2> 
8x 

= 61 d3
V <Z2~1> d

3
<z2"2> 1 

I<Z"l> l<z"2> 

= 6 d3V <Z2 (Y-'l - X-'2» 

= 6 d3V <z2 zJ.> 

= 6C;(z). 

Considering polar coordinates z = rei', x = rcos(9), Y = rsin(9) the cubic Ci(z) 

can be written as· 
Ct(r,8) = C1(rcos(9),rsin8). 

148 



: .. 

Calculating the Jacobian 

6 C;(z) = 
8dC1 (z) 

ax 
81<z2> 

8x 

8dCdz) 
8,1 

81<z'> 
8,1 

= 2y adCl _ 2x adCl 

ax ay 

= _2act 
ao 

= _2r3 (3ie3i
' + 3ipei

' - 3i{3e-i
' - 3ie-3i

') 

= -6i(i3 + pz2z - {3zz2 _ z3), 

= 6((iz)3 - p(iz)2(tz) - {3(iZ)(iZ? + (lZ)3). 

H we let w = iz we see the .above expression is the equation for C:( w). 

We now have a relation between the two cubic forms and can describe their 

types. 

Theorem 8.14 

\ 

Let U be an umbilic point and let Ci(z) = z3 +3pz2 z+3{3zz2+ z3 be a complex 

cubic form equivalent to d3V <z3 >. The parts of the {3-plane illustrated in figure 

8.4) correspond to the following types of umbilic. 

i) elliptic umbilic, star pattern, 3 ridges, 3 sub-parabolic lines; 

ii) as i) but two of the ridges are tangent; 

iii) as i) but different arrangement of ridges; 

iv) parabolic umbilic, 2 ridges (one is singular), 3 sub-parabolic lines; 

v) hyperbolic umbilic, star pattern, 1 ridge, 3 sub-parabolic lines; 

vi) circle corresponds to the birth of umbilics 1 ridge, 5 sub-parabolic 

lines; 

vii) hyperbolic umbilic, monstar pattern, 1 ridge, 3 sub-parabolic lines; 

viii) hyperbolic umbilic, 1 ridge, 2 sub-parabolic lines (one is singular); 

ix) hyperbolic umbilic, lemon pattern, 1 ridge, 1 sub-parabolic line; 

x) symmetrical umbilics, one 'of the ridges ~d one of the sub-parabolic 

lines are tangent to the axis of symmetry. 
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x) 

fig. 8.4) Classification of umbllics by position In /3-plane 

Proof 

The arrangement sub-parabolic lines was first discUssed in [Bruce-Wilkinson] 

_ where they obtain the same classification through considering infinitesi~al reflec­

tional symmetry. They also classifies the ridges. Here we follow [Porteous-3] by 

finding classification in terms of the distance squared function. 

The curve r = {~(2ei9 + e-2i9)} gives the cubic where Ci(z) = d3 y <Z3> is 

parabolic and -3r gives cubics where C3(z) = d3 y <z(z.l?> is parabolic. When 

Cj is orthogonal two the of root direction PIt P2 are orthogonal. Now if rl, r2 are 

the tangents to the corresponding ridges we ha~e 

d3 y <PIQlrl> = 0, 

d3 y <PIQlr2> = _d3 y <Q2P2r> 
= 0, 
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,so the two ridges are tangent. 

IT CI is symmetric then C3 is also symmetric with the same axis of syinmetry. 

This means that PI, a vector orthogonal to the axis of symmetry, is a root direction 

for both forms and 9.1 is the tangent to both the ridge and the sub-parabolic line. 

An interesting proof of the shape of the pl;\tterns of lines of curvature -has been 

recently published [Bruce and Fidal]. See also [Sotomayer and Guttierrez]. 

§8.3 Examples of U mbilics 

We now look in closer detail at the various types of umbilics and the transitions 

which can occur. The program described in Chapter 9 together with the calculations 

developed in chapter 7 have been used to produce' all the following examples. These 

are divided into two different types. 

a) The Projection of the pattern of ridges and sub parabolic lines, which lie 

on the surface, on to the tangent plane. This is equivalent to the pattern in 

parameter space. 

b) Pictures of focal surface with ribs (cuspidal edges) and parabolic lines drawn 

on it. 

First we look at the pattern of ridges and sub-parabolic lines on the surface. 

In these examples we will divide the ridges into two different colours according 'to 

which sheet of the focal surface the associated ribs lie on. Here black denotes ridges 

corresponding to ribs on the sheet of the f<;»cal surface given by the higher of the 

two principal curvatures (sheet 1) and red corresponds to ribs on sheet 2. Likewise 

the sub-parabolic lines are given two colours: blue for the lines corresponding to 

parabolic lines on sheet 1 and green for sheet 2. At a generic umbilic each ridge 

or sub-parabolic line will pass smoothly though the umbilic and they will change 

'colour as they do so. Sometimes we will just consider the half ridges or half 

sub-parabolic lines which are of just one colour and end at the umbilic. 

For many of the transitions involving the ridges and all those involving sub­

parabolic lines this is the first time that such pictures have been produced. Full 

mathematical descriptions and proofs have yet to be found for some of these tran­

sitions, the pictures here may form the first step towards discovering such proofs. 

Before we study the examples we need to find a method of defining the desired 

UIIibilic. IT the surface is parametrized in Monge form, 
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then the derivatives of s at "the origin are given by 

dS<~l> = (1,0,0), dS<~2> = (0,1,0), 

cP s<d> = (0,0, A), cP s<~l ~2> = (0,0, B), cP s<d> = (0,0, C), 

d3S<~~> = (O,O,a), d3S<~~~2> = (0,0, b), d3s<~1~~> = (O,O,e), 

~ s<~~ > = (0,0, d). 

Now using the expression for the derivatives of the distance squared function, V, 

from §7.1 and measuring the distan~e from a point (X, Y, Z) gives 

V(O,O,X, Y, Z) = !(X2 + y2 + Z2), 

. dV<~l> = -X, dV<~2> = ..... Y, 

cPv<~i> = 1- AZ, d2V<~1~2>= -BZ, d2V<d> = 1- CZ. 

For (X, Y, Z) to be a point on the focal surface corresponding to the the origin of 

the surface s we require that X = Y = 0 and for it to be an umbilic centre the 

quadratic coefficients must be B = 0, A = C = i/z. At such an umbilic the third 

derivatives are given by 

So we see that the coefficients of the cubic d3V«x,y)3> are real multiples of the 

cubic terms in the Monge parametrization. It is now a simple step to convert to a 

complex cubic fonn and plot the point corresponding to the umbilic in the ,8-plane. 

Alternatively if we want to specify an umbilic of a given type, we find the position 

f3 = s + it in the plane. By choosing a = 1 in equation 8.-1 we have 

a = 2 + 68, b = 2t, e = 28 - 2, 

" 
d= 6t. 

Using these as the coefficients' of the cubic terms in the Monge parametrization 

gives the required umbilic. . 

§8.4 Orthogonal transition 

Figure 8.5)* illustrates what happens as we cross the circle ,8 = 1. The sub­

parabolic lines are unaffected by this transition but we see that two of the ridges 

become tangent. H we sketch the pattern of ridg~s we have the following transition 

(fig. 8.6). Inside the circle we have an alternating pattern of a half ridge of one 
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1: Inside cIrcLe 2: On circLe 

Key 

--- Ridges For sheel 1 

---- Ridges For sheel 2 

--- Sub-puruboLic Lines For sheel 1 

---- Sub-purubolic lines For sheel 2 

3: Oulslde cIrcLe 

RIdges + sub-PQrQboLic Lines on surFace 

POS1Llon in B-pLane 

Fig 8 5 OrLhogonaL umbiLic transition 
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colour followed by a half ridge of the other colour. Outside the circle we have all 

three ridges of each colour adjacent. This latter arrangement is necessary for the 

parabolic umbilic transition to occur. 

§8.5 Parabolic umbilic transition 

The pattern of ridges and sub-parabolic lines in the Ds transition is shown 

in figure 8.7)*. Again the sub-parabolic lines are unaltered. One of the ridges 

undergoes the standard unfolding of a cusp. The point of self-intersection of this 

ridge or the cusp point lies at the umbilic. An interesting observation is that this 

cusp is t~gent to the sub-parabolic line of the opposite sheet. Hence in both the 

elliptic and hyperbolic cases a ridge and a sub-parabolic line of the opposite sheet 

will cross. 

§8.6 Birth of umbilics 

For urnbilics corresponding to points on the unit circle 1,81 = 1 the distance 

squared map is not versally unfolded by the family of cubic forms. Instead it 

correspond to the birth of umbilics. In ~he generic transition two umbilics will be 

created out of a single point, one with a Monstar pattern of lines of curvature and 

the other with a Lemon pattern (fig. 8.8)*). Throughout the transition there is 

just one ridge which is smooth. Before the transition this is of one coloUr. After 

the transition it passes through both urnbilics; between the umbilics there will be a 

section of ridge of the other colour. There are three sub-parabolic lines through each 

of these umbilics. For the star pattern there is an alternating sequence of the colours 

of the half sub-parabolic lines but for the Monstar the half lines of the same colour 

will be grouped together. During the transition the sub-parabolic lines undergo two 

simultaneous Morse transitions of the form x 2 ..:.... y2 = 0: where 0: changes sign. 
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1: EL L iplic Umbi L ic 2: ParaboLic UmbiLic 

Key 

---- Ridges For sheel 1 

- Ridges For sheet. 2 

---- Sub-puruboLic Lines For sheet 1 

---- Sub-purubolic Lines For sheel 2 

3: H~perboL ic-StQr Umbi Lic 

Ridges + sub-paraboLic Lines on surFace 

PosiLion in B-pLane 

Fig 807 Parabolic umbilic transition (05) 
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Fig 808 Birth of UmbiLic5 
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§8.7 Monstar-Lemon transition 

Moving across the outer hyper-cycloid corresponds to a change between the 

Monstar and Lemon patterns of lines of curvature. The sub-parabolic lines exhibit 

a standard unfolding of a cusp with the self-intersection point or cusp point lying 

'at the umbilic (fig. 8.9)*). 

§8.8 Symmetric umbilics 

Now we look at the symmetrical umbilics. First we take a tour around the 

point {3 = 0 (fig. 8.10)*). In each picture there are three ridges and three sub­

parabolic lines passing through the umbilic and the half ridges or half sub-parabolic 

lines have an alternating sequence of colours as we move round the umbilic. Now 

consider only those half ridges and half sub-parabolic lines which come from one 

sheet of the focal surface. IT we divide the sUrface along the half ridges to form three 

. sectors, we observe that there is always one sector with two of the half sub-parabolic 

lines in it, one sector with one line in it and one sector with no lines at all. Passing 

through the symmetrical case one of the half sub-parabolic lines will change from 

one sector to an other but the previous statement still holds. 

This phenomenon was first discovered by Tim Wilkinson through looking at the 

singularities of fold maps (reflections of the surface in a plane) [Bruce-Wilkinson], 

{Wilkinson]. The pictures here are the first direct confirmation of the result. An 

intuitive geometrical explanation has yet to be found. 

Taking a tour around the point at infinity gives figure 8.11)*. The single ridge 

and sub-parabolic line become tangent each time we have a symmetrical umbilic. 

Another interesting transition happens if we study the cusp point on the outer 

hyper-cycloid. Here we have two transitions of the type illustrated in figure 8.9)* as 

well as symmetrical transitions. We shall call this the bow transition (fig. 8.12)*). 

There are other two parameter families of umbilics which can be studied, 

namely the cubical (D6) umbilics, orthogonal parabolic umbilics and when the birth 

of umbilics is symmetrical. 

§8.9 Examples of focal surfaces 

The pictures which are show in the next few sections are two dimensional 

photographs of three dimensional objects (focal surfaces) displayed on an Iris work­

station (see §9.8.2). To get a three dimensional feal for these object it is preferable 

to see them on the workstation where it is possible to rotate them in real time. 
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1: HldPebo L i c - Monslor 2: Momenl of Transilion 

Key 

--- Ridges For sheel 1 

--- Ridges For sheel 2 

--- Sub-po. o.bol ic lines For sheeL 1 

--- Sub-po.ro.bolic Lines For sheel 2 

3: Lemon 

Ridges + sub-paraboLic Lines on surFace 

PosiLion in B-pLane 

Fig 809 Monslar - Lemon lransillon 



Key 
-Ridges Per sheet. 1 

_ Ridges Per sheet. 2 

PosiLion 'n 8-pLane 

_ Sub-pa abeL ic Lines Por sheet. 1 

_ Sub- parabeL ic Lines Por sheet. 2 

Fig 8.10 An orbit of the point 0,0 
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7: Lemon 8: On outer tri-cusp 9: Monstar 

S~mmelricaL Lemon 1: On cusp 2: SymmetricaL Monslar 

5: Lemon 4: On ouler lr ' -cusp 3: Monslar 

Key 

,7 
---- Ridges For sheet. 1 

---- Ridges For sheet. 2 

---- Sub-paraboLic L ' nes Par sheet. 1 

---- Sub-paraboLic Lines For sheet. 2 

Flg 8012 The Bow transit ion 



Because the workstation only arrived after the end of my Ph.D. grant there has 

not been enough time to fully developed these pictures and several problems still 

remain. One problem is that near the ribs the surfaces as drawn are only approxi­

mations to their actual shapes. In particular the surfaces as draw do not come up 

to touch the rib lines (fig. 8.**a)*). They should actually form a cuspidal edges 

here. The reasons for this error is discussed in §9.12 .. H two adjacent surfaces are 

close together in space then the graphics software can not tell which is the nearest 

. this may lead to ~is-colouring as can be seen in fig. 8. **c)*. 

The colours have been chosen to give a general indication of the Gaussian 

curvature and should not be taken as precise values. FUrthermore they do not vary 

linearly with the value of the curvature. The method of colouring is discussed in 

. §9.12. The colours are coded as follows: 

Orange - large positive Gaussian curvature, 

Green - positive Gaussian curvature, 

Red - negative Gaussian curvature, 

Blue - large negative Gaussian curvature. 

The ribs and parabolic lines are also drawn these are coloured as follows: 

White - ribs, 
. Yellow - parabolic lines. 

The colours have only been defined at a finite number of data points and 

between these points the colours are chosen by interpolatio~. This has lead to the 

layering effect seen in figure 8. **. Across the ribs or parabolic lines there should be 

a sudden change in colour (from positive to negative curvature). Unfortunately the 

data points have not been chosen to lie on. these curves so the colours tend to' spill 

across these lines. 
Work is now in progress to improve these figures. The reader is referred to 

sections 9.8-9.12 where the production of the picture is discussed in detail. 

§8.10 Parabolic lines on an ellipticumbilic 

The standard pictures (fig. 6.8) of elliptic and hyperbolic umbilics do not show 

any parabolic lines and only recently was their presence known (Bruce-Wilkinson]. 

One of the main motivations behind this project w~ to deduce how parabolic lines 

occur on a focal surface. In particular it was not known how the regions of positive 

and negative Gaussian curvature were arranged. 

We will just look at one sheet of the focal surface. In the standard model of an 

elliptic umbllic the whole surface has positive Gaussian curvature and ea.clt cuspidal 
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a) 

b) 

fig 8.14) One sheet of an elliptic umbilic focal surface. 



c) 

d) VifN'.l from above. 

fig 8.14) cant. One sheet of an elliptic umbilic focal surface. 



· ~ regions:- + 

ttyperbOlic regions:- -

second sheet of focal surface 
(not shown in fig 8.14a)-d) ) 

fig 8.14e) Sketch of the elliptic umbilic shown In fig 8.14a)-d) indicating the directions 

of the different 'I \ , W S 
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tf eage lies in one vertical plane. IT we allow one of the edges to bend so that it leaves 

, _ this plane (the quantity I'i, of §7.4 becomes non-zero), then the curvature on opposite 

sides of the cuspidal edge will have opposite signs thus creating a ,parabolic line and 

a region of negative Gaussian curvature (fig. 8.13). Generically we would expect all 

§Yametrjcal 

(£Po generic) 

elliptic points_ ..... 

hyperbolic poi I~ __ " 

parabolic line----lI~ 

~--------~--------~~ 

aenerfccaH 

fig. 8.13) CreatiOn of a regiOn of hyperbolic points on an elliptic umbllic focal surface 

three edges to be curved in this way and hence there will be three parabolic lines 

- and three hyperbolic regions. However if we cut the focal sheet up into three pieces 

along the ribs (as in §8.8) we see that there is one piece with no parabolic lines 
and consisting entirely of elliptical points. Another piece will have one parabolic 

line and the last piece has two parabolic lines with an elliptic region between two 

hyperbolic regions. In the, example shown (fig. 8.14)*) we are near the symmetrical 

, case where one rib and one parabolic line would be identical but we can still see 

the way in which the other two ribs curve. Figure 8.14e) is a sketch of the umbilic 

which shows the elliptic and hyperbolic regions. 

§8.11 Parabolic Umbilic transition 

One of the most interesting transitions on a focal surface is the parabolic um­

bilic transition, where the type of umbilic changes from being, elliptic to being an 

hyperbolic star. In this transition the number of cuspidal edges on the focal surface 

changes from three to one but the number of parabolic lines remains unchanged. 

We can think, of this transition as having three phases: elliptic, hyperbolic and 

parabolic corresponding to the type of umbilic. ,We also number the sheets 1 and 2 

for ease of reference. 
As we have seen in §8.5 in the elliptic phase one of. the ridges, of sheet 1 say, 

forms a small loop from the umbilic back to itself (fig. '8.15). There are two A4 
points o~ this loop. On sheet 1 of the fo'cal surface one of the ribs will fo~ a triangle 

with one point at the umbilic and two sw8.llowtail points (fig. 8.17f)*).' There will 
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a) both sheets 

b) close up of umbilic centre 

fig 8.17) Elliptic phase of parabolic umbilic transition. 



c) view of focal sheet 1 from below 

d) view from below showing self intersection 

fig 8.17) cont. Elliptic phase of parabolic umbilic transition . 



e) view of focal sheet 1 from behind 

f) the ribs and parabolic lines of both sheets 

fig 8.17) cont. Ell iptic phase of parabolic umbilic transition. 



sheet 2 

elliptic regions:- + 
sheet 1 

hyperbolic regions:- -

fig 8.17g) Sketch of the umbilic- shown in fig 8.17a)-f) indicating the directions 

of the different views. 
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~ S~b· p .. ro.~6\l(, \\"U 

~ 

fig 8.15) The ridges and sub-parabolic lines of sheet 1 in elliptic phase of D5 transition. 

~ .. blt"u"j boundary between 4 
regions 3) and 4). 

,; - '" / "\ 

• 4" , 
• \ . ' ~ \ 

• \ 
• , 1 

, 
• 

• 
• If. • • • • • 

• 1 • 
• 

u,..\\,\\c, 
• "these two curves , • 

• • • will both give the line • • • • • • of self·intersectlon • • • • •• when raised on to 
focal surface. 

fig 8.16a) Regions 1) • 4) on original surface, in elliptic phase of DS transition. 
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curves marked • •• •• and'" '" t t In fig 8.168) 

both correspond to line of self-intersection 
markecI.+.+.~.+ here 

Arlt,'ovofO , 

~\.~,,".~ 

smooth piece of focal surface 
swallowtail polrt 

fig 8.16b) Cut away view of sheet 1.of a focal surface In elliptic phase of DS transition, 
showing regions 1)-4) corresponding to those in flgS.16a). 
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also be one non-singular rib going straight through the umbilic. On sheet 2 we will 

have the normal arrangement of ribs and parabolic lines which we would expect 

near an elliptical umbilic. The correspondence between the regions of the surface 

and the regions of one of the focal surfaces is shown in figures 8.16a) and b). Much 

of the surface in figure 8.16 has been removed to help illuminate the geometry. 

In figure 8.16a), b) we have devided the surface and sheet 1 of the focal surface 

into two four regions where points in region 1 in of the surface correspond to points 

in region 1 of the focal surface. These regions have boundarys along the ribs/rigdgs. 

We have also introduced two artificial boundarys, starting at A4 points and going 

off to infinity, to help distinguish between regions 2 and 4 and regions 3 and 4. 

From a great distance sheet 1 resembles a sheet of an hyperbolic umbilic with 

just one rib line. Closer up this sheet' looks like an elliptic umbilic with the familiar 

triangular pyramid (fig. 8.17b)*). Figure 8.17)* show various views of such a ' 

surface. In fig 8.17c-d)* a rib and a parabolic line should run down the middle 

of the surface. These curves are hidden from view in these pictures. However the 

edge can be seen from behind the surface in figure 8.l7e). In figures 8.17 b), d), e) 

we can see the line of self-intersection which runs between the two A4 points and 

crosses one of the ribs. Figure 8.l7g) is a sketch of the umbilic which shows the 

elliptic ~d hyperbolic regions. 

As the surface changes towards the parabolic phase the triangle shrinks down 

to a point. At the moment of transition sheet 1'resembles a hyperbolic umbilic and 

sheet 2 resembles an elliptical one. However this is only approximately true as the 

ribs do not pass smoothly through the umbilic. 

In the hyperbolic phase two of the ribs of sheet 2 join together to form a 

smooth cuspidal edge which moves away from the umbilic (fig. 8.18f)*). In this 

example both ribs and parabolic lines have been drawn in white. This forms a 

pocket with three cuspidal edges at the to~, one of which runs down to the umbilic 

(fig. 8.18d)*). The two sheets intersect with the line of intersection running round 

the pocket, starting and ending at the umbilic (fig. 8.18 a), b». The umbilic is 

obscured in fig. 8.l8a) but can be seen in the middle of 8.18b). From a distance 

sheet 2 resembles an elliptic umbilic but close up we have a standa:rd hyperbolic 

umbilic. Throughout this phase of the transition sh~t 1 looks like a hyperbolic 

umbilic at all scales (fig. 8.l8c». Figure 8.18g) is a sketch of the umbilic which 

shows the elliptic and hyperbolic regions. The indivdual sheets of the umbilic are 

shown in figure 8.19). 

The presence of parabolic lines do not complicate the transition as they do not 

lie in the areas which change most, 

173 



a) both sheets, front view 

b) both sheets, rear view 

fig 8.18) Hyperbolic phase of parabolic umbilic transition 



c) sheet 1, front view 

d) sheet 2, rear view 

fig 8.18) cont Hyperbolic phase of parabolic umbilic transition 



e) sheet 2, view from above 

f) the ribs and parabolic lines 

fig 8.18) cont Hyperbolic phase of parabolic umbilic transition 



sheet 2 

sheet 1 

-

'elliptic regions:- + 

hyp8rbOrlC regions:- -

?1) 
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1', 
• 

tr " .. \ 
, , 

" 

rb 
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" , parabOlic Une 
\.. , , 

-

fig 8.18g) Sketch of the umbilic shown in fig 8.18a)-f) Indicating the diredions of the different views. 
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.' • 
• • 

sheet 1 

··~~--------~--u~ 

• . . 
• 

, . 
•• ' ~these two curves intersect . . 

fig 8.19) The two sheets of the focal surface in hyperbolic phase of DS transition. 

§8.12 Hyperbolic Umbilics 

There are three different types of hyperbolic umbilic corresponding to the three 

different patterns of lines of curvature, "Star", "Monstar" and "Lemon" show in 

figure 8.2. Two of these, Star and Monstar, have the same number of parabolic l~nes 

and it is interesting to find if there are any differences between their focal surfaces. 

The principal difference is in their relationship to the surface. We let the 

sheet 1 correspond to the highest of the two principal curvatures at each point, 

and hence the lowest radius of curvature. Let the sheet 2 correspond to the lowest 

of the principal curvatures: Also let 11" be a plane parallel to the tangent' plane of 

the original surface at the umbilic, chosen such that 11" passes through the umbilic 

centre. Figures 8.20a), b) show the relationship between the ribs and parabolic 

lines of each sheet and the plane 11". This sketch was obtained by studying computer 

generated pictures. For a hyperbolic Star umbilic the rib and parabolic lines of the 

sheet 1 will lie below 11" and rib and parabolic lines of the sheet 2 lie above 11". In 

the hyperbolic Monstar case the situation is reversed. This latter case is what holds 

for a hyperbolic Lemon where there is only one sub-parabolic line. Apart from this 
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a) ribs and parabolic lines of she(~t 1 
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b) ribs and parabolic lines of sheet 2 
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~ 
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I 

Monstar 

I 
/ \ 

\ 

Lerron 

- }\ parabolic line 

rb \ 
\ 

fig 8.20) ribs and parabolic lines for hyperbolic umbilics, assuming original surface 
lies at bottom of page. 

no other essential difference has been observed. 

This arrangement ties in with the birth of umbilics transition (§8.6) where a 

Star and Monstar umbilic annihilate each other. If, say, the hyperbolic Monstar 

lies above the hyperbolic Star then we define planes 1r M, 1r s, as above which pass 

through the respective umbilic centers. The rib of sheet 2 will lie above 1rs and 

below 1rM and will shrink down to a point in the transition. The rib of ~heet 1 has 

two parts one above 1rM and one below 1rSj these will join up to form a smooth rib 

during the transition. 

Just one computer generated example of a hyperbolic umbilic is shown (fig. 

8.2' )*). This is a Lemon type which has just one rib and one parabolic line (both 

drawn in white). This picture has been magnified by a factor of ten in the x and 

Y . directions. This magnification alters the value but not· the sign of the Gaussian 

curvature. We can clearly see how the two surfaces intersect and also deduce the 

way the surface curves. This is much easier to see when the surface can be rotated 

in real time. Note how the rib is curved away from a vertical plane which creates a 

parabolic line and a region of elliptic points. One sheet of a hyperbolic star umbilic 

can be seen in figure 8.I8c). 
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a) both sheets, front view 

b) both sheets, side -front view 

fig 8.21 ) Hyperbolic Lemon umbilic (magnified in x, y directions) 



c) both sheets, rear view 

d) sheet 2 

fig 8.21) cont Hyperbolic Lemon umbilic (magnified in x, y directions) 



e) sheet 1 

f) sheet 1 

fig 8.21) cant Hyperbolic Lemon umbilic (magnified in x, y directions) 



elliptic regions:- + 
hyperbolic regions:- -

-. 
parabolic line: I 

I 
I 

-

untilic 

sheet 1 

fig 8.21 g) Sketch of the umbilic shown in fig 8.18a)-f) indicating the directions of the different views. 
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The focal surfaces have proved particularly problematic to draw. As well as 

the difficulties in drawing the surfaces encountered in chapter 9 there are problems 

with the geometry of the actual surfaces drawn: non local features often complicate 

the surface. For instance there may be an other nearby umbilic centre - a slight 

change in parameters could bring the the two umbilics together in the birth of 

umbilics transition. Another cQmplication is that the surface might be close to 

passing through the parabolic umbilic transition so tbe umbilic migbt lie inside tbe 

pocket shown in figure 8.18)*. The presence of these nearby features prevents too 

large a patch being used. However if a small patch is used it becomes difficult to 

distinguish between the two focal sheets or between ribs and parabolic lines. One 

problem which has occurred in most .examples is that one of the ribs and a parabolic 

line lie close together. The small region of points between the two has not been 

distinguished by its colour. 

There are many other transitions which can be studied:- the orthogonal transi­

tion, (the effect of this on a focal surface is subtle as the ribs and parabolic lines of 

each sheet do not change their arrangement)j the birth of umbilics transition and 

the change between hyperbolic Lemon and hyperbolic Monstar. Other transitions 

can be studied which do not involve umbilics. For example the when a parabolic 

line passes through a swallowtail point, the All and the non-generic A4 transitions. 
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Chapter 9: 

A major part of the work has been to write a computer program to draw 

surfaces and focal surfaces with special points and lines marked on them. The 

program takes as an input a parametrization of a surface, calculates where the ridges 

and sub parabolic lines are and then draws them on the surface or corresponding 

focal surface. For focal surfaces the program also calculates suitable grids of points 

for representing these complex shapes. 

The program can be divided into two main parts: the first part - calculating 

where the ridges and other features lie in parameter space is performed by a zero 

following algorithm (§9.2-9.7) similar to that used in the first half of this thesis 

(Chapters 3 and 4). But it has been modified to cope with the particular problems 

that occur in this application. The second part is concerned with drawing the 

surface and the special lines on it (§9.8-9.14). 

§9.1 Representing the surface 

The main program was written in "C". One of the reasons for this choice of 

language was that data structures could be used. At each point on the surface a large 

amount of information is stored in a single unit or "structure". This information 

includes: 

The coordinates in the parameter space; 

The principal directions in parameter space defined in two different ways; 

The normal to the surface; 

The two focal points; 

The position of the point on the surface; 

structures representing the 1st-4th derivatives of the surface at that point. 

Furthermore when calculating features on the focal surface with respect to a given 

direction the following information was also used: 

Two unit length principal directions; 

The derivative in the chosen direction of 

a) The focal surface, 

b) The principal direction field. 

This additional information was stored in a separate structure. The use of struc­

tures greatly simplifies the program, particularly in the parameters of subroutines. 
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Instead of having to pass all the information as separate variables just one variable 

which refers to the whole structure can be used. 

Each of the derivatives of a parametrization of a surface, s, at a point is a 

multi-linear map from a set of vectors E R2 to R3 (§6.1). These derivatives can be 

represented as a set of real numbers, for example six numbers (xs, Xt, Ys, Yt, zs, Zt) 

are used to represent the first derivative of s at a point, the x, y, Z refer to their 

coordinates in R3 and the s, t refer to the coordinates in parameter space. The first 

derivative in the direction v = (0,(3) E R2 is given by 

A single structure is used to hold all six numbers and similar structures are used 

for the higher derivatives. Together with the position of the point these derivative 

structures contain all the information required for the calculation. By using sub­

routines which evaluate the derivatives on a set of vectors we need never have to 

think about the underlying Cartesian coordinate system. 

The numbers X s , Xt, ••• are just partial derivatives of the coordinate functions 

so can be easily calculated from the parametrization of the surface. For most 

surfaces the surface is defined in Monge form and the coefficients of terms up to the 

fourth order are stored in a file which is read at the beginning of the program. 

§9.2 Finding features on the surface 

One of the main problems was to find features such as ridges on the surface (or 

equivalently in parameter space). Many different features need to be found: 

a) Ridges corresponding to both focal sheets, 

b) parabolic lines on the surface, 

c) parabolic lines of both sheets of the focal surface, 

d) intersections of each sheet of the focal surface with a sphere centre fo radius TO, 

e) lines for which 3d2V <p2q> = cry <p4> d2V <q2> . 

(Used for finding A4 points (lemma 7.2» 

Notation 9.1 

We will refer to the above objects as features. Associated with each feature is 

a function f : R2 ~ R for which 1-1(0) gives the feature. A number is used in the 

program to refer to each feature/function. The function is not necessarily globally 

defined (see §9.4). 
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The functions corresponding to the above features are 

a) d3V(x,/(x))<p3>, 

b) K the Gaussian curvature, 

c) dE<q> .9., 
d) IIf(x) - 10112 

- r~, 
e) 3JZV <p2q> _ d4V <p4> d2V <q2>. 

Here p, q are principal directions in parameter space, P, Q are corresponding prin­

cipal direction on the surface, f(x) is the point on the focal surface and V is the 

distance squared function. For derivations of these functions see lemmas 7.1, 7.2 

and theorem 7.8. These functions have only been given for one sheet of the focal 

surface, the formulas for the other sheet are similar. 

Generically each of the above features form a set of curves in the parameter 

space. We will only be considering finding features on a bounded patch of the 

surface. To find these features we use a zero following routine (§9.3). This works by 

repeatedly being given a point on the feature and then finding another nearby point 

on it. There are several complications resulting from the presence of umbilics: some 

of the functions are not globally defined around an umbilic and so make the zero 

finding more complex (§9.4)j most of the features studied either come to an end or 

split in to two branches at umbilic points. A technique for. processing umbilics is 

discussed in §9.5. 

Once the points of the feature have been found in parameter space it is an easy 

.matter to project them onto the surface or focal surface. 

§9.3 The zero following routine 

The zero following routines in both parts of the the thesis have found each 

successive point by examining the boundary of a small region for zeros of a function. 

For the symmetry set (Chapter 4) we follow features in the space I x I where each 

coordinate corresponds to a point on the original curve. It seems natural to choose 

squares with sides parallel to the axis as the regions we examine. When the SS-1 

is parallel to the axis, (has a turning point), the Symmetry Set has a cusp. Using 

axis aligned squares aids the detection of these. Here as the coordinates basis has 

no special significance triangles are used instead. This simplifies the algorithm as 

only three sides need to be tested instead of four. 

The routine will successively work its way along a feature until a boundary or 

umbilic point is found. Finding the first point on each feature is dealt with in §9.5 

below. At the beginning of each step we start with a triangle ABC and a solution 
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to I(x) = 0 on the side AB. The first step is to test to see if there are solutions on 

the other two sides. There are five possibilities (fig 9.1), 

a) Solution on side AC only, 

b) solution on side BC only, 

c) No solutions, 

d) Solutions on both sides, 

e) The boundary of the domain has been reached:- stop following. 
(' 

.' 

A I \ B' 
A~-+----i( 

known solution 

on side AS 
B 

a) solution on side AC only 

Ar-----~ 

\ 

\ 

__ l. 

(' 

b) solution on side BC only 

" boundary of patch 

A ~-----, ( A . ......---+---- " 

B B 
c) no solutions - umbilic d) solutions on both sides - umbilic e) boundary has been reached 

fig. 9.1) Possible cases when looking for solutions round a triangle 

The actual positions of the solutions are also found (see §9.4). In the first case a 

new triangle A' B'C' is created with vertices A.' = A, B' = C and C' = A + C - B. 

The solution found on the side AC is now on the side A' B' so we can repeat the 

step starting with triangle A' B'C'. Case 2 is similar but here A' = C, B' = Band 

C' = B + C - A. For case 5 we simply exit the routine. In cases 3 and 4 we are 

near an umbilic point. These situations are dealt with in §9.5 below. 

§9.4 Finding zeros 

A major problem with finding ridges (or sub-parabolic lines) is that the function 

defining the ridge points depends on the principal directions. But around an umbilic 
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point we can not define a continuous non-vanishin~ principal direction vector field. 

For example if F : R2 --+ R2 is a continuous principal direction vector field and if 

o is an wnbilic then there is some line C starting at 0 for which F( x) = 0 for all 

points x on the line. This means the function will have zeros along this line and 

these do not correspond to the feature of study. 

If we take unoriented principal directions around an umbilic there are three 

main patterns, two of which are shown in (fig. 9.2)*). For computational purposes 

the third patter "Monstar" is similar to the "Lemon". All three patterns have index 

! or -! [Bruce-Fidal] [Porteous-2]. As the indices are non-zero we can not orient 

the lines to make a continuous non vanishing vector field. The best we can achieve 

is to have the vector field vanishing or being discontinuous along one line radiating 

out from the umbilic. 

This problem can be overcome by using two different vector fields which vanish 

along different lines (fig. 9.3)*). At any non wnbilical point we can find a neigh­

bourhood of the point where at least one of the vector fields does not vanish. On 

this region the zeros of the function defined by this vector field correspond exactly 

to the feature of interest. 

In practice two vector fields can be easily found. At each point the' principal 

directions are found by solving an Eigenvalue problem §6.3. This gives two linearly 

dependent equations for each Eigenvector. For example if (: :) is a singular matrix, 

I : : I = 0, then the equation 

(: ~) (;) = (~) 
has two linearly dependent solutions given by 

These solutions can be used to fonn two vector fields. It is possible for one of these 

to give a degenerate solution, i.e. x = y = 0, which will give the points where the 

vector field vanishes. The only time both give degenerate solutions is when (~~) 
is the zero matrix and we have the condition for an umbilic. We can use each of 

these two solutions to define a vanishing continuous vector field. 

When trying to find a zero of a function on a line segment between two points 

we first have to make sure that the vector field does not vanish on the line segment. 

First we find the two vectors at the end of the line segment as defined by one of the 

vector fields. Then we calculate x the cosine of the angle between the two vectors. 
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If x is greater than some fixed positive number (which we shall call dottol which was 

given the value 0.9) then we assume that the vector field is non-vanishing between 

these two points (fig 9.4). If x is less than -dottol then the vector field must have 

turned through nearly 1800 degrees hence the vector field has probably vanished 

between the two points (fig. 9.5a). In this situation we try the other vector field to 

see if better results can be obtained (fig. 9.5b). If x lies between -dottol and dottol 

(fig. 9.6a) we can not be sure if the vector field has vanished or not so we divide the 

line segment in half an check each part separately (fig 9.6b). This process is then 

repeated recursively until we have non-vanishing vector fields on each line segment. 

Now we can use this vector field to define our function and look for its zeros. If the 

function does not depend on the vector fields, for example the Gaussian curvature, 

then we can skip the previous step. 

fig. 9.4) Srr.all change in direction of vector field along an interval 

, 
fig.9.5a) Large change in direction of vector 

field along an interval 

fig. 9.68) Intermediate change in 
direction of vector field along an interval 

ttt!l!! 
fig. 9.5b) the other vector field in this case 

fig.9.6b) the two halves of the interval 

The zeros are found by looking for a change of sign. If there is one a simple 

subdivision algorithm is used. This divides the interval in half and we check each 

half for a zero. This process is repeated a few times to converge to the position of 

the zero. This method works quickly and without problem so this simple algorithm 

was used instead of a more complicated method such as the Newton's method. 

§9.5 Finding starting points 

Before using the zero following routine some starting points must be found. As 

we are mainly concerned with surl'ace patches it is sensible to see where the feature 
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crosses the boundary of the patch. This is done by finding a parametrization of the 

boundary and moving round it looking for points on the feature. 

Just finding points on the boundary will not always find all the required starting 

points. We can improve on this by examining the geometry of the ridges. In section 

8.6 we see that umbilic points are born in pairs both being of hyperbolic type. 

Between the two umbilics there will be a new isolated section of ridge points (fig. 

9.7a). An other special case is where a small isolated loop of ridge points is created 

during a non-generic A4 transition (fig. 9.7b) [Porteous-2]. There will be two 

A4 points on the loop. These can be found by following the curve defined by 

d"V<p4>tPV<q2> = 3(d3V<p2q»2 and finding points where d3V<p3> = 0 o~ 
the curve (see §9.7), 

'. 
ridge of sheet 2 

b) An isolated loop of ridge points created 
during non-generic A4 transition a) between two umbilics 

fig. 9.7) Isolated segments of ridge points 

Lists are kept of the umbilic and A4 points as they are found. We can then 

use the points in these lists as new starting points for the following routine. Even 

using these points there is still the global problem of whether all the ridges and sub­

parabolic lines will be found but as we have just been looking at the local structure 

this global problem has not arisen. 

§9.6 Processing U mbilics 

The first version of the program was not very clever when it came to umbilics. 

An umbilic was simply regarded as a triangle where there were a odd number of 

solutions round its boundary. For some examples, such as parabolic umbilic where 

two sQlutions were close together, the program would not find all the solutions. 

An improved version where the actual position of the umbilic was found was 

later implemented. When an odd number of solutions were found round a triangle 

the umbilic processing routine was run. This first finds a good approximation to 

the position of the umbilic. If "'} is the higher of the two principal curvatures and 

"'2 the lower, then the function 0'" = "'1 - "'2 is a smooth function which is zero at 
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umbilics and positive everywhere else. A simple algorithm for finding the minimum 

of this function given a point (xo, yo) near the umbilic works as follows. A small 

number E is chosen and the points (xo, yo ± E), (xo ± E, yo) are tested to see which 

has the lowest value of 6K. The point with the lowest value then becomes the new 

starting point (Xl, yt) and the number E is halved. This process is repeated a small 

number of times and provided 6K is well behaved we should converge quickly to the 

umbilic. 
Once the position of the umbilic is found we find the directions of the various 

features passing through the umbilic. To find these directions a small circle round 

the umbilic is used. This circle is divided into a number of segments and each seg­

ment is examined for solutions Xi of the functions defining the ridges/sub-parabolic 

lines of both sheets. The information about these solutions is stored in a data 

structure about the umbilic. In the actual program 48 segments were found to be 

sufficient. 
Each of the solutions X i can form the starting or ending point for pieces of the 

features and flags are used to see which solutions have heen used in the f~llowing 
routine. Normally the umbilic processing routine is called from the following routine 

and the last point D found is passed as an argument. For each solution Xi the angle 

<Pi round the umbilic of the point D is found( fig. 9.8). The flag of the solution 

with the minimum angle is set to "solution used."This angle should be quite small 

~ points found in following routine 

\ ........ X, 

o • 

• 
• 

solutions found round Circle umbilic .. 
• 

& 

.. 
• . , . 

.. 
segments tested 

for solutions 

fiQ. 9.8) The correspondance between solutions found round a circle 

and the points found in following routine 

as features passing through an umbilic can normally be approximated by a straight 

line. Once this solution has been checked we can see which of the other solutions 
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are yet to be used and these can then be used as starting points for the following 

routine. 

§9.7 Finding where two features cross 

In several places it is useful to find points where two different features cross, 

i.e. a point which is a solution to II (x) = 0, 12 (x) = 0 for two function II, 12 : 
R2 -+ R. For instance at an A4 point we require that both II = d3V <p3> and 

h = 3(d3V <p2q»2 - d4V <p4> d2V <q2> are zero (lemma 7.2). 

In a generic situation the two features will cross transve~sely (fig 9.9).· A 

C 

flx}=O 
I 

~----______ -r.~ __ ~~B 
o 

fig. 9.9) Two features crossing transversely fig. 9.10) Solutions 0, E, to f1(x) = 0 around 
a triangle ABC 

routine for finding such crossing points is outlined below. The routine is started 

by being given two functions It, 12 and two solutions A, B to II (x) = O. First 

the routine attempts to find a solution D for hex) = 0 on the line AB. If no 

solution is found the routine ends immediately. Otherwise the next step is to find 

a second solution to hex) = O. For this we construct an equilateral triangle ABC 

where C = !(A + B) + 4v, and V is the vector B - A rotated round by 90° 

(fig 9.10). Now we find the other solution E to h(x) = 0 which must lie on 

either AC or BC. If II has a zero between D and E then there will be a crossing 

point in the triangle. If no crossing point is found then we try a different triangle 

with C = !(A + B) - 4v (fig 9.11). If the first feature is fairly straight or the 

interval AB is small the crossing point will be contained within one of these two 

triangles. But if neither returns a solution we try successively larger triangles with 

C = !(A + B) + m4 V, m = 2, -2, 3, -3, ... ,n, -no 

When the points D, E have been found we call the routine recursively with 

A' = E, B' = D, I:' = 12 and I~ = II (fig. 9.12). The recursion continues until a 
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fixed limit is reached and when this happens the point D is returned as the final 

solution. It was found that not many levels of recursion were needed. Two or three 

were sufficient to give good results. 

An alternative method would be to follow one of the features with a much 

smaller step size and look for a change in sign in the other function. This might 

prove to be slower as a point needs to be found for each step. In the above routine 

two points need to be found for each level of recursion but the triangles decrease 

rapidly in size. Therefore less points need to be found for the required accuracy. One 

reason for choosing .this method was its symmetry. First an approximate solution 

is found lying on one feature and then and then an approximate solution is found 

,'\ 
I , 

\ 

\ 
\ , 

fig. 9.11) Trying a different triangle 

If no crossing point found 

f, (X) = 0 
I 

I 

I' 
I \ , 

fig. 9.12) The next level of recursion 
after fig. 9.10) 

lying on the other feature. This prevents bias towards one of the features. 

§9.8 Introduction to drawing surfaces 

Before we start to discuss the methods for drawing surfaces we must know the 

types of surfaces to be viewed. Here they are all small patches of parametrized 

surfaces, lying in three dimensional space. They are either smooth surfaces or their 

associated focal surfaces. We will write the parametrization as f : R2 -+ R3. The 

focal surfaces contain many singularities such as cuspidal edges, umbilics and A4 

points. These may cause problems in drawing. The ability to move around the 

surface in real time is essential to understanding the geometry of these singularities 

especially near umbilics. Of particular interest are the cuspidal edges (ribs) and 

parabolic lines, together with their relationship to the Gaussian curvature. We can 

easily calculate the tangents and Gaussian curvature at any point (see chapter 7), 
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but the calculations for higher derivatives become rather complex. Naturally we 

can only carry out these calculations on a finite number of points. As there is little 

intuitive feel for the effect the parameters defining the surface have on the resultant 

image, a large number of examples with slightly different parameters need to be 

viewed. Therefore it is advantageous to have as short a time as possible from when 

the parameters are specified to when the image can be viewed. Also it is useful to 

know the types of hardware and software that are available for viewing 3D surfaces. 

Two different computer systems were available for viewing surfaces:-

The CAT1A interactive computer aided design package running on an IBM5080 

graphics workstation [Catia]. 

An 1ri3 4D GT graphics workstation. Programs written in C can access the 

GT graphics library to display objects [Iris]. 

The Iri3 only arrived towards the end of th~ project so most of the programs 

were written with the CAT1A system in mind. These were then slightly modified 

to suit the Iri3. 

§9.8.1 The CATIA system 

As finding points on a focal surface requires complex calculations the focal 

surfaces can not be created interactively. The data needs to be created by an exter­

nal program. In CAT1A library routines are available which enable a FORTRAN 

program to create some' of the objects. Those that can be created include:-

1) Points; 

2) Lines; 

3) Planes; 

4) Polynomial curves: curves defined by a one variable polynomial of a fixed 

degree in either R2 or R3; 

5) B-spline curves: given a set of points a B-spline polynomial curve can be created 

which passes close to each point. This curve does not actually pass through all 

the data points; 

6) A Net of points: an m x n grid of points is defined. At each point tangents and 

principal curvatures can be specified; 

7) Polynomial surfaces: defined by a two variable polynomial in R3 : 
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8) B-Jpline JurfaceJ: given an m x n set of points a polynomial surface is fitted. 

As for curves this does not actually pass through all the points; 

Options 4), 5), 7) and 8) were not available until halfway through the project. Also 

the information we have about the surface does not lend itself to these types of 

representation. Once the above objects have been created they can be operated on 

interactively. The following options are available:-

9) Planes call be restricted by a set of lines or curves to form a face. Only the 

parts of the plane contained inside the lines will be drawn; 

10) Similarly Jurfaces can be restricted by curves or lines defined in their parameter 

space; 

11) N et3 can be transformed into JurfaceJ. 

12) SurfaceJ can be transformed into Polygonal surfaces which are made up of a 

large number of polygons. 

There are many ether :::lteractive options. As mentioned above, to decrease the 

time taken for the creation of each object it is desirable to reduce the number of 

interactive options used to a minimum. To help view objects they can be drawn in 

one of eight colours and can be shifted, rotated and enlarged in real time. Net" are 

drawn as a set of lines connecting adj~cent points (fig 9.13a). Surfaces are drawn by 

representational isoparametric curves (fig 9.13b). The hidden lines can be removed 

from polygonal surfaces at the expense of losing the ability to rotate in real time 

(fig 9.13c). It is also possible to shade or ray-trace polygonal surfaces but these 

take a considerable time to produce the pictures; also the shading,algorithm could 

not cope well with the self-intersections of focal surfaces. For each image several 

different combinations of lighting need to be tried to produce a reasonable image. 

One major restriction is that all the net" and surfaces are based on rectangular 

grids of points. These do not fit well with some of the regions we are interested in, 

which may, for example, be triangular. It is possible to restrict a square to a triangle 

but this always requires interactive operations and the patch may be singular along 

the edges, which may cause computational problems. 

§9.8.2 The Iris system 

On the Iris curves consist of lines joining a set of points (fig 9.14a). Surfaces 

can be defined by a sequence of points with a triangular face drawn in between 

each 3 successive points (fig 9.14b). Such a surface is called a tmesh. At each 
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a) draW as a Net 

--=/ 

b) draw as a SUrface 

c) draw as a pologonal surface 
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1 
2 4 

1 
a) Une b) tmesh 

fig. 9.14) Lines and tmeshs on the Iris 

data point a colour can be specified by 3 eight bit RGB values. The colours of 

points inside a face are determined by interpolation. It is also possible to specify 

the material charcterestics of the object and the position of light sources and then 

obtain a shaded picture. 

This system has many advantages over CATIA:-

Use of a graphics library from a program written in C gives a lot of flexibility 

in the format of the data, as the viewing program can be written to suit the 

data. 

The CATIA system is primarily an interactive system. This means that the 

same sequence of operations needs to be carried out to create each model 

viewed. In a C program these operations can be carried out automatically, 

thus saving a lot of time. 

Z-buffering is implemented in hardware which enables near instantaneous ren­

dering of a 3D scene. This allows shaded or solid colour objects to be trans­

formed in real time. 

§9.9 Drawing the image of a curve in parameter space 

This can be easily accomplished in both systems by calculating successive points 

on the curve and then drawing the lines connecting these points in the image. On 

the CATIA sys'tem ribs were coloured red and parabolic lines were coloured yellow. 

§9.10 Rectangular grids 

The siIIiplest method of drawing a surface is to find a rectangular grid of points 

in parameter space and then draw the grid lines on the surface. Figure 9.15)* 

illustrates three such grids. The lowest is a parametrized surface and the other two 

are the corresponding focal surfaces. 

A simple improvement can be made by cutting the grid lines whenever they 

cross a ridge or sub-parabolic line (see §9.7). This is carried out in the parameter 
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space. The lines can then be coloured separately according to the Gaussian curva­

ture. In the CATIA system elliptic points (with positive Gaussian curvature) were 

coloured blue and hyperbolic points were coloured green. 

Rectangular grids are fine for drawing simple surfaces but many disadvantages 

are found when they are used to draw focal surfaces. These are mainly due to 

the fact that the grid becomes very distorted (fig 9.16)*). Certain parts become 

elongated while other parts are closely bunched together, making it difficult to see 

what is happening. The attention is drawn to the elongated parts which are merely 

features of the parametrization and not actually relevant. Furthermore the presence 

of grid lines may be misleading. Important parts of the surface may be missed out 

as the grid may not reach far enough. Elongated parts can be removed by clipping 

with a sphere, i.e. only drawing those parts contained inside the sphere. This does 

not cure the other problems. 

§9.11 Polar gri~s 

Many of the problems encountered in the previous section can be solved by 

using a grid centered on a point c define by polar coordinates. First we define 

a sphere centered on f(c) in the image and find its intersection with the surface 

(fig 9.17 a). This defines a curve e in parameter space (fig 9 .17b) which loops round 

o 
\.. " , ; .. 

a) intersection of a sphere and a parametrized 
surface 

b) pre-image, e, of line of intersection 
in parameter space 

c) radial lines d) final grid 

fig. 9.17) Calculating a polar grid 
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the point c. By taking a set of points lying on this curve and joining these 

to c we have a set of radial lines (fig 9.17c). A grid can be defined by selecting 

some points on each of these lines (fig 9.17d). Finally lines are drawn between the 

corresponding grid points on the surface. An example of such a grid is shown in 

figure 9.18)*. 

We now look at the algorithm in more detail. The first step is to find the 

boundary curve E>. This is easily accomplished by finding the zeros of the function 

using the zero following routine discussed previously. A starting point can usually 

be found by looking for the zeros of this function along a line from c to some distant 

point x for which f( x) lies outside the sphere. For a Monge form parametrization 

any point sufficiently far from the origin will satisfy this condition. 

The first problem we encounter is illustrated by figure 9.18. Here the radial 

line from c to Xl will cross in two other points xi, X3. The grid will appear to fold 

back on itself which can lead to confusing results. If we only take the points along 

any radial line which are nearest to c we can overcome this problem. 

( ----- - -

fig. 9.18) A radial line which crosses e three times 

In practice the plane is divided up into 120 three degree sectors. There are 

only a finite number of data points found by the zero follower and only the closest 

of these in each sector will be considered. If we have points Zi arranged as in figure 

9.19a) then the point Z2 will be eliminated. Also as Z4 and Zs are successive points 

which are both closer than Z3 it follows that there exists points in the same sector 

as Z3 which are closer to c. We do not know the actual positions of these points 

but we still wish to eliminate Z3. The final arrangement of points is shown in figure 

9.19b). 
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( c~~= 
a) before b) after 

fig. 9.19) Eliminating points from sectors 

This algorithm is fairly crude and may not achieve the optimum selection of 

points. However it has the advantages that it is simple and can be implemented 

with only one pass through the list. As long as the overlapping parts are removed 

it is not too important that some information is lost about the boundary. 

The next step is to reduce the number of points round the boundary so that 

the grid is not too dense. This can be achieved by measuring the distance round the 

boundary in the image and then choosing points which are approximately a fraction 

of this distance apart. Whenever there is an overlapping situation like, figure 9.18), 

we will include some of the points with angles close to those of the turning points 

(Y2, Y3 in fig. 9.18). Here a turning point means a point where the value of the 

angle has a local extremum when moving along the curve e. This helps counteract 

the loss of infonnation that occurred in the previous step. We now have m points 

ai on the curve e and an m x n grid of points {x ij} can be constructed with 

. 1 
Xij=ai+J~ (X-ai). 

The grid does not extend right to the centre c, but the suxiace is often chosen so 

that it is highly singular here (for example an umbilic centre) and if drawn it might 

be misleading. The grid points can then be joined up to produce a circular grid. 

One major problem is that the grid points do not actually lie on the ridges or 

sub-parabolic lines so when drawn on the focal surface the grid lines will miss the 

ribs or parabolic lines. This is particularly bad for ribs where the focal surface folds 

back on itself. In fig 9.20a)* the red lines represent the rib and the surface as draw 

does not actually touch it. If we find the intersection of the ridge with the straight 

line joining two grid points A, B we will find a point C (fig 9.21). Plotting this 
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FIG 9 . 20 A) A GRID WITH 
POINTS ON RIB MISSING 

FIG 9.20 B) POINT C FOUND 
BY INTERSECTION 
OF RIDGE AND STRAIGHT LINE 

FIG 9.20 C) POINT D FOUND 
BY INTERSECTION 
WITH A SPHERE 



fig. 9.21) Intersection of ridge with grid lines 

point on the focal surface will give a strange result (fig 9.20b )*) with a sudden drop 

as the grid line crosses the rib. This occurs because a straight line is not a good 

approximation to theoretical shape of the grid line. A bet ter approximation to the 

shape is to assume that the curve is actually the pre-image 0' of the intersection 

of the surface with a sphere. The intersection of 0' with a ridge can then be found 

using the algorithm discussed in §9.7. Using this point D gives much better results 

(fig 9.20c)*). An alternative which has yet to be implemented is to find a polynomial 

curve through the grid points and find the intersection of this with the ridge. This 

problem does not occur for rectangular grids or radial lines, where a straight line is 

an exact representation of the grid lines. 

§9.12 Creating Nets and Tmeshes 

Both of the previous types of grid can be adapted to create a net or a tmesh. 

One problem encountered is deciding what should happen when a ridge or sub­

parabolic line is crossed. The simplest solution is just to ignore the ridge and create 

the surface. This is what has so far been implemented on the Iris. 

H extra points lying on the ridge are added to the grid points we will no longer 

have the correct arrangement to use the software. For instance in a net each region 

inside the grid lines must have four sides. Adding a segment of the ridge will 

normally give three or five (fig. 9.22). One way of simplifying the problem is to 

divide the grid up into strips which are one unit wide and work with each strip 

separately. The strips can then be cut along the ridge lines to form netJ. More 

work needs to be done in this area to improve the solution. 

On the Iris we have the ability to colour the surface. The obvious choice for 

the colouring is to use the Gaussian curvature K. However the values of this range 

from ±infinity near cuspidal edges to ±zero near parabolic lines. If we just scale 

the curvature to fit into the range 0-255 then most of the points will have the same 

colour (fig. 9.23)*). A slight improvement can be made by applying some function 
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fig. 9.22) Adding points on a rIdge to a set of grid points 
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fig 9.23)* The values of various functions of the Gaussian curvature 



to the curvature and using the resultant values. The following functions were tried: 

tan-1(K), tanh(K) and sign(K) 10g(IKI + 1). 

Much better results were obtained by sorting through the data beforehand. 

First the values of the curvature were sorted into a two lists with increasing values 

of curvature, one for negative values and one for pqsitive values. Each list is then 

divided up into 256 divisions with approximately the same number of data points 

in each division. Finally we change the original unsorted data: the value of the 

curvature is replaced by the number of the division that value lies in. This number 

is then used for the colour value. Very pleasing results were obtained from this 

method as can be seen from the various figures in chapter 8. The use of a Sigmoid 

function could perform the same function. 

The possibility of drawing shaded models has yet to be explored. To draw 

shaded pictures the normals to the surface must be calculated. For surfaces these 

are just the principal directions. As explained in §9.4 we can not find a continuous 

field of unit normals around an umbilic. So problems are anticipated. 

§9.14 Other methods 

A few other methods of representing the surfaces were tried. One is to draw 

the intersection of the focal surface with spheres of different radii (fig 9.24)*). This 

is computationally very expensive and the initial results were not very satisfactory. 

An other method is to draw the raised lines of curvature. A line of curvature 

is a curve defined by the integral equation r = ap where r is the tangent to the 

curve, p is a principal direction and a is some real number (see §8.3). A raised line 

of curvature is image of this curve on one of the focal sheets. From §7.3 the tangent 
to a raised curve is 

T = d/<p> = f3n. 

where Il is normal to the original surface and f3 = a d3V <p3 > / Kp is a real number. 

Differentiating this along the curve ~ives 

dT<p> = f3dn<p> + df3<p>n.. 

So as dn.<p>· Q = _d2 s<pq> = 0 the geodesic curvature dT<p> .Q of this curve is 

zero. Hence when raised onto the focal sheet corresponding to its principal direction, 

we have a geodesic. It is also possible to raise the curve onto the other sheet these 

will not normally give geodesics but do help to illustrate the surface (fig. 9.25)*). 

As they form geodesics the raised lines of curvature are an interesting area of study 

in their own right. 
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One method which could now be implemented on the lrU is to adapt the Work 

of [Hoffman] to focal surfaces. Here a mesh of triangles is created in parameter 

space. The shape and size of each triangle is chosen independently to give optimum 

results when drawn in the image. The triangles are not arranged regularly which 

prohibited its implementation in CATIA. 
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