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## SUMMARY

This thesis examines ways in which the design of storm water drainage networks can be optimised and proposes, develops and tests some such methods.

The introduction is followed by a resume of current design practice and an examination of previous work on the drainage optimisation problem. Methods of estimating the construction cost of a drainage network are detailed and functions proposed for modelling these costs.

The optimisation problem may logically be split into two areas, namely optimising fixed plan networks and optimising variable plan networks. The former involves the simultaneous selection of gradients and diameters for a network of pipes fixed in plan. A new Dynamic Programing model is proposed for this, having several advantages over previously published methods.

The main area of innovation is, however, in optimising variable plan networks. The general plan optimisation problem is seen to be far too complex for solution. However, taking the special case of road drainage networks, two possible modes of optimisation are defined. These are, firstly, the positioning of an unknown number of manholes along a drain running between two fixed manholes, and secondly, the positioning of an unknown number of cross-drains along a road carriageway. Both modes include the simultaneous choice of pipe gradients and diameters.

Models for these modes are proposed, with practical computer programs being developed and tested. Both models use a novel form of Dynamic Programing conceived and developed during this research.

The thesis ends with a brief outline of a Dynamic Programming solution to a rather different variable plan problem, followed by suggestions of areas for further study and conclusions of both a specific and a general nature.
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## CHAPTER 1

## THE OBJECTIVES

1.1
1.2

The Design Problem

The Research Objectives

Large sums of money, in excess of $E 100 \mathrm{~m}$ (ref. 1) are spent annually on storm drainage networks in Britain alone. In broad terms storm drainage optimisation aims to ensure that the best value for money is obtained from this investment.

Ideally this requires that cost-benefit analyses be performed for all drainage schemes (see ref. 2) to ensure that the greatest benefit results, but in practice this is seldom done explicitly.

Instead drainage schemes are generally designed to a set of criteria chosen on the basis of experience. Such criteria give an informal balance between cost and public acceptability. It is of interest to note that this form of cost-benefit analysis is implicit in any eagineering code of practice or set of design criteria.

The problem facing the designer is thus reduced to that of choosing a drainage scheme to meet all the design criteria whilst satisfying any constraints imposed by local conditions. The wider question of whether the design criteria are optimally suited to his particular problem is generally beyond his terms of reference, although he may occasionally use his "engineering judgment" to modify design criteria locally.

However, even with this reduced design problem, the designer is still left with, in general, an infinite number of possible solutions, all of which meet the design criteria whilst satisfying the constraints. Assuming that all thesesolutions have the same bencfit, the scheme which involves least cost is the best, or optimal, solution.

## 1.2 <br> The Research Objectives

It is the problem of finding the least cost solution for a drainage design problem, given a set of criteria and constraints, with which the research is concerned. The question of cost is discussed in Chapter 4 , and is taken to be the cost of construction of the drainage network expressed in monetary terms. Given sufficient detailed information it could include future maintenance and running costs, but as these are often
estimated to be a fixed proportion of the initial capital cost, their explicit inclusion does not seem justified.

Attention is limited to the system of underground pipes and manholes forming the storm-water drainage network. Excluded are all aspects of water quality and treatment and all effects on natural and artificial water courses downstream of the network outfall. Also excluded is any discussion of flow of storm-water overland before entering the pipe network or of detention storage within or outside the network.

Much of the research relates directly to road drainage as becomes apparent in the discussion of optimal plan layout (Chapter 6). However, an attempt has been made to retain generality wherever possible so that results and conclusions are in many cases relevant to any storm-water or indeed foul sewerage network.

The possibility of optimising drainage design has only arisen since the advent of cheap and readily available electronic computers. Most medium and large design offices have computing facilities available and indeed much analysis of drainage designs is already performed by computer.

The objectives of this research therefore include an investigation of existing methods for storm drainage optimisation, the development of further practical methods for use on a computer, and the implementation and testing of such methods.

The bulk of the research in fact concentrates on optimising the plan layout of particular types of drainage network with practical computer programs being written and tested for these applications.

## CHAPTER 2

## DESIGNING A DRAINAGE NETWORK

| 2.1 | Principles of Storm Drainage |
| :--- | :--- |
| 2.2 | Present Practice in Storm Water Drainage Design |
| 2.3 | System Constraints |
| 2.3 .1 | Permissible Pipe Depth |
| 2.3 .2 | Permissible Pipe Slope |
| 2.3 .3 | Permissible Flow Velocity |
| 2.3 .4 | Discharge |
| 2.3 .5 | Pipe Level Continuity at Manholes |
| 2.3 .6 | Pipe Diameter Continuity at Manholes |
| 2.3 .7 | Pipe Diameter |
| 2.3 .8 | Distance between Manholes |
| 2.4 | Glossary of Drainage Terms |

### 2.1 Principles of Storm drainage

Storm drainage is provided to reduce nuisance and flood damage from incident rainfall. Flood damage may occur on natural catchments due to prolonged heavy rainfall, but man's influence greatly increases the problem. By changing moorland and forest into well drained agricultural land both the percentage of rain that flows off the land (the percentage runoff) and the speed at which this happens increases. Short, severe storms, which on natural catchments would perhaps be partially absorbed with the remaining runoff spread over a long period, may cause flooding of channels and fields on agricultural land.

The problem becomes far more severe in the urban catchment. High proportions of paved and otherwise largely impermeable areas, such as house-roofs, roads, carparks, footpaths, industrial yards, lead to large percentage runoffs occurring shortly after the rainfall. A very short storm, say a 10 minute cloudburst producing a total of 15 mm of rain, which would be insignificant in the countryside could cause severe local flooding in a town.

For this reason extensive storm drainage networks have been and continue to be built throughout urban areas. Traditionally the philosophy has been to remove the incident rainfall from surfaced areas as quickly as possible. Incidentally, however, thought is now being given to ways of temporarily detaining the runoff as near to the source as possible as a means of economising on the storm drainage network downstream. By slowing down the drainage flows the flood peak further down the system is considerably reduced. This allows the use of smaller pipes, or otherwise inadequate existing sewers, and can prevent damage to the natural watercourses into which storm sewers eventually flow.

Three types of urban sewer exist. There is the foul sewer taking sewage from domestic, industrial and commercial premises to a sewage treatment works or straight out to sea or even into an estuary or river.

There is the storm sewer taking only rainfall. This generally drains to the nearest convenient natural watercourse, but, if it originates from a road or industrial premises, it may lead to some form of treatment works or ponded storage before the water is released. The third type of sewer, rarely installed nowadays, is the combined storm and foul sewer, taking both sewage and rain-water. This is generally provided with storm overflows allowing water to flow out of the network into watercourses when excess flows develop due to storms.

This research concentrates largely on storm sewers, although many of the methods are also applicable to foul sewage networks. Both types may be regarded as "tree-like" networks with the base of the tree at the network outfall. Once the flow has entered the network at a branch it must follow one path and cannot diverge from that path. For this reason combined sewers with storm overflows operational cannot be classified in the same way.

Storm water drainage for new roads is an area of special interest in optimising drainage layout, (See Ch. 6). The design principles are however identical to normal urban storm water drainage.

### 2.2 Present Practice in Storm Water Drainage Design

It is the optimal design of storm-water drainage systems consisting of tree-like networks of pipes between manholes with which this research is concerned. This section examines how such systems are at present designed.

There are four logical stages:-
a) Identifying the correct design parameters.
b) Specifying the plan layout of the network.
c) Designing the gradients and diameters of the pipes.
d) Detailed specification of drain and manhole construction.
(a) and (d) are outside the scope of the present research, which thus concentrates on optimising the plan layout, pipe gradients and diameters.

The choice of correct design parameters is usually established by reference to the relevant national Codes of Practice (refs. 3 \& 4) or locally based design guidelines. Such parameters would include a measure of the acceptable risk of flooding (generally given as the average period of occurence, or Return Period, of a storm giving flows equal to or greater than those designed for), the minimum acceptable velocity of flow in a pipe, the minimum acceptable cover over the crown of the pipe, and the maximum allowable distance between manholes.

Such Codes of Practice or guidelines would also cover such standard practices as
(a) keeping drains straight and at constant gradient and diameter between manholes,
(b) having a manhole at every pipe junction (except for gully connections),
(c) establishing flow capacity and flow velocity by assuming that pipes flow just full, (i.e. with no surcharge pressure), and by using an acceptable flow formula (e.g. Colebrook -White equations).

The second stage, that of specifying the plan layout of the network gives the designer considerable freedom of choice. He must use good judgement and experience to select from an infinite number of possible layouts one that is reasonably efficient and economical. If he wishes to do so he may select several networks and compare designs based on each. If he has sufficient information he may indeed estimate the likely construction cost of each and select the cheapest, thus performing a very basic optimisation, but this is rarely done.

With the layout specified and the position of all manholes fixed in plan, the designer must now specify the gradients and diameters of all pipes in the network. For this he needs to know the design flow for each pipe. Most drainage design in the U.K. is performed using either the Rational or the T.R.R.L. method for establishing design flows (see ref. 5). The Rational method is explained further in section 5.11.2. Very briefly, it enables the designer to calculate a flow for a pipe which is dependent on the total catchment area for the pipe,
> the average percentage runoff, and the time taken for flow to reach the downstream end of the pipe from the most remote part of the catchment.

The designer may now assign a gradient and diameter to each pipe such that its capacity is greater than or equal to its design flow. For an individual pipe there are likely to be several possible solutions. For example a large pipe at a shallow gradient will convey the same flow as a small pipe at a steep gradient. The number of different possible solutions for a network of pipes soon becomes very large indeed. For example with just 10 pipes in the network and with a choice of 3 different diameters for each pipe, $3^{10}$ or 59049 different possible solutions exist, assuming no design criterion or other constraint is violated.

Standard practice, however, is for the designer to place the pipe as close to the ground surface as is permissible. This could be governed by a minimum cover criterion or by a minimum velocity of flow constraint. The smallest pipe diameter is then chosen that will provide the required flow capacity. This procedure is based on the assumption that the shallowest solution is the cheapest, an erroneous supposition which can lead to designs considerably more expensive than necessary as will be shown in subsequent chapters.

The last part of the design process is the detailed design and specification for the drains and manholes. Although these may influence costs considerably, it is not the author's intention to investigate this part of the design process, except to say that in general the "detailed design" consists of the selection of appropriate standard designs from local or national guidelines.

### 2.3 System Constraints.

The nature of the constraints on the design of a storm drainage network can fundamentally affect the optimisation procedure adopted. It is worth while here considering in some detail each of these possible constraints. They are as follows:
a) Permissible pipe depth
b) Permissible pipe slope
c) Permissible flow velocity
d) Discharge
e) Pipe level continuity at manhole
f) Pipe diameter continuity at manhole
g) Pipe diameter
h) Distance between manholes

### 2.3.1. Permissible Pipe Depth Ymin $\leq Y \leq$ Ymax

In all designs a minimum depth of cover is required. This varies depending on the use of the land under which the pipes are to be laid. The current code of practice for sewerage (ref. 3) in the U.K. gives values of $Y m i n=0.9 \mathrm{~m}$ under fields and gardens and 1.2 m under roads.

Sometimes a maximum depth of cover may be specified. Generally, however, the costs of deep excavation, and the extra requirements of stronger pipes, better bedding or concrete surrounds act to limit the depth. Cost functions can always be provided to reflect these practical costs. Hence, in theory, no strict upper limit need be placed on $Y$, and Ymax can often be omitted as a constraint.

### 2.3.2 Permissible pipe slope smin $\leq s . \leq \operatorname{smax}$

These constraints may sometimes be specified. Since flow is unsurcharged gravity flow, $s>0$, but this is a necessary condition of constraint (d) and so need not be specified separately here.

The constraint smin $\leq s$ is generally used where the designer considers it impracticable to lay pipes at slopes less than smin. For example, if the gradient is too small inaccuracies in laying could cause pipes to slope in the wrong direction with possible silting up at low flow conditions and trapping of air and partial surcharging at full-flow conditions. Similarly s smax is a practical condition associated with pipe laying on steep slopes. Trouble can be caused with flexible jointed pipes on steep ground as these can slide down the slope if there is insufficient friction in the pipe bedding, particularly when the trench is being backfilled.

### 2.3.3. Permissible flow velocity $V \min \leq V \leq V \max$

There is generally some form of restriction on the velocity of flow in the pipe. This is usually in the form of a restriction on the velocity of flow (Vf) that would occur in the pipe flowing just full, but sometimes it is on the actual flow velocity (V) in the pipe at the design discharge ( $Q$ ). Assuming that the pipe is being used reasonably efficiently with $Q / Q f>0.25$, the full flow velocity will approximate to the design flow velocity as shown in Fig. 2.1.

Restricting the velocity to be above a minimum value is to prevent deposition of solids along the pipe invert, the minimum value generally being taken as $0.7 \mathrm{~m} / \mathrm{s}$ (ref 3). A maximum flow velocity is to prevent excessive scour on the pipe walls. This can, of course, vary with differing pipe materials, but is often taken to be about $6.0 \mathrm{~m} / \mathrm{s}$. Recent experience suggests that this upper limit on velocity is not as important as was once thought (ref 3).

### 2.3.4. Discharge $Q \leq Q f$

Each pipe in the system must be capable of discharging the design flow at that point without surcharging. The maximum unsurcharged flow down a pipe of given gradient and diameter $D$ occurs when the pipe is flowing with a depth equal to about 0.94 D and is about 1.08 x Qf where Qf is the discharge in the pipe when it flows just full.

For practical purposes however, the maximum discharge is assumed to be Qf. A combination of pipe gradient and diameter must be chosen such that $Q f \geq$ design flow $Q$.

Q may be explicitly defined at the start of the design as in the case of conventional foul sewerage, or may depend on the pipe network upstream of the point being considered as in the case of storm sewers designed to the Rational (LLoyd- Davies) method (ref. 5), the Transport and Road Research Laboratory (TRRL) method (refs. 5, 6), and most other methods in common use.

### 2.3.5. Pipe level continuity at manholes $\mathrm{Zu} \leq \mathrm{Zus}$

The outgoing pipe from a manhole must be able to drain completely all the incoming pipes. Hence the outgoing pipe invert level ( Zu ) must be no higher than the lowest invert level of the incoming pipes (Zus).


# VARIATION OF VELOCITY WITH FLOW FOR PARTIALLY FULL PIPE 

FIGURE 2.1

Moreover, if the outgoing pipe is flowing full and an incoming pipe is of smaller diameter, the incoming pipe will be submerged and hence surcharged unless the soffit of the incoming pipe is at or above the soffit of the outgoing pipe. This leads to the commonly adopted criterion that $\mathrm{Zu} \leq \mathrm{Zus}$, where Zu and $Z u s$ refer to soffit levels. Sometimes, however, designs are done to the alternative criterion Zu $\leq$ Zus where Zu and Zus are invert levels.

Strictly, both criteria are required if pipe diameters are allowed to reduce across a manhole in a downstream sense (see 2.3.6.). A full statement of the constraint then becomes: the downstream pipe soffit level must not exceed any upstream pipe soffit level, and the downstream pipe invert level must not exceed any upstream pipe invert level.

### 2.3.6. Pipe diameter continuity at manholes $D \geq$ Dus

It is common practice to require that the diameter, $D$, of the outgoing pipe leaving a manhole is at least as big as the diameter, Dus, of any incoming pipe. There is no logical argument for this restriction on the grounds of pipe capacity, as a steep outgoing pipe could have a greater capacity than a larger incoming pipe at a flatter gradient.

It could however be argued that a reduction in pipe diameter at a manhole would increase the likelihood of blockages particularly in a foul or combined system.

### 2.3.7. Pipe Diameter $D$ must be discrete, available diameter $\geq$ Dmin

 Pipes are only available in discrete diameters. The sizes obtainable depend on the pipe material selected and on the pipe manufacturer. Some guidance can be obtained from the British Standard preferred diameters.For clayware (ref. 7) these are as follows:
$75 \mathrm{~mm}, 100 \mathrm{~mm}, 150 \mathrm{~mm}$ and then in 75 mm increments to 900 mm . For asbestos-cement (ref. 8) they are in 25 mm increments from

100 to 250 mm , then 300 mm to 1050 mm in increments of 75 mm . For unreinforced concrete pipes (ref. 9) they are 100 mm , then 150 mm to 600 mm in increments of 75 mm .

For prestressed concrete pipes (ref. 10) they are
450 mm to 1200 mm in 75 mm increments, then to 3000 mm in 150 mm increments.

For pitch-fibre (ref. 11) they are
100 mm to 225 mm in 25 mm increments.
Finally in uPVC (refs. 12 and 13) they are
$110 \mathrm{~mm}, 160 \mathrm{~mm}, 200 \mathrm{~mm}, 250 \mathrm{~mm}, 315 \mathrm{~mm} 400 \mathrm{~mm}, 500 \mathrm{~mm}$ and 630 mm .

To prevent blockages, there is likely to be a limit to the smallest pipe size permitted for a drain. The current Building Drainage code in the U.K. (ref. 4) restricts drains to be 100 mm or over in diameter. Surface water drains for roads normally have $D \mathrm{~min}=150 \mathrm{~mm}$.

### 2.3.8. Distance between Manholes

Where manholes are not required closer together for other reasons they should be spaced at distances not exceeding $L$ max. This is to enable maintenance to be carried out, such as clearing blockages by rodding. L max is usually specified as a figure between 100 and 150 m .

### 2.4 Glossary of Drainage Terms

Pipe $\quad$ Either: A pipeline of constant diameter and gradient
joining two manholes. Pipes are normally straight,
but for road drainage are sometimes curved in
plan being at a constant offset from a curving
road centreline.

Manhole An access chamber provided for maintenance, being for the purposes of this research a real manhole, a catchpit, an outfall or a rodding eye.

| Diameter | The internal pipe diameter, (or pipe bore). |
| :--- | :--- |
| Invert | The lowest part of the internal pipe cross-section. |
| Soffit | The highest part of the internal pipe cross-section. |
| The highest part of the external pipe cross-section. |  |
| In this research crown and soffit levels are |  |
| considered identical. |  |$\quad$| A perforated pipe in a trench backfilled with sand |
| :--- |
| or gravel, thus allowing water to entex the trench | area, through which flow is led to a drain.

Carriageway drain $A$ road drain running parallel to the road centreline and collecting water from the carriageway, either through gullies or as a French Drain.

Cross-drain A road drain running across a road carriageway. A cross-drain is invariably a carrier drain.

Outfall

Cover

The point at which flow leaves the drainage network. For the purposes of this research it may be a manhole belonging to another drainage network or may be a true outfall into an open watercourse, the sea or a treatment works.

The vertical distance between the crown of a pipe and the ground level.
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## Chapter 3 Related Research

### 3.1. Introduction

Previous research into optimal design of storm-water drainage networks can be divided conveniently into two categories:
a) optimal choice of diameter and vertical alignment of pipes for a network which is fixed in plan.
b) optimal plan layout of a network.

The former category has received steady attention over the last 15 years and this is summarised in section 3.2 .

The latter category has been less well covered with only occasional publications. Work in this area is summarised in section 3.3.

### 3.2 Optimising a Fixed Plan Drainage Network

To date five techniques of optimisation have been used by various authors in an attempt to find a robust and rigorous method of minimising the cost of a fixed plan drainage network.

These five techniques will be dealt with in turn. They are
a) Linear Programming (LP)
b) Non-linear Programming (NLP)
c) Geometric Programming (GP)
d) Dynamic Programming (DP)
e) Discrete Differential Dynamic Programming (DDDP)

Historically, an interest in optimising drainage networks stems from the work of Haith (ref. 14) who used DP in 1966 to optimise sewer and drainage system vertical alignment. DP itself was originated by Bellman (ref 15) in 1957.

Attempts were made to use standard LP techniques and as sophisticated NLP algorithms became available these were also tried.

Recent work has reverted to better DP approaches, with DDDP being developed as an alternative to conventional DP.

### 3.2.1. $\quad$ Linear Programming

The theory and practical application of LP has been well developed over many years. Thus there are powerful algorithms available for the solution of any optimisation problem that can be linearised.

It is therefore tempting to linearise the drainage network problem, this being the approach adopted by several researchers.

Naturally problems occur with the non-linear nature of the function to be minimised (the objective function) and with the non-linear nature of some constraints on the function (see 2.3). Less obviously, the availability of pipes only in discrete sizes, too, causes trouble.

Dajani, Gemmell and Morlok (ref. 16) split the non-linear objective Eunction into linear segments and developed sets of linear constraints to replace non-linear constraining functions. Latex, Dajani and Hasit (ref. 17) adopted mixed integer equations as constraints to handle discrete pipe diameters.

General studies on optimisation of drainage networks by Yletyinen (ref. 18) and by Dobschutz (ref. 19) led them to adopt LP approaches. Again, more recent work by Iman, McCorquodale and Bewtra (Ref. 20), the principal aim of which was to incorporate flood damage costs into the cost functions, adopted LP as the means of optimisation.

### 3.2.2. Non-linear Programming

With the rapid advance of computers the feasibility of non-linear programming algorithms to deal with large numbers of variables has been widely investigated. Many large scale optimisation problems can now be tackled by NLP algorithms but there are still difficult areas. Principally these occur with discrete functions, discontinuities and non-linear constraints. As these are all features of drainage network optimisation (see section 5.3), it is clear that NLP cannot at present provide a compiete answer.

Lemieux, Zech and Delarue (ref. 21) used Rosen's projected gradient method (ref. 22) to optimise a drainage network assuming that the objective function was convex and linearly constrained and that pipes
were available in a continuous range of diameters. The solution was subsequently adapted to include commercial pipe sizes.

Price (Ref. 23) used a quasi-Newton algorithm and developed a method whereby the pipes in a network were adjusted to commerical sizes in a step-by-step approach. This also enabled network dependent design flows to be used. Essentially the method involved optimising the full network using approximate flows and continuous pipe diameters. The furthest upstream pipes were then altered to the nearest commercial diameters, pipe flows were simulated and the network downstream of these pipes optimised again. By repeating the process the optimum solution for the whole network was found. Price found the method insufficiently robust and generally inferior to a DDDP method that he also used. (see 3.2.5.).

### 3.2.3. Geometric Programming

A somewhat different approach is that of geometric programming (ref. 24) which is described in section 5.3.3.

Wilson (ref. 25) attempted to develop a general purpose tool for optimisation in the building industry using a GP computer model. He used sewer networks as an example to test his model with limited success, the discrete nature of available pipe diameters being a considerable problem. He concluded that the GP technique was "too powerful" for the drainage application and developed instead a tailor-made DP method.

### 3.2.4. Dynamic Programming

Dynamic programming using discrete values of pipe level is the basis of the present author's current research and is described in detail in Chapter 5.

DP has been applied to fixed plan drainage networks by Haith (ref. 14), Meredith (ref. 26), Merrit and Bogan (ref. 27), Wilson (ref. 25), Walsh and Brown (ref. 28) and recently by Froise and Burges (ref. 29) who incorporate storage elements into the network. Liang (ref. 30) applied DP to a general conduit network.

The above authors have produced models with varying degrees of success and validity. Most conclude that $D P$ is a very effective approach to the drainage optimisation problem due to the serial nature of a drainage network and due to the ability of DP to handle discrete, non-linearly constrained discontinuous functions.

One of the problems with DP is the necessity to define the range of levels within which the pipe must lie at each manhole position. If this range is large and the spacing of discrete lèvels within it small, then a large number of discrete levels must be considered at each manhole. This leads to large computer storage and execution times.

The present author demonstrates that this can easily be avoided (see Chapter 5), but this apparent requirement for large computer resources led to DP being superseded by DDDP (see 3.2.5.).

Two other points were largely ignored by previous authors. Firstly, the fact that design flows are dependent on the network (see 5.5.5) and that if pipe diameters are constrained not to decrease in a downstream direction, this fundamentally affects the DP method (see 5.5.4 and ref. 31).

### 3.2.5. Discrete Differential Dynamic Programming

DDDP was developed from DP as a means of reducing computer storage and execution time requirements. Basically DDDP is an iterative DP approach and is described in detail in section 5.13.

It was first introduced into the field of water resources by Heidari, Chow, Kokotovic and Meredith of the University of Illinois (ref 32) and later developed at Illinois by Mays and Yen (ref. 33 and 34) for use with drainage design.

Yen, Tang and Mays produced a model incorporating Rational method design (ref. 35) and introduced the risk of flood damage into the cost function (ref. 36).

Mays and Wenzel (ref. 37) restructured the DDDP by redefining the basic stage in the serial system. The concept of isonodal lines (see 3.3 and ref. 38) was introduced, these being lines joining points an equal number of manholes upstream from the outfall. A stage then becomes the design of the network between isonodal lines. This was claimed to be more
efficient than previous DDDP approaches.

Nopgomol and Askew (ref. 39) further developed DDDP or, as they called it, Incremental Dynamic Programming, within the general water resources context. They developed multilevel Incremental Dynamic Programming to enable problems of higher dimensionality to be tackled by DDDP than were previously feasible.

Chow, Maidement and Tauxe (ref 40) compared the execution times for DP and DDDP programs used for drainage network design.

Price (ref. 23) adapted a DDDP method to allow for network dependent design flows.

### 3.3 Optimising the Plan Layout of a Drainage Network

Little research has been reported on optimising the plan layout of drainage networks. The problem is less well defined than the optimisation of fixed plan networks, there being many modes in which plan optimisation could occur (see section 6.1).

Published papers concentrate on particular aspects of layout optimisation, or on particulr types of network and not on a solution to the general problem.

Research can be split roughly into two categories:
a) finding the optimal layout with pipe diameters and gradients fixed (and therefore suboptimal).
b) optimising layout, pipe sizes and gradients for a special type of network.

### 3.3.1. Optimal layout only

Liebman (ref. 41) used a simple search procedure which attempted to improve an initially selected trial layout. All pipes had to be the same pre-determined size and were at predetermined slopes. The search consisted of changing one branch of the network at a time, the change being retained if the network cost was decreased. Flows in the system were fixed for each branch.

Barlow (ref. 42) proposed a heuristic method for establishing the route for major trunk sewers and then shortest-path-through-manypoints and shortest-spanning-tree techniques to establish the complete layout.

Lowsley (ref. 43) proposed an implicit enumeration procedure based on defining a trunk sewer. Pipe sizes were fixed and the layout optimised for minimum excavation and pipe costs.

### 3.3.2. Combined layout, gradient and diameter optimisation

In his work on optimisation in the building industry, Wilson (ref. 25) attempted briefly to apply Geometric Programming to a particular drainage layout optimisation problem. He met with little success due to the large numbers of equality constraints, the problems of coincident manhole positions, and the generally large number of variables and constraints in all but the simplest of problems.

Argaman, Shamir and Spivak (ref. 38) proposed an interesting DP model for a particular type of network. The network consisted of a rectangular mesh of pipes which were defined as either local pipes or main pipes. Local pipes originated from a manhole, but had no connection from it. Hence they did not drain the manhole. Main pipes lead from a manhole, thus draining it. The network was a tree, hence only one main pipe could leave a manhole. Both main and local pipes collected water along their lengths.

Isonodal lines were defined as joining nodes an equal number of manholes upstream of the outfall. The layout optimisation consists of determining which pipes were main and which pipes were local and was performed using DP between isonodal lines.

Even with this special network layout, and with a procedure which was not entirely rigorous, the computational resources required for this method made it impractical.

Mays, Wenzel and Liebman (refs. 33, 44) used DP and DDDP with the concept of isonodal lines to develop a two phase screening model for
practical optimal drainage layout design. The networks used are similar to the type studied by Argaman. Mays states that the method may not find the true global optimum due to the necessity of adopting a somewhat non-rigorous procedure.

## 3.4

Conclusion
Certain general conclusions can be drawn from the above summary of published research.

For the fixed plan drainage network problem, only those methods involving the use of DP or DDDP have met with any success, and none of these is entirely satisfactory (see Chapter 5). Methods involving LP, NLP or GP cannot deal with the discrete non-linear and discontinuous nature of the problem. Their use involves either oversimplification of the problem or adoption of a sub-optimal procedure.

For the variable plan problem, no rigorous procedure has been published for even the simplest of cases.
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## Costing A Drainage Network

### 4.1 Introduction

A prerequisite of minimum cost design is the ability to cost a design, or at least to compare the relative costs of one design with another.

The cost of a drainage scheme from the point of view of the scheme's promoter would include such items as
(a) acquisition of land or easements,
(b) design and supervision costs,
(c) future likely maintenance and replacement costs
(d) the final contract costs.

The tendered contract price is the contractor's estimate of the cost of the job plus his profit and consists of
(a) cost of measured work
(b) lump sum items such as setting up temporary site buildings, insurance, temporary works and mobilising plant and labour
(c) profit and head office costs.

In optimising the design, it is the cost of the measured work that one attempts to minimise. On small schemes the measured work may well represent less than half the total cost. However, by minimising the cost of measured work, savings may also be made on some other items, such as maintenance and replacement costs and insurance, but these savings will not generally be directly proportional.

It would be unwise to compare two completely different schemes purely on the basis of the cost of measured work. However, the nature of drainage optimisation is that all schemes compared are generally similar with only slight differences in pipe slopes, diameters and manhole positions. Hence a comparison on the basis of the cost of measured work is usually valid.
4.2

Cost of measured work
Traditionally the prices of measured work, as presented in tender
documents are given as rates per unit for the various items of construction multiplied by the estimated quantity for those items as given in the Bill of Quantities. The total price for measured work is then the sum of the prices calculated for all items. The actual cost of the measured work is found at the end of the contract by measuring all items as constructed and multiplying by the appropriate rates. This assumes that there is no great difference between the quantities as estimated in the Bill of Quantities and the final measurement.

If there is a significant difference, the contractor may have grounds for a claim for extra payment. For example, if the total length laid of a certain large diameter pipe has been reduced from say 200 m to 20 m , the contractor could argue that the cost of setting up the pipelaying operation is not now being met by the rate quoted in his tender, and that had he known that a much smaller length was to be laid, he would have put in a much higher rate.

Of course, the reverse situation could arise, with the contractor making an unexpected windfall from an increase in quantity of a highly priced item, and on balance the two effects will tend to cancel out.

Returning to the design stage and the problem of comparing the costs of different schemes, one should ideally have a costing model that gives an increased rate per unit for low total quantities of that unit.

This however would be very difficult to achieve due to lack of sufficient data and the variations in individual contractors' working methods. Also the quantities involved in drainage tend to be of sufficient size for this effect to be generally negligible.

### 4.3 Cost Model

### 4.3.1 Cost of a Network

In building up a useable and realistic cost model for use in the optimising process two basic assumptions are made:
(1) The cost of a scheme $=$ The sum of the independent costs of individual parts of the scheme.
(2) The rates used to calculate costs of individual parts of the scheme are independent of the quantities involved.

It is useful here to define a typical element in a drainage scheme. This can be taken as a lengh of pipeline between manholes, together with all the associated excavation and backfill, and the manhole immediately upstream of the pipeline. As can be seen from Fig. 5.1, in a network of $n$ pipes where no two pipes have the same upstream manhole, there are $n+1$ manholes (including an outfall manhole) and $n$ elements.

Hence the cost of the total network (C) equals the sum of the element costs (Ce) plus the cost of the outfall (Co)

$$
\text { i.e. } \quad c=\sum_{1}^{n} C e+C o
$$

$$
\text { . . . . . . . . . . . . . . . . . . . } 4.1
$$

### 4.3.2. Cost of an Element

A typical element is shown in Fig 4.1. Various parameters can be used to define the element for costing purposes. These must include the pipe diameter, pipe type and bedaing type, and must also include some measure of the total volume of excavation and the depth of excavation. The upstream manhole diameter and depth are also required, as is ' some information as to soil type, dewatering requirements, whether a road surface has to be broken up and removed, the degree of reinstatement required, restriction of access to the work, and frequency of other services crossing the trenches.

Farrar (ref. 45) has collected data based on observations of site operations in the UK for laying sewer pipes of up to 600 mm . From this he has derived a simple costing procedure, involving most of the above parameters, and hence generally applicable.

A rather less detailed approach can be used based on annually published cost data from the building industry (ref. 46) and a third approach would be to study the prices tendered by contractors for past drainage schemes.

a typical drainage element

FIGURE $4 \cdot 1$

This last approach is, however, rather unsatisfactory for the following reasons:
(1) The breakdown of prices is not very detailed.
(2) The prices quoted do not nccessarily reflect the actual costs to the contractor.

### 4.3.3. Cost Functions

When previous authors on drainage optimisation have quoted the cost function they have used, it has ten been in a generalised form (see Table 4.1). Without knowing the values of the constants in these functions they are of little practical use.

| SOURCE | COST/UNIT LENGTH | NOTES |
| :---: | :---: | :---: |
| Lemieux, Zech and Delarue. (ref. 21) | $a+b D^{n}+e v$ | $\begin{aligned} e= & \text { unit cost of } \\ & \text { excavation } \end{aligned}$ |
| ```Meredith (ref. 26)``` | $10.98 D+0.8 H-5.98$ | Cost in dollars <br> $D$, $H$ in feet <br> H is depth to invert. |
| Dajani and Hasit (ref. 17) | $a+b D^{2}+c H^{2}$ | D, H in feet H is depth of excavation. |
| $\begin{aligned} & \text { Barlow } \\ & \text { (ref. 42) } \end{aligned}$ | $a v+b D^{n}$ |  |
| $\begin{aligned} & \text { Wilson } \\ & \text { (ref. 25) } \end{aligned}$ | $0.73 \mathrm{D}+0.243 \mathrm{H}-0.088$ | H is depth to soffit. <br> D, H in feet. |

TABLE 4.1 - PUBLISHED COST FUNCTIONS FOR DRAINAGE
General Notes: $a, b, c, n$ are unspecified constants. $\mathrm{D}=$ pipe diameter $V=$ volume of excavation per unit length

Two authors however quote the specific form of their cost functions. These are included in Table 4.1 and are illustrated for two pipe sizes in a dimensionless form in Fig. 4.2. Also illustrated are costs taken from work done by the Hydraulics Research Station (ref. 47) and from a report by the Local Government Operational Research Unit (ref. 2).


## COST FUNCTIONS

FIGURE 4.2

For the purposes of this research the author developed a set of cost functions for discrete pipe sizes, based on Spon's Architects and Builders Price Book (ref. 46) and prices quoted by pipe manufacturers. Details of the calculations are given in Appendix A.

In producing these cost functions, the following assumptions were made :
(1) Structural design of the pipe and bedding was to be in accordance with Department of the Environment recommendations (ref. 48) and was to be for pipes laid in a road carriageway.
(2) The cheapest satisfactory combination of pipe type and pipe bedding was to be used for a given pipe depth and diameter.
(3) Average soil conditions applied throughout, with no hard rock or exceptional dewatering requirements.
(4) There was no breaking up of road surface or reinstatement required.
(5) There was adequate working room for excavation.
(6) All excavation was by machine, there being no necessity for hand excavation.
(7) Surplus fill material could be disposed of on site.

These conditions are generally consistent with drainage schemes for new roads. The main exception would be requirement (3), as variable soil conditions and high water tables could be encountered in cuttings.

The cost functions developed give a rate per unit length for the finished pipeline, and for a given pipe diameter, depend only on the depth of cover (Y) over the pipe. These functions are based on prices in March 1977 and are as follows:

| Pipe Diameter (mm) | Cost (E per m) <br> 150 <br> 225 |
| :---: | :---: |
| 300 | $5.7+4.1 \mathrm{Y}$ |
| 375 | $8.9+4.1 \mathrm{Y}$ |
| 450 | $12.3+4.4 \mathrm{Y}$ |
| 525 | $15.9+4.7 \mathrm{Y}$ |
| 600 | $19.7+5.0 \mathrm{Y}$ |
|  | $23.7+5.3 \mathrm{Y}$ |

As these functions are linear with depth, it is reasonable to take the cost of a pipeline between manholes $=L \times f$ (Yav), where $L$ is the distance between the centres of the manholes and Yav is the average cover along the length of the pipe. The cost of the upstream manhole depends on the depth of the manhole, measured from ground level to the lowest pipe invert, and on the manhole diameter. In turn the manhole diameter is determined by the biggest pipe entering or leaving the manhole. Assuming that pipe diameters cannot decrease down the pipe network (see 2.3.6), the largest pipe must be the pipe leaving the manhole. Now as the lowest invert is that of the outgoing pipe, the manhole cost is determined by the diameter and invert level of the outgoing pipe. But since depth to soffit $=$ depth to invert - diameter of pipe, the cost of the upstream manhole of an element can be taken as $f(D, Y u)$ where $Y u=$ depth of cover at upstream end of the pipe. Hence the total cost of an element is a function of pipe length, pipe diameter, average depth of cover, and depth of cover at the upstream manhole i.e. $C e=f(L, D, Y a v, Y u)$.

The cost of an element as used for this study is thus given below:

| Pipe Diameter (mm) | Element Cost (£) |
| :---: | :---: |
| 150 | $(2.8+4.1 \mathrm{Yav}) \mathrm{L}+30+70 \mathrm{Yu}$ |
| 225 | $(5.7+4.1 \mathrm{Yav}) \mathrm{L}+30+70 \mathrm{Yu}$ |
| 300 | $(8.9+4.1 \mathrm{Yav}) \mathrm{L}+30+75 \mathrm{Yu}$ |
| 375 | $(12.3+4.4 \mathrm{Yav}) \mathrm{L}+30+80 \mathrm{Yu}$ |
| 450 | $(15.9+4.7 \mathrm{Yav}) \mathrm{L}+30+85 \mathrm{Yu}$ |
| 525 | $(19.7+5.0 \mathrm{Yav}) \mathrm{L}+30+90 \mathrm{Yu}$ |
| 600 | $(23.7+5.3 \mathrm{Yav}) \mathrm{L}+30+95 \mathrm{Yu}$ |

### 4.3.4. Alternative Cost Function

A more comprehensive set of cost equations was developed based on the work of Farrar (ref. 45) and is included in the final commercial drainage design computer program resulting from this research. Details of these functions are given in Appendix B.

The two sets of cost functions developed for use in this research are compared in Fig. 4.2 with previously published information, using two typical pipe diameters.
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## Chapter 5

The Fixed Plan Optimisation Model
5.1 Introduction

Whilst the main area of researdh for the present project was in the field of variable plan networks, it was an essential prerequisite to examine published work on fixed plan models. During this examination it was found'that there were shortcomings (ref. 31) in all published methods, and that there was no one approach that seemed entirely satisfactory. Of the methods that were available, Discrete Differential Dynamic Programing (DDDP) seemed to have gained most acceptance and this is discussed in Section 5.13.

During the development of the variable plan models it became clear that a simple fixed plan Dynamic Programming (DP) model, essentially a subset of the variable plan model, could be of interest.

Although a separate computer program for the fixed plan model was not written, the model is presented in this chapter both for completeness and as an introduction to the more complicated variable plan problem. Results, conclusions and the choice of parameters are based on computer runs using the variable plan models (see Chapter 6) on fixed plan problems.

### 5.2 Problem Definition

Fixed Plan Optimisation represents the most basic level of improvement over current design methods, and is the simplest of the drainage network optimisation problems considered. It is also applicable to virtually all storm drainage networks, and with minor modifications, to foul sewer networks.

The designer specifies the plan layout of the pipes afd the positions of all manholes. One tree of a typical network is shown in Figure 5.1. The problem is to find admissible pipe diameters and levels for every pipe in the system so that the total construction cost for the system is as small as possible, whilst all the technological and physical constraints imposed on the system are met.

As an example, consider a network of $n$ pipes between $(n+1)$ manholes fixed in plan.


```
KEY: -o MANHOLE
    ->DIRECTION OF FLOW
```

The design of an element $i$ (Figure 4.1) can be defined in terms of the pipe diameter $D_{i}$, pipe level at the upstream end $Z u_{i}$, and pipe level at the downstream end $\mathrm{Zd}_{\mathrm{i}}$. In general, given $\mathrm{Zu}_{i}$ and $\mathrm{Zd}_{i}$, the smallest, and hence cheapest, pipe size that will carry, the required flow and satisfy the design constraints, will be chosen. Hence the pipe diameter $D_{i}$ is dependent on $Z u_{i}$ and $Z d_{i}$ and need not be considered as an independent variable. There are thus 2 n variables in the problem.

The cost of constructing the pipe element $C e_{i}=f(D, Y a v, Y u)$ (see 4.3.3), where $Y a v$ and $D$ are functions of $Z u_{i}$ and $Z d_{i}$, and $Y u$ is a function of $Z u_{i}$. Thus $C e_{i}$ is a function of $Z u_{i}$ and $Z d_{i}$ for a given design flow and set of ground levels. Hence the problem becomes one of minimising $C$ where

$$
\begin{align*}
C & =C e_{1}\left(Z u_{1}, Z d_{1}\right)+C e_{2}\left(Z u_{2}, Z d_{2}\right)+\ldots \ldots  \tag{A}\\
& +C e_{i}\left(Z u_{i}, Z d_{i}\right)+\ldots \ldots \ldots \ldots, C e_{n}\left(Z u_{n}, Z d_{n}\right)
\end{align*}
$$

subject to the following constraints (see 2.3 )
$Y \min \leq Y \leq \operatorname{Ymax}$
$\operatorname{smin} \leq s \leq \operatorname{smax}$
$V \min \leq V \leq V \max$
$Q \leq Q f$
$\mathrm{Zu} \leq \mathrm{Zus}$
$D \geq$ Dus
D a discrete, available, diameter

The problem could indeed be further simplified by specifying that all pipes at a manhole must have the same level. The problem would then reduce to that of finding a pipe level at each of the ( $n+1$ ) manholes. There would thus be only ( $n+1$ ) variables.

The problem would then become:

```
Minimise C,
```

where $\begin{aligned} C & =C e_{1}\left(Z u_{1}, Z d_{1}\right)+C e_{2}\left(Z u_{2}, Z d_{2}\right)+\ldots \\ & +C e_{i}\left(Z u_{i}, Z d_{i}\right)+\ldots \ldots e_{n}\left(Z u_{n}, Z d_{n}\right)\end{aligned}$
with the $(n-1)$ equalities $Z d_{j}=2 u_{k}(j=1, n-1)$, (where $k$ depends on the connectivity of the network)
and the following constraints:
$Y \min \leq Y \leq Y \max$
$\operatorname{smin} \leq \mathrm{S} \leq \operatorname{smax}$
$V \min \leq V \leq V \max$
$Q \leq Q f$
$D \geq$ Dus
$D \quad$ a discrete, available, diameter

The disadvantage of this approach is that it is far too restrictive for practical drainage networks. Branches joining a main run will, for example, generally join at a much higher level. To restrict them to joining at the main pipe level could incur severe financial penalties.

Hence it is better to consider only the general form of the problem as in expression $A$.

### 5.3 Optimising the objective function

### 5.3.1 The objective function

The expression that is to be minimised, expression $A$, is known as the objective function and is here a non-linear function of 2 n variables, where $n$, the number of pipes in the network, is unlikely to be less than 10 and could be as many as several hundred.

Consider the cost of a typical element $C e_{i}\left(Z_{u_{i}}, Z_{i}\right)$. For $\mathrm{Zu}_{i}=$ constant, consider the range of values of $\mathrm{Zd}_{i}$. Assuming available pipe diameters are in discrete sizes, there will be discrete values of diameter $D_{i}$ for different parts of the range $\mathrm{Zd}_{i}$. Hence there will be jumps in the cost of the element where the required diameter goes from one size to the next. The cost function for an element is thus discontinuous and therefore also non-differentiable.

Even if diameters were available in a continuous range of sizes the cost function for an element could still be discontinuous. This would occur if the cost function truly represented the cost of the different site practices involved in excavating pipe trenches to various depths.

For example, trench supports are not normally required for trench depths up to 1.5 m , but trenches deeper than this must be supported for safety. Similar discontinuities with increasing depth could arise from the use of differing classes of pipe, types of bedding design or widths of trench.

The constraints on the optimisation are in the form of both linear and non-linear Enequalities (see 2.3). For example, constraints on depth and pipe slope are linear inequalities, whereas those on flow velocities and discharge are non-linear inequalities.

Hence the objective function is a non-linearly constrained multivariable non-linear discontinuous function. There are at present no suitable mathematical techniques available for the general solution of this type of optimisation problem.

### 5.3.2. The polytope or simplex method

For problems involving a very small number of variables, say less than about 10, a polytope algorithm could possibly be used.

Essentially the polytope technique applied to a problem with mariables involves the following procedure.
(a) Define the feasible zone of the $m$ dimensional space within which the solution must lie.
(b) Define $(m+1)$ points within that space, preferably equally spaced, and evaluate the function at these points.
(c) Identify the worst (most expensive) points.
(d) Reflect the worst point through the centroid of the other points to obtain a new point.
(e) Evaluate the function at the new point, identify the new worst point and repeat from step (d).

The polygon may be expanded or contracted according to various rules. Other rules may also limit the deformity of the polygon and specify the procedure to adopt at constraint boundaries. The process continues until the polygon is reduced to a predetermined size and further iterations produce negligible improvement.

Unfortunately there are doubts as to its ability to find the optimal solution for even a moderate number of variables. In addition the process is relatively slow, requiring a large number of function evaluations.

Although the technique is known to be very robust, there could well be difficulties encountered in using it with an objective function such as expression $A$ which has a number of large discontinuities corresponding to discrete values of pipe diameter.

### 5.3.3. Using a smooth continuous objective function

If one ignores the problem of discontinuities outlined in 5.3.1. and treats the function as smoothly continuous, a range of possible solution.techniques emerge, depending on whether first and second derivatives of the function can be evaluated.

Consider first a problem in which there are no constraints. If first derivatives cannot be evaluated, even though they uniquely exist at all points, the minimum could be found by a linear search method using only function evaluations.

All such methods follow the general iteration $x_{i}+1=x_{i}+w_{i} \cdot e_{i}$
where $\underline{x}_{i}+1$ is the improved position and $\underline{x}_{i}$ is the old position of the vector $x$ which defines the position of the search, $w_{1}$ is a step length and $e_{i}$ is the direction of the step.

The simplest of all such methods uses each axial direction in turn as the search direction $e_{i}$, with the step $w_{i}$ being determined by a Inear search along that one direction. The current best point then moves parallel to each axis in turn.

Various algorithms have been developed by Hooke \& Jeaves (ref. 49), Rosenbrock (ref. 50), Davies Swann \& Campey (ref. 51) and others as improvements to the basic method.

As an alternative to linear search methods, a gradient method could be adopted by using information about the first and sometimes the second derivatives as well as the function values to help determine the direction of search $e_{i}$.

The derivatives can be obtained either analytically if suitable formulae are available, or numerically from evaluations of the objective function, although this latter course has the disadvantage of extra function evaluations and possible problems with arithmetic calculation of very small quantities.

The most basic approach is to follow the line of steepest descent until the minimum value of the objective function along that line is reached, whereon a new direction is established and the process is repeated.

When second derivatives are available a far more powerful class of methods known as Newton methods may be used. Around its minimum value, the objective function can be assumed to be approximately quadratic, and for such a function it can be shown by Taylor expansion that the correction $\delta$ for which $x+\delta$ minimises the function can be written as $\underline{\delta}=-G^{-1} g$ where $g$ is the gradient vector and $G$ is the matrix with elements $G j k=\frac{\partial^{2} f}{\partial x_{j} \partial x_{k}}$

Hence the iteration becomes $\underline{x}_{i+1}=\underline{x}_{i}-G^{-1} \underline{g}$

Modifications to the basic Newton method involving the use of only first derivatives and only function evaluations have been made, notably by Davidson (ref. 52) and Fletcher and Powell (ref. 53).

These Quasi Newton Algorithms tend to be the most efficient in terms of function evaluations, although if computer storage is critical a conjugate gradient method (ref. 54) may be more suitable.

All the algorithms so far mentioned are for the general unconstrained problem and in particular the storm drainage problem has both non-linear and linear inequality constraints.

One approach taken to such problems is to create penalty functions corresponding to the constraint boundaries so that the value of the function rises rapidly at the constraint thereby prohibiting the minimum value from being beyond the constraint boundary.

The function may then be minimised as an unconstrained problem. However severe problems can occur due to ill conditioning at the boundaries and generally several unconstrained problems have to be solved with varying values of penalty functions to obtain the true optimal solution.

Another approach is again to convert the problem to an unconstrained one, but this time by creating an augmented Lagrangian function (ref. 55). Alternatively the non-linearly constrained problem may be transformed into an equivalent linearly constrained exercise.

A rather different approach is to modify the search direction to avoid entering a non-feasible zone. Such techniques are known as projected gradient techniques. Essentially if the proposed search direction contravenes a constraint, a new direction is adopted, being the projection of the original onto the tangent plane of the constraint.

Yet another approach is that of Geometric Programming (ref. 24). The objective function must be expressed as a posynomial, (a function which is the sum of positive polynomial terms) and constraints should also be posynomial expressions. The method is based on the general geometric inequality the orem which states that the arithmetic mean of a set of positive terms is always greater than their geometric mean, with equality when all the terms are equal.

Whilst the methods outlined above will, at least in theory, provide optimal solutions for a continuous smooth objective function there may still be severe problems due to lack of robustness particularly with complicated constraints.

The main problem, however, remains: The actual objective function is discontinuous. This could be avoided by allowing pipes to be of any size and ignoring practical discontinuities in the cost function corresponding to site practice or design. After obtaining the optimal solution, the pipe diameters must then be converted in some way to commercially available sizes. Attempts at doing this have met with only limited success (refs. 23, 25).

The conclusion therefore must be that there is no suitable technique for solving the general problem of which storm drainage optimisation is a particular example. It is therefore logical to examine whether storm drainage optimisation is in any useful way different from the - 41 -
general problem.

### 5.4 A Serial System

It is convenient here to introduce the concept of a serial system, for which a powerful alternative optimising approach is available.

The essence of such a system is that a quantity $S$, called the state, passes in one direction through a sequence of stages at each of which it is modified in value by decisions which produce returns. This is illustrated in fig. 5.2(a).

The quantity $S$ has an initial value $S_{0}$ which is the input state to stage 1 . In stage 1 decisions $d_{1}$ are made whichchange the value of $S_{0}$ to $S_{1}$ - the output state from stage 1 - and produce a stage return $r_{1} . S_{1}$ is then the input state for stage 2 at which decisions $d_{2}$ are made, producing stage returns $r_{2}$ and changing the value of $S$ from $S_{1}$ to $S_{2}$. This process of making decisions at each stage which change the value of the state and produce stage returns continues until all N stages have been traversed and the state has a final value $S_{N}$.

The serial system must contain no loops. At any particular stage, say stage $k$, the only information known about the system is the input state $S_{k-1}$ and the details within stage $k$. Hence the decision made, $d_{k}$, the return $r_{k}$ and the output state $s_{k}$ can only be influenced by the input state $s_{k-1}$ and not by how that state was achieved (i.e. not by decisions $a_{1}$ to $d_{k-1}$ ).

### 5.5 Drainage as a Serial System

### 5.5.1. Introduction

The design of a drainage network may, with care, be treated as a serial system.

First consider the simplest case. This is a non-branching length of sewer consisting of N pipes between $\mathrm{N}+1$ manholes as shown in Figure $5.2(\mathrm{~b})$. The constraints listed in Chapter 2 section 3 will, in general, apply to the design. These are summarised below for convenience.

(a) N-STAGE SERIAL SYSTEM

(b) SECTION ALONG NON-BRANCHING DRAINAGE RUN

(c) SINGLE STAGE OF A SERIAL DRAINAGE SYSTEM

(d) N-STAGE SERIAL DRAINAGE SYSTEM
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a) $\quad$ Ymin $\leq Y \leq \operatorname{Ymax}$
b) $\quad \operatorname{smin} \leq \mathrm{S} \leq \operatorname{smax}$
c) $\quad \mathrm{Vmin} \leq V \leq V \max$
d) $Q \leq Q$ full
e) $\mathrm{Zu} \leq \mathrm{Zus}$
f) $D \geq$ Dus
g) $D$ is a discrete, available diameter

Constraints $a, b, c, e$ and $g$ present no problems to the concept of drainage as a serial system. $Z u$ and $Z u s$ refer to the pipe soffit levels although there is no theoretical argument against using the invert or pipe centre line as the reference for the pipe levels.

Constraint (d) raises the question of the design flow Q. For simplicity first assume that all design flows are known before the dasign starts. This is generally not the case for storm-water drainage and is a question which will be considered later (see section 5.5.5).

Constraint (f) fundamentally changes the nature of the system and so the system will be considered with or without this constraint. Initially, consider the simpler case of the constraint not applying.

### 5.5.2. The basic system

Consider a single stage of the system as shown in Figure 5.2 (c). This consists of a pipe together with its upstream manhole. The complete system consists of $N$ such stages starting from stage 1 at the upstream end of the sewer and ending in stage $N$ which has a downstream manhole as well as the usual upstream one. Let the input state to stage $K$ be the soffit level of the pipe entering the upstream manhole $\mathrm{Zus}_{\mathrm{K}}$. One can now make a decision on pipe levels and diameter for this stage based on the input state and design flow such that all constraints are satisfied. There will in general be many possible decisions. The choice of pipe levels and diameter will incur a return for the stage which is here considered to be the construction cost of the element, and will produce an output state, the level at the downstream end of the pipe. This output state forms the input state to the next, $(K+1)$ th, stage.

The serial nature of the system is shown diagramatically in Figure $5.2(d)$. Note that $Z u s_{K} \equiv Z d_{K-1}$ and that the input state is not the
level of the pipe leaving the upstream manhole but merely the highest level at which that pipe could be set. Hence the decision on pipe levels can involve a change in level or 'drop' across a manhole. For an isolated drainage run, the input state to stage 1 , $\mathrm{Zd}_{0}$ and the output state from stage $\mathrm{N}, \mathrm{Zd} \mathrm{N}_{\mathrm{N}}$ are not required, but where the run forms part of a larger network they will be used, as outlined in the following section.

### 5.5.3. A branching system

Having shown that a simple non-branching sewer can be treated as a serial system, it is now necessary to consider a branching system.

Drainage systems are typically arranged as tree-like networks as shown in Figure 5.1. There are no loops, at least not in newly designed networks, although old existing systems often have cross connections and diverging flows.

As it is the design of new networks under consideration it is reasonable to assume that there are no loops and that sewers never diverge, but always converge. The convergence of two serial systems is illustrated in Figure $5.3(\mathrm{a})$. The only complication is that the input to stage $K$, has to be determined from both the ouput state from stage $A_{K-1}$ and from the output state from stage $B_{N}$. This is done by redefining the input state as the soffit level of the lowest pipe entering the upstream manhole. It is in fact rather more convenient to rearrange the serial system slightly as shown in Figure 5.3 (b). Instead of one sewer joining a main sewer, we now have two sewers leading into a third sewer. These are exactly equivalent but the latter arrangement is easier to handle computationally.

### 5.5.4 Non-decreasing pipe diameter

As mentioned in section 5.5.1., constraint (f) fundamentally changes the nature of the serial system. This fact has not generally been recognised by previous authors (e.g. refs. $28,34,44$ ) and has led to the use of incorrect algorithms (ref. 31).

Consider first the basic system as described in 5.5.2. and illustrated in Figure $5.4(a)$. At stage $K$, information about the upstream system (stages 1 to $K-1$ ) is conveyed purely by the state variable $Z$. A decision

(a)

(b)

CONVERGENCE OF SERIAL SYSTEMS

FIGURE 5.3
as to the design of stage $K$ is made on the basis of the information available at that stage, i.e. the input state $Z$, the design flow $Q$ and the constraints. None of these constraints are affected in any way by the design or conditions outside stage $K$.

Next consider the introduction of constraint (f), i.e. pipe diameter must not be less than the upstream pipe diameter. Where previous authors have used this constraint, they have treated the system serially as described above and have used the constraint as just another condition on the selection of suitable levels and diameter for each stage as it is designed. This, however, destroys one of the essential features of a serial system, that there should be no loops. The decisions at a stage are no longer made purely on information available at that stage. They now use a constraint which is affected by the design of the previous stage. This is illustrated in Figure $5.4(\mathrm{~b})$.

This problem can however be handled correctly with a certain amount of rearrangement. Instead of a single state variable $Z$, an additional variable, $D$, the upstream pipe diameter can be introduced. The state is now defined by the values of 2 and $D$. Where several pipes enter a manhole, $D$ is defined as the diameter of the largest of these pipes. A decision at stage $K$ can now once again be made using only the information available at that stage, i.e, the input state ( $Z, D$ ) the design flow $Q$ and the full set of constraints. None of the constraints now refer to information not available either as input to that stage or as information within the stage.

The new serial system is illustrated in Figure $5.4(c)$.

### 5.5.5. Design flows that are not pre-determined

It is normal practice in the design of stormwater drainage networks for the flow at points in the network to be dependent on the design of the network upstream. This is true both for the simple Rational (Lloyd-Davies) method of design and for more sophisticated procedures using routing techniques, e.g. The Transport and Road Research Laboratory Hydrograph method, (refs. 5, 6).

(a) THE BASIC SERIAL SYSTEM

(b) SYSTEM WITH DIAME TER CONSTRAINT; NON-SERIAL

(c) SYSTEM WITH DIAMETER CONSTRAINT: SERIAL

(d) SYSTEM WITH RATIONAL METHOD

FIGURE 5.4

As an illustration consider the Rational method. Essentially the flow at a point in a stormwater network is dependent on the total equivalent impermeable catchment area upstream of that point and on the maximum time taken by stormwater to reach that point from any point upstream. This time is known as the time to concentration. The greater the time to concentration, the less the design rainfall rate and hence the less the design flow. Whilst the impermeable area is fixed and may be determined before the start of any design, the time to concentration depends on the diameter, slope and roughness of all pipes upstream of the point considered. Hence the design flows cannot be predetermined.

To treat this situation as a true serial system, one has to use a third state variable, the time to concentration. The flow at stage $K$ may then be determined from the stage input and decisions made strictly internally for that stage.

Such a serial system is shown in Figure 5.4 (d).

As will be shown later, this concept is of limited usefulness (see section 5.11).
5.5.6. Summary

Design of drainage may be treated as a serial system with one, two, or three state variables depending on the nature of the constraints and the design flows.

Converging, tree-like networks present no problems to the concept of serial systems.

### 5.6 Optimising a Serial System by Dynamic Programming

### 5.6.1. Introduction

In 1957 Richard Bellman wrote a book entitled Dynamic Programming (ref. 15). This text introduced a novel mathematical approach to the problem of optimising multi-stage decision processes, and the name Dynamic Programming has been retained for the general approach he devised.

### 5.6.2. Principle of Optimality

Bellman stated in his principle of optimality that "An optimal policy has the property that whatever the initial state and initial decisions are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision". This is intuitively obvious and as Bellman arques, a proof by contradiction is immediate. Applying this principle recursively, an alternative and equivalent statement can be made, namely "any subarc of an optimal path is itself optimal".

It is this principle that allows the decomposition of a multivariable serial optimisation problem into the successive optimisation of problems with small numbers of variables.

### 5.6.3. State vector space

The input to a stage can be considered as a vector, with one dimension for each state variable. A state variable may be a continuous function, or may only exist at discrete values. Hence the state vector may be continuous, discontinuous or discrete in nature.

An optimisation problem concerns finding the set of values for the state vector at each stage such that the total return from the system is maximised or minimised. As minimisation is merely maximising a negative return, the argument may be restricted to maximisation.

It is in the nature of Dynamic Programming that the optimal values of the state vector are not known until all the stages have been considered. At each stage, however, a range of values of the state vector is considered. This range must be predefined, and must include the final optimal value of the vector. Thus an allowable state vector space is defined at each stage prior to the optimisation process.

### 5.6.4. Dynamic programming using discrete values

There are many different ways of optimising serial systems using Dynamic Programming. All use a similar approach, and the way described below is the most useful for the drainage network problem.

The state vector is considered to be discrete valued, whether or not this corresponds to a physical reality.

The vector space is predetermined at each stage, and so are all the individual discrete values of the vector within that space. Hence for a particular stage $k$, there is a set of possible values for the input state vector, and a set of possible values for the output state vector.

Assume that for each discrete value of the input state vector at stage $K$, the total optimal return for stages 1 to ( $\mathrm{K}-1$ ) is known. Consider a particular discrete value of the output state vector. The optimal way of arriving at that output state must now be obtained. This is done as follows:-
(1) consider a discrete input state.
(2) optimise the design from the discrete input state to the discrete output state by making the decisions which maximise the individual stage return whilst conforming to any design constraints. This may in itself be a complicated optimisation problem or may be trivial as in the case of drainage networks. There may indeed be no feasible solution, in which case a very large negative return can be assigned to this combination of input and output states.
(3) Add the stage return to the total optimal return for stages 1 to (K-1) for the discrete input state considered.
(4) If this total return is greater than for any previous way of arriving at the same output state, the value of the return is retained, as are references to the decisions that led to it, and any previously stored values for this output state are discarded. If the return is less, then the value of the return and the details of the design are ignored.
(5) If there are any discrete input states that have not yet been considered, return to (1).

Hence the optimal return has been obtained for a discrete value of the output state vector, and the stage decisions which led to this optimal return are known.

This process must now be repeated for each discrete value of the output state vector. Hence we end up with a set of values for the optimal return for each discrete value of the output state vector at stage $K$. These can be used to form a set of optimal returns for each discrete value of the input state vector at stage $\mathrm{K}+1$.

The process may now be repeated for stages ( $K+1$ ) to $N$ of the $N$ stage system.

On completion of the Nth stage, the returns for each discrete output state can be examined and the maximum return selected. This is then the value of the optimum return from the system.

In itself this is of little use. What is required is the set of decisions at each stage that led to this optimum return. This can be established by tracing the optimal solution back through the system as follows:
(1) Identify the output state corresponding to the optimal return at output from stage $N$.
(2) Identify the decision for stage $N$ that led to this output state, together with the corresponding input state, (a set of such data having previously been stored for each output state).
(3) For the particular input state identified, identify the corresponding output state for the previous stage.
(4) Identify the decisions for this stage that led to this output state, together with the corresponding input state.
(5) Repeat (3) and (4) until the first stage is reached, whereupon a complete set of optimal decisions for the system will have been identified.

### 5.7 Optimising a simple fixed plan drainage run by Dynamic

Programming
The simplest drainage network is that of a single pipe run with manholes at fixed positions along it. The sizes and slopes of all the pipes for the optimum design may be obtained in the following manner.

Consider first the case of a single state variable, the pipe soffit level at a manhole. Flows are assumed to be independent of the pipe network design, and pipe diameters are not constrained, thus being free to decrease in diameter downstream. Assume also for simplicity that drops in level across manholes are not permitted (see 5.8). A stage is as defined in 5.5.2. The input state is the pipe soffit level at the upstream end of the pipe. The output state is the pipe soffit level at the downstream end of the pipe. The output from state $K$ equals the input for stage ( $K+1$ ).

It is now necessary to consider the range of permissible states at each stage. For a typical drainage problem the range to consider is not at all obvious. On the one hand the range chosen must be sufficient to guarantee the inclusion of the global optimum, and yet not so large as to incur severe computational penalties. The problem may be circumvented by adopting a rather different D.P. approach called Discrete Differential Dynamic Programming or D.D.D.P. (ref. 32) as described in section 5.13. As D.D.D.P. is unsuitable for variable plan problems which lead on from the problem at present under consideration, it is necessary to find a rational basis for defining the range of states using the more conventional D.P. approach.

### 5.7.1. Upper bound on state variable

There will generally be a restriction on depth of cover, (constraint (a) of section 2.3), such that the pipe soffit level must be less than the ground level minus the depth of cover.

Hence there is some sort of upper limit on the range of levels that should be considered at each stage. Considering the pipe run shown in Figure 5.5 (a), one can see that although this would form a reasonable bound for pipe lengths $(1) \rightarrow(2)$ and $(2) \rightarrow(3)$, it would not be realistic for the rest of the run. Obviously the level downstream of $A$ cannot exceed the level at $A$. If there is a minimum gradient specified (constraint (b) of section 2.3) this may be applied downstream of $A$ to give a modified upper limit.

If there is no minimum gradient specified, the upper limit may still be restricted by a constraint on minimum velocity of flow in the pipe. However, by choosing a very large diameter pipe, the pipe slope to

(a) ESTABLISHING UPPER BOUND ON PIPE LEVEL
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```
achieve a minimum velocity restriction will approach zero. So
unless there is a restriction of maximum pipe size, the minimum
velocity constraint does not in itself form a restriction on maximum
pipe levels.
```

To summarise, the upper bound pipe level at a general point, $P$, is
the lesser of:
(1) (ground level at that point) - (specified minimum depth of cover)
(2) (Upper bound pipe level at any point upstream) - m $x$ (distance from that point), where $m$ is maximum of (zero, specified minimum gradient, minimum gradient to provide specified minimum velocity with largest available pipe).

### 5.7.2. Lower bound on state variable

There may be a constraint on the maximum depth of cover (constraint (a) of section 2.3) which will give a lower bound on pipe level.

Whether or not this limit exists, experience of practical designs shows that it is reasonable to consider a lower bound at a fixed depth below the upper bound as determined in the previous section, giving a zone of fixed depth within which the optimal solution should lie. The selection of the correct depth to ensure optimality is a matter of judgment and experience and will be considered later (See 5.14.2).

The only other way in which the lower level could be limited is if a minimum outfall level is specified, but this would rarely form a practical limit for most of the network.

### 5.7.3. Establishing discrete values of level

Having specified the upper and lower limits on the state variable, pipe soffit level, at every manhole in the system, it is now necessary to define the discrete values of level that the variable may take.

To guarantee a true optimal solution, it is necessary to specify an infinite number of discrete values. However, in most cases a close approximation to the optimal solution may be obtained by adopting only a few discrete values. The choice of the number adopted is again one of judgment and experience (see 5.14.2), and is a balance between the marginal cost savings. on the network designed and the extra running
costs of the computer program.

The arrangement of a typical stage in the network is shown in Figure 5.5 (b) .
5.7.4. Establishing a feasible design for an element

Given a discrete downstream level and a discrete upstream level, the design for an element then consists of selecting the pipe diameter that will give the least construction cost for the element whilst satisfying all the constraints listed in section 2.3. In practice it is assumed that element costs increase with increased pipe diameter hence the smallest feasible diameter is chosen.

For marry combinations of upstream and downstream level, there may be no feasible pipe diameter.

### 5.7.5. Cost at each discrete input state

In dealing with a typical stage $K$, it is assumed that the minimum cost of arriving at each discrete input state is known, i.e. for each input state the optimal set of decisions for stages 1 to ( $\mathrm{K}-1$ ) and the returns (costs) resulting from them have already been determined.

### 5.7.6. Cost at each discrete output state

The problem now becomes that of determing the decisions in stage $K$ that produce the minimum cost of arrival at each output state from stage $K$, where the minimum cost of arrival is the sum of the cost of arrival at the input to stage $K$ plus the cost of the decisions taken in stage K to get from the input state to the particular output state.

For a particular output state, each input state is taken in turn. For that particular input state the smallest pipe is selected that will meet all the constraints listed in 2.3. The stage cost for this solution is added to the cost at the input state to give a cost at the output state.

When all input states have been examined, the overall cheapest cost of arrival at the output state is identified. This cost and the stage decisions that led to it are retained, all other costs and decisions relating to that output state being abandoned.
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Hence the minimum cost of arrival at each output state is established. This is illustrated in Figure 5.6.

### 5.7.7. Overall Minimum Cost

It has now been shown that, given a set of minimum total costs for the input states to stage $K$, it is possible to obtain a set of minimum costs for the input states to stage $(K+1)$.

As the costs for the input states to stage 1 are known, being generally zero, the process can be applied recursively along the serial system to obtain the set of minimum costs for the last (Nth) stage. This set of costs can then be examined and the cheapest will be the overall cheapest solution for the serial system.

### 5.7.8. Optimal Solution

In itself this is of little value. It is the decisions that led to the minimum cost solution that are important, hence a trace-back as described in section 5.6 .4 is performed to establish the pipe levels and diameters used. This is illustrated in Figure 5.7.
5.8. Inclusion of Drop-Manholes
5.8.1. Introduction

A drop-manhole is one in which there is a change in level between the incoming and outgoing pipes. Such structures are required where ground levels change rapidiy. Maximum slope or maximum velocity restrictions (see 2.3) may cause the outgoing pipe to be lower than the incoming for there to be any feasible solution (see Figure 5.8(a).) Alternatively if there is an obstruction it may be more economical to drop levels across a manhole (see Figure 5.8(b)). Small changes in level can normally be accomodated without incurring extra costs but large changes may well necessitate different and more expensive forms of manhole construction. Typical of these are the Back-Drop manholes described in the British Standard code of practice for Building Drainage (ref. 4).
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(c) QUASI-INPUT STATES

## OROP MANHOLES

## FIGURE 5.8

### 5.8.2 Defining the Quasi-Input State

The main theoretical difficulty in dealing with drops across manholes is that the input state, defined as the lowest pipe level entering the upstream manhole, is no longer the level of the outgoing pipe.

This difficulty can be overcome by one of two methods
(a) consider the manhole itself as a stage with the input state corresponding to the incoming pipe level and the output state corresponding to the outgoing pipe level, the decisions being the drop across the stage and the return being the cost of the manhole. This approach has been adopted by some previous authors (ref.23, 34) but further modifications are required when dealing with converging networks and on balance this approach was considered unnecessary.
(b) Set up a "quasi input state". corresponding to the level of the outgoing pipe, this being the pipe level at the upstream end of the stage under consideration. This approach was developed for and used in the current research. Referring to Figure $5.8(\mathrm{a})$, the maximum level of the pipe leaving a manhole is determined by the level of the ground at the downstream end of the pipe and by the maximum permissible pipe slope. It is thus sensible to use this as an upper bound limit on the quasi input state. From this upper bound, a lower bound limit can be deduced with experience. Hence $m$ discrete values of the quasi input-state may be determined. For each of these it is necessary to know the total optimal upstream cost.

Referring to Figure $5.8(c)$, consider a typical quasi-input state $j$, level $\mathrm{ZB}_{j}$. Any output state, $k$, level $\mathrm{ZA}_{\mathrm{k}}$ from the previous stage combined with a suitable value of drop, $h$, could give rise to this state, provided $Z A_{k} \geq 2 B_{j}$. The optimal upstream cost associated with state $j$ is then the least of (cost to output state $k+$ cost of drop from $Z A_{k}$ to $2 B_{j}$ ) for all $k$ such that $Z A_{k} \geq \mathrm{ZB}_{j}$. This procedure is shown in the flow chart of Figure 5.9.

This procedure can be incorporated into the D.P. method already detailed to achieve the overall optimum cost for the network.


Note: $j=$ quasi-input state number
$k=$ output state number

ESTABLISHING QUASI-INPUT STATE COSTS, ALLOWING FOR DROP MANHOLES
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### 5.8.3. Tracing Back

It now remains to ensure that one can perform a trace back up the system to obtain the set of optimal decisions that led to the overall optimum cost. This would conventionally require there to be $m$ references stored one for each discrete input state, labelling the output state corresponding to the optimal upstream cost.

However, as a computationally easier alternative, one can omit the $m$ references and re-establish the optimal upstream state for the single value of quasi-input state specified by the trace-back. This is a similar procedure to that described in the last part of section 5.8.2, and illustrated in Figure 5.9, except that it is only one quasi-input state that is considered.

As the trace-back is performed only once, the extra computation involved is negligible, and the savings made in data handling and storage can be significant.

### 5.9 Optimising a branched drainage network

### 5.9.1. Introduction

In 5.5.3. it was shown that a converging system such as the typical tree-like drainage network could be treated as several serial systems linked together. Eence there should be no difficulty implementing a D.P. approach to optimise such a system and this is indeed the case.

### 5.9.2 Procedure

For a tree-like network the order of design should be such that when a particular branch is being designed, all the branches upstream of it should already have been designed.

Take a typical branch of the network, consisting of several lengths of pipe between manholes, with several branches joining the most upstream manhole (e.g. branch $A B$ of Figure 5.1).

Assume that for each upstream branch a set of optimal costs has been established for each discrete output state on the most downstream stage. In general the ranges of discrete output states and the range
of permissible pipe levels at the upstream end of the typical branch under consideration will all be different.

Consider a set of quasi-input states for the most upstream stage of the branch. The optimal cost for each quasi-input state may now be obtained by combining the costs of the output states of all upstream branches in a suitable way, adding in the cost of a drop manhole if this is required.

A flow chart for the above process is shown in Figure 5.10.

Having established a set of costs corresponding to the quasi-input states, the design process may then proceed in the normal way, resulting in a set of costs for each output state of the most downstream stage in the branch.

### 5.9.3 Tracing back through a branch junction

There remains the problem of tracing back the overall optimum solution through the junction. The optimum quasi-input state will have been identified. Adopting a procedure similar to that described in 5.8.3., the optimum output state may be obtained for each branch in turn. This is illustrated in the flow chart of Figure 5.11.
5.10. Inclusion of the constraint on decreasing pipe diameters
5.10.1. Introduction

A common requirement in drainage network design is that pipe diameters should never decrease in a downstream direction, i.e. the pipe leaving a manhole must be at least as big as the largest pipe entering (constraint $f$, section 2.3).

It was shown in section $5 \cdot 5.4$. that if the network is to be represented as a serial system, it becomes necessary to introduce a second state variable $D$, the pipe diameter.
5.10.2. Procedure

Thus the output state from a stage is a two dimensional vector ( $Z, D$ ), where $Z$ is the pipe soffit level and $D$ is the pipe diameter.


Note $\mathrm{j}=$ quasi-input state number: $1,2,3, \ldots, j$ max
$k=$ output state number $\quad: 1,2,3, \ldots . . k$ max
$\ell=$ upstream branch reference $: 1,2,3, \ldots \ldots, \ell$ max

ESTABLISHING QUASI-INPUT STATE COSTS FOR A BRANCHED SYSTEM
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Note $\quad \begin{aligned} k & =\text { output state number: } 1,2,3, \ldots, k \max \\ \ell & =\text { upstream branch reference: } 1,2,3, \ldots, \ell \max \end{aligned}$
TRACING THE OPTIMAL SOLUTION BACK THROUGH A JUNCTION
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The input state for the next stage is then, strictly, the level and diameter ( $Z A, D A$ ) of the pipe entering the upstream manhole. Where branches converge this becomes the minimum pipe level and maximum pipe diameter of all pipes entering the upstream manhole.

As in sectiors 5.8 and 5.9, it is convenient to define a quasi-input state, here consisting of pipe level and diameter ( $Z, D$ ) of the pipe at the upstream end of the current stage, i.e. the level and diameter. of the pipe on exit from the upstream manhole. It is then necessary to find for each state ( $Z, D$ ) the least cost of arriving at ( $Z, D$ ) from any input state ( $Z A, D A$ ) such that $Z A \geq Z$ and $D A \leq D$ allowing for the cost of any drop manhole feature associated with the value of (ZA - Z).

This procedure is similar to that described in 5.8.2. and is detailed in the flow chart of Figure 5.12.

### 5.10.3. Defining the range of diameters and their discrete values

The D.P. method adopted requires that the range of values of diameter D should be defined at every stage in the system, and $D$ should adopt discrete values at these stages.

The latter condition is automatically met by the fact that pipes are only available in discrete increments of size. (see 2.3 , constraint (g)).

The actual diametcrs available may depend on the pipe material and manufacturer. Hence it is necessary for the designcr to identify the range of pipes that are available to him, and the pipes he wishes to use on each particular length of drain.

For example, assume a particular network consists of lengths of French drain and Carrier Drains (as defined in Section 1.3). The designer may choose to use perforated clay pipes of diameters 100 and 150 mm and porous concrete pipes of diameters 228,309 and 380 mm for the French drains, with Carrier drains of Asbestos Cement selected from the range 300 mm to 600 mm in increments of 75 mm .

One convenient way of dealing with these pipe variations is to specify a pipe class for every length of drain in the system and separately specify the pipes that are available in each class.


Note: $j=$ quasi-input state number
$k=$ output state number

An example of a typical pipe class is shown in Table 5.1. Note that other pipe properties can conveniently be attributed to each pipe in this way.

## A TYPICAL PIPE CLASS

TABLE 5.1

PIPE CLASS A (for French Drains)

| No | $\frac{\text { Diameter }}{(\mathrm{mm})}$ | Material | $\frac{\text { Roughness }}{(\mathrm{mm})}$ | $\frac{\text { Min. Velocity }}{(\mathrm{m} / \mathrm{s})}$ | $\frac{\text { Max. Velocity }}{(\mathrm{m} / \mathrm{s})}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 100 | Perf. Clay | 0.5 | 0.7 | 10.0 |
| 2 | 150 | $"$ | $"$ | $"$ | $"$ |
| 3 | 228 | Porous Conc. | 1.0 | 0.7 | 6.0 |
| 4 | 309 | $"$ | $"$ | $"$ | $"$ |
| 5 | 380 | $"$ | $"$ | $"$ |  |

The overall available range of discrete diameters has now been established for a particular pipe length. This could therefore be used as the range of the state variable D. Such a procedure is, however, likely to be very inefficient where the pipe class contains more than a few diameters.

In some way it is necessary to establish upper and lower bounds on the size of pipe to enable realistic ranges of diameter to be taken.

Consider a single length of pipe between manholes A and B (Figure 5.13 (a)). Design the pipe first to the minimum possible depth of cover. This will involve either minimum cover or minimum gradient or minimum velocity constraints (see 2.3). Then consider any other design. This will necessarily be at or below the level of the first solution. Use of a smaller pipe diameter at a steeper slope may give a cheaper solution. However, using a larger pipe must give a more expensive solution as the extra pipe cost cannot be compensated by reducing the trench excavation. Hence the optimal solution cannot involve a pipe diameter greater than that for a minimum cover solution.

M/H A

(a) MINIMUM COVER DESIGN

M/H A

(b) ALTERNATIVE DESIGNS FOR TWO PIPE SYSTEM

FIGURE 5.13

It would be very convenient if such an argument could be extended to cover a network of pipes rather than just one single pipe. Unfortunately this is not theoretically justified as can be seen from Figure $5.13(b)$. In this case the combined costs of the two pipes $A B, B C$, of diameters 150 mm and 300 mm could be less than for the two 225 mm pipes at minimum cover. However results show (see 7.10.3) that in practice the optimal solution almost always has a diameter less than or equal to the 'minimum cover' solution. This condition is likely to apply to any network for designs involving sensible methods of costing the pipe elements and for reasonable ranges of pipe diameters and hence forms a realistic method of obtaining an upper bound on the diameter.

These same results show a second important feature. This is that the optimal solution tends to be confined within one or two increments of diameter of the minimum cover solution. This gives a method of establishing a lower bound on the pipe diameter.

It can now be seen that bounds on both level and diameter may be achieved by performing a minimum cover design and using the levels and diameters so produced to define the upper limits on the state variables for a Dynamic Programming process. The lower limits may be taken for level as a fixed distance below the upper limit and for diameter as a fixed number of increments below the upper limit.

A flow chart to illustrate this process is given in Figure 5.14.
5.10.4. Organising the computation

The method of computation for an individual stage is similar to that for just one state variable. Essentially every output state (defined by the vector ( $Z, D$ ) is considered in turn, with each quasi-input state taken as a possible source of the optimal solution. A series of checks are made on the feasibility of this design.

If there are $m$ discrete levels and $n$ discrete pipe diameters, there are $m \times n$ states and hence $m^{2} \times n^{2}$ 'designs' to consider. This is a large increase over the single state variable case. There is, however, one great computational simplification. The pipe design
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is now completely defined as both pipe diameter and levels are specified. Previously (see 5.7.4.) for the single state variable case it was necessary to design the element by finding the smallest suitable diameter. Using the Colebrook-White equation the diameter cannot be obtained explicitly for a given slope and discharge, hence some procedure using enumeration or iteration was necessary. That included in the flow chart of Fig. 5.6 is one simple possibility. Hence, although two state variables are used, computational effort is not greatly increased.

For each output state feasible solutions are compared in cost with the cheapest being retained. The design of a stage is summarised in the flow chart of Fig 5.15.

Tracing back the final optimal solution presents no new difficulties and is organised similarly to those processes described in 5.6 .4 and 5.8.3. A flow chart of the trace back procedure is show in fig. 5.16.

### 5.11 Dependence of flows on the network design

### 5.11.1 Introduction

In most methods of design for stormwater networks the design flow at a point in the system is dependent on the size, slope and roughness of some or all of the pipes upstream of that point.

As described in section 5.5 .5 this leads to a three dimensional state vector for a true serial representation and hence a rigorous D.P. approach.

### 5.11.2 The Rational or Lloyd-Davies method

The most common method of calculating flows for small stormwater drainage networks is the Rational or Lloyd-Davies method (ref. 5). This will be used to demonstrate the application of both tine rigorous and an approximate approach to the problem of network dependent design flows.

A flow chart showing the Rational method is shown in rig. 5.17. The essential feature is that the design flow in a pipe in the network depends on the time it takes for water to flow from the most remote point upstream of that pipe to the downstream end of the pipe. This time, (the time to concentration), consists of the time it takes the water to enter the pipe network (the time of entry) plus the time taken to flow down the pipes to the downstream end of the pipe under consideration, assuming that the pipes are flowing full (tine time of flow).

The Rational method design philosophy assumes that the rainfall can be treated as having a constant intensity during a storm event. Cenerally the shorter the length of stori tne nigner is the
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rainfall intensity. It is assumed that the rainfall is evenly distributed over the catchment area.

Consider two subcatchments 1 and 2 draining into a common pipe $\mathrm{AB}\left(\mathrm{Fi}_{5} \cdot 5.18\right)$. consider a stora of length t sucn that $\mathrm{tc}(2)<\mathrm{t}<\mathrm{tc}(1)$, where $\mathrm{tc}(1)$, $\mathrm{tc}(2)$ are the times to concentration at point $B$ for flow from subcatciments 1 and 2 .

As $t>t c(2)$ all of subcatchnent 2 contributes to the flow at $B$, but as $t<t c(1)$ only part of subcatchment 1 contributes to the flow at B. It is assumed that the design flow at B increases with increasing values of $t$ until a critical situation is met when $t=t c(1)$. At this stage both of the subcatchment areas contribute in full to the flow at B. However if $t$ is increased beyond this, the rainfall intensity is reduced, and hence the design flow decreases.

So, in general, for a particular pipe in the network a length of storm is selected equal to the time to concentration to the downstream end of the pipe.

Statistical rainfall data has been compiled which can either be used directly for a given location in Great Britain (Kef. 5) or formulae based on this data can be used to obtain an average rainfall intensity for a given return period and length of storm, the return period being the average period of time between events that exceed the chosen event.

One cominon formula used in Britain is the Bilham formula with the Holland modification (Hef.5). This is given below:


These formulae have been used throughout this research although there is no theoretical reason why tabular data should not be used. Examination of equations $C$ and $D$ show that the rainfall intensity $I$ is only given explicitly for values of $I \leqslant 33.0 \mathrm{~mm} / \mathrm{hr}$. The Holland modification has to be solved iteratively for values of I $>33.0 \mathrm{~mm} / \mathrm{hr}$ with the bilhan formula giving a reasonably close initial value for the iteration.

Havine obtained the rainfall intensity the design flow at a point in the network is tnen (the rainfall intensity) $x$ (the catchment area upstream of that point).
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### 5.11.3 Other methods of calculating stormwater flows

Various other methods of calculating stormwater design flows have been proposed and used. These are conveniently sumnarised in Ref. 1. In all these methods the design flow at a point in the network is in some way dependent on the design of that part of the network upstream of the point.

The most prevelant of these alternative methods is the Transport and Road Research Laboratory Hydrograph method, this being widely used in the U.K. for the design of large drainage networks. A full description of the method is given elsewhere (iefs. 5, 6) but briefly it involves the use of a time varying rainfall intensity and takes into account the storage or routing effects of the pipes through which the water flows. The main effect is that an increase in pipe diameter creates greater storage within the pipe, which in turn diminishes tne peak of the time varying flow out of the pipe. Hence the desi $\mathrm{En}^{n}$ flow at a point in the system is dependent on the upstream pipes, although the precise nature of the dependence is mucn more difficult to establish than with the Rational method. To devise a rigorous Dynamic Programming approach for such a design system would be very difficult and totally inpracticable.
5.11.4 The three-dimensional state vector approach

As described in section 5.5 .5 , using the Rational metinod of design, drainage may be considered as a true serial system by using three state variables. So, in theory, a rigorous DP approach could be devised. It is, however, of interest to consider the computational effort involved in such a strategy, bearing in mind also that such a method would only be relevant to the Rational design philosophy which is likely to be superseded.

DP is generally considered to be efficient when there are one or two state variables. jore state variables incur severe computational penalties as can be seen froin the general approach used for all detailed computations. For a stage this consists of selecting each discrete output state and considering all possible ways of arriving at that state from each input state.

If there are, say, $i(n)$ discrete values of the $n$ dimensions defining a state then there are (i(1) $x i(2) \times i(3) \times \ldots i(n))^{2}$ designs to consider for each stage with (i(1) $x i(2) \times \ldots . . . i(n))$ values of cost and an equal number of trace-back reierences to store.

$$
\begin{aligned}
\text { For example, if } i(1) & =i(2)=\ldots \ldots . i(n)=10 \\
\text { for } n=1 & \text { number of designs }=100 \\
\text { for } n=2 & \text { number of designs }=10000 \\
\text { for } n=3 & \text { number of designs }=1000000 \\
\text { for } n=4 & \text { number of designs }=100000000
\end{aligned}
$$

Experience has shown that values of $i(1)$ and $i(2)$ could be reduced to 7 and 3 respectively for level and diameter state variables. Using these values the number of designs for incorporation of a third. state variable becomes $7^{2} \times 3^{2} \times(i(3))^{2}=441(i(3))^{2}$. A suitable value of $i(3)$ is unlikely to be less than 7. This would give at least $441 \times 7^{2}=21609$ designs per stage.

Although a method using 20000 designs per stage may be possible for the fixed plan problem, it is certainly not desirable, and as a basis for a variable plan model it can quickly be set aside as impracticable.

### 5.11.5 An approximate approach

Having shown that a completely rigorous approach is impracticable, it is now necessary to examine the practicability of a reasonable but non-rigorous method.

The development of such a method was actually performed for a variable plan model of which the fixed plan model under discussion is a special case. The details of the development will thus be presented in Chapter 7, "The variable manhole position model". For completeness, however, a summary of the development is given here, as far as it is applicable to the simpler fixed plan network.

The first step taken was to assume that all flows were fixed, ie. did not depend on the pipe network upstream. The method of fixing the flows was less obvious.

The initial approach was to calculate a time of flow for all pipes using a uniform flow velocity (eg. $1.5 \mathrm{~m} / \mathrm{s}$ ). Hence a rainfall and design flow could be calculated for each pipe. When the DP design was complete a comparison of the actual flow velocities and hence actual flows could be made with the assumed values.

It was soon seen that this led to unacceptably large discrepancies. However an iterative approach based on this was a logical development. The flow velocities resulting from the new design were thus used to calculate new times to concentration and design flows for the next DP design. The iterations continued until the
variation in flow from one iteration to the next was within acceptable limits. 'This usually occured within four or five iterations.
'The method was seen to be rather clumsy and somewhat prone to problems of convergence (see 7.9.2).

A more satisfactory approach was to define the initial design flows as being equal to the design flows for a minimum cover design. Very rapid convergence then ensued. As a minimum cover design was already used to establish the limits on pipe level and diameter (see 5.10 .3 ), the minimum cover design flows were readily available.

It was additionally found that in general the diameters of pipes designed by the first DP design did not subsequently change in further iterations. The pipe slopes merely altered to accomodate changes in design flows.

### 5.12 The final fixed plan model - MANFIX

The observation that the designed pipe diameters did not change after the first iteration provided a very useful method of truncating the iterative procedure.

Instead of allowing the iteration to proceed until flows were acceptably stable, an exact explicit solution could be obtained by taking the diameters produced by the first iteration as fixed and then performing a normal Rational method design to obtain pipe slopes, and incidentally design flows.

Although a separate computer program was never written for the fixed plan model, results using the variable plan program on fixed plan examples showed the method to be sound.

For convenience the fixed plan model will be refered to as the MANFIX (manholes fixed) model. For completeness a flow chart for a proposed MANFIX computer program is shown in Fig. 5.19.

One very important feature of MANFIX is that it is not necessarily restricted to the use of the Rational method of design. In principle any design method could be used to establish design flows and bounds on the state variables based on a minimum cover condition. These flows and bounds can then be used in the core of the program the DP process - to determine pipe diameters only. These diameters canthen be used in the selected design method to determine pipe slopes.


PROPOSED MANFIX COMPUTER PROGRAM
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### 5.13 The use of Discrete Differential Dynamic Programming

DDDP (ref. 32) was refered to in jection 5.1 as being the most economic existing approach for the fixed plan optimisation problem. As such it is worthwhile discussing the method and comparing it with the MANFIX model.

Stormmater drainage using DDDP has been described in some detail elsewhere (refs. 23,34). Hence only the principles will be presented here.

A simple drainage run between three manholes is illustrated in Fig. 5.20. The DDDP approach to optimising the design of such a run is as follows :
(a) Specify a "trial trajectory", this being an initial guess at the longitudinal profile of the pipeline between the manholes.
(b) Specify an initial "band width", this being the width of a "corridor" centred on the trial trajectory, giving the limits within which the pipe profile may lie.
(c) Select a small number (3 or 5) of discrete depths at each manhole equally spaced across the corridor.
(d) Use conventional $D P$ to select the optimum profile using the discrete depths.
(e) Use the optimum profile as the trial trajectory for another iteration using the same band width. This forms the primary iteration.
(f) When the optimum profile coincides with the trial trajectory, decrease the band width and repeat the process. This is the secondary iteration.
(g) Continue decreasing the band width until the required accuracy is obtained.

DDDP is claimed to be much more efficient computationally than DP (ref 40), due to the small number of discrete levels considered in the corridor for any one iteration. Hence if the possible range of levels at the manholes is large the potential saving over DP could be remarkable. For example, if the pipe levels were required to an accuracy of 0.01 m and there was a possible range of levels of , say, 3 m at each manhole, a conventional DP approach would require 300 discrete levels at a manhole, with $300^{2}=90000$ possible designs to consider at each stage. Using 3 discrete levels in DDDP there are $3^{2}=9$ designs per stage per iteration. If it takes 3 primary iterations to achieve a stable trajectory, there are then $3 \times 9=27$ designs per secondary iteration. To reduce a 3 m band width to 0.01 m with a reduction by, say, a factor of 0.7 at each secondary iteration,
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requires $n$ secondary iterations, where $3 \times 0 . \eta^{n}=0.01$. Hence $n=16$, and the total number of designs per stage $=16 \times 27=432$, compared to 90000 for a conventional $D P$ design.

However, it has been shown that by using LaNFIX the possible range of levels can be reduced substantially by first performing a minimum cover design. Further, the required accuracy for pipe levels can be very coarse, with only the optimal pipe diameters being required, the pipe gradients being obtained from a conventional design procedure using the optimal diameters.

Hence MANFIX will be more comparable to the DDDP approach than will conventional DP methods.

For example with NANFIX, if the range of levels is restricted to 0.9 m and the levels are required to 0.1 m , there are 10 discrete levels and $10^{2}=100$ designs per stage.

Similar values for a DDDP approach give $3^{2} \times 3 \times n$ designs per stage where $1 \times 0.7^{n}=0.1$, giving $n=6$ and number of designs $=162$.

It would appear that a DDDP approach is possibly less efficient than a carefully prepared DP approach such as MANFIX, though it may be more likely to find a true optimal solution in unusual circumstances.

One disadvantage with DDDP is that a computer program is necessarily more complex than for DP. For the purpose of the present research the main disadvantage is that the concepts of a trial trajectory and a decreasing band width are incompatible with the variable plan problem.

An additional consideration is that storm drainage design by DDDP has only been presented using a one dimensional state vector. Hence the constraint on non-decreasing pipe diameters (see 2.3), if required, is handled incorrectly in published material (ref. 31). It would be possible to have a DDDP approach to stom drainage using a two dimensional state vector, but this has not yet been tried. Also, for a complete approach, some method of approximating stormwater design flows is needed, perhaps similar to that in MANFIX.
5.14 Experience and results

### 5.14.1 Introduction

As the main research was concerned with variable plan networks
a computer program for daNrik was not written. Hence experience relates to the development and use of the variable plan programs and will be presented fully in chapter 7. Kesults are those using variable plan programs for fixed plan examples.

The following general comments can be made :
(a) DP optimised solutions generally followed closely to minimum cover solutions and were often identical for many of the upper branches in a network. Where they differed it was rarely by more than 0.5 m in depth or by more than two increments in pipe diameter.
(b) a solution with a cost close to the true minimum could be obtained by using a coarse DP grid with discrete levels at spacings of between 0.1 and 0.15 m .
(c) for standard pipe diameter increments (75mm) and a sensible minimum gradient ( 1 in 250), near optimal solutions could be expected with confidence using six discrete levels over a range of 0.7 m and considering just three diameters for each pipe.

### 5.14.3 Results

All the optimally designed networks showed cost savings of between $5 \%$ and $15 \%$ over networks designed to a minimum cover solution. This is consistent with the findings of other authors. (refs. $27,28,29$ )

A set of results for the stormater drainage of a small housing estate is given in Figs. 5.21, 5.22 and 5.23. The original design against which the optimal design is compared does contain some inconsistencies and cannot be regarded as a perfect minimum cover design. It is however considered typical of present practice. Qualitatively the results show a feature typical of optimised designs compared to traditional designs. The pipe diameters are unaltered at the upstream ends, the main savings being on reduced diameters towards the outfalls. Where depths of cover are increased it is only necessary to do so very slightly to accommodate the increase in gradients.

In fact at both outfalls into existing sewers the optimised networks give invert levels slightly higher than the original scheme, due to smaller pipes being required at the same or slightly increased depths of cover.

From a practical viewpoint the optimal scheme is preferable in that less of the pipe network is at minimum gradient. Hence there would be less trouble from siltation and blockage. Increases in depth of cover tend to be minimal and hence would not add significantly to access problems in cases of failure or new connections.


Key: - munhole

- rodding eye
pipe diameter in mm. (original design in brackets)
pipe slope
Scale: 0
 30 m.

OPTIMISED DESIGN FOR HOUSING ESTATE AT PETERBOROUGH (AREA A).

FIGURE 5.21


Key: - manhole pipe diameter in mm. (original design in brackets)

- rodding eye
pipe slope


OPTIMISED DESIGN FOR HOUSING ESTATE AT PETERBOROUGH (AREA B)

FIGURE 5.22


Quantitatively the DP optimised scheme represents a saving in construction cost of about $12 \%$ over the original scheme.

### 5.15 Cost of using MANFIX

Clearly the extra computing costs involved in using an optimisation program should not exceed the likely savings on construction costs. If all designs led to actual constructed schemes it would be reasonable to allow the cost of optimising to approach the likely savings over a non-optimised scheme. However, for a number of reasons this may not be acceptable. These include :
(a) Allowance for non-productive and superseded design runs: the cost of these runs must be paid for from the savings on productive runs.
(b) High computer costs imply a requirement for large computers or long run times. If these facilities are not immediately available designs may be delayed for up to several days by awaiting turnround on multi-user machines.

It is difficult to estimate the actual cost of using MANFIX as present results were obtained from a variable plan program. However, as an example, the resources used in the design of the housing estate networks were 22 secs. execution time on an ICL 1906 S computer with a core store requirement of 54 K . In 1979 this cost about $\mathbf{e} 3$. This is insignificant compared to the saving on construction cost of the scheme, which is calculated as £2300 at March 1977 prices.

It is clear from this that the computer costs can be a small fraction of the likely savings. Indeed performing a design using an optimising computer program may well be cheaper than manually designing the scheme, which is the usual design office practice.

### 5.16 Conclusions on the fixed layout model - MANFIX

It has been shown that an effective and simple Dynamic Programming model can be used for the optimised design of stormater drainage networks. The efficiency of such a model is likely to be greater than that of a $1 D D P$ model or any other existing fixed plen optimising model.

The novel features of the model include the following:
(a) Establishing upper bounds on levels and diameters, and an estimate of design flows, by performing a conventional minimum cover design before the optimising process.
(b) Limiting the DP to a coarse grid over a narrow band, and using only the pipe diameters thus obtained.
(c) Using a second state variable, pipe diameter, to handle the constraint on non-decreasing pipe diameters rigorously.
(d) Performing a final conventional design using the pipe diameters obtained from the DP optimisation, thus producing the correct design flows and pipe gradients.
(e) The ability to use, in theory, any design method (Rational, TRRL, etc), since the core of the model, the DP program, is unaffected by the design method.

The cost of design using such a model need be little more and may in fact be less than current design costs.

MANFIX requires only limited computer resources and could be tailored for use on a mini-computer within a design office as well as being a fully supported design program on a main-frame computer.

The type of design produced by MaNFTX is in general sensible and preferable in at least one respect other than cost to the minimum cover design often produced manually. Minimum cover designs very often have most of the network at minimum gradients or flow velocities. MANFIX produces designs with more of the network at steeper slopes, thus reducing possible trouble with siltation and blockages. Some trench depths are increased but the increases are often minimal and very rarely exceed 0.5 m . Indeed due to reduced pipe diameters at the downstream end of the network, trench depths can often be decreased.

CHAPTER 6

## VARIABLE PLAN OPIIMISATION

### 6.1 Introduction

6.2 Highway Storm Drainage Networks
6.3 Potential for Optimisation

### 6.1 Introduction

The main object of this research was to investigate the possibility of optimising the plan layout of storm water drainage networks for roads and to produce a practical working computer program for optimal drainage design if this was indeed feasible.

In a general storm drainage network, plan optimisation could be performed in many different modes. The simplest mode can be defined as follows: given a network of pipes and manholes some of which are fixed in position, find the optimum position of all other manholes together with the optimum gradients and diameters for all pipes. Such a network is shown in figure 6.la. Some of the manholes are fixed in position (i.e. A, B, C, D), others are variable (i.e. E, F). For this example the problem is then to find the plan coordinates of manholes $E$ and $F$ together with the slopes and diameters of all pipes.

A second mode of optimisation is where the connectivity, or in other words the basic network layout, is unspecified. In figure 6.1b, for example, the flow from A may go either to $E$ or to $C$, the choice being part of the optimisation.

A third mode of optimisation is where the number of manholes is unspecified. For example in figure 6.1 c variable position manhole $G$ may or may not exist in the optimal solution.

As a general case could combine all three such modes of optimisation it is clear that for anything but very small networks the complexities of general variable plan optimisation become formidable. any attempt to create a general variable plan optimisation model would at present be completely futile.
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#### Abstract

The procedure adopted was therefore to examine the characteristics of several particular types of drainage network and to examine ways in which variable plan optimisation might be achieved.


As the research was primarily concerned with road drainage, the type of network normally designed for new major roads was initially considered, and is dealt with in the following two chapters. In addition one further type of network is specified and examined in chapter 9. This is the case of joining several sources of flow to a single main drainage run.

For the road drainage type of network two variable plan models were developed, MANVAR (variable manholes) and CROSSVAR (variable cross-drains), computer programs for these being written and tested. A model for the final type of network considered is proposed but a program has not been written or tested.

A fully documented and tested commercial version of MANVAR has been written for the Highway Engineering Computer Branch of the Department of the Environment, and will be released soon as an optional mode of operation for their current Drainage Design Program DAPHNE (ref 56).

### 6.2 Highway Storm Drainage Networks

An essential element in most modern highway design is the provision of a drainage system to remove incident rainfall. The road profile is used to direct run-off to the road edges or possibly to the central reservation in the case of a dual carriageway. Occasionally, especially on minor roads in rural areas, the designer will allow run-off to pass over a grass verge and into an open ditch. In general, however, piped drains are provided running roughly parallel to the road edges. The run-off may flow straight into these as in the case of a "French drain", this being a gravel filled trench with a perforated or porous pipe to
collect the water at the bottom of the drain. Alternatively water may first be collected by open channels formed by a kerb and the crossfall on the road, thence passing through gullies sited in the channel into conventional closed pipes.

Generally kerbs and gullies are used throughout urban areas, and in rural areas where the road is on an embankment.

French drains are used in cuttings in rural areas and also along the central reservation of motorways and dual carriageway roads. They often have the additional duty of keeping the road foundation drained. This purpose is however ignored in this research as the flows involved are minimal compared with stormwater flows.

For convenience French drains and "gully -fed" drains will be referzed to as "carriageway drains", as their primary duty is to collect the run-off from carriageways. Carriageway drains are generally either laid at a constant offset from the road centreline, thus being curved in plan where the road is curved, or laid in straight lines between manholes which are at a uniform offset from the road centreline.

At intervals it is generally necessary to convey the water from carriageway drains across the road. This is done by the provision of drains consisting of conventional closed pipes in trenches that are very carefully backfilled and compacted and almost always run directly across the carriageways. These will be referred to as "cross-drains".

Cross-drains, as well as being constructed to a higher specification, are often designed for more severe storm events than the rest of the drainage network. This is a sensible precaution as access in the event of failure is very expensive and overloading in a severe storm could lead to dangerous flooding of the road carriageways.

A third type of drain exists which will be referred to as a "carrier drain". Carrier drains convey water from carriageway or cross-drains to the outfalls of the network. Water can only enter carrier drains at manholes. Carrier drains and carriageway drains may sometimes share the same trench.

It is general practice to provide manholes for maintenance purposes at all drain junctions, changes in pipe size or changes in pipe gradient and at intervals along all drains subject to maximum spacing restrictions. Crossadrains will not have any intermediate manholes except one in the central reservation where such a reservation exists.

A manhole will usually be placed at the head of a drainage run, but sometimes a "rodding eye" will be provided instead, thus giving a cheaper form of access. "Rodding eyes" can be considered as cheap manholes for the purpose of the present research.

Figure 6.2 shows a typical dual-carriageway storm-water drainage system, consisting of carriageway drains, cross-drains, carrier drains and outfalls. The drains form two tree-like networks.

Design of the networks conventionally start with the designer drawing a plan of the pipework layout, specifying the position of all manholes and calculating the catchment areas for all pipes. Values of runoff coefficient (runoff/rainfall) are specified for the various parts of the catchment (e.g. carriageway, verge, hard shoulder). The storm severity is selected by the choice of a return period. As highway pipes usually have diameters of less than 600 mm , Road Note 35 (ref. 5 ) allows design flows to be calculated by the Rational (Lloyd-Davies) method. The designer proceeds with the sequential design of all pipes in the network, starting with those at the upstream ends and then working downstream. In general the designer will place all pipes at minimum possible cover and select the pipe diameters that will convey the required flow at the resultant gradients.
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### 6.3 Potential for Optimisation

It has been shown in chapter 5 that, given the position of all manholes, the diameters and slopes of all pipes may be optimally designed using MANFIX.

What scope is there, however, for altering the position of manholes to improve the design still further? To answer this question, it is desirable to examine the procedure adopted by the designer in positioning the manholes. He must first decide what type of drain is necessary and over what length it is required. In addition he must choose the offset of carriageway drains from the road centreline. These decisions can be regarded as fixed and invariable in any optimisation. For example in Fig.6.3(a), there must be drains between $A$ and $D, B$ and $E, C$ and $F$, and also, therefore, manholes at $A, B, C, D, E$ and $F$.

There remains a certain flexibility about how these drains are connected to an outfall.

There can for example, be one or more crossdrains with one outfall as in Fig. 6.3(b) and (c).

Other schemes could involve several outfalls.

In practice the number and position of the outfalls will be largely governed by factors other than minimum cost design. Water authority requirements and availability of land being two important constraints in the U.K.

Again there will almost always be a cross-drain at the lowest point along the length of carriageway under consideration. Hence it is reasonable to assume that in figure 6.3 (d) manholes $A, B, C, D, E, F$, G, H, $I, J, K$ are all effectively fixed in plan.
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to decide first of all if any additional cross-drains are required and if so, where. Secondly he must decide on the number and position of all intermediate manholes, remembering that manholes must be provided at changes in pipe diameter and slope and at intervals not greater than a certain maximum spacing for maintenance requirements.

These decisions are essentially of an economic nature as the functional efficiency of the network is not likely to be altered by such decisions and yet the network cost may well be. Yet these decisions are usually made on engineering judgement and experience. Unfortunately they may well be taken by engineers with limited experience and consequently little foundation for engineering judgement. Bven experienced engineers would have little, if any, quantitative evidence of costs on which to base their judgement. Cost comparisons of alternative layouts are rarely, if ever, performed.

These decisions, on the number and position of cross-drains and intermediate manholes, therefore appeared to be prime candidates for computer based optimisation methods.

A model for optimising the number and position of intermediate manholes is presented in chapter 7 , whilst chapter 8 presents a model for additionally optimising the number and position of cross-drains.
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#### Abstract

7.1 Introduction

An extensive literature search in the fields of drainage and optimisation failed to unearth any published material of relevance to the problem of positioning an unknown number of manholes along a drainage run.

Previous research in the optimisation of variable plan drainage networks has generally concentrated on problems of connectivity (refs. $33,38,44$ ) rather than the problem of a variable plan position for a manhole. A review of multivariable optimisation techniques showed that they generally deal with problems in which the number of variables is known. Here the number of manholes, and hence the number of variables, is initially unknown.


### 7.2 Defining the Problem

For a typical tree-like network the problem is to find the number of intermediate manholes along each non-branching run, together with their positions, together with the diameters and levels of all pipes, such that the total construction cost of the network is as small as possible whilst all the technological and physical constraints imposed on the system are met.

One of the constraints given in section 2.3 is a condition that manholes should not be spaced at more than a given distance apart, Lmax, along each run.

As an example consider a network of mpipe runs between ( $m+1$ ) fixed manholes.

Consider a typical pipe run $I$, ( $=1$ to $m$ ).
Pipe run $I$ consists of an unknown number of manholes, $N(I)$.
Define an element as a pipe with its upstream manhole (see Fig. 4.1).

The design of an element ( $\mathrm{I}, \mathrm{J}$ ) can then be defined in terms of the pipe diameter $D(I, J)$, upstream and downstream pipe levels $\mathrm{Zu}(I, J)$, $\mathrm{Zd}(\mathrm{I}, \mathrm{J})$, and upstream and downstream distances $\mathrm{Xu}(\mathrm{I}, \mathrm{J}), \mathrm{Xd}(\mathrm{I}, \mathrm{J})$ from a fixed manhole.

In general given Zu and $\mathrm{Zd}, \mathrm{Xu}$ and Xd , the smallest and hence cheapest pipe size that will carry the required flow and satisfy the
flow constraints will be chosen. Hence the pipe diameter $D(I, J)$ is dependent on $\mathrm{Zu}(\mathrm{I}, \mathrm{J}), \mathrm{Zd}(\mathrm{I}, \mathrm{J}), \mathrm{Xu}, \mathrm{Xd}$ and need not be considered as an independent variable.

There are then $4 \times N(I)$ variables for a typical branch where $N(I)$ is itself an additional variable, and with the constraints that $\mathrm{Xd}(\mathrm{I}, \mathrm{J})=\mathrm{Xu}(\mathrm{I}, \mathrm{J}+1)$ and $\mathrm{Xu}(\mathrm{I}, 1)=0, \mathrm{Xd}(\mathrm{I}, \mathrm{N}(\mathrm{I}))=$ length of branch, Lb(I).

The cost of constructing a pipe element is a function of element length, pipe diameter, average depth and upstream depth. In terms of the independent variables the cost of an element $\operatorname{Ce}(\mathrm{I}, \mathrm{J})=$ $\mathrm{f}\{\mathrm{Zu}(\mathrm{I}, \mathrm{J}), \mathrm{Zd}(\mathrm{I}, \mathrm{J}), \mathrm{Xu}(\mathrm{I}, \mathrm{J}), \mathrm{Xd}(\mathrm{I}, \mathrm{J})\} \quad$ Let the cost of constructing a pipe run be $\mathrm{Cb}(\mathrm{I})$. Hence the problem becomes one of minimising C where

$$
\begin{aligned}
c & =\sum_{I=1}^{m} \mathrm{Cb}(\mathrm{I}) \\
& =\sum_{I=1}^{m} \sum_{J=1}^{N(I)} \mathrm{Ce}(I, J)
\end{aligned}
$$

where

$$
\operatorname{Ce}(I, J)=f(\operatorname{Zu}(I, J), \operatorname{Zd}(I, J), \operatorname{Xu}(I, J), \operatorname{Xd}(I, J))
$$

and $N(I)$ are variable parameters in the minimisation, subject to a set of constraints of the form:

$\mathrm{Xu}(\mathrm{I}, 1)=0$
$X d(I, N(I))=L(I)$
and constraints $0 \leqslant X d(I, J)-X u(I, J) \leqslant L \max$
and constraints $Y$ min $\leqslant \mathrm{Y} \leqslant \mathrm{Ymax}^{\max }$
smin $\leq \mathbf{s} \leq \operatorname{smax}$
Vmin $\leqslant \mathrm{V} \leqslant \mathrm{Vmax}$
$\eta \quad \leqslant \mathrm{Qf}$
Zu $\leqslant$ Zus
D $\geqslant$ Dus
D a discrete, available, diameter.

### 7.3 The Design Flow

The design flow $Q$ for an element will in general depend on the total catchment area, $A$, for the element and, if the Rational method of design is used, on the time to concentration, tc, (i,e. time taken for runoff to reach the downstream end of the element from the furthest upstream point).

Hence $\quad Q=f(A, t c)$
The catchment area in general increases with distance along a run.
Hence $A=f(X d)$
The time to concentration, tc, depends on the diameters, slopes and lengths of all pipes upstream of the element and on the diameter, slope and length of the pipe in the element.

If an approximation can be made for the time to concentration such that it is independent of the pipe diameters and gradients upstream and merely dependent on position, then tc $=f(X d)$.

```
Hence as Q = f(A,tc)
    Q = (f(Xd)
```


### 7.4 Method of Approach to the optimisation problem

The main difficulties involved in forming an optimisation model for this application are listed below.
a) Unknown number of variables.
b) Non-linear, non-differentiable objective function.
c) Discrete values of pipe diameter.

Difficulty (a) could be partially overcome by assuming that a sufficiently large number of intermediate manholes exist thus giving a definite number of variables and allowing solutions in which many of these manholes are coincident. This is very inefficient and the presence of singularities in the solution would present great problems to any known multi-variable optimisation algorithm.

Even if this first difficulty could be overcome, for the reasons discussed in section 5.3 there would still be formidable problems in producing a robust, economic and effective model based on conventional multi-variable optimisation algorithms.

As Dynamic Programming had been shown to be effective in fixedplan drainage optimisation it was decided to investigate whether it was also suitable for the problem of variable manhole positions.
7.5 A Dynamic Programming approach.
7.5.1 Introduction

As has been shown in Chapter 5 Dynamic Programming is very efficient when dealing with serial systems, and can cope well with discrete valued variables and discontinuous objective functions. Fixed plan drainage networks were shown in section 5.5 . to be serial systems suitable for D.P. The questions in dealing with the variable manhole position problem are whether some or all of the network can be considered a serial system, and whether such a serial system is amenable to D.P.

Throughout this chapter it is assumed that diameters may not decrease in a downstream direction (see 2.3.(g)). Hence pipe diameter is a necessary state variable (See 5.5.4).

### 7.5.2 The basic skelton serial system

If the fixed manhole positions are assumed to define a basic skeleton of drainage runs, (e.g. Fig. 6.3(d)), the design of each run could then be considered as a stage in a serial system. This is evident by direct comparison with the fixed plan serial system described in section 5.5 .

Such a serial system is illustrated in Figure 7.1(a).
An individual stage involves decisions on the number and position of intermediate manholes along a run together with decisions on the diameter and slopes of all pipes.

If a method of producing an optimal design for an individual run can be found, it follows from the nature of serial systems that the optimal solution for the whole network can be established by D.P.
7.5.3 The design of a run by normal D.P.

The same principal difficulties exist in trying to optimise the design of an individual run as do for the problem of optimising the complete network (see 7.4). Admittedly the scale of the problem is
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much reduced. Even so conventional multi-variable optimisation is unlikely to be a fruitful line of approach.

Hence D.P. was again investigated carefully as the most likely way of achieving satisfactory results.

The first approach was to assume that there were a fixed number of stages in the design of a run. Each stage consisted of the design of a pipe with its upstream manhole, the design consisting of the length, diameter and levels of the pipe. To allow the number of manholes to be variable, a stage could consist of a pipe of zero length, in which case the stage return (cost) would be zero. Such a system would need to have pipe level, pipe diameter and position of manhole as state variables, and is shown diagramatically in Fig. 7.1 (b).

Assume that manholes have a maximum spacing, and also a minimum spacing. The possible positions of successive intermediate manholes is then as shown in Fig. 7.1(c).

If the minimum spacing = Lmin, the maximum spacing = Lmax and the length of run $=\mathrm{Lb}$, then the possible range of position for the Nth intermediate manhole is the lesser of
$N \times(L \max -L m i n)$ and $(L b-N \times L m i n)$
and the total number of possible stages is the integer value of (Lb/Lmin).

It can be seen that, if the total length of run is large compared to the minimum spacing, the possible range of position for manhole could itself be large.

For highway drainage a typical run length could exceed 1 km , with a minimum spacing of, say, 30 m and a maximum of, say, 150 m . This would give 33 stages and a range of 790 m for the position of the seventh manhole.

The number of stages could probably be substantially reduced without affecting the solution in almost all cases. Indeed, with experience, the range of position for the manholes could probably be reduced somewhat.

It seems therefore that a practicable solution may be possible using the above approach. The main disadvantages are
(a) three state variables
(b) large range of values for the manhole position state variable
(c) number of stages has to be pre-determined. Hence some redundant stages are inevitable.

To illustrate these problems consider briefly the typical highway case outlined above.

Assuming that discrete values are adopted for the state variables in the D.P. process (see Section 5.6.4), the state variables level, diameter and position may have $\ell, m$ and $n$ discrete values respectively.

There are thus $(\ell \times m \times n)^{2}$ designs to consider at each stage. If there are $N$ stages and $\ell, m$ and $n$ are constant for each stage, there are $N \times(\ell \times m \times n)^{2}$ elemental designs for a complete run.

Assume values of $\ell$ and $m$ are the same as the typical values adopted in the MANFIX model, i.e. $\ell=7, m=3$. For a run length of 1 km assume that the number of stages can in practice be reduced to 10 and the maximum range of positions to, say, 450 m . Then if the discrete values of the position state vector are taken at 30 m intervals, $n=16$ and the total number of designs $=10 \times(7 \times 3 \times 16)^{2}$ $=1,128,960$.

Hence, although the method could well be successful in achieving near optimal results in most cases, it seems likely that the computer time required may be unrealistically large.

### 7.6 Indeterminate Stage Dynamic Programming

### 7.6.1 Introduction

In an attempt to improve on the DP approach of section 7.5.3, a new concept in DP was developed. This will be called, for convenience, Indeterminate Stage Dynamic Programing (ISDP).

As the name suggests the stages are not predetermined either in number or position but result from the DP optimisation.

When applied to the intermediate manhole problem an elegent and effective method results.

### 7.6.2 A modified serial system

A modified serial system was adopted in which the input state to a stage results from the output from one of a range of possible previous stages. This is best explained by a simple example.

Consider a set of stages $a, b, c$, $d$ etc. as shown in Figure 7.2(a). Consider stage $d$. Allow the input to stage $d$ to be the output from any of stages $a, b$, or $c$ with the actual choice being one of the decisions $D$. Depending on the decision $D$, stage $c$ may or may not be redundant, or both $b$ and $c$ may be redundant.

Likewise stage could have either stage a or stage $b$ as input.
Hence the following are all possible serial systems;abce, $a \operatorname{b} d$, a c $d$, $a d$, with the actual serial system adopted being dependent on the decisions made at $c$ and $d$. Note that there could be 2,3 or 4 stages in the final serial system.

### 7.6.3 Intermediate manholes and the modified serial system

Consider a run along which an unknown number of intermediate manholes are to be placed, with fixed manholes $Y$ and $Z$ at the upstream and downstream ends.

It is possible to define a modified serial system as described in 7.6 .2 in the following way.

Define a set of possible discrete intermediate manhole positions $a, b, c$ etc. along the run (Fig. 7.2(b)). Let each of these correspond to the downstream end of a stage in the modified serial system. The input to one of these stages is then the output from one of the upstream stages. Figure 7.2(c) shows the modified serial system.

### 7.6.4 Applying ISDP to the variable manhole problem

The dynamic programming is now performed in a standard way except that instead of considering the input state for a stage as being any one of the output states from the one stage immediately upstream, the input state must now be considered as any one of the output states from any feasible previous stage. A previous stage can be infeasible if the distance between the stages is greater than the maximum manhole spacing or smaller than the minimum spacing if this is specified.

As an example consider the case of possible intermediate manholes $a, b, c$ etc. along fixed run $Y Z$ (see Fig. 7.2(b)).
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Assume that ranges of the state variables, level and diameter, have been established at each possible intermediate manhole position along the run, and that discrete values of these variables have been specified.

Stage a has the fixed manhole $Y$ as its upstream manhole and ends at the possible intermediate manhole position a. In general there will be a set of input states for stage a corresponding to discrete values of the input state variables, together with a set of costs corresponding to these input states. If $Y$ is an upstream end of the network, the input states will still exist but the associated costs will be zero.

Then, for a particular output state from stage a, select the way of arriving at that state from any input state such that the total upstream cost is least whilst satisfying all the constraints.

Repeat this for every output state, thus obtaining a set of minimum total upstream costs at the output from stage a, and a set of references to identify the input state corresponding to that minimum cost.

Now consider stage b. This stage may either have the fixed manhole $Y$, or the possible intermediate manhole a as its upstream manhole provided that the distance from $Y$ to $b$ is less than the maximum spacing and that the distance from $a$ to $b$ is greater than the minimum spacing. Hence for a particular output state from stage b, select the way of arriving at that state from any input state either at manhole $Y$ or at manhole a such that the total upstream cost is least, whilst satisfying all the constraints.

Repeat this for every output state, thus obtaining a set of minimum total upstream costs at the output from stage $b$, and a set of references to identify the upstream manhole and input state corresponding to that minimum cost.

Similarly $Y$, $a$ and $b$ can be considered as feasible upstream manholes for stage $c$ provided the maximum or minimum spacing constraints are not violated. If, say, the distance from $Y$ to $c$ is greater than the maximum spacing then $Y$ is not considered as a feasible upstream manhole for this (or subsequent) stages, and stage $c$ is optimised using only manholes $a$ and $b$.

This process is continued until the final fixed manhole Z is reached, this last stage being treated in an identical way to give a set of minimum costs and a set of upstream references. The process is illustrated in Figure 7.3.

If $Z$ is the outfall to the network the costs at $Z$ may now be examined and the output state giving the least cost selected. This gives the origin for the trace back up the run YZ. If, however, the network continues downstream of the fixed manhole $Z$, the trace-back origin for $Y Z$ will be obtained as part of the trace back over the whole network.

The trace back up run $Y Z$ then proceeds as follows. The upstream reference for the origin will give the upstream manhole and output state for the optimal solution. This manhole position and output state will in turn have an upstream reference to another manhole position and output state. Hence the trace back up the branch will eventually lead to the fixed manhole $Y$. This is illustrated in Figure 7.4.

In this way the positions of the manholes, pipe diameters and pipe levels will have been simultaneously chosen to give the least cost solution.

### 7.6.5 Efficiency of ISDP for the variable manhole problem

As a comparison with the DP approach proposed in 7.5 .3 consider the number of designs required for the same 1 km run using consistent parameters.

Hence take intermediate manholes at 30 m spacing, with, say, a maximum manhole spacing of 150 m and a minimum of 30 m . Take 7 discrete levels and 3 discrete diameters.

There are a total of 34 manholes, giving 33 stages. Each stage has a maximum of 5 possible upstream manholes, with $7 \times 3=21$ input states per manhole.

Hence the maximum number of designs per stage $=21 \times 21 \times 5$ and the maximum number of elemental designs for the run

$$
\begin{aligned}
& =21 \times 21 \times 5 \times 33 \\
& =72,765
\end{aligned}
$$

This compares with $1,128,960$ for the DP approach.


Notes 1) possible manhole positions are numbered in downstream direction from fixed manhole 1 to fixed manhole $n$ max
2) $m$ max $=$ number of discrete states at each manhole
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One of the key concepts involved in the ISDP approach to the intermediate manhole problem is the establishment of a set of discrete possible positions for the intermediate manholes.

To obtain a true optimal solution the intermediate manholes should not be constrained to a set of discrete positions. Hence in theory an infinite number of discrete manhole positions is required to achieve an optimal solution. Obviously the number has to be limited in practice, and this is in keeping with the discrete values adopted for the continuous state variable, pipe level. For practical highway drainage there is another justification for using a set of discrete possible positions for the manholes, this being the preference of highway engineers to the placing of manholes at convenient chainages along a road. For example a designer may well wish to have all manholes at chainages which are multiples of 10 m . Establishing a set of possible manhole positions at all such chainages along a length of carriageway drain would then give a practicable and elegant solution to the problem.

One further advantage of this approach is that manholes may be excluded from certain parts of a run by simply not specifying any manhole positions along that part. This may be necessary at, for example, bridges, culverts and road junctions.

### 7.8 Establishing the ranges of value for the state variables

It was assumed in section 7.6 .4 that a set of discrete levels and diameters had been established at each possible intermediate manhole position as an essential prerequisite of the dynamic programming method.

In Chapter 5, the fixed plan model, this was achieved by producing a minimum cover design, (see section 5.10 .3 ) and using this as the upper limit of both pipe level and pipe diameter: The lower limit was then a fixed distance below the upper limit for level and a fixed number of pipe diameters below the upper limit for diameters.

It would be very useful if the same approach could be used for the variable manhole problem. However it is not immediately obvious how to perform a minimum cover design when the manhole positions are undetermined.

If an arbitrary set of manhole positions is assumed and a minimum cover design is performed, the resulting information on maximum level and diameter will only be relevant to the manhole positions used and not to all the other positions which were possible but not selected. For example in Figure 7.5(a) if A.B.C...G are possible manhole positions, and $A$ and $G$ are used to establish a minimum cover design, upper bound pipe levels at $B, C, D, E, F$ are all lower than they could be in the true optimal solution.

It is, therefore, necessary to consider a minimum cover design based on the inclusion of manholes at all possible manhole positions. Such a design is of course unrealistic but does nonetheless provide a useful upper limit on level at each possible manhole position. Experience shows that it also provides a satisfactory upper limit on diameter.

From these upper limits, lower limits of level and diameter at manholes can be established from experience (see section 7.10).

It should be noted that the range of levels at a possible manhole position as defined by the upper and lower limits applies only to a solution with a manhole at that position. Hence the final optimal solution is not constrained within a range of levels along each pipe length, only within ranges of levels at each final manhole position (see Figure 7.5(b)).

The number of discrete values and diameters used in the DP are chosen by experience (see section 7.10).

### 7.9 Dependence of flows on network design

### 7.9.1 Introduction

It was noted in section 5.11 that design flows are usually dependent on the pipe network upstream of the point under consideration, and for a rigorous DP approach using the most common, the Rational, design method three state variables are required, the third being the time to concentration. So far in this chapter it has been assumed that design flows are fixed.

It was shown in section 5.11 .5 that an approximate method could be used with success for the fixed manhole case. Such a method is now required for the intermediate manhole problem before a full optimisation model can be formulated and the development of such a method is given in the following sections.
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### 7.9.2 An Approximate Approach

The simplest approximate approach is to assume that all design flows are fixed at some initial value and do not thereafter vary as part of the design process.

The method of fixing the initial values is rather less obvious and may be dependent on the design method. Here the Rational method is used in the development. The first approach adopted was to assume that the velocities of flow in the final solution would, for the purposes of calculating the design flows, be equal to a single uniform value of, say, 1.0 or $1.5 \mathrm{~m} / \mathrm{s}$. The actual design flows can then be calculated as a function of the total upstream equivalent impermeable catchment area and the time to concentration using the Rational method (see section 5.10 .2 ).

With this simplification the design flow does not depend on the actual optimal set of manholes chosen or on the design of the pipe diameters or gradients. Hence a unique design flow can be specified for each possible manhole position in every run of the network. A computer program DPO was written to implement an ISDP model using this procedure.

Unfortunately comparison of flow velocities and computed flows for the resultant "optimal" design showed that large discrepancies resulted from such an approximate method. Velocities ranged from 0.5 to 3 times the original assumed value with resultant design flows out by up to $30 \%$.

It was decided to use an iterative approach, with the new set of velocities from the "optimal" design being used to recalculate the design flows and the computer program DPO was altered to implement this. The velocities change abruptly at the manhole positions selected by the "optima1" design, but not at the other possible vacant manhole positions. This was recognised as a drawback which could lead to problems of convergence, but the method was nonetheless pursued to gain experience.

The iterations were continued until flow velocities converged to within a given tolerance. The first one or two iterations generally gave small changes in manhole positions and pipe diameters. Thereafter changes were generally limited to the pipe gradients. On one example the process failed to converge, with the solution hunting between two different manhole layouts. Generally, however, a fully
consistent and near optimal solution was obtained within about five iterations.

The method proved rather expensive in computer resources and could not be relied upon to converge properly. However, it was found that very rapid convergence could be achieved by first performing a minimum cover design by a conventional design procedure using all possible manhole positions, and using the resultant flows from this as the starting point of the iterations. The manhole positions and diameters resulting from the first iteration usually remained fixed during subsequent iterations with only the pipe gradient changing to accommodate changes in design flows. Moreover such a minimum cover design is also necessary to establish economical ranges for the pipe levels and diameters, hence this was the method adopted.

### 7.10 Experience and results of using preliminary program DPO

### 7.10.1 Introduction

DPO was written to develop and test ISDP and the approximate procedures for dealing with network dependent design flows.

Consequently there were frequent alterations and improvements to DPO during its working life with the program being finally superseded by MOD (see section 7.13) and DAPHOP (see section 7.16 ).

Hence only the general results, major limitations and conclusions will be presented here, as detailed results are somewhat meaningless in the light of subsequent improvements and alterations.

The Fortran coding for the final version of $D P O$ is given in Appendix C.

### 7.10.2 The test networks

Several test networks were used in the development of DPO, the one shown in figure 7.6 (Network 2) being used extensively in the investigation of the sensitivity of the solution to the choice of parameters.

### 7.10.3 General results

The following general observations could be made about the preliminary runs of DPO.
a) Manhole positions and pipe diameters were relatively insensitive to the design flows used at each iteration, whereas pipe slopes varied considerably between iterations.


## TEST NETWORK 2
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b) Manhole positions were quite sensitive to the choice of spacing of the discrete pipe depth state variable.
c) Optimal designs tended to lie within a 0.5 m zone below a level defined by a pipe at minimum possible cover.
d) Pipe diameters were always less than, and within two increments of, the diameter obtained from a minimum cover design.
e) Optimal costs were 5-15\% lower than those of equivalent designs using the conventional minimum cover criterion.
f) Solutions obtained with discrete pipe depth increments less than about 0.15 m and adequate range of depths generally gave optimal manhole positions and pipe diameters on the first iteration.

### 7.10.4 Selection of Optimising Parameters

Thirteen runs were executed using DPO on network 2 (figure 7.6) for the purpose of establishing the sensitivity of the "optimal" solution to the choice of the two main optimising parameters. These parameters are
a) Spacing of discrete levels for pipe level state variable;
b) Spacing of possible intermediate manholes.

Checks were made on the results to ensure that there was a sufficient range of pipe levels and a sufficient number of discrete pipe diameters considered for the optimal solution to be within the bounds of the available values. For example if the results showed that the solution lay at or close to the lower bound of the pipe levels, the range of levels was increased without altering the spacing of levels and the optimal solution re-computed. If the solutions were found to be identical, it was assumed that the solution was then indeed optimal.

The results of these runs are shown in the graphs of figure 7.7, but should be treated with caution as they relate to a single network and are insufficient in number to establish any specific conclusions.

### 7.11 The variable manhole position model - MANVAR

### 7.11.1 Introduction

The results of the preceding section led to the formation of a new model which is both economic and robust. For convenience it is referred to as the MANVAR model, and is the basis of a fully commercial program, DAPHOP, which is described in section 7.16.
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MANVAR essentially consists of four distinct stages. These are:
a) producing a set of possible intermediate manhole positions;
b) producing a minimum cover design and limits on the ISDP design;
c) performing a coarse ISDP design;
d) performing a final exact solution.

Stage (a) consists of taking the skeleton layout of the network and producing sets of possible intermediate manhole positions along all relevant runs. Ground levels and catchment areas are also produced for all the generated manhole positions.

Stage (b) consists of performing a minimum cover design on the network assuming a manhole at every possible location using the design method of one's choice (Rational, TRRL etc.) to obtain upper limits on the pipe levels and diameters and the design flow at every manhole location. Lower limits on level and diameter are also set at this stage.

Stage (c) consists of a single ISDP design using a coarse grid of discrete levels, the grid of discrete diameters and the sets of possible intermediate manholes. This gives a "coarse optimal" solution, for which the actual flows will differ somewhat from the true design flows, but which, from result (f) of section 7.10.3, will generally give the optimal values of manhole positions and pipe diameters for all pipes in the network.

Stage (d) consists of taking the new network of pipes of known diameter as defined by the optimal set of manhole positions and pipe diameters, and designing the pipe gradients using the chosen design method, thereby ensuring a fully consistent final design. This effectively truncates the iterative procedure of section 7.9.2 thereby making a far more efficient model with little or no penalty incurred.

### 7.11.3 Implementation of MANVAR

MANVAR was implemented as two computer programs, ASSEMB and MOD, linked by a data file (see figure 7.8). Input to MOD may be either from ASSEMB or direct from the user.
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### 7.12.1 Introduction

As explained in section 7.7 an essential prerequisite of the ISDP process is the establishment of sets of possible intermediate manhole positions along all relevant runs.

This can be done by the user first deciding on the required spacing of the intermediate manholes and then calculating and inputting all such manhole poṣitions. This was done manually for the earliest variable manhole test runs but is tedious and is a task best performed by the computer. Hence at an early stage in the development of MANVAR a subsidiary computer program called ASSEMB was written, part of the function of which was to take the skeleton layout input by a user and produce a full set of possible intermediate manhole positions together with their associated ground levels and catchment areas.

The second function was to define the upper limit on the pipe levels for the whole network, working from information on ground levels, obstructions, minimum pipe gradient and connectivity only. It is assumed that pipes at manholes are positioned such that the downstream soffit level is at or below the soffit level of the lowest upstream pipe. Hence this upper limit can be defined without reference to pipe diameters or flows, and hence in fact without the design method being defined.

The final function was to arrange data to a form convenient for the main program.

### 7.12.2 The program

A flow chart showing the essential features of ASSEMB is given in figure 7.9 and a full listing of the Fortran Program is given in Appendix D.
7.12.3 Input

The input to ASSEMB consists of
a) the basic design parameters (e.g. minimum pipe gradient, minimum cover, minimum flow velocity, minimum and maximum manhole spacing).
b) available pipe sizes.
c) optimising parameters for main program.
d) type, length and catchment width for each drainage run in the
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network. (The "type" determines whether or not there is any catchment to be assigned along the length of the run, and whether intermediate manholes are to be placed along the run. For the purpose of assigning catchments to the intermediate manholes it is assumed, where relevant, that the catchment area is of a uniforr width parallel to the run.)
e) ground levels along each run.
f) details of obstructions along each run.
g) the connectivity of the network.

### 7.12.4 Output

The output from ASSERB forms the complete input to the next part of MANVAR and consists of the following:
a) optimising parameters
b) pipe sizes
c) basic design parameters
d) number of runs in the network
e) for each run: number of possible manholes
: positions along branch of each $\mathrm{m} / \mathrm{h}$
: cumulative catchment area for each $m / h$
: pipe soffit level for a min. cover design (- upper
limit for DP design) for each $m / h$
: lower limit for $D P$ design for each $m / h$ : range of feasible upstream connections for each $m / h$ (governed by max. and min. $m / h$ spacing) : ground level data along run : identification of any runs upstream
f) problem size (total number of possible manholes, total number of ground levels, probable maximum number of manholes in final design).

### 7.12.5 Use of ASSEMB

For ease of data preparation ASSEMB may be used either interactively or remotely. Data generated by ASSEMB is written onto a card-punch file for compatibility with manually created data, and to allow small modifications, (e.g. to the optimising parameters) by changing individual lines of the output without re-running ASSEMB. The card-punch file could be listed onto actual punch cards, but on the computer system used for this research it was more convenient to use card image files within the computer memory.

### 7.13.1 Introduction

The remainder of the MANVAR model is implemented by the computer program MOD.

Production of a minimum cover design could be performed manually or by an existing computer program (e.g. DAPHNE (ref. 56) or TRRL (ref. 6) f. However MOD incorporates a minimum cover design procedure producing a minimum cover design for a network consisting of all possible intermediate manholes. The design method used is the Rational, with rainfall calculated by the modified Bilham formulae (ref. 5).

The heart of the program is the ISDP design of the network. This can only be performed using a computer due to the very large number of calculations involved (see 7.6.5). Computer storage and execution time become critical factors influencing the structure of the program and the choice of parameters for the optimisation.

The final part of MOD produces a fully consistent design for the network, based on the manhole positions and diameters chosen by the ISDP optimisation. This design essentially consists of finding the correct pipe gradients, the Rational method again being used.

### 7.13.2 The program

MOD consists of approximately 830 lines of standard Fortran, there being a main program and thirteen subroutines. A listing of the full program is given in Appendix E.

A flow chart showing the principal features of the program is given in figure 7.10.

To minimise storage requirements most data is stored in four large arrays which are dynamically addressed, thus preventing large redundant areas of storage, and reducing memory requirements to a modest size for a main-frame computer..

The program was written in National Computer Centre (NCC) Standard Fortran (ref. 57) with further limitations imposed by HECB standards (ref. 58). This was to enable the final commercial version to be machine independent and fully transferable to any large computer. Many of the subroutines used in MOD were used in the commercial version and elsewhere. This does however incur some penalties in
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terms of the number of lines of coding and the execution time of the program. These are, however, felt to be minor compared to the benefits of interchangeability.
7.13.3 Input

Input data is either generated by ASSEMB or can be created manually. In either case it is on cards (either real cards or a card image file) and has the same format as the output from ASSEMB (see 7.12.4).

### 7.13.4 Output

The output essentially consists of the final optimum design giving all final manhole places, pipe diameters, levels and gradients, together with flows, pipe capacities and details of cost.

Additional information is optionally available giving details of the initial minimum gradient design and details of the optimisation process but these were primarily for diagnosis in the event of failure during program development.

### 7.14 Results from using ASSEMB and MOD

### 7.14.1 Introduction

The computer runs using MOD may be divided into four groups:
a) checking that results are consistent with DPO
b) finding the effects of varying the optimising and design parameters
c) checking performance on various networks
d) preliminary investigations for the variable cross-drain problem

The results of $a, b$ and $c$ are presented and discussed below, and are tabulated in Table 7.1. Results from $d$ will be presented and discussed in Chapter 8.
7.14.2 Checks on the consistency of MOD and DPO

Due to minor changes in the costing routines and in the method used to calculate rainfall, MOD could not be expected to be in full agreement with DPO.

Three examples using network 2 (fig. 7.6) were tested on MOD (see Table 7.1) and the results compared to those using DPO. A large measure of agreement was noted, with pipe diameters and manhole positions identical. There were small differences in pipe gradients

| $\begin{aligned} & \text { 炭 } \\ & \text { O } \\ & \stackrel{0}{\pi} \end{aligned}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 10 | 0.5 | 5 | 3 | 30 | 2 | 14064 | 19 |
| 2 | 30 | 0.5 | 5 | 3 | 30 | 2 | 14204 | 4 |
| 2 | 60 | 0.5 | 5 | 3 | 30 | 2 | 14329 | 1 |
| 3 | 120 | 0.5 | 5 | 3 | 30 | 2 | 108084 | 3 |
| 3 | 60 | 0.5 | 5 | 3 | 30 | 2 | 107450 | 6 |
| 3 | 30 | 0.5 | 5 | 3 | 30 | 2 | 107323 | 19 |
| 3 | 10 | 0.5 | 5 | 3 | 30 | 2 | 106572 | 140 |
| 3 | 30 | 1.0 | 11 | 3 | 30 | 2 | 106984 | 75 |
| 3 | 30 | 1.0 | 11 | 3 | 30 | 2 | 106693 | 72 |
| 3 | 30 | 0.5/1.5 | 6 | 3 | 30 | 2 | 107114 | 26 |
| 3 | 30 | 0.5/1.5 | 8 | 3 | 30 | 2 | 106864 | 42 |
| 3 | 30 | $0.5 / 1.5$ | 11 | 3 | 30 | 2 | 106643 | 75 |
| 3 | 30 | 0.6/1.2 | 7 | 3 | 30 | 2 | 106693 | 33 |
| 3 | 30 | 2.0 | 21 | 3 | 30 | 2 | 106220 | 243 |
| 3 | 30 | 3.0 | 31 | 3 | 30 | 2 | 106220 | 518 |
| 3 | 10 | 2.0 | 21 | 3 | 30 | 2 | 105860 | 1884 |
| 3 | 120 | 0.6 | 7 | 2 | 30 | 2 | 108084 | 4 |
| 3 | 60 | 0.6 | 7 | 2 | 30 | 2 | 107121 | 9 |
| 3 | 30 | 0.6 | 7 | 2 | 30 | 2 | 107021 | 30 |
| 3 | 10 | 0.6 | 7 | 2 | 30 | 2 | 106725 | 223 |
| 3 | 30 | 1.5 | 16 | 3 | 60 | 2 | 106220 | 108 |
| 3 | 20 | 1.0 | 11 | 3 | 60 | 2 | 106902 | 107 |
| 3 | 20 | 1.0 | 11 | 3 | 60 | 4 | 104067 | 107 |
| 3 | 20 | 1.0 | 11 | 3 | 60 | 6 | 102028 | 107 |
| 3 | 20 | 1.0 | 11 | 3 | 60 | 8 | 100103 | 106 |
| 3 | 20 | 1.0 | 11 | 3 | 60 | 10 | 98769 | 109 |

and costs, however, but these were thought acceptable. It was concluded that MOD was largely consistent with DPO.

### 7.14.3 The effect of varying the optimising parameters

The results of 23 runs using MOD on network 3 (figure 7.11) are tabulated in Table 7.1 Seventeen of these runs had identical design parameters, but varying optimising parameters. Execution times varied from 3 seconds to 1884 seconds with network construction costs ranging from $£ 108100$ to $£ 105900$ respectively, representing savings of from $2 \%$ to $4 \%$ over a likely minimum gradient solution (see fig. 7.12(b)) costing $£ 110,100$. A typical optimal solution is shown in fig. 7.12(a). Fig. 7.13 shows program execution time plotted against network costs on a logarithmic scale. The general trend shows that the optimal solution is approached as the time spent on computing increases. There must be an absolute value for the true optimal solution but this is unknown. If the intermediate manhole spacing was decreased to a very small distance and the spacing of levels greatly decreased whilst retaining a wide level zone this optimal solution would be approached. However, the execution time would be enormous and hence computing costs would be greatly in excess of any possible saving on construction cost.

On the other hand, very small execution times still show sizeable savings on construction costs, for negligible computing costs.

Obviously a balance must be achieved between computer costs and likely savings as explained in section 5.15 .

Costs of running MOD on Liverpool University's I.C.L. 1906S computer work out at approximately 50.16 per second. Hence for a 100 second job the execution cost is $£ 16$.

For practical considerations (see section 5.15) it was felt that the ratio of (extra saving on construction costs)/(extra computing costs) should not fall below about 20 in a commercial program. This, applied on a diminishing returns basis, leads to a maximum execution time of about 150 secs for this network on the 1906 .

This, then, forms a restraint on the selection of the optimising parameters. The parameters that effect the performance of the optimisation and the program execution time are:
a) spacing of possible intermediate manholes (SP)
b) number of discrete pipe levels considered (M)


note: diameters in mm.
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c) range of pipe levels considered (RZ)
d) range of pipe diameters considered (J)

For the reasons described in section 7.10 .3 ( $f$ ) the spacing of discrete pipe levels was kept within the range 0.1 to 0.15 , there being no apparent advantage in decreasing the spacing below this, and with increases of spacing likely to cause sub-optimal manhole positions and diameters. Hence $M$ and $R Z$ are linked by $R Z(M-1) \times 0.1$. Generally the range of diameters considered was kept to 3 , but reduced to 2 for four of the runs. .

Hence in practice $S P$ and $R Z$ become the only two important parameters.

The effects of varying these are shown in figure 7.14. It can be seen that there appears to be a zone depth above which there is no further reduction in cost, this occurring at about 1.5 m . However, decreasing manhole spacing leads to increased savings with no such obvious limit.

The results are combined in fig. 7.15(a), the costs being given as approximate contours. The line joining points with execution times of 150 secs is also sketched in. If the execution time is restricted to this value, the correct choice of parameters for the most effective use of computer time is a zone depth of about 1.5 m with a manhole spacing of about 30 m .

Several runs were performed (Table 7.1) with RZ locally widening towards the end of long pipe branches especially where these branches ended well above the level of the main pipe in the minimum cover design. Such runs were found to be more efficient than those using constant values of RZ , using generally about half the computer time to achieve the same cost savings.

Four runs were performed using only 2 possible pipe diameters. These showed only small savings in computer time. The penalties involved in using only 2 diameters were not large in this example, but neither were the advantages. Hence it was felt unnecessary and rather unwise to adopt less than 3 diameters in general.

Most runs used a minimum manhole spacing of 30 m . The exceptions used a minimum spacing of 60 m and in the one case where comparison was possible this was rather more efficient, using less computer time than for an equivalent run with a 30 m minimum spacing and no cost penalty.
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(a) NETWORK COSTS FOR COMBINATION OF OPTIMISING PARAMETERS

(b) SENSITIVITY OF NETWORK COST TO TIME OF ENTRY

FIGURE 7.15

Having established an optimal design program for drainage design it is relatively easy and informative to find the effects on the design and cost of construction of varying certain of the design parameters.

Such parameters, the values of which are at present selected on a rather arbitrary basis, could include minimum cover over the pipe, minimum slope, pipe roughness, maximum manhole spacing, storm return period and time of entry of runoff into the pipe system. Such a study was not the objective of this research, but five runs were performed on Network 3 (fig. 7.11) using varying times of entry (te) to the pipe system (see Rational Method, section 5.11.2) as it was felt that this may be greatly underestimated in current design practice.

At present te is generally taken to be 2 minutes. Fig. 7.15(b) shows the effect on the network cost of taking te equal to $2,4,6,8$ and 10 minutes, resulting in reductions in network cost of up to 7.5\%.

### 7.14.5 Tests on other networks

MOD was used on rather more complicated road drainage networks similar to Network 3 but with one or two additional cross-drains. These runs were primarily to investigate the possibilities of variable cross-drain optimisation and will not be discussed here except to say that in all cases MOD produced sensible results, with rather greater cost savings than for Network 3.

In addition one further design network was used as an example. This consisted of a single run as shown in figure 7.16. The plan length of pipe run between the two fixed position manholes at the ends was 840 m . The ground profile has three regions each at a different linear slope. Possible manhole positions were defined at 10 m spacing along the pipe run with a maximum permissible distance of 150 m between manholes. A 1 m zone was used for the levels with 11 discrete pipe levels at 0.1 m spacing. Three pipe diameters were used at each location.

The optimal design uses 6 intermediate manholes placed at the chainages shown. The cost of this optimum design is 12493 units and took about 120 secs execution time on the Liverpool 1906 S computer.


In order to compare it with a traditional manual design a standard design was produced and costed by hand. The definition of such a standard design is, as in all variable plan problems, rather subjective. However, the following logical stages were taken:
a) place manholes at both ground discontinuities;
b) place manholes at equal spacings in each sloping portion subject to a maximum spacing of 150 m ;
c) design pipes at minimum cover subject to a minimum gradient requirement.

Using the same cost function as for the optimal design the standard design cost was 14491 units, i.e. $16 \%$ more expensive than the computed optimal.

This example demonstrates that considerable savings can be made by making relatively small adjustments to manhole positions and gradients. Most of the saving in this example is effected by reducing the pipe diameter in the central region from 375 mm to 300 mm , and by reducing the final pipe in the run from 450 mm to 375 mm .
7.15 Conclusions from using MOD

Using MOD on the large and realistic road drainage example of Network 3 showed two important differences to the results obtained from using DPO on preliminary examples.

These were firstly that the savings likely to be achieved over a sensible minimum gradient design were substantially less than expected. They were approximately $3 \%$ to $4 \%$ as opposed to the $5 \%$ to $15 \%$ expected.

Secondly the optimal solution could only be obtained by taking a range of depths of about 1.5 m or more, as opposed to the expected range of about 0.6 m .

The firgt point could be explained by the long lengths of gently sloping ground profiles, typical of a road carriageway, and the small number of pipe intersections. In fact in examples involving additional cross-drains MOD produced rather larger cost savings. Hence it would seem likely that the most spectacular results are achieved with rapidly varying ground levels and complicated pipe networks.

The second point is again probably explained by the long lengths of the runs as opposed to the relatively short lengths in previous examples, or perhaps just to the overall larger size of the network.

It may make sense to select the range of depth considered according to the maximum drainage path through the network, or have a variable range, the range at a manhole being a function of the length of the longest drainage path upstream of that manhole. This could be achieved by having a variable number of discrete levels, but the data handling routines would be rather more complicated than in MOD, and extra data would be required to define the number of levels at each point in the network. Nevertheless it remains a sensible approach for further investigation.

The choice of parameters to obtain the best solution for a reasonable outlay in computer resources is not obvious, and varies depending on the example. It seems reasonably clear that only 3 pipe diameters need be considered provided that the available diameters are in the standard 75 mm nominal increments, and that the original minimum gradient design produced does not result in artificially large diameters due to the use of a very small minimum gradient (less than, say 1 in 300).

Based on the information to date, a range of depths of at least 1.5 m is needed to ensure that the optimal design is not excluded. As 0.15 m is about the maximum spacing of discrete levels allowable this requires 11 discrete levels to ensure the solution is reasonably close to the optimal. This conclusion will need checking in the light of further experience in using MOD.

Having fixed the number of pipe diameters and suggested the range of levels and their spacing, it remains only to fix the spacing of intermediate manholes. The cost of the solution will continue to decrease as the manhole spacing decreases towards zero, whilst the computer costs involved rise rapidly. It is probably not worth while decreasing the spacing below 10 m , both on economic grounds and because of the desirability of keeping manholes at convenient chainages (see section 7.7), and spacings of 30 m or even 60 may give reasonable answers with more acceptable computer execution times. Note that these figures relate to a maximum manhole spacing of 120 m , and are convenient fractions of 120 m . For another maximum manhole spacing other similar fractions of distance would be more appropriate.

The most important conclusion relating to the choice of parameters must however be that whatever computer program is developed
for the MANVAR system, it must be flexible enough to incorporate changes in these parameters as experience is built up of their use.

It remains very clear that even though savings may not be as great as previously expected, large sums of money on construction costs can be saved by a very small outlay in computer time. This will always be worthwhile. Greater outlay on computing will save larger amounts on the construction costs. The extent of investment in computing time to obtain more savings in construction is then a matter of policy for those in charge of the design procedure, and may be controlled by careful selection of the optimising parameters.

### 7.16 A commercial program

7.16.1 Introduction

The funding that enabled the bulk of this research to take place was provided by the Department of Transport, Highway Engineering Computer Branch.

Their principal requirement was the production of a fully commercial optimal drainage design program for roads based on their existing DAPHNE highway drainage design program (ref. 56).

For reasons described in Chapter 8, it was decided that this program should be based on the MANVAR model and not on the CROSSVAR (variable cross drain) model described in that chapter.

For convenience the program will be referred to here as DAPHOP, although when released it will probably be as a user-selected option of a new version of DAPHNE.

### 7.16.2 The existing program DAPHNE

DAPHNE consists of approximately 8500 lines of Standard Fortran. Much of the coding is required for handling, interpreting and checking input data and outputting results and messages.

DAPHNE uses data which is already available in the form of computer files to define all the road geometry (alignment, crossfalls etc.), this information being available from running the BIPS suite of programs (ref. 59) for the design of highways. The DAPHNE user then defines the drainage network he requires, including all manhole positions, and the design parameters he wishes to use. DAPHNE then calculates all catchment areas, calculates design flows according to
the Rational method and designs all pipe diameters with pipes at minimum possible cover.
7.16.3 The optimising version: DAPHOP

DAPHOP is structured on the MANVAR model, the details being shown in figure 7.17. Basically DAPHOP and the joint ASSEMB and MOD programs, are very similar except that DAPHOP uses the existing DAPHNE routines to establish a minimum cover design and to perform the final design of pipe gradients. The efficiency of some of the MOD routines and the data handling were improved before incorporation into DAPHOP, resulting in a generally more compact and efficient program than would otherwise have been possible.

DAPHOP is at present undergoing trials with the DOT before being released for general use.

### 7.17 Conclusions on the MANVAR model

Experience has shown that the MANVAR model is fully practicable as a storm drainage design program for networks in which there are branches along which unknown numbers of intermediate manholes are to be placed. This type of network is typical of highway drainage.

The extent to which the MANVAR produced design approaches the true optimal solution is dependent on the choice of parameters in the optimising routines. The choice of parameters determines the cost of running MANVAR and may be limited by the size of available computing memory.

Significant savings can always be made by adopting very coarse parameters (e.g. a zone depth of 0.6 m and a manhole spacing of 60 m ) at minimal computing costs. Larger investment in computing will result in larger cost savings, there being a practical rather than a theoretical limitation on this.
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Chapter 8. The Variable Cross-Drain Position Model - CROSSVAR

### 8.1 Introduction

In this chapter the second of the variable plan optimisation models for road drainage design is presented. This involves the determination of the number and position of cross-drains in a storm water drainage network for highways. As outlined in Section 6.3, this essentially completes the optimal design process for such networks.

### 8.2 Defining the Problem.

A typical network (Fig. 8.1) consists of carriageway drains (AD, BE, CF) connected to a base cross-drain (DEF) connected in turn to carrier drains (FG, GH).

However a number of additional cross-drains could be added (eg.IJK,IMN) thus diverting the flow from $A D$ to AIJKF and ILMNF. Drains IL, $L D$ will have zero flow at their upstream ends but will collect flow along their lengths.

Flow along BE is similarly diverted. The overall result is for the drains KN , NF to be substantially larger than CF was, and for IL, LD, JM, ME to be smaller. This may well be cheaper to construct than the original basic layout.

The problem is thus to find the number of cross-drains and their positions that will result in the network of minimum construction cost.

To make the model complete, it is necessary to find the number and positions of all intermediate manholes for each pipe run such as AI and the diameters and slopes of all pipes. This can be accomplished by incorporating the MANVAR model (see Chapter 7) into the present model.

(a) TYPICAL NETWORK

(b) POSITION OF SINGLE CROSS-DRAIN

(c) FIBONACCI SEARCH: NETWORK 3

FIGURE 8.1

### 8.3 Methods of approach.

Several different approaches were investigated in preliminary studies of the problem before D.P. was again selected as being the most likely contender. These preliminary studies used the MANVAR model as a step in a search procedure for the optimal solution and are described in the following sections.

### 8.4 Fibonacci Search.

If the problem is simplified greatly by assuming that only one additional cross-drain is required for the optimal solution, the well-known Fibonacci Search method (ref. 60) can be employed.

Defining the distance of the additional cross-drain from the base cross-drain as $x$ (Fig. B.1) the total network cost can be expressed as $f(x)$ where $f(x)$ can be evaluated for any feasible $x$ by running the MANVAR model. It is then necessary to adopt a one-dimensional search technique to find the position of $x$ that makes $f(x)$ a minimum. It is necessary to make two assumptions, firstly, that there is a value of $x$ that minimises $f(x)$ within the range of $x$ considered, and secondly that $f(x)$ is unimodal within this range. It can then be shown (ref.61) that no grid search technique can be guaranteed to find the minimum in less function evaluations than the Fibonacci method.

Essentially the method consists of the following steps:
i) consider a set of positions $x$ covering the range of interest.
ii) evaluate $f(x)$ at a specified pair of points $x_{1}, x_{2}$.
iii) as $f(x)$ is unimodal, from the values of $f\left(x_{1}\right)$ and $f\left(x_{2}\right)$ determine whether the value of $x$ that minimises $f(x)$ is $>x_{1}$ or $<x_{2}$. This narrows the range of $x$ that need be considered.
iv) with reduced range, and knowing one value of $f(x)$ within this range (either $f\left(x_{1}\right)$ or $f\left(x_{2}\right)$ ) determine $f(x)$ at a specified point $x_{3}$ and repeat the process.

The points $x_{1}, x_{2}, x_{3}$ etc are determined by reference to the Fibonacci series of numbers $0,1,1,2,3,5,8,13,21,34$ etc.

In this way the minimum value of $f(x)$ can be found for a large number of possible positions of $x$ with the minimum number of evaluations. e.g. for 88 positions of $x$, only 9 function evaluations need be made.

### 8.4. Trial Using Fibonacci Search.

An attempt was made to apply this technique to finding the optimum position of an additional cross-drain for Network 3 (fig. 7.11). 88 points were used, thus requiring a total of 9 evaluations. For this preliminary work, the MANVAR programs were used, with each evaluation requiring a new run using a manually altered set of input data.

Defining $x$ as in Fig.8.1c, the problem can be stated as follows: Find the value of $x$ that minimises the construction cost of the network, where $0<x<2000$.

It was originally thought that $x$ would be about half way along the 2000 m long parallel drainage runs. Hence the search was restricted to the region $560 \leqslant x \leqslant 1430$ Using a 10 m grid interval allows 88 possible positions for $x$, varying from point (1), $x=560 \mathrm{~m}$ to point (88), $x=1430 \mathrm{~m} . \quad$ In general for point $\mathrm{n}, \mathrm{x}=550+10 \mathrm{n}$.

Assuming that the cost function is unimodal and has a minimum value within this range, the optimum value of $x$ should then be obtained in 9 function evaluations, i.e. 9 runs of the MANVAR model, using networks defined by different positions of $x$. The choice of points at which to evaluate $f(x)$ is shown in Fig. 8.2.


| $\|c\| c\|c\| c\|c\| c \mid$ | Initial Value for Element |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Array | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| $a$ | 1 | 1 | 2 | 3 | 5 | 8 | 13 | 21 | 34 |
| $b$ | - | 2 | 3 | 5 | 8 | 13 | 21 | 34 | 55 |
| $c$ | - | 1 | 2 | 3 | 5 | 8 | 13 | 21 | 34 |
| $d$ | - | 2 | 3 | 5 | 8 | 13 | 21 | 34 | 55 |

FIBONACCI SEARCH OVER 88 INTERNAL POINTS
FIGURE 8.2

### 8.4.2 Results.

The results of applying Fibonacci search to the region $560 \leqslant x \leqslant 1430$ are shown in Table 8.1.

After just four evaluations it became clear by plotting a graph of the points (Fig.8.3) that the optimal solutions could well lie outside the range being investigated, thus invalidating the search technique.

Table 8.1 Fibonacci Search.


## Table 8.?

| x | Cost |
| :--- | :--- |
| 400 | $£ 105689$ |
| 200 | $£ 105710$ |
| 320 | $£ 105598$ |
| 480 | $£ 105602$ |
| 360 | $£ 105555$ |

Two results are of immediate interest. Firstly the assumption of the likely position of the cross-drain was erroneous, and secondly the assumption of unimodal behaviour is also invalid, at least in close proximity to the optimal solution.


OPTIMAL POSITION OF A SINGLE CROSS-DRAIN
FIGURE 8.3


#### Abstract

A comparison with two other solutions is also informative. Firstly if no additional cross-drain is used, the optimal solution using the same parameters as for the results above would cost $£ 106220$ ( $£ 665$ or $0 \cdot 6 \%$ more expensive than the cheapest single cross-drain solution)


#### Abstract

Secondly a manual, minimum cover design, with one additional cross-drain placed at $x=960$ would cost $£ 111533$ (£5978 or $5 \cdot 7 \%$ more expensive). This represents a typical solution using current design practice.


### 8.4.3 Conclusions.

Had the Fibonacci search covered the whole of the range $0<x<2000$ it would probably have attained the optimal solution with a similar number of function evaluations as were actually employed using the graphical plot as a guide.

However as the function cannot be relied on to be unimodal, the technique may have foundered, and it is felt that it is therefore insuff Lciently robust to be of general use in this application.

The optimal position of the cross-drain, being only 320 m upstream of the base cross-drain, suggests that several more cross-drains at similar spacings may be required for a truly optimal solution. Hence a simple univariable search is probably not appropriate.

### 8.5 Polytope Search.

### 8.5.1 Intrdouction.

As the $r$ ibonacci method was limited to the possibility of a single cross-drain it was clearly of limited use, some more general method being desirable.


#### Abstract

The nature of the objective function rules out almost all the recognised multivariable optimisation algorithms with the exception of the polytope search technique - sometimes known as the simplex method (ref. 60)


A polytope consists of a pattern of at least $(n+1)$ points defining a non-zero volume in $n$-dimensional space. Hence if there are $n$ variables in the problem, the first step is to evaluate the function at $(n+1)$ appropriate points. The highest of these values is then discarded, and the function is evaluated at a new point, this being the reflection of the discarded point about the centroid of the remaining points. A new polytope is thus formed, the highest value of the function again being discarded and the process repeated.

Various rules can be applied to increase or decrease the size of the polytope and to deal with constraints on the position of the vertices.

### 8.5.2 Results using a Polytope search.

This technique was applied to finding the optimum positions of two cross-drains for Network 3 (fig. 8.4a). A simple two-dimensional simplex was used. As it was felt desirable to keep cross-drains to sensible chainages, (e.g. multiples of 100 m ) a right-angled isosceles triangle was used (fig. 8.4b). The method was applied manually using MANVAR to evaluate the function at the chosen vertices.

Vertices (1) (2) and (3) (fig.8.4b) were evaluated initially, The results of all evaluations are given in Table 8.3. As point (2) gave the highest cost this vertex should have been reflected about the mid-point of (1)-(3) to give the new vertex. However this would have created a vertex at pt. $(600,600)$, giving coincident positions for the 2 cross-drains. Hence the nearest position which preserved the shape of the polytope was chosen for the new vertex, this being point 4 .

(a)

(b)

POLYTOPE SEARCH FOR TWO CROSS-DRAINS
FIGURE 8.4

Evaluation of vertex (4) identified vertex (3) as having the current highest cost. This vertex was then reflected about the centre of (1)-(4) and the new vertex (5) was identified and evaluated.

Of the current vertices (1, 4 and 5), (1) was the most expensive. Hence a vertex at (6) was identified and evaluated.

Of the current vertices $((4)(5)$ and (6)), (5) was the most expensive. As the next vertex would have been point (400,400) giving coincident crossdrains, and there was no other new point available for a vertex whilst preserving the same size and shape of polytope, the logical next step would have been to decrease the polytope size and to continue the search. The search was, however, terminated here as it was felt that sufficient information had been gained about the method. At termination the cheapest vertex was (4) having cross-drains at 400 and 600 m from the base crossdrain.

| Table 8.3 | Polytope Search |  | Cost |
| :---: | :---: | :---: | :---: |
| Vertex | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ |  |
| 1 | 400 | 800 | 106271 |
| 2 | 400 | 1000 | 106841 |
| 3 | 600 | 800 | 106367 |
| 4 | 400 | 600 | 105926 |
| 5 | 200 | 600 | 106249 |
| 6 | 200 | 400 | 105944 |

### 8.5.3 Conclusions.

The results confirmed one finding of the one dimensional search, namely that the optimal number of cross-drains was not obvious and could be quite large, due to the close spacing of the optimal cross-drains in the cases investigated.

Thus for a complete optimisation, polytope searches for 2, 3, 4 etc. variable cross-drain positions would have to be implemented. Although such a procedure is possible for up to about 6 variables using the Polytope method it would require a large number of function evaluations and be very inefficient.

Hence it was felt that although a Polytope search could be applied if the number of cross drains were known, the technique was not suited for the present case.

### 8.6 Dynamic Programming Approach.

It had become clear that any method which relied on the number of cross-drains being predetermined was of little practicable use, as results indicated that several cross-drains were normally economical, rather than zero, one or two.

The research done on the variable manhole position problem (Chapter 7) had shown that I.S.D.P. was capable of handling a similar situation and it was decided to investigate whether I.S.D.P. could be applied again.

### 8.7 Variable cross-drains and the modified serial system.

Section 7.6.2 introduces the concept of a modified serial system, essential for the implementation of I.S.D.P. Consider now a typical length of highway drainage consisting of a base cross-drain fixed in position into which run three roughly parallel carriageway drains. (Fig.8.5a)

It is possible to define a modified serial system in the following way.

(d) MODIFIED SERIAL SYSTEM

FIGURE 8.5

Define a set of possible discrete cross-drain positions $a, b, c$, etc. along the length of the drainage network. (Fig. 8.5b)

Let each of these correspond to the downstream end of a stage in the modified serial system. The output from a stage is then the lower pipe level and larger pipe diameter of the pipes that meet at the downstream end of the cross-drain. The input to a stage is the output from one of the upstream stages. Figure 8.5cshows a typical stage and Figure 8.5d the modified serial system.

### 8.8 Applying I.S.D.P. to the variable cross-drain problem.

The I.S.D.P. can now be structured as follows.
For cross-drain (a) obtain minimum costs for a set of output states for the network consisting of the cross-drain at (a) plus the length of carriageway drains upstream of the cross-drain.

For cross-drain (b) there is either no cross-drain upstream, or a cross-drain at (a). Hence obtain minimum costs for a set of output states at (b) considering both of the following possible networks.
i) cross-drain (b) plus all carriageway drains upstream.
ii) cross-drain (b), plus carriageway drains from (a) to (b) plus the set of minimum costs corresponding to input states at (a).

In general a cross-drain stage may have any of the possible upstream cross-drains forming its input state, or none at all.

In this way the I.S.D.P. proceeds downstream to the base cross-drain, giving a set of minimum costs corresponding to a range of depths and diameters. The process may then be continued by conventional D.P. through to the downstream end of the network.

When the overall minimum network cost is identified the solution can be traced back up the network and the optimal plan identified.

### 8.9 The design of a stage

The design of a cross-drain stage consists of finding the least cost solutions for all possible networks upstream for a range of output states. As outlined in Section 8.8 , this is accomplished by considering the nearest upstream cross-drain to be in each possible position, or there to be no upstream cross-drain. Considering just one position of the upstream cross-drain, Fig. 8.5 c , the problem can now be stated as follows:

Given a set of input costs corresponding to input states $S(i n)$ find the set of designs for the network between the cross-drain that minimises the costs corresponding to output states $S$ (out).

This can be done conveniently using the MANVAR model, thus giving optimal intermediate manhole positions and optimal pipe slopes and diameters.

### 8.10 Establishing the ranges of value for the state variables

For any D.P. process the ranges of values of the state variables need to be defined,ie. in Fig.8.5c the limits on $S(i n)$ and $S$ (out) need to be fixed.

The range of the pipe level could be fixed in relation to the ground level, but this is rather inefficient. It is far better to fix the range in relation to the maximum possible pipe level, which will generally coincide with the "minimum cover" design for a given upstream network.

Here, however, the network upstream is not predetermined, and hence there is no unique minimum gradient design from which to obtain an upper limit on pipe level.

Hence all possible upstream networks should strictly be considered in obtaining the upper limit on pipe level at a given cross-drain position.

If pipe diameter is also a state variable (i.e. if diameters are constrained not to decrease in a downstream direction) then the maximum pipe diameter may be obtained from the same "minimum cover " design procedure.

### 8.11 Design flows

So far in this chapter it has been assumed that design flows can readily be calculated for the individual components of the design stages and that flows at the main stages are independent of the networks upstream.

Taking the former point first, provided the inlet points for flows into all the carriageway pipes are defined (e.g. gullies) or are continuous along the pipe lengths (e.g. French drain) then for each subnetwork, design flows can readily be calculated as for the MANVAR model.

The latter point requires rather more attention. Consider the flow just downstream of F in two extreme cases (Fig. 8.6a and 8.6b)

Using the Rational method as an illustration, the design flow at $F$ depends on the time to concentration $t$ and the catchment area A. A will be equal for the two cases. However the time for case (a), $t(a)$, will depend on the full flow velocity for pipes $A D, D E, E F$, being largely dependent on the velocity of flow in AD. For case (b), $t(b)$, will depend largely on the velocity of flow in IF, which, being necessarily a larger pipe than $A D$, will usually have a significantly higher flow velocity.

As an example, if $A D$ is of diameter 150 mm throughout its length, if IF is 225 mm throughout its length, if $A D=1000 \mathrm{~m}$ and if $I F=900 \mathrm{~m}$ and all pipes are at a gradient of 1 in 250 , then $t(a)=1550$ secs. and $t(b)=1260$ secs. for typical pipes. For a 1 year storm, design flow $Q(b)$ is then $10 \%$ higher than design flow $Q(a)$. 8.12 Cross-drain sets with networks upstream

It is possible to have branches joining into the component drains of a cross-drain set. Such an arrangement is shown in Figure8.7a. This

(a)

(b)

DESIGN FLOWS WITH VARIABLE NETWORK

FIGURE 8.6

(a) CROSS-DRAIN SET WITH BRANCHES JOINING

(b) CROSS-DRAIN SETS WITH A COMMON BASE

FIGURE 8.7
presents no theoretical difficulty, as the situation can be handled as follows:

1) Identify all such branches, and identify the manholes (e.g. $X, Y$ ) at which they enter the cross-drain set.
2) Define range of discrete output states for the branches at these manholes.
3) Obtain by MANVAR the set of minimum costs for these discrete output states.

The main cross-drain set I.S.D.P. design may then proceed, incorporating the sets of branch costs.

### 8.13 Cross-drain sets sharing a common base cross-drain

Frequently two sets of parallel drains enter a common base drain, one from either side as in Figure 8.7b. This raises a theoretical difficulty with the proposed method, as it has so far been assumed that a cross-drain set can be designed in isolation from any other cross-drain set.

Imagine performing the I.S.D.P. process on set A. The final crossdrain position considered is the base cross-drain $Q P$.

A range of states at $P$ is considered, and the minimum costs of arriving at those states is obtained, considering only cross-drain set A, i.e. excluding the effect on the pipe level at $Q$ of the drain entering $Q$ from cross-drain set $B$.

These costs include the cost of drain QP.

Imagine now the I.S.D.P. process on cross-drain set $B$. A new set of minimum costs will be obtained for the states at $P$, again including the cost of the drain QP.

These two sets of costs at $P$ can then be combined to form a single set of optimal upstream costs over the range of states at $P$. These will
however include drain $Q P$ twice. The D.P. will then proceed to the network outfall. The final network trace back will identify one state at $P$ from which the optimal set of drains for $A$ and $B$ will be identified. However, base drain QP may well have two different designs for the two different cross-drain sets. Indeed the pipe levels at $Q$ may well be quite incompatible.

Theoretically, then, it is necessary to consider the two cross-drain sets simultaneously in the I.S.D.P. process. Such a procedure would involve severe computational penalties even if a sound method could be evolved, and so was pursued no further.

In practice, therefore, cross-drain sets sharing a conmon base crossdrain are designed as if they had separate base cross-drains. It is in fact unlikely that the cost of the base cross-drain will exceed about $1 \%$ of the cost of the upstream drains in any normal network. Hence its effect on the positioning of the cross-drains is likely to be minimal. The problem of two differing trace-back solutions for the base cross-drain is overcome by using the procedure described in the following section which describes a practical model.

### 8.14 A practicable model - CROSSVAR

### 8.14.1 Introduction

A model based on the I.S.D.P. approach was developed for the variable cross-drain problem. The model, CROSSVAR, breaks the optimisation problem into three parts.

Firstly, cross-drain positions are determined. Next intermediate manhole positions and pipe diameters are found. Finally pipe slopes are determined. The last two stages are equivalent to the MANVAR model.

CROSSVAR is implemented by two programs, SOKT and MODiX linked as shown in Fig.8.8. Both are generally run twice.

SORT accepts in card format input data describing the road geometry and network layout, and a set of design parameters. It outputs on magnetic tape a complete set of input data for MODsX.

A flow chart for SORT is given in Fig 8.9 and a program listing is given in Appendix $F$.

MODEX operates in one of two modes. If there are any cross-drain positions to determine, it will do so and output in card format the geometry corresponding to the resultant pipe network. This is then processed by SORT, and returned to MODEX which, because there are now no cross-drain positions to find, will operate in its second mode. In this mode it will perform the same function as program MOD in MANVAR (see Section 7.13) producing first a set of optimal manhole positions and pipe diameters and then a set of pipe gradients.

CROSSVAR was so structured for two main reasons. Firstly, as explained in Section 8.13, it is not possible to obtain a theoretically correct solution for the common case of two sets of cross-drains sharing a common base. Hence some approximation is necessary, the most satisfactory being to assume two base cross-drains independent of each other for the purpose of establishing cross-drain positions. Having established these, the optimal solution for the resulting network can then be obtained assuming a joint base cross-drain by re-running MODEX with no variable cross-drains.

The second reason is that of program efficiency. The time taken to produce a design with a single program run is an order of magnitude greater than that taken to run the program twice, once to establish cross-drain positions, and then to complete the design, whilst the results obtained are usually identical. The disadvantage is that the solution could be suboptimal in the latter case, if the cross-drain positions are sensitive to the choice of grid spacings for the manhole positions and pipe levels. (See jection 8.19)
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FLOW CHART FOM PROGRAM SORT
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### 8.15 Program MODEX

Flow charts for program MODEX are given in Figures 8.10 and 8.11, and a program listing in Appendix $G$.

Essentially MODEX is a version of MOD, extended to include a variable cross-drain facility. The program takes each branch of the network sequentially from the upstream ends, and if the branch is not a member of a cross-drain set, performs an ISDP optimisation for a range of downstream states.

When a member of a cross-drain set is identified, control is switched to a subroutine XDSET. This subroutine controls the I.S.D.P. optimisation for the cross-drain set, identifying subnetworks between cross-drains, which are then optimised by calling SUBNET.

MODEX has an important refinement over MOD in that it was realised it was not essential to perform a minimum cover design at the start of the program. This was done in MOD to establish the upper limits on the state variables throughout the network. In MODEX, the minimum cover design is done for a branch at a time, just before that branch design is optimised. This overcomes the problem of the network not being defined initially.

MODEX consists of about 1900 lines of National Computer Centre Standard Fortran and is hence largely machine independent. Data is stored partly in two main arrays, these being dynamically addressed to minimise core storage requirements, and partly on two magnetic tape workfiles for bulk storage of data that is not being currently used by the program.


FLOW CHART FOR PROGRAM MODEX - Main Program

FIGURE: 8.10


FLON CHART FOR PROGRAM MODEX - Subroutine XDSET
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### 8.16 Optimising Parameters for CROSSVAR

The CROSSVAR programs were written to cope with any reasonable combination of optimising parameters.

These parameters are as follows:

1) Cross-drain resolution, i.e. the spacing between possible cross-drain positions.
2) Manhole resolution, i.e. the spacing between possible manhole positions.
3) Number of pipe diameters considered at each manhole.
4) Width of the pipe level zone
5) Number of discrete levels within pipe level zone.

Rather than generating cross-drain positions at specific intervals of chainage along the road, it was thought better to specify the manholes that they would connect. Hence the spacing of possible cross-drain positions is in fact a multiple of the spacing of possible manhole positions.

The possible manhole positions are generated along each branch of the cross-drain set and numbered. Possible cross-drain positions are generated from the base cross-drain upstream and defined by the corresponding manhole numbers.

Dsing this system all possible manhole positions can be generated initially.

Parameter 1 is used only in the first run of SORT and MODEX. Parameters 2, 3, 4 and 5 are specified independently for the first and second runs of the program. Hence a coarse initial run can be used to establish cross-drain positions, followed by a finer process for establishing manhole positions and pipe diameters.

### 8.17 Program of Testing for CROSSVAR

A program of testing was devised for CROSSVAR, to check its validity and to choose suitable optimising parameters. The program was as follows:
(1) Check compatibility with MANVAR
(2) Find typical cross-drain spacing
(3) Test whether I.S.D.P. can be truncated by considering only a certain number of possible upstream cross-drain positions
(4) Test the stability of the solution (for cross-drain positions) to variations in the optimising parameters 2, 4 and 5
(5) Find suitable values of optimising parameters 2 to 5
(6) Find the effect of cross-drain resolution (parameter 1) on overall optimal cost
(7) Choose suitable values for cross-drain resolution
(8) Run using other networks

### 8.18.1 Checking CROSSVAR with previous results

The first runs of the CROSSVAR model were to check that it was fully consistent with the MANVAR model. Hence these test runs were performed using CROSSVAR without its cross-drain optimising capability.

Three test runs were performed on two networks and compared to runs using MANVAR.

The first of these was on the network shown in Fig. 7.16 and described in Section 7.14.5. The results from the two models were identical.

The other two tests were on network 3 (Figure 7.11) using two sets of design parameters. The results differed very slightly from MANVAR. This was traced to a minor error in the MANVAR programs. However the results were substantially identical.

### 8.18.2 Finding Typical Cross-drain Spacings

The second set of runs were aimed at finding typical cross-drain spacings. Five runs were performed on network 4 (Fig 8.12a) using first of all a coarse spacing of possible cross-drain positions, and then gradually finer spacings.

The results of these runs are illustrated in Figure 8.13. For run 5 , the spacing between cross-drains was limited to 250 m to reduce program execution time. The result is therefore somewhat artificial.

In general the runs show that optimal cross-drain spacings were between 150 m and 500 m for this network.

It would seem reasonable therefore to limit the maximum cross-drain spacing in order to truncate the I.S.D.P. process, thereby considerably reducing computation.

(a) NETWORK 4

(b) NETWORK 5
note: all dimensions in $m$.

FIGURE 8.12
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# 8.18.3 Stability of Cross-Drain Position to Variation of Parameters. <br> The third set of runs were to examine the stability of the optimal cross-drains to variations in three of the optimising parameters. All runs used Network 4 (Fig. 8.12) 

a) Manhole Resolution

The first parameter investigated was the manhole resolution, which was allowed to vary from 25 m to 150 m (the maximum spacing permitted), whilst the cross-drain resolution was held at 150 m . Having established cross-drain positions, the second optimisation used a new set of optimising parameters which were identical for all runs.

Results for these runs are shown in Table 8.4

It can be seen that alteration of the manhole resolution from 25 m to 150 m produces just one change in the cross-drain positions. This change leads to a very slight ( $0 \cdot 1 \%$ ) increase in the cost of the final optimal network. Overall execution time for the program decreases by a factor of between 6 and 7.

In these circumstances it would seem reasonable to consider only a manhole resolution equal to the maximum specified spacing of manholes, assuming this to be not greatly in excess of 150 m .
b) Width of Pipe Level Zone

The second parameter investigated was the width of the pipe level zone in the initial stage of the model.

As a preliminary to this, one run was performed using a zero width of zone for this stage, i.e. a minimum cover design.

This produced a design which at $£ 118124$ was about $1 \%$ more expensive than the optimum. The number of cross-drains generated was larger than


## SENSITIVITY OF CROSS-DRAIN POSTTIONS TO OPTIMISTNG PARAME'RETHS

TABLE 8.4
that for any previous run, probably due to larger pipe sizes being generated by the low gradients.

As the manhole resolution was quite fine, ( 25 m ), the run involved a moderate execution time of 232 secs. The idea of using a minimum gradient design to establish the cross-drain pattern was rejected as it was felt that better solutions could be obtained in less execution time by a suitable choice of parameters.

The main series of runs varied the width of zone from 1.0 m to 4.0 m , the top of the zone being at a minimum cover design level. The remaining optimising parameters were held constant, the values of manhole resolution being 150 m , cross-drain resolution being 150 m , number of levels being 11 and number of diameters being 3 .

The results are shown in Table 8.4. These indicate that there is no advantage in having a wider zone whilst keeping the number of discrete levels the same. In fact, if the spacing between discrete levels becomes excessive, the solution may well become sub-optimal as in run 44.

## c) Number of levels in zone

The last series of runs in this section investigated the effect of varying the number of levels within a zone of fixed width.

Four runs were performed using a standard zone width of 4.0 m , manhole and cross-drain resolution of 150 m and 3 pipe diameters. The number of levels were varied from 11 to 41 , giving spacings of 0.4 m to 0.1 mbetween levels. The results are shown in Table 8.4.

Only the first section of CROSSVAR was implemented for these runs. This, however, was sufficient to show that the cross-drain positions remained stable for spacings up to 0.2 m ,

### 8.18.4 The effect of cross-drain resolution on the optimality of the solution

The fourth set of runs were designed to find how the cost of the optimised network varied with the choice of cross-drain resolution.

Network 4 was again used, for cross-drain resolutions of from 100 m to 500 m . Manhole resolution and maximum manhole spacing were taken as $100 \mathrm{~m} . \quad \mathrm{A}$ zone width of 1 m with 11 discrete levels was adopted together with 3 possible pipe diameters.

The results are plotted on the graph of Figure 8.14.

As one would expect, the general trend is for the solution to decrease in cost as the spacing decreases. There is not however, a great increase in execution time and it would seem sensible to adopt a cross-drain resolution equal to maximum manhole spacing.

### 8.18.5 Runs using other Networks

Two runs were performed using other, more complicated, networks. These were primarily to test that the program was capable of handling such networks and to see whether the results it gave were sensible.

The networks used were Network 5, Figure 8.12b, and Network 3, Figure 7.11. The resulting designs are shown in Figure 8.15(a) and (b).

### 8.19 Choice of values for the Optimising Parameters

The choice of values for the optimising parameters is not obvious as it depends on a trade-off between computer resources and the degree of optimality of the design.

However, it seems from the examples used in this research that the first part of the program can be run with the following values of parameters and
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(b) MODEX SOLUTION FOR NETWORK 3
still, in most cases, achieve the optimal set of cross-drain positions for a given cross-drain resolution.

```
Manhole resolution = maximum manhole spacing
Pipe level zone \(\quad=1.0 \mathrm{~m}\)
Discrete pipe levels \(=6\)
Discrete pipe sizes \(=3\)
```

The choice of cross-drain resolution is less obvious. It would not seem sensible to decrease the spacing below the maximum manhole spacing. A value of cross-drain resolution equal to the maximum manhole spacing is thus suggested.

For the second part of the program, it is necessary to alter the manhole resolution to 25 m (or a convenient factor of the cross-drain resolution close to this value), and alter the number of pipe levels considered to 11 . This will give a set of manhole positions and pipe diameters close to the optimal set, if not actually opoimal.

### 8.20 Conclusions on the use of CROSSVAR

This chapter shows that an optimal drainage design model capable of dealing simultaneously with variable cross-drain positions, variable intermediate manhole positions, variable pipe diameters and gradients can be implemented using the I.S.D.P. approach.

Using a sensible choice of optimising parameters the execution times on a large computer are reasonable, the costs involved being only a small proportion of the likely saving on construction costs.

On the examples tested, the savings made by using the CROSSVAR model instead of the MANVAR model with fixed cross-drain positions are not large. As execution times for CROSSVAR are up to an order of magnitude larger than for MANVAR, it was decided not to proceed with a commercial version of CROSjVAR at this stage. It was felt that the extra program length, execution cost and documentation would have discouraged engineers from using it.
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### 9.1 Introduction

In this chapter a further problem involving variable plan optimisation is examined and a method of solution is proposed. The proposed method has not been tested.

### 9.2 Connecting several sources of flow to a single main drain <br> A typical variable plan drainage problem might be posed as

 follows:Given sources of known drainage flow at manholes $A, B, C, D, E, F$ in Fig. 9.1 a connect them in the least cost way to the outfall manhole 0 , whilst satisfying all the usual drainage design constraints (see section 2.3). Such problems may indeed be applicable to other forms of network, for instance water supply, roads and gas.

Wilson (ref. 25) attempted to form a model based on Geometric Programming, with the simplifying assumption that there was a straight main drain into which each of the others connected (eg AO in Fig.9.1b) However, he met with severe problems due to optimal solutions involving manholes coinciding and a large number of equality constraints.

### 9.3 A DP approach - MULTTCON

It is necessary to make two simplifying assumptions. The first is that each manhole is connected to a single main drain. This excludes the possibility of a branch drain linking several manholes before connecting to a main drain. Secondly it is necessary to predefine the order in which the manholes are connected al.ong the length of the main drain. In the example it is assumed they are connected in the order ABCDrir. Note that it is not necessary for the main drain to be straight.

For simplicity it is assumed that pipe diameters may increase down the network, although a restriction on pipe diameters can readily be incorporated.

Working from the upstream end of the network consider first manhole A. This can be considered as the start of the main drain. Consider now manhole B. A drain will run from manhole $B$ to join the main drain at an unknown position, say $B^{\prime}$, or possibly the main drain could run through B. Consider a grid of points representing possible positions for this junction $B^{\prime}$. This grid may include point B. (see Fig. 9.1c)


For each possible grid position $B^{\prime}$ calculate the minimum total cost of connections $A B^{\prime}, B B^{\prime}$, for each of a range of discrete pipe depths at $\mathrm{B}^{\prime}$. This could be done using the MaNFIX model. Moving on to manhole $C$, consider a grid of possible junction points $C '$ and obtain for each grid position and discrete depth the minimum total upstrean cost. This consists of the cost of CC' plus the cost of $B^{\prime} C^{\prime}$ plus the previously obtained cost of the network upstream of $B^{\prime}$, and may be obtained by using MANFIX on the subnetwork consisting of CC' and $B^{\prime} C^{\prime}$ for every feasibie position of junction $B^{\prime}$.

In this way the design proceeds downstream and the minimum cost of the network can be found for a range of depths at the outfall manhole. Hence the overall minimum cost can be selected and the solution traced back up the network. A typical solution is shown in Fig. 9.1d. A flow chart for this procedure is shown in Fig. 9.2.

### 9.4 Comments on the method

The main disadvantage with the model is that the order of connection must be predetermined. For example, a solution in which $C$ was connected into the main drain before $B$ would not be considered. However it can allow $B$ and $C$ to be connected at the same point thus overcoming a problem that wilson found (see Section 9.2) and indeed can allow the main drain to pass through the sources of flow.

If lengths between junctions, or lengths from source manholes to the main drain justify the inclusion of intermediate manholes, then MANVAR can be used to establish the minimum subnetwork costs.

A computer program has not yet been written to implement the method so no practical problems such as storage requirements or execution time can be discussed.

Applications in sewer system design could be considerable wherever some freedom of choice exists in the positioning of manholes. The discrete nature of the possible solutions may itself be valuable in accommodating problems in which manholes are limited to a small number of possible discrete positions. For example, this can arise if manholes are to be at street corners or in road verges.


FLOW CHART FOR MULTICON
FICURE 9.2
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## Chapter 10. Conclusions and Areas for Further Study

### 10.1 MANFIX

A study of previous work on the optimisation of fixed plan drainage networks provided a good basis for the development of a new and efficient Dynamic Programming model called MANFIX . This correctly handles the constraint that pipe diameters should not decrease in a downstream direction by the use of two state variables in the D.P. process. Although the number of elemental designs at each stage is thereby greatly enlarged, the actual computation time is not unduly increased due to each elemental design being greatly simplified. The final solution produced is fully consistent with the method chosen for determining design flows. This is accomplished by using the D.P. to establish the set of optimal pipe diameters, and then using these diameters in a final fully consistent design process to establish pipe gradients.

Results show that the set of optimal pipe diameters can be reliably found by the use of a very coarse D.P. grid, using an initial "minimum cover" design to establish a set of approximate flows and bounds on the D.P. process. Hence the process is comparable to DDDP in computer time and storage requirements with the possible advantage of simplicity.

A separate computer program was not developed for MANFIX, but the model was an essential foundation for MANVAR, the variable manhole position model.

### 10.2. MANVAR

The problem of optimising the number and position of manholes along the line of a non-branching drainage run required the introduction of a new type of D.P.

This was termed Indeterminate Stage Dynamic Programming (ISDP) as the number of stages in the final solution is not predetermined. The
concept of a set of discrete feasible positions for intermediate manholes provides the key to the problem, enabling ISDP to be used in an elegant procedure. The choice of a suitable set of optimising parameters leads to an efficient and fully practicable computer program. Whilst savings in construction cost over non-optimised schemes are not as great for road drainage networks as for other forms of drainage, it is clear that for a very modest computer running cost, large sums of money can still be saved. The model is flexible enough to allow a great deal of freedom in the choice of optimising parameters so that they can be altered at will to allow for varying computer costs.

Schemes designed using MANVAR produced solutions with levels close to the minimum possible cover but with generally smaller pipe sizes. 'Ihis was accomplished by minor changes in pipe gradients and better positioning of manholes. The resultant designs are usually better from an engineering viewpoint in that less of the network is at minimum gradient and hence is less likely to suffer from siltation and blockage.

A fully commercial version of MANVAR for use in the design of new road drainage schemes (DAPHOP) was produced and is undergoing trials by the Department of Transport.

### 10.3. CROSSVAR

The ISDP process was used for the more complicated problem of finding the number and position of drains crossing the road to linkparallel carriageway drains.A set of feasible cross-drain positions is first identified and a coarse ISDP design performed to establish the set of optimal cross-drains.

The resultant network is then optimised using the MANVAR procedure. In this way a near optimal design of cross-drains, manhole positions, pipe diameters and gradients can be achieved for a typical road drainage problem.

CROSSVAR is not fully optimal for design flows that are dependent on the network, but gives a solution which is probably very close to the optimum.

A practical computer program was written and tested successfully, but a fully commercial version was not produced.

Experience in the use of CROSSVAR showed that the optimal number of cross-drains in the typical road drainage program was not at all obvious, and that the overall network cost was not very sensitive to cross-drain positions.

### 10.4. MULTICON

MULTICON demonstrates the adaptability of the general D.P. approach to drainage network problems. A variable layout problem, completely different from those tackled by MANVAR and CROSSVAR, is solved by D.P. This is the case of a number of manholes connected by drains to a single main drain. The method involves defining a set of discrete possible positions for each junction manhole, and using manhole position, in effect, as a state variable. This idea developed from the use of ISDP in the MANVAR and CROSSVAR models, but as yet MULTICON has not been implemented.

### 10.5. General Conclusions

Due to the complexity of optimal layout problems for storm drainage systems no single "black box" algorithm is possible at present or likely to be developed in the foreseeable future.

However the general D.P. approach has been shown to be highly effective if correctly tailored to the individual type of network considered.

Road drainage is one such type of network and alternative network optimisation models have been developed and tested using ISDP. These
are both fully practicable and show worthwhile savings over non-optimised solutions, (see also Ref. 62).

To demonstrate the suitability of the general DP approach one further type of network was examined and a DP model formulated for its optimal solution.

### 10.6. Areas for Further Study

The possibilities for further work in the general area of storm water drainage optimisation are numerous. These possibilities include the development of optimisation models for other typical types of network. It is likely that any successful work in this area will involve some form of D.P. due to the serial nature of drainage systems.

The MULTICON model requires the writing and testing of a computer program to test its validity and efficiency. Problems could arise when using network dependent design flows and some approximate procedure may be required as in the MANFIX, MANVAR and CROSSVAR models. It may indeed be of greater use for foul sewerace networks, or as the basis of an optimisation model for other distribution systems (e.g. water supply aqueducts).

The concept of ISDP needs further exploration to see whether other engineering optimisation applications exist.

MANFIX, MANVAR and CROSSVAR have been implemented using the Rational design method for calculating design flows. The practical difficulties of using, say, the TRRL hydrograph method should be explored and the resulting designs compared with Rational designs.

The models developed have assumed no possibility of detaining flood waters by ponding in special tanks, ponds or oversized pipes. As this is likely to be the object of considerable attention in future years,
the incorporation of such storage items within an optimal design model should be investigated.

The existing models should be further tested to investigate their sensitivity to differing forms of cost function, as this is the factor of greatest uncertainty in any optimisation process. If the "optimal" design is very sensitive to the form of cost function then further work is required on establishing the most accurate cost functions possible. However if the designs are relatively insensitive to the form of the cost function then the optimisation models are valid without further research on costs.

MANFIX could be used as a tool to investigate the effect on the cost of a network of alterations to the design parameters. Such parameters are at present selected on the basis of judgement and experience with little knowledge of the cost penalties for being over-conservative.

A version of MANFIX for use on a mini-computer should be developed. This would enable the design of small housing estate and industrial drainage networks to be performed optimally in the smallest design office.
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## APPMVDIA A

Cost Calculations Based On Spon's Architects and Builders Price Book

## A1 General

Cost of a pipe run between two manholes $=$ length $\times$ cost per m run + cost of upstream manhole.
Costs are adjusted where necessary to March 1977 prices.

## A2 Cost per m run.

This consists of the following items:
(1) pipe supply
(2) excavation of trench by machine
(3) layering and compaction of backfill
(4) removal of surplus backfill
(5) support for trench excavation
(6) smoothing the trench bottom by hand
(7) supply and placing of bedding and haunching material
(8) laying and jointing of pipes

The costs of these items are taken as follows:
(1) Pipe supply

Manufacturers' quotes $\times 1.05$ for wastage.

| Diameter (mm) | 150 | 225 | 300 | 375 | 450 | 525 | 600 | 675 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Cost ( $£$ per m$)$ | 1.86 | 4.03 | 5.80 | 8.35 | 12.55 | 15.22 | 19.83 | 25.21 |
| Diameter (mm) | 750 | 825 | 900 |  |  |  |  |  |
| Cost ( $£$ per m) | 30.30 | 34.90 | 42.60 |  |  |  |  |  |

(2), (3).(4) Excavation, Compaction etc.

Machine and operator for 0.11 hours +1.26 hours labour attendance on machine per cubic metre excavated $=\ldots 2.69 / \mathrm{m}^{3}$
(5) Trench support

| Trench depth $(\mathrm{m})$ | Cost per $\mathrm{m}^{2}$ of trench wall |
| :---: | :---: |
| $\mathrm{y}<1.0$ | zero |
| $1.0 \leqslant y<1.5$ | 0.22 hours labour $+0.00165 \mathrm{~m}^{3}$ timber $=80.46$ |
| $1.5 \leqslant \mathrm{y}<3.0$ | 0.32 hours labour $+0.00335 \mathrm{~m}^{3}$ timber $=80.73$ |
| $3.0 \leqslant \mathrm{y}<4.5$ | 0.43 hours labour $+0.00335 \mathrm{~m}^{3}$ timber $=80.91$ |

(6) smoothing trench bottom

$$
0.39 \text { hours } 1 \text { abour per } \mathrm{m}^{2}= \pm 0.56 / \mathrm{m}^{2}
$$

(7) Bedding and haunching

Cost of supply of bedding material +2.6 hours labour per $m^{3}$

$$
=£ 5.94+\varepsilon 3.74=\Sigma 9.68 / \mathrm{m}^{3}
$$

(8) Laying of pipes

| Diameter (mm) | 150 | 225 | 300 | 375 | 450 | 525 | 600 | 675 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Labour (hrs/m) | 0.25 | 0.32 | 0.40 | 0.46 | 0.53 | 0.60 | 0.67 | 0.75 |
| Cost ( $\mathrm{c} / \mathrm{m})$ | 0.36 | 0.46 | 0.58 | 0.66 | 0.77 | 0.86 | 0.96 | 1.08 |
| Diameter (mm) | 750 | 825 | 900 |  |  |  |  |  |
| Labour (hrs/m) | 0.82 | 0.89 | 0.95 |  |  |  |  |  |
| Cost ( $/ \mathrm{m})$ | 1.18 | 1.28 | 1.37 |  |  |  |  |  |

## A3 Cost of a manhole

This consists of the following items:
(1) Excavation by machine
(2) Support of excavation wells
(3) Smoothing the bottom of the excavation by hand
(4) Placing in situ concrete base
(5) Supply and placing of precast concrete manhole rings
(6) Macing concrete benching
(7) Backfilling around manhole
(8) Removal of surplus material
(9) Supply and placing of concrete cover slab
(10) Supply and placing of brickwork, access cover and frame
(11.) Supply and fitting of step irons
(12) Supply and placing of tapered ring sections (if required)

The costs of these items are taken as follows:
(1) Excavation

| depth $(\mathrm{m})$ | $0<y \leqslant 1.5$ | $1.5<y \leqslant 3.0$ | $3.0<y \leqslant 4.5$ |
| :--- | :---: | :---: | :---: |
| $\operatorname{cost}\left(\mathrm{~m} / \mathrm{m}^{3}\right)$ | 5.38 | 7.34 | 9.28 |

(2) Wall support

| depth (m) | $0<y \leqslant 1.5$ | $1.5<y \leqslant 3.0$ | $3.0<y \leqslant 4.5$ |
| :--- | :---: | :---: | :---: |
| cost $\left(\varepsilon / \mathrm{m}^{3}\right)$ | 0.46 | 0.73 | 0.91 |

(3) Smoothing bottom of excavation

$$
\varepsilon 0.10 / \mathrm{m}^{2}
$$

(4) Placing concrete insitu base $£ 3.62 / \mathrm{m}^{2}$
(5) Manhole rings

| Manhole diameter (mm) | 900 | 1050 | 1200 | 1500 |
| :--- | :---: | :---: | :--- | :--- |
| Cost (£/m) | 35.43 | 44.41 | 56.47 | 90.93 |

(6) Benching

$$
£ 45.2 / \mathrm{m}^{3}
$$

(7) Backfilling £1. 64
(8) Removal of surplus
$\mathrm{E} 1.87 / \mathrm{m}^{3}$
(9) Concrete cover slabs -

| Manhole diameter | 900 | 1050 | 1200 | 1500 |
| :--- | :---: | :--- | :--- | :--- |
| Cost (c) | 23.11 | 29.26 | 39.47 | 63.24 |

(10) Access cover, frame and brickwork

(11) Step irons
£3.30 each
(12) Tapered ring sections

Special sections tapering to 685 mm diameter

| Diameter | 900 | 1050 | 1200 | 1500 |
| :--- | :---: | :--- | :--- | :--- |
| Cost (£) | 24.59 | 31.23 | 39.51 | 85.29 |

A4 Cost Functions
Using quantities taken from typical detail dramings (ref. 48), the cost functions quoted in section 4.3 have been developed.

## APPMNDIA B <br> Cost Calculations Based on Farrar (ref. 45)

## B1 General

Cost of a pipe run between two manholes = length $x$ cost per m. run + cost of upstream manhole.

Four basic cost coefficients are defined, C1, C2, C3, C4 where
cost of pipe supply $=C 1\left(0.025+D^{2}\right) \quad$ ( $D$ in metres)
cost of a wheeled excavator $=C 2 \mathrm{c} / \mathrm{hr}$
cost of labour (generalं operative) $=C 3 \quad \mathrm{c} / \mathrm{hr}$
cost of granular bedding material $=04 \mathrm{c} / \mathrm{m}^{3}$
Default values of $C 1, C 2, C 3, C 4$ are $40,3.5,1.6$, and 3.0 respectively.
All other costs are expressed as factors of these 4 basic rates.
An excavation factor $F 1$ is defined for excavation in hard or difficult ground conditions. For normal conditions F1 = 1.0.

## B2 Cost per m run.

Four types of drain are considered as show in the sketch belows

French
(A)

French +
Gully or Carrier
(B)

Gully +
Carmier
(c)

Gully
or Carrier
(D)

The operations involved are:
(1) Excavation
(2) 'Irench support
(3) Pipe supply
(4) Distribute and lay pipes
(5) Place bedding material
(6) Place backfill or free draining mater al
(7) Compact backfill or free draining material
(8) Supply granular bedding or free draining material
(9) Remove surplus soil

The costs of these operations are as follows (all in $\dot{k} / \mathrm{m}$ run of drain) :
(1) Excavation

Cost $=b \times$ y $\times \alpha_{1} \times F 1$ where $b=t r e n c h$ width, $y=t r e n c h$ depth, and $\alpha^{2}=0.09762+0.130 \mathrm{c} 3$
(2) Trench supjort

$$
\begin{aligned}
& y \leqslant 1.5 \mathrm{~m} \text { Cost }=0 \\
& 1.5<y \leqslant 3.0 \text { Cost }=0.893 \alpha_{1} \\
& 3.0<y \text { Cost }=5.03 \alpha_{1} \\
& \text { (3) Pipe supply } \\
& \text { Drains type A and } D \text { Cost }=C 1\left(0.025+D^{2}\right) \quad \text { where } D=\text { pipe diameter (m) } \\
& \text { Drains type B and } C \text { Cost }=C 1\left(0.05+D^{2}+D_{2}^{2}\right) \quad \text { where } D_{2}=\text { upper } \\
& \\
& \text { pipe diameter. }
\end{aligned}
$$

(4) Distribute and lay pipes

Drains type A and D
$D<0.3$ Cost $=0.045502+0.20103$
$D \geqslant 0.3 \quad$ Cost $=0.217 C 2+0.389 C 3$
Drains type $B$ and $C$ (assuming $D_{2}<0.3$ )
$D<0.3 \quad$ Cost $=0.091 C 2+0.402 C 3$
$D \geqslant 0.3 \quad$ Cost $=0.263 \mathrm{c} 2+0.590 \mathrm{c} 3$
(5) Mlace bedding material

Drains type A and D Cost $=0.0502+0.32103$
Drains type $B$ and $C$ Cost $=0.1 C 2+0.642 C 3$
(6) Place backfill or free draining material Cost $=\alpha_{2} \times v_{2}$ where $v_{2}=$ volume of backfill or free draining material excluding bedding per m man, and $\alpha_{2}=0.0781 c 2+0.10463$
(7) Compact backfill or free draining material Cost $\alpha_{3} \times v_{2} \quad$ where $\alpha_{3}=0.057 \mathrm{C} 2+0.222 \mathrm{C} 3$
(8) Supply granular bedding or free draining material

Cost $=\mathrm{C}_{4} \times \mathrm{v}_{3}$ where $\mathrm{v}_{3}=$ total volume of granular or free draining material per m run.
(9) Remove surplus soil from site

Cost $=\aleph_{1} \times v_{4} \times 0.912$ where $v_{4}=$ volume of $s$ poil

B3 Cost of a mianhole
This consists of :
(1) Excavation
(2) Supports for excavation
(3) Place concrete base
(4) Place rings
(5) Benching
(6) Place concrete road slab
(7) Backfill
(8) Remove spoil
(9) Supply concrete
(10) Supply rings
(11) Supply slab
(12) Supply fittings
(13) Place brickwork and fittings

The costs of these operations are as follows (all in \&)
(1) Excavation

```
Cost = 和F1 x Volex where Volex = volume of excavation
```

(2) Supports

```
            \(y<1.5 \quad\) Cost \(=0\)
    \(1.5<y<3.0 \quad\) Cost \(=\) length \(x 1.79 \alpha_{1} \quad\) where length \(=\) length
    \(3.0<y \quad\) Cost \(=\) length \(\times 10.1 \alpha\) of a side of square hole
```

(3) Place concrete base

Cost $=0.10502+2.22 c 3$
(4) Place manhole ring and joint

Cost $=0.643 \mathrm{C} 2+\mathrm{c} 3$ (per ring)
(5) Place benching

Cost $=0.105 \mathrm{C} 2+6.67 \mathrm{C} 3$
(6) Place concrete road slab

Cost $=0.157 c 2+0.66703$
(7) Place backfill and compact
cost $=(0.13502+0.326 C 3) \times$ Volback where Volback $=$ volume of backfill.
(8) Remove surplus fill

Cost $=0.912 \times \alpha_{1} \times$ Volspoil where Volspoil $=$ volume of spoil
(9) Supply concrete for benching and base slab Cost $=3.67 C 4 \times$ Volconc where Volconc $=$ volume of concrete
(10) Supply precast concrete manhole rings

Cost $=0.391 \times \mathrm{C1} \times(\mathrm{diam})^{2}$ per $m \quad$ where diam $=$ manhole diameter $(\mathrm{m})$
(11) Supply road slab

Cost $=\mathrm{C} 1(1.04 \times \mathrm{diam}-0.68)$
(12) Supply fittings
ie. frame, cover, step irons, bricks
Cost $=$ C1
(13) Place brickwork and fittings

Cost $=0.10502+5.3303$

## B4 Costing Routine

Using the above unit rates the cost per il run and manhole costa are calculated by the subroutine COSTIT, which then gives the total cost of the pipe run.

COSTIT identifies the pipe type, calculates volumes for the mean pipe depth along a run and hence calculates the costs.

## APPKNDIX $C$

PROGRAM DRO


```
oces
OC86
oce?
Oces
OCAO
0c90
0C90
OCO!
OCO?
OCOS
OCOG
OCOS
acos
0C9%
OCO?
OC98
0 9 0 0
0901
0102
0408
0403
0106
0908
0 4 0 7
0908
0908
0109
0110
0491
0112
0193
0196
0116
0115
0116
041%
0118
0190
0920
0181
0922
```




```
        COMNON/DP/D(2O),SMIN,SMAX,DMIN,DMAX,SPNIN,SPM
```



```
        CALG SEOM (NID,OIB,KNAX,LHAK)
        L0*4{0(2)
    C-O-O-DEBINE ADDRESSES BOR MRMAYS WIP ANO DIO
        MPOP=0
        LTOP=0
        mPOP=0
        00 10 101.060
        1m(1,9)=202*MT01*1P0103*1
```



```
        jalm(lit)
        MTOTENTOT-4ID(d)
        Im(f,2)-3+80nPOT-LPOP-3*1
        IM(t,3)EIN(t,2):1
        JE|(1,B)
        LPOTELIOY*MIP(d)
        G707=6707*M1P(d)
        Jalm(1,2)
        MTOPEmPOYONID(J)
    |O conrimuE
        6N1=2*(0nPOP+6707+3*(60+1)
        LM2ELHI GMEMDOJENDOMID(6)
        LMSOLMSOMEMO-JENOOLO-1
        LMSOLNCOMENOOJENOELO
        LPYOq*GOMYOTOZOMTOY
        GPZ=GHIOMEMDOJENO
        walit (6,1000)
        WMITE (6.2000) ((IM(1,J),j-9,6),1=1.(0)
```



```
        mepuam
    1000 formar (qug/q0x,3GHagonesses Spamed im ammar IN(b0,6t)
    2000 popmay (6t10)
```



```
        15x,6%(*20,16,5x,6N6*30,16)
    ENO
```



```
0237
0835
0240
0249
0862
0243
0246
0248
0244
0147
0268
0240
0250
0351
0892
0253
0294
0255
0156
0297
0250
0259
0201
0242
0263
0844
0203
0204
0267
0208
026%
0270
0271
0272
0273
0276
0275
0276
0277
0278
0200
0841
0241
02Ed
02e3
02E4
4285
0&%
0ie?
0288
0280
0290
```






```
            mjEWEMOPJEMO
COO-ODHOW MAYY U/S DISEST
        k_1*(1,3)
        Na*\0(4)
        IF (4,09,0) 00 T0 30
```



```
            0010 JE{,M」
        10 IT(J)=0.0
            is (8.59.i) 60 10 >0
```



```
            M-{N(1-1,1)
            WEMAWMIO(x)
            d!0(men0-1)&mJ!!
            j10(%ENO=1)
            J2BNEMDEMJ
            mcOSPS=NCOSTg-1
            Ky#k@1
            DO 20 d*J4,j2
            x+x+1
        10 (G)=D!P{d)
```




```
            60 PU }7
```



```
    30 x-{N(1-1,1)
            N440-4(O(K)
            JIE(NFNO-I\**J*1
            j2amenoomJ
            K00
            0060 Jedfojt
            *)\0;
        40-17(K)=\!7{J)
            IF(N.EO,1) 60 TC 70
```



```
            men=1
            DO60 6告, N
            D060 6"4,N
            00 50 <%9,*)
            J0.4+1
```




```
            su comPtMuS
            60 NCOSTSENCOSTS-1
            70 wM1TE (6,1003) 1,W
```



```
            wetuan
```



```
                            100& EOGMAY (90.9?, B)
```



```
                    &*O
```



```
\begin{tabular}{|c|c|}
\hline 0891 &  \\
\hline 0292 & Ofmenstom miotamaxiofiolbmax) \\
\hline 0293 & AETURN \\
\hline 0396 & EN0 \\
\hline
\end{tabular}
gME OF EGFPMP, LENGTM BZ, NAME INIMY
```







```
        CO-O-ONUW AT UPSTOEAM EMO CF NUN
        C-*-00-NOM MAHY UOSTHEAN DUMS?
        EIN(NAUG,3)
```



```
        60 10 170,60,50,40),1
    60 6666-1
        j0s(LL)=Ja
        jos(LL)=Ja
        M0s(6G)om
        s0 chectci=
        mos(bl)ama
        40 mRUNBNQUMOI
            deva
            M|MA
            GO }10\mathrm{ 15
        70 1F (MGUM.EQ.1) 60 1080
            M目UHENEUNOI
            d=dDS(bl)
            mamos(bl)
            Mamos(6
            60 10 15
```




```
        W*1P( (6.1006)
            HM1PE (A,1002) (PIT(II),I|EI,NO)
```



```
            1% (WO,*O,O) RETGOM
```





```
        wגIPE (6,5005) (0IE(t),IEI, (mAK)
        HEPUA*
```



```
    10v2 coumar f10:12.31
```



```
    (&12,3)
```



```
    500Z EOHMAP (20it)
    y00J EUAMAP (10ET&;5s
    EMO
EWE CO SEGMENP, LENGYH OTO, NAME TOACE
```



B14184

## appendix d

## PROGRAM ASSEMB



```
                SUITABLE bUR INPERACTIVE USE
```



```
        2(300),GROUMD(300),01LEV(20),OHDIST(2U),NAR(10),AREADS(30).
        T1OPDS(3n), ZTUP(300), 2RUP(300),ANEA(SUO)
        f=0,000009
C-E-m-PEAD IN RASIC DESIGII PARAMETERS
        WHITE (0.1001)
        OFAD (S,2001) SHIN
        if (SHIN,LE,E) SMIN=0.004
        smax=0.1
        HR1TE (0.1002)
        GEAD (3,2001) VEGHEN
        If IVELIIIN,LE,EJ VELMJM=0,7
        WRITE {6,1003)
        NHAD 45,2001) YEIMAK
        IF (VELIIAX,LE,E) VELTMAX=6.0
        Halve (6,1004;
        READ (5,2001) DHIM
        If (OMIN,LE,E) ONINmP.O
        W&ITE (6,100S)
        READ (S,2001) DIIAX
        If (DMAX,LE,E) DMAXFG.0
        HRITE (0.1006)
        MEAD (5,2001) TIME
        IF (TIME.bE,E) TIMER2.0
        HAlTE (0,1007)
        NEAO (S,2001) RK
        IF (AK,LE,E) aK=0.15
        WRITE (6,1008)
        PEAD (5,2001) sPMIN
        IF (SPMIM,LE,E) SPMIN=3U.O
        URITE (6,1009)
        READ (5,Z001) SPMAX
        If (spmak.65,E) SMMAN-tse.0
CPO-ODREAO IN DIPE OATA
        URITE (0,1010)
        READ (5,2002) MP
        IF (MP,EQ.O) GO 10 20
        DO 10 IOT,NP
        WRITE (t,1011)
        #EAD (5,2009) S12E
        A(S)=S1ZE/1000.0
        10 COWYINUE
        gu yO }3
    20 R:POT
        #(1)8.150
        N(2):,225
        D(3)=,300
        D(4)=,375
        ((5)=.450
        0(6)=.525
        0(6)E.525
    GF-C-EREAD IN PROgRAM CONTROL VALUES
    30 tRITE (0.1012)
        READ (S,2001) D2
        IF (D2.WE.E) D2=0.5
        WRITE (0.9093)
        EAD (S,2UOZ) HENO
        MEAD (SGOUOZ) HENO
        WRITE (6,9014)
        EEAD (S,2nO2) JEM*
        TF IJEND,EQ,O) JENDEG
        HaITE (0,904S)
        PEAD (5.2002) MD
        URITE (0,1016)
        -[AD (5,2001) SPMN
        IF (SPMH, LE,E) SPIINGTO.O
CP-Pa-READ IM NO, OF DHANGMES IM DEEIGM DNOBLEM
        URITE (6.1017)
    #EAO (5,2002) $0
C-EP-DHRITE OUT DAPA TO BURHATTED FILE
    OWRITE OUT DAPA TO EURHATTEO
    LRITE {1,30UC} (D(i),In!,ND)
    LRITE (1,3002) KK
    HRITE (1,3002) TIME
    URITE (1,3002) SHIM,SMAX
    WRITE (1,3002) OMIN,DMAX
    WRITE (1,3002) spHIN,SPlIAX
    vaite (1,3001) NO
    WhifE {9,3003) LO
    dispapa0.0
    finyof=0
    *LTOT=O
C--P--PEAD IM MATA FOR EACH IRANGH
        No 290 1=1.Ln
        WRITF (C,9015)
        PEAD (5,2003) ITYPE,Y,DW
CPO-EDEREAD IN GROUND LEVEL OATA
    J=0
    4 Jedel
        H287E (0,1090)
        #[AD (5,2001) Gb(J)
        L'RITE (6,1020)
        P(AD (5,2001) GX(J)
        If(GX(J),LP,Y=O.I)
        00 70 40
```

```
C-m=-DGENEPATE POSJTJGMS UF HANMOLES
        IF (ITYPF,E4,0) GO TO 70
        00 DIST(T)=0.0
        HIsT(2)ev
        HM=2
        10 10 90
gPmomis LENEPM LESS PMAN TUICE IINIM.JM SPACINES
    70 is (Y.LF,<,O0SPI,1N-0.1) 60 7060
        nist(i)=0.0
```




```
        10 80 kes,献
        D|ST(K)有#18T(K-1)+SPMM
        if {R,{Q,NM} OIST(K)=Y
    un CONTINUE
CPOPO-RCNERAYE PERNISSIEIE MANNOLE COANEGIIOMS
        *(1)E1
        *(1)=1
        NO 360 HEZ,MM
        NO 300 LET,M
        IF (DIST(M)-01ST(L).6T.SPMAX 0.1) 10 T0 500
        RA(N)=!
        re 10 390
    340 COM%INUE
    310 t0 320 4*1, !
        |f (DIST{H}-0IST{G).LT.SPMIN=0.1) to T0 330
    320 COMTIMUE
    330 (P){M\ELO
    360 tOMTIMUE
```



```
    40 Gngumb(1)EG&(1)
        1F\NM,LT.3) 50 TO 130
        KKENMOI
        H0 120 k=2, KK
        NO 100 MESid
        IF (6x(11),G7,D1sT(x)*0,01) 60 7.) 110
    900 POMPINUE
```



```
        |(DIST(K)=6X(Mo{)S
    420 PONTINUE
    130 RAOUND(NM)OGL(J)
        MME!
        NOI
        KE0
    140 <L"K&*9
        IF (0IST(KM)=GX(RN),GT.0.01) }007016
        K(KL)ODJST(KM)
        I(KG)EGROUNL(KM)
        If (KM,EO,NH) AO FO 1.46
        if (DIST(KM)=gX(KM).6Y, -0,09) KNaKM*1
        MMOKM+1
        C0 10 }14
    145 \(%L) egx(KN)
        2(KL)=6G(KM)
        FAmxM*1
        fD TO 140
```



```
    46 NONaO
    lSO MOSamOSe!
        WRITE (6,1029)
        #EAD (5,2001) ORLEV(NOD)
        IF (OSLEV{NUB).LE,m998,9) G4 T0 160
        U\ITE (6.1020)
        MEAD (5,2009) OBDIEP(NOLS
        60 10 150
    400 H08am0SeI
C-GmemEAD IN UPSTREAH COHNECTIONS
        Mu&E?
    170 NUAENUPO1
        WRITE (6,1022)
        EEAD (5,2002) NB:(NU2)
        1% (NBA(NUS),EQ.0) GO TO 180
        6070 170
    180 NU##NUSO.
CPOEF-IOEMTIFY TOP OP ZONE AT UPSTMEAH
        2TOPUSEGRUUND(S)-DFIN
        AREAUS:0,0
        IF (WUE,EQ,U) }00 1020
        DO 190 JJE1,NUE
        renge(JJ)
        APEAUSBAREAUS GAREADS(K)
        If (2TOPOS(K).47. 2TOPUS) 2TOPUSazTUODS(K)
    190 CONTINUE
```

Cro-mecefine top uf Zuñ alõg the enanch
200 Z1NE2TOPUS
2019994999.9
266-990400.9
CO 270 JJゃ1, N
ZOUTEGROUND(JJ)-DMIII
2TOP(JJ) EAMINI (ZIN, ZOB,20L, ZOUT)
IF (JJ,EQ.NH) CO 10270

IF(NOL,EQ,O) 60 YO 220
คO $240 \mathrm{KMY}, \mathrm{NOR}$

290 COMTINUE
220809 -999994.9
60 10 24n

240 no 250 Kㄴ.」

250 CONTINUE
26L=999999.9
6010270

270 COMTINUE
2YOPOS(I)=2TOP(NM)
If ((2TOPUSR2TOPNS(1))/T.LP.SMAX-0,00U01) ©0 10275
zTOPusazTOPDS(1)+(S1AX=0,00002) $+V$
6010200
275 DO 280 गJ"q, MN

280 AREA(dग)UAREAUSO日IET(dd)ODU
AREADS(I)=AREA(NM)
WMPITOMMTOTONNE1

cistotedisforey
Cpmpenkite dara to flbe
WRITE (1.3003) HM
WRITE (1,3005) (DIST(K),K=1,NN)
WRITE (1,3006) (AREA(K),K=1,NN)
WRITE (1, 3002) (2TOP (K), K=1, WN)
URITE (9,3002) (2ROT(K),K日1,NN)
WRITE (9,3003) (KA(K),KE4,NK)
WRITE (1,3003) (KE (K),KEI,NW)
WRITE $(1,3003) \mathrm{kL}$
WITE ( 1,3002 ) ( $2(K), K=1, K 6)$
WRITE (1,3005) (X(K),K=1,K6)
WRITE $(9,3003)$ HU:
If (NUS,EQ,U) GU TO 290
URITE (i,3003) (NAR (K),KOT, NUE)
200 CONTINUE
CPOORFPROLEN SI2E
NOMHAVELO+IBT(DISTOT/50.0)*1
NWYOTENHTOT+
KLTOTEKLTUP*
WRITE (1,3003) WHYOT,KLTOT, NOMMAV
WRITE (6.1023
8909

4T7MAINIIUM GRADIENFE)






tros ecomar (5x, zanminimum mannole spacimge)
1000 PORMAT ( $5 x, 2$ GHAXIMUM MANHOLE sPACIMGE)
1010 format (SXIGIMFUR GIERARY PIPE SIZES EWTER 2EROIOTMERUISE ENTER AO
1.01 PIPES)

1012 PORMAT (5x,1GHDEPTH OF 2ONE
1013 DRMAT (5x,17HNUMEER UF LEVELSE)
1096 POMMAT ( $5 x$, 16 HNUMAER OF PIPESE)




-AIMED HIDTH)
1049 ORHAT (5x,9BAEHPER GROUND LEVEL)

ICZO CORMAT (5X,36HEMTER DISTANCE EROM UPSTREAM MAMNOLE)


2009 sommar ( 80.0 )
2002 punthat ( 10 )
2003 Ommap(10,2F0.0)
3009 ORIAAP (216)
3002 (unhar (tofb.3)
3003 foritat \{9G15;
3 nof fuarat (4uf8.0)
scos ruahat (10\&8.i)
END

APPENDIX A

PROGRAM MOD




```
    OImFNIINM MIP(2nCOQI,PIE(10000),NIT(13000),01T(4305n)
    fngieal ox
C-EO-SPECIEY MAXIMLM ARASY SIEES
    IHAYaI3NDO
    JM+M=13:00
    kmareionoo
    mmakeTondo
```



```
    call oapay
C-OE-EREAN SYGYEH gEOMFTAY GND SPORE IM DEMMANEMT ARMAYS
    CALl DATM2(WIT, PJY,NIP,OIPIIMAX, JMAX,KMAX,GMAX)
    0%w!0(2)
    Noung(1)
C-n**-SEY iviriab rbjw values io zemo
    On falMI|LMz
    1 DIB(i)=n.o
        mCOsTS=!
        1Jalm9-9
```



```
        CALL mGEAO (NID,PID,KMAX,ImAX)
C-----DRONUCE ODFIMUM OESIGN RASED ON MIMIMUM GRADIEHP FLOWS
    On }20\mathrm{ I=1.6n
```





```
    20 compinu:
```



```
C-O-D-DDODUCE BINAL OFSION OY AGPFRIMA GRAOIEIFS
    call LEvEGS GNIT,PIT,NGP,DIP,ImAX,JMAX,RMAX,LMAX,L)
    890%
    ENO
```

```
    sllganlyplmf natas
```



```
Co-\infty-*AEAR IN NUMKER OB VENPICAL ZONES ANA PIPE CHUICES
        EEAN (S.1007) MEND,JEND
        G#ITF (f,2OIS) MENDOJENS
```



```
    GEAM (5,90UN) NP,(D(1),1-1,*D)
    U#ITE (A,2OAO) PO(I),IET,MO)
C-O-N-EFAN IN ITPF ROUGHNESS IN MM.
    -EAN (5.1001) E. 
    W"ITE(0.200A) E:
    <-Ex/9n00."
cmeenerfad in timf of ENTGY
    REAR (S.1001) TIME
    WOITE (A,2ODG) PIME
    T- PMMPAOO:O
C-\infty-\infty-日EAN IN WIN ANN mAK DIPF SLOPES
    GEAN (5,4009) SHIN,SMAK
    GPIYE (A,2OO1) RMIM,ImAK
```



```
    OO-O I=9,NO
    Gr(m(1)=3M14
    10 gmav(1)=smax
C-O--nQFAN IM MIN AND max OEDPM OF COVE:
    0EAN (5,1009) D"IM,Dmax
    WDITE (A,2OAZ) DMINODMAK
t-mean|EAm IM mIM ANO mAX mAN*OLE gPaCtNE
    gean (5,9004) SpmiN,Samax
    U*ITE (K,2On3) SPMINIGPMAX
C-O-N-REAN IN OIAGNISTICS LEVEG
    GEAA (S.t002) ND
    REPURN
1000 EnRmaY (16,2(/9n58.3))
-DN4 हODmaY (2F8,3)
- onz bonmar (216)
```





```
    zon2 EnemaY (SX,T/HMIN AND maX CHVEG,GKXING,2;S,3)
```






```
    Eno
```






```
    CALI GEOM (HIP,DIP,KNAX,GHAK)
    GnaviO!8)
```



```
    NYO%:O
    M90%00
    LTOF#O
    mPOPEO
    00 10 101.6n
```



```
    1N(1.06)=1*&*कTOF*2**FOT
    J={\mp@code{(1,9)}
    MPOPGAFOT+NIP(J)
    IN(1,2)*S*2*WYOT*LYOT* 3*1
    IN(1,3)=1N(1,2)+1
    J0!4(1,#)
```



```
    Ju1*(1.2)
```



```
    10 cOMP1NU星
    LN1-2*2*NYOP+LYOT+J* (LO*9)
    GHZELMY&MFNDEJEMFONID(K)
    LN3OLN2*MEN!OJENNOLO
    LO1-1+6*H70P* 2*HYOP
```




```
    IF (WO.P0;O) REPUON
    W*1PE (A,10N0)
    W*IFE (A,2000) ({IN(i,d),dEl,6),1#\,60)
```



```
    0是祘年
```






```
    **O
```






```
            (11(20),(12(20),)\ST(20),AREA(80)
            COMNOM/LMERFIIN(SO,6),6N4,6N<,6+1,6P9,LD2,60)
```



```
            LNETCH! WFLN
            *T*im(Nel(m,T)
            (Nzein(valim,8)
```



```
            |METM{HEUN,6}-1
            4EvNOW&"{1N2!
            MFMADN{P(|N!)
C-*---DEPINE क/S sPaTt
    N|1
    20 N=y+1
C~OPO-DESIVF DAMAMETERS OEDENKENP ON OM"
            wE|NE:,TPUE.
            MXNE!M6*4
            laveim! on
            KLIVERLAMOMEND
            *NEOPD(PXM)
            KETAPAINGt2ONEND&*
            KE&NPEKEPRPONEND
            T00.EIE(K2TOP)
            GMOTANIS(KZAOT)
            nNus
            If (yDum:za;1) go T0 10
            mbenalume9
            on \ 11:4.0m
            *0|*11,11
    <0%ekकM+N!*(x)=1
    O KJMASRONOLNSON+NNUN-2
        KON=xON&1P2ON-2
            J0
    30 Jaser
```



```
            M0O
    40 mamo
```



```
            fif(mJN) 0909940.9
            1% (JPIDE.67,1) 60 T0 270
```



```
CO-CO-DEEIGE UDSTREAM STATE (NANNOLE)
            NNEv!O(YLAN)=1
        66 NNONMOT
            KNNOIMGONN
            MNEDIO(KXMA)
            KIP=ING+2OMFMO&NV
            2Papio(R2T)
```



```
            2H:B!D(xis)
            14 (:WOP.NEUN) ru po 15%
C-ON-ODEFIAF INTEAMEDIATE GROUND LEVELS
    6 DD 40 GER-FFNO
```



```
    OCNatimuf
    60 l4at
            GX\TEKNKL
            C2!\446x!T-LFMO
            12=19-1
            A=0.0
            LEvEL-9
            IF (l9,昭:givn) 60 P0 160
```



```
            43et4-1
            on TO LELB,LEND
            KGXIIMGOG*NENDOLENDOL
            (f (DIO(xfx1):GT, XY00.01) G0 P0 80
    O EOMPINUP
    0 17EL-1
        Ki2LZFINC*G*NENDOLZ
            K6xI2#KRIL2*IENO
COO-DEDEFTKE &REA OE LONG SECTION AODVE SPRAIRNT LINE
```



```
            AEnOfDCNGxG4-1)
            OOMSLIOLGOLZ
            KfxLLEKGILLOLENO
```






```
            on 4>0 leci.gz
    *2I=IN4*6OHENDOL
    CrickG7L+LFNO
```





```
    Gn to (190,400, 430),GEVE&
    0060 00 (4.40,4,30,100) a.ferit
    100 LEVFLEG
    Gn+n 1&n
    110 1EvFLES
    60 T0 110
    129 lfvele?
    OE-EODEFPNE ROOUDO CONDITIONS ANS OISTAMCE OFPWEEN MANMOLES
    160 NTMENNENTP{KLAN\rangle+1
        LFVPWPM)ELEVEL
        L(P4PM)EL!
        LL2&4FM)=12
        O!(%MPM)EXH=XHN
    ABEA(NYM)0A
```




```
    150 WTMGNNON!P(KGAN) &1
        JJ=A
    150 JJeJd**
        MMEA
    170. MMEmmel
```




```
C-0-0-(lI/A STAT: EEASIMLET)
        |F (DIT{MMJJMN\.GT.909909.0) 60 TO 250
```




```
    S(00E=(YUS-00S)/U1SY(NPM)
```






```
    1: <0%ULL,LP,PIO(KGN)
```



```
        LEVBL`LPV(MTN)
        |シし!(NTM)
        L2!(L2(47N)
        Gn 90 (240,180,220,180), lf VFL
    1A0 on P00 L0L9.l?
        KFKLAING*G*NENDOLEND*L
        *&2LExG#L-GFND
```



```
    200 COMPIMU
    210 1* (LFVML:EN,2) G0 90 260
    270 0n 330 LEL!.62
        KrRLOJNG*6*'END*IENT*L
        Mizlerori-bFNO
```



```
    230 CONPFNUE
```



```
    160 KG2L9-1*4*4*NENN*L
```




```
        101!P(*TM),C)
            C~C&BIT(MMJJNN)
            |(PP:GT.DIT(MdN)=0.,001) 60 P0 250
            #P(MJN!EC
```



```
C---m-MOVP ON TO JEXP U/S STATE
    250 If (MM.LPOTCNOS 60 P0 $70
    260 EJJNGOEJMG=4*NN
            J|!OFEN|O(<JJMf)=JENDOJJ
            F PJJPIOF.GP.JPIPE,ANO,JJ.LP:JEND\ 60 PO 160
            IE (NN,1T:N!O(NLHN)) GO 10 64
C--E-=MOVF OM TO DEXT D/S STATE
            HENN#:̈PISE.
    70 IF (M:LT.MEDD) Gn TO $0
            1E(J.LPOJFNA) GN T0 30
            18 (N:LP:NENO) 60 P0 20
    afyllem
```



```
    CNO
```




```
        60 P0 (10,2r, 30,60,50,60,70) ,d
```



```
        GETHON
```



```
        #F|IUN
```





```
        解隹N
```



```
        efy|mm
```



```
        解揞m
```



```
    #EPIIN
    ENO
```

```
446
45
66
648
648
648
49
49
471
672
473
475
47
676
676
677
678
49
40
```




```
11
\({ }_{6}^{-1} 4\)
```









```
t-ece-CNST ANA ALTEN EEFEEENCT
    10 is (Jili.ij 60 PO 20
```




```
        -1T(MJNFMD) 日月IT(I)
        IGMOMPMA
        MIT(N) ENIT(I)
    30 CONPIMUF
```



```
    1J®1J*
    hisemints
    ज10(IJ) amit(N)
```




```
    30 madan ©
    lJef Jol
```



```
    witiflamit(madmas)
    nn Tn 3n
    40 1J』1J-1
    60 CNMPIMUA
    CFTIM
    \(4 \mathrm{~N}_{0}\)
```





```
    If 101-33. \(10,40,6 t\)
    40 (fistl \(20+36430\)
    20 (10n. 0
    30 EETHOM
    60 min
```





```
    \(\mathrm{X}=\mathrm{E} / \mathrm{O}_{\mathrm{E}}\)
```



```
    is (Ans(x)-0,01) \(10,10,60\)
    60 is \(\langle N i+10\rangle 80.80 .70\)
C-0-OEEBAR
    70 \$900
    HO NIWNTOT
    6n T0 5n
    晧
```





```
SH OIMEASIAN NIP(KIAX),DID(GMAX),INS(SOI,MD(SOS
```



```
    #DE|,n
    1A-10?-1
    INO!N3-1
    InOwIDE?,
    IF (NN.NE,0) WHITF(6,1004)
C-OEOOFNG EACN ORANCN IH TURN
    or. 10 101.tC
C-*-\infty--IDFWFIFV NIIMBE要 OF MANNOLES
    J0IN(1.1)
    JWIN(I'I)
```



```
    J=1*(I,F)
    MRGENID(d)
    THSEF
    melose!
```



```
    On 10 xkatitun
    Jestl
    K|NID(J)
```



```
    IF (mN(*):GT,NOIDF) HPIPEmMA(&)
    0 CCw%imUs
```



```
    20 11={*(1.6)
        J2eJ**N*
        33-j2****
        215s010(d3)
        Dispu&en.0
        inela+9
        M(O(IG)END{PE
        *FOE FATM HANMOLE CSITIUN DOMM THE gQAVCN
        DO 65 ME2,Nm
        J4=11*1
        12*J2*1
        j\sjs+1
        OISFOSEO(O(NY)
        205=0{打})
        NISPEOICTOSEOISTUS
```



```
    stOQE(%USO!US)/0159
C-O-E-CAGPULATE VELUCITY OF FGUW ANO IDE CAPACITY
    IN CALI VELOP (SLI)OE,D(NPIPE),MK,VFL,GAD)
CO-OOO-PAICULATE CAINFAGL AND FLON
            TIMAETUQ*OISTIVFL
            CALL \AIN (BO,TIM&/60:0.01%
            FLOU|AMEA*R!/3,Gtc
            If PELOW.LT.CAOS GO $0 40
            NOIOEANDIBE&T
            GNTO 3*
```



```
    40 14E14*9
            16-18-1
            O|(|A)EflOL
            NIDIIRDENPIDE
            NIDIIRDENPIDE
```



```
            ISLOOE,DISP,AREA,VIL,FIME.MI,CAO,BLOL
            PlSETIMG
            2113-20S
            OISTUSEAISFOS
        65 CRMPIMUP
            TNSIIJETIME
            mnifjamDiot
        50 CPWVIMUP
            GEF||N
```



```
    GAOEA VELOCIPY FIME RAINEALLCAOACITY E(OW)
```



```
            EaO
SHEOOUTINE VELUC (SWPE,OIGM, RQ, V, U)
\begin{tabular}{|c|c|c|c|c|}
\hline 495 & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\[
\begin{array}{r}
\text { SUQOOUTINE VELUC } \\
\text { C-eoeecabrULAPES FLOWS }
\end{array}
\]}} & \multicolumn{2}{|l|}{(SUNPE, OIAM, QR,VIU)} \\
\hline 6.6 & & & FRCOCCLEBHOOKONMITE & FORMULA \\
\hline 6. 7 &  & PE O O & & \\
\hline \(3^{\circ} \mathrm{A}\) & \(v=0 \cdot \mathrm{Mines}\) & - A Luf & 0 (7x/3.7/01ame0.86 & 6/30/0iall \\
\hline \(6^{-9}\) & OEV*OIAM* & \(A H=\) \% & 856 & \\
\hline \(6^{\circ} \mathrm{C}\) & Qflum & & & \\
\hline 4*9 & E* & & & \\
\hline
\end{tabular}
```



```
    *4-19+Nn
    *)
    on 10n sets.ty
    *M|NG
```




```
        00 CALL CORTIY (JDIDE,OAREA,GLUS-2HS,GLDS-2DS,7!ST,C)
            CnSPsCO&T+C
            CNSPECORT+C
        qamax,vei.,c,cosy
            TUSeTUS*OIST/VEL
            211507#8
            6\U*aGLAS
            01s7usan1s7ns
            4-12
            IF(4..LT:NFN#) 00 T040
            LNIPGCNYY=C
            LJ@ld!
            PBS(LO):%HS
            20(10)=5us
            jF (60;iv;H10{2)) 6n 90 10
    afpme4
```




```
    IGL D/E GL AREA GROUNO A, FLOd CADAEIPV VEG. COSY
    2UM)
    CND
```

```
    SUEDGITINE GGADE (JOIPE,DISF,ANEA,FIIS,SLOPE,O,GPULL,V)
```



```
    COMMON/AD/D(20),GM|N(20J,GMAK(20), 8MIN,OMAX,MEND,JEND,F,NH,RX,GD
    LNETEAL NOLIS,MIMUS
    K0
    MPLISE.SALSF
    MyM|SE.SALSE
```



```
        0lamod{JOFFF)
```



```
        TIMBaPt*&n&%T/V
```



```
        OFAEEAENT/3.SE6
```




```
        4;(|4(-4)**),89))= (-2)
            K-K0!
            1F (&゙̈&".7) 40 T0 $
    10 kexel
```



```
        TIMEETU&*OI&T/V
        CAL. AITM (TO,TIME/AO,O,WI)
        #ADEAOU!/J.GEG
        IF (ABS((n)&FULG)/DFULb).LP:0;009) DETU#N
        1% (a-af(il.6) 30,20,20
    20 1: (m|mUS) EETUAN
        GODFESInPE*1.0nY
```



```
        minuse.galsP.
        GO +0 in
    30 IE (NP&(US) EETUAN
        SLOEESSLOU&゙.049
        MINHS*.F日UE.
        4PLIOE,EALSF.
        Gn vo in
        *O
```


## APPENDIX $F$

## PROGRAM SOEP




```
        nu 200 8=1, L',
        QEAN (S.IORE) ITVPE
```



```
G0-\infty--日EAD IN GRCITND LEVEL DATA
        j=j
        40 Jej+9
        G{AN (S,IAPA) ritud)
        GEAD (S.inCq; fx(d)
        IS(GX(J).17.Y=N.D(1) 00 T0 40
C-O-m-fiEJCMATE PCSITIGNS OF MANNOLFS
```



```
        60 SisT(i)=0,?
        #\ST(2)=Y
        NN42
        #? TONGQGH LESS THAN TUICE NINI'UM SPACI'IGP
```



```
        bJST(1)=0.6
```



```
        MN=3+INT((Y-DISOSPIIIN+O.1)/RESMH)
        #1ST(UN)EY
        力IST(NY-F)FY-0is
        |F (4M,EQ:3) GO TC 8%
        Hu So netain,
        |y!
        mIST(L)=0IST(L*&)-RESMM
    BO EUVTIHUE
```



```
    34 <A(1)=4
        4B{1)=1
        nu 340 Ham,inN
        01300 L"4,1
```



```
        *(''1)=L
        Ru TO 310
    3nn fuvpiJuf.
```



```
    32n PUNTINUE
    3n (a)(')=L=q
    360 F.1YTINUE
C=-00PAKEILATE GROLI'T LEVELS
            1F{tiN*:6T.3) GU TO 13n
            *K日|!M, 1
            HU 120 K=2.KK
            n0 100 leq,J
```



```
    100 C|\YINUE
```



```
        (i|fst(x)=gX(fie+))
    20 CUTPTNUE
    130 GR\UND(NH)ECLId)
        *)|{
        Cyal
        * Lan
    140 kLaKL*1
```



```
        -(RL)=DIST(KH)
        I&KL)=GRUIOfO\KII)
        If (xH, [G, lit.) fn TO is6
```



```
        kllakM&1
        Gu FO 140
    165 x(KL)@GX(KP)
        7(<L)=GL(K1;)
        HOKN+1
        GO TO 140
C-E-E-AEAD IN UPSTAEAP COP:NECTIOHS
    146 NUS=0 (WUA *& 
        gEAb (5,90N:2) It R(NIN)
        If (NAR(NUF).FN,0) 6,0 P0 180
        (1) FO 17R
```



```
        nu 100 JJEZ,N/.
    190 1NEA(Jj)Enlo(cisT(dJ)=013T(dJ-9))
        ANEA(1)=1%."
C-\infty-m-nk!IHE UFJSETS
        n" BnO JJE?, M!
    zin nFF(dJ)=OFFSET
```

```
C-m-*-nEFINE ABSNLITF CKAINAFE
            n) 240 dJ=1.1.1
    214 assx(JJ)asten+ng**odst(JJ)
        HQITE (6,ETO2) ITYPE;NILL,NNaKL
        UQITE (T)
```



```
        WKITE (6,2OHIS (OFF(K),K|f,H/N)
```



```
        WHITE (6,200.1) (ACSK(K),K^9,NN)
        WNITE (P) {A1SX(K),KE9,N*,Y
        WRITE (6,2NA1) (DIST(K),K=9,N(1)
        WRIYE (G;2NAI) (DIST(K);K=Q;NH{
        WRITE (S,2nO1) (AREA(K),K=1,NR)
        HalTE (7) (AREA(K),K=1,NN)
        if (wula,En,0) Gr T0 625
        WR|PE (6,20\cap2) (NTR(K),K=1,HUB)
        WRIPE (7) (NRR(K).K=4 ONUS)
    6 2 5 ~ م ( 1 ) P 1 N U 5
        WRIPE (6,2пN1) (2(k):K=1,kL)
        WRiPE (7) ( }2(x),k=q,k(
        WRITE (%.2009) (X(K):̈K*Y,K()
```



```
    290 c.OHFINJE
```



```
        EEAD (3,1gn卫) l:YASET
        Walfe (6,20तिz) lixOSEP
        WKITE P%)
        if (nXDSETAFMOB) ro T0 420
C---* FUR EACH SET
    no blo laq|ixisft
C----*DEAG IN PARAGLFL GRANCNES
    I=0
    600 JeJ.9
        |EAN (S,1nn?) KrA(d
        If (KBR(d),ME.7) CO YO 400
```



```
        WRTTE (6,2012) \
        WilPE (%
Co----ROR EACH IRANCH IN THIS SET
    nu 410 KE1_J
    <URA|KBR(K)
    (A=l4axD((ll-q)/KXO.1)
    COLA
    If (L;EO.T) 6C TO 406
    405 106-1
        Nellokxo
        m4(b):11
        if (L;G%.9) CC PN bus
    4.J6 if (R.NE.1) CC YO 6u7
        \MITE (6,20r.2) 1
        WHITE (;')
    4n7 wwlTE (6,Inn2) keva
        WRIPE (7) KBAA
        walTE (5,2nfi2) (m:(1,),N=9,LA)
        WHITE (T) (ANI(1,),N=1,(A)
    GIS cuNTINUE
    6?: STOP
    1004 Eunllat (FO.י口
    |ng fombar (105
    20.31 E0nTAT G10f12.3J
    20u2 E0al4f {10142}
        END
        PIvish
```


## APPENDIX G

## PROGRAM MODEX



ENO 0 E EGMENP. LENGTM $47 \%$, MAME MEDEX


| 0174 |  |
| :---: | :---: |
| 0178 | OG 60 Jai. JENO |
| 0176 | Jtamingisojblo jend) - |
| $017 \%$ | J2EHIND(J+JLASP.JEND) |
| 0178 | 0060 IEI,MENO |
| 0979 | MamEND+1-1 |
| 0180 |  |
| 0181 |  |
| 0182 |  |
| 0183 |  |
| 0144 | M2EMOMLAST |
| 0196 | IF (MI.LP. I ) ce fe 60! |
| 0186 |  |
| 0169 |  |
| 0188 | CALDagiticelo |
| 0189 | K0LnEx (8*P60) |
| 0100 | 601 CLAETie99999.9 |
| 0191 | IF (Mz.LT.1) 60 TE 602 |
| 0192 | IGLAST-10n+(J2-1) AMENOAM2 +3 |
| 0193 | IKLASTENKE MJ $+(J 2-1)$ MEND*M2 |
| 0194 | CLASPEGA (IGLAST) |
| 0193 | KLASTEKE (8KLAST) |
| 0186 |  |
| 0187 | Ga(16)a999090. |
| 0198 | If (CLAST.LT.CHLOS 60 15 003 |
| 0194 | If (CeLo.67.949999.0) 68 P0 60 |
| 0200 | KE(IK)EK日LD |
| 0208 | GA(i6)scalo |
| 0202 | 6 ¢ in 60 |
| 0203 | 603 KE (IK)EKLA8P |
| 0204 | GA(16)eClast |
| 0203 | 40 centinue |
| 0204 |  |
| 0208 |  |
| 0208 | IK2simiomJol |
| 0209 |  |
| 0210 | W1ex 3 |
| 0211 | IF (ND.LY, 1) 607660 |
| 0212 | WRITE (6.2noi) NY,161.162 |
| 0213 |  |
| 0214 | White (6.2003) (GA(I).Iak, Ki) |
| 0218 | WRITE (6,2004) IKI.IK2 |
| 0216 | WRITE (6.2005) (KE(I).IEIKI, IK2) |
| $021 \%$ |  |
| 0218 | 60 IF (NUX,LT.NX-1) GA T9 40 |
| 0218 |  |
| 0220 | IF (NX,LP, NXENO) 68 18 20 |
| 0221 |  |
| 0222 | $J=10 J+(N B=1)+M J=1$ |
| 0223 |  |
| 0284 | $L E I D T+N B-1$ |
| 0278 | 6A(L) GA(K-3) |
| 0236 | Lsion + NBel |
| 0227 |  |
| 0220 | LaIOL*NBE! |
| 0220 | ca(l)egatkeis |
| 0230 | L-IDD*NB-1 |
| 0231 |  |
| 0232 | 0570 IEs,ms |
| 0233 | Jos+1 |
| 0234 | KEK+1 |
| 0235 |  |
| 0236 | 1F (ND.LT.1) 687675 |
| 0238 | WRITE (6,2006) |
| 0238 | W日ITE (6,2004) IOK, [M2 |
| 0239 | WhITE (6.2003) (KEII),IaIDK, IK2) |
| 0240 |  |
| 0241 |  |
| 0245 | Oe 00 IAL.KETEM |
| 0244 | 40 READ (0) |
| 0248 | 9008100 TE10N, 1K2 |
| 0246 | 100 WRITf (8) KE(I) |
| 0247 | White (8) GA(10P+2),GA(10P-3) |
| 024 | KITEMAKIPEM-2K2midK+2 |
| 0249 |  |
| 0250 |  |
| 0251 |  |
| 0253 |  |
| 0254 |  |
| 0255 |  |
| 0256 0257 |  |
| 0258 0258 |  $(14 \mathrm{H} \text { (1).16) }$ |
| 0259 | 2005 Penmat (1x,18,1916) |
| 0260 |  |
| 0218 | ENO |

```
    0242
    0263
    0263
    0265
    0266
    026%
    0260
    0269
    0270
    0271
    0272
    0273
    0274
    0278
    0 2 7 4
    027%
    0270
    0278
    0200
    0201
    0 2 0 3
    0204
    8URMUTIWE WRITMY{KE,GA,NKE,NGA)
    DIMENBION KE(WKE).EA(NEA)
```



```
            COMmEN/WNEQE/J\2331)
```



```
            jF(NO.gP.O) WR!IE (S.2000)
                    MEWgNO 
                    jF (KIPEM,EE,ON ES TO S
                IF EXITEM.EE.OS
            Og3 lEj;R
            WRITE (B) (KE(I),IEI.NKES
            WRIPE (B) (GA(I),IEI,NGA)
                    WAIPE (E) (N(IJ.Ial,S)
                    WMIPE (B) SN(IJ,IEIGS)
                    WAITE (B), NITENGKITFM,NK
            IF (NIPEM,EQ,OS RETURN
            AEWSNO O
            OQ 10 EEI,NITEM
            nEAD (9) k,N,s
            #EAD (9) K, M,S
                    2000 FSRMAP (SX,IAMENTERED WRIPMY)
                    RETURN
    END
- EWD EP SEGMENP, LENGTH 170. MAWE MAITMT
```



```
,
                                    gUBROUPINE REAOMP (KE,G4,NKE,NGAS
                                    O&MENSIBN EE(NKE),GA(NGA)
                                    COMMMN/OAPA/N(S),NITEN,KITEM,NK
COMMMN/WHERE/JE2JSIS
```



```
If (ND,GT,0) WHITE (6,2000)
REWINO E
If (KIPEM, EQ,0) EO TO
If (KITEM,EO,0\rangle 60 Te s
ng IEI.KITEM
3 READ (B)
    8 READ (B) (KE(f),IEI,NME)
    ,iE1,NKE)
    RE*O (%) (Ga(I),IEI,NGA)
    #EAD (E) (N(1).IE&,5)
    AEAD (E) NIPEM,KITEM,NK
    MEAD (B) (J(1),iEI,233I)
IF (NITEM,EO,OS METURN
GEWINOO
On 10 IEI,NIPEM
mEAD (e) K,G,S
    10 WRIPE (0) K,M,S
    2000 PARMAP (SX,IANENPENED TEAOMT)
    aETURN
    ENO
ENO IP IEGMENT, LENETH 1%0. NAME REAOMT
```



| 0389 |  |
| :---: | :---: |
| 0300 | MEAO 17J NXDSET |
| 0381 | If (NXOSTP) $90.90,80$ |
| 0382 | gemamaren CACN EET* |
| 0383 | 60 De 60 NaI, NXDSET |
| 0384 |  |
| 0385 |  |
| 0380 | NUMBE $10 \times(N, 6)$ |
| 0387 |  |
| 0388 | REAO (7) IOX (N,7) |
| 0388 |  |
| 0390 | IF (NKE,LT,NM + NUMEDGNUME) CALG MESAEE (4,0) |
| 0391 | Coeomeran EACM ©fanchi |
| 0392 | De 70 Mal NUMB |
| 0393 | COEOE-REAO IN BRANCH NUNBER |
| 0394 | 㩆AD (7) $10 \times(\mathrm{N}, \mathrm{m})$ |
| 0393 |  |
| 0396 |  |
| 0397 | NK! ${ }^{\text {a }}$ NK +1 |
| 0394 |  |
| 0399 | WEAO (\%) (KE(NI), NTENKI, NKE |
| - 100 | NKEWK2 |
| 0401 | 70 TENFTNUE |
| 8402 | 30 Cencis mut |
| 0403 | 90 10KENK +1 |
| 0404 | 101aNEP1 |
| 0405 |  |
| 0408 | 10LEIOA+MBHAN |
| $040 \%$ | 100=10L*NBAAN |
| 0400 | 10Jatobenenan |
| 0408 | IDGEIDJ+MJMNBAAN |
| 0410 | IDRaNGA-Mje3 |
| 0411 |  |
| 0412 | If 1IOE, 6 P.IOP) CALL MESAGE (S.0) |
| 0413 | White (6,1001) |
| 0414 | 00100 181.9 |
| 0415 |  |
| 0415 | WRIFL (6,1003) |
| $041 \%$ | D0, 110 101.9 |
| 0418 | 110 Walpe (6.1005) 1. (PDA (1, J).je6,20) |
| 0418 | YEMEEY160 |
| 0420 |  |
| 0421 | RETUNN |
| 0427 |  |
| 0423 |  |
| 0424 |  |
| 0425 |  |
| 0424 |  |
| $042^{7}$ |  |
| 0426 |  |
| $042{ }^{\circ}$ |  |
| 5430 |  |
| n431 |  |
| 0432 <br> D435 | 1005 FGMMAT (6x, it, isffisi ENO |



```
ENO OF SEGNENP, LENGPM BOO. NAME EETUP
                                    -251 -
```




| 0781 | SUARSUPINE VEGPE (SLEPE, OIAM, 2K, V, O) |
| :---: | :---: |
| 0712 |  |
| 0713 | 80E8ORT (3LEPE O \% AM) |
| 0714 |  |
| 078 | O日V*DIAM*OIAME0.7084 |
| 078 | CETURM |
| 0818 | ENO. |

[^0]| 079 | AUBRAUTINE MGAD (NE,GA, NKE,NGA) |
| :---: | :---: |
| a719 | Cooomitis gusmoutine oesigns an indivioual ganmen to inimum gailent |
| 0720 | DIMENSIOM KE(NKE), GAPHIGA) |
| 0721 |  |
| 0722 |  |
| 0723 |  |
| 0124 | 110P,10R,10m, 108 |
| 0728 | IF (ND.GT, O) WRIPE (6.2000) |
| 0726 | C-O®OODEFINE PIPE TYPE |
| 0727 | WPIPEIMAD(TOCNE, 1).10) |
| 0728 | ComommIOENPIFY gmgund level at upataEam manhale |
| 0729 | Ne Io (NE, 10) |
| 0730 | ClUsaca(N) |
| 0731 | Cooomenfiatm ffant or mun values |
| 0132 | CALL UPVAL (KE,GA,NKE, NGA, PU8, AREAUS, 2HS,0US, GLUS |
| 0933 |  |
| 0734 |  |
| 0838 | NMHE I D ( $\mathrm{NB}, 3$ ) |
| 0736 |  |
| 0939 |  |
| 0738 | nYalaloconmmm(mJ42) |
| 0738 |  |
| 0740 | NGIEIDG |
| 0741 | NG2ENGI $\downarrow$ NMH |
| 0948 | NKIEIDK |
| 0743 | GA(NGI) 2 2 ${ }^{\text {a }}$ |
| 0744 | GA(nG2) AAREAUSmmi/3.6E6 |
| 0748 | JJEKE(NK1) |
| 0746 | NuID(NB, ${ }^{\text {d }}$ |
| 0747 | musald (NA,11) |
| 0748 | LUSaID(N8, 10 ) |
| 0749 | k日ID(NB,9) |
| 0850 | GMINAPDA(NPIPE,5) |
| 0781 | CaVEREPOA (NPIPE, 1) |
| 0782 | CNUSSO:O |
| 0733 | Cooowofor Eack mannale pesition |
| 0754 | 09.50 1a8, NHM |
| 0755 | NENOI |
| 0756 | NGIaNGI*I |
| 0788 | NG2-NG2+1 |
| 0780 | WKIaNKI +1 |
| 0758 | CMOgaga (N) |
| 0880 | D1STECNOS-CNUS |
| 0781 | 2DsE2US-DISTMEMEN |
| 0762 | mamers |
| 0763 | celus |
| 0764 | 30 mamal |
| 0768 | yaba (m) |
| 0766 | L-L +1 |
| 0767 | 2mbact |
| 0880 |  |
| 0769 |  |
| 0770 | B60.ferzus-zos)/01s5 |
| 0771 | Kakot |
| 0178 | -areagseameausagaik) |
| 0173 | Cooneocalculape ekpuineo diametem |
| 0774 | 35 Dfeplatnpipe.jJ) |
| 0778 |  |
| 0776 | CALG VELOC RSLOPE, DI, POA (NPIPE,2I,V,0) |
| 0917 | IF (V-PDA(NDIPE,3)) 38,36,36 |
| 0770 | 36 IF (VoPOA(NPIPE,4)) 42.42,43 |
| 0778 | 42 TFATUSCOISTIV |
| 0780 | CALL RAIN (AP, PF/00, 0 , RI) |
| 0718 | FLOWEAECADSETIJ3.6FO |
| 0982 | 1F (FLew,LE,O) GE PE 40 |
| 0713 | 37 JJajJol |
| 0714 | 60 P6 38 |
| 0785 |  |
| 0746 | TFAPUS+DISY/V, |




```
tp iocFleas 37，39，39
39 CALL FINDG（DI，\(V_{9}\) POA（NPIPE，2），8LEFES 208をZU8－DI事TESAPE
Memus
Lelus
（1）Momot
\(y=6(M)\)
L \(\quad \mathrm{L}+1\)
2064（L）
```




```
ge T 10
43 Vepo4（NP1PE．4）
TFBYUS＋0ISTIV
CALL KAIN（RD，TF／ 60,0, 日I
FL臽UEAGEADERI／S．6E6
\(0=0,7854 \div 01 \oplus D I * V\)
1F（ 0 คFLAW）37．44．44
```





```
IF（NMM，GT，2）CALL MESAGE（18．IS
A（NGIEI）EZUSNEM
IF（NO，G7．0）WAETE（6．10011 2USNEW
Comeensiche oamnspmeam zine Levelorgem ano pipt size
40 GA（NEI）E203
gacne2）aflen
KE（NKI）EJJ
COOEOREDEPINE UPSTREAM VALUES
CHUSECNOS
Zus．20：
AREAUSEAREADS
TUSETF
MUBEM
LUSEL
50 CANTINUE
Copeot fine END DF BnANEN VALUES
MaIDT＊NBEI
GA（m）＝PUS
```



```
GA（m）sAREAUS
\(\mathrm{MEIOL}+\mathrm{NB}=1\)
EA（M）：ZUs
\(M=I O D+N B-1\)
```



```
102＝106－2＊N4MEI
10YEIOK 9 NHMEI
1F（NO．LT．S）RETUMN
WAIPE（6．1002）IOT．IDZ．IOK．IOY
WRIPE（E．100i）（GAiti，iEiOT．1D2
WRITE（E，1002）（KE（I），IUIOK，IDY）
RETURN
1001 FORMAY（1x．Fis．3．9F12．3）
1002 Fe日mat（ix， 15,1910 ）
2000 GRMAT \(5 X_{0}\) ．IJHENTENED MERADS
CNO
```


## 



``` COOCOFIND BRANCH NB DIMENSION KE（NKE），GA（YGA）
CQMMAN／DATA／NSET，NGRAN，NA，NRIPE，NXOSET，NTTEN，KITFM，NK
COMARNPAGAM／POA \((9,20)\) ，MENO，JENO，MJ，NO，P，RD，ZO，OMAX，NMIN，OELTA
```



``` \(110 \mathrm{P} \cdot 10 \mathrm{a}, 10 \mathrm{H}_{\mathrm{o}} \cdot 100\)
If（ND．GT．O）WRITE（0．2000）
pusar
areauseo， 0
2115．990999．9
ousen， 0
C－O日E IDENFIFY NUMBE日 EF UPBPREAM DAANCHES
NUE ETO（NG，2）
IF（NUA，EO，O）BS 1020
Neto（va，Si－1
```



```
Das 10 ies，Nut
NaN＋1
CoeeroIOENTIOY EANCM NUMBER AND UPITAEAM VALUES
NBAABKE（N）
MEIDT＋NBRAEI
TUSEAMAXI（TUS，GA（m））
MEIOA＊NBRAEI
AREAIJSEAREAUS－GA（M）
```



```
EUBEAMENI（EUS．QA\｛M））
MaIOOTNBRAE！
DUSEAMAXI（OUS，BA（M））
10 EONTINUE
20 ZUSEAMINI（ZUS，GLUS－POA（NDIDE，I））
GA（IDG）ETUS
CALL SIZEN（PDA，NPIPE，ME（IOK），NUS）
IF（ND．LT．1）DETURN．
WAITE（6．2001）NE，NUB，TUS，AnEAUS，ZUS，DUS
殡PURN
2000 FGMMAT（SX．I3HENTERED UPVAL）
```



``` ISMAREAE，Fi2，3，6MLEVELE，FI2，3，5MDTAME，Fi2，3） ENO
ENO SEGMEMP LENETH 212．NAME UPVAL
```




CoO-OOMUVE AN TE NEXT O/S STATE
290 NEWNE,FALSE.
290 NEMNE,FALSE.
IF (J.LT.JEND) 6a TO 20
IF (N,LT.NEND) GS TS }1

```

```

        IEIOH* (NENO-I) EMJCI
        SaIDJ*(NS-I)*MJ=&
        jumj+1
        jA&J&I
        DE 310 KEI,MJ
        IEI*I
        JaJ.1
        GA(J)=CA(I)
    3IO CGMTINUE
        IF (ND,EO,0) RETURN
            WR&PE {6.2005) NE
            wR&7( (6.2006) (GA(J),JUJA,JB)
            IEIDT*HEDI
            JEIDA*NPOI
            MEIOL*NHOI
            Km80L*NHOI
            LG$004N8-1
            REPUNN
    2000 FGGMAT (SN,&3NENTEREO NBOUN)
    ```


```

    2004 F贯mat (1m,615,0%3.3.3{6,512,3)
    ```

```

    2006 FOmmAF fix,Fil,3,9Fi2,3)
    ```


```

    END
    END AF SEGMENT, LENGTM IOAS. MAME NBANM

```

```

        1182
        1183
        i104
        $180
        i186
        118%
        110s
        1180
        1890
        1191
        1182
        185
        1194
        1195
        1190
        180
        1109
        1100
        1201
        1202
        1203
        1204
        1204
        1200
        1207
        1208
        1200
        1210
        1211
    1212
    1213
    1214
    121s
    1215
    1216
    121%
    1218
    1220
    221
    222
    1223
    1223
    1225
1226
1227
1228
228
220
230
1231
1232
1233
1234
234
1238
1236
SUBRAUPINE PRAIL (KE,GA,NKF,NGA)
COO-O-TRACES GACK UP A BRANCN POR EACH D/S STATE AND STARES TMF TKACE ON
CO-0-ETRACES MAGNETIC TAME FILE
DIMENSION KE(NKE),GA(NGA),KPEMP(200),ZTEMP(200),DIEMP(200)
COMMEN/DATA/NSET,NARAN,NB,NPIPE,NXDSET,NITEM,KITEM,NK
CEMMEN/PARAM/PDA(O,2O), MEND, JEND,MJ,ND,T,RP,ZO,OMAY,NMIN,DELTA
COMMON/WNEREIIO(200,II),IDX(IO,12),IOA,IOL,IDY,IOM,IDG,IOD,IOJ.
110P,10N,IDN,IOH
IF (NO,GT,O) WAIFE (S,2000)
KEIDMOMJeI
MNEO
OM 50 \&E1,mJ
Co-o-alDENIIFY PRACE BAEK REPERENEE FGON ENO MANNALE
KEKOI
MJNBKE(K)

```

```

    10 if (NMOSET,OT.O.AND.MJN.BT,MJ) EO 10 20
    EmemenIDENTIDY AGTUAL LEVEL ANO OIAMETER
            IF (MJN,NE,O) 60 T0 30
            2=0.0
            080.0
            60 Pa 40
        30 Na(MJN-I)/MJ$!
            J=(MJN-NJ*(N-j)-I)/MENN&!
            MEMJNOMJ=(N-I)OMEND+(JOI)
            LaIOM&N-I
            JMAXEKEPL
            JPIPEEJMAYOJENH+J
            D#POA(NPIDE,SPIPE)
            LalDG*N-!
            Zaga(L)=DCLTAMFLOAP(Mat)
        |O WRITE (O) MJN,Z,D
            NnaNN+I
            IF (MJN.LE.MSS G0 i0 50
    C-O-O-IOENPIFY NEXP YRACE BACK NEFERENCE
20 LaIDBOMJ\&MJNOI
MJNEKE(L)
CE FO 10
50 cempinue
C-EC--CHECK GN CONTENTS MF MAG. TAPE
If (MO.tP,2) es To 10
IF NOMLT.2)
60 BACKEPACE O
DE 1O I=S,NM
READ (0) KPEMP(1), 2PEM*(1),DTEMP(1)
TO CONTINUE
WAIPE (6.1000) (KPEMP(I).IE{.NN)
WRITE (6.1001) (2YEMP(\&).IEI,NN)
WRITE (6.1001) (EYEMP(I).IEI.NN)
WRITE (6,100i) (DTEMP(Ij.Ia{,NN)
8O NITEMENITEM\&NN
GEPUAN
2000 FORMAY REX,ISHENTEDED PRAILS
1000 (0)mal (1x,18.1918)
\$001 Fonmaf (ix,Fil,3,9%12,38
ENO
END OP SEGMENT, LENGPM 28A, WAME TRAIL

```
```

1237
1238
1838
1240
1241
1242
1243
1244
1244
1843
1246
124%
1244
1840
124
1280
1281
1252
1253
1254
1255
1285
198%
188
123
123%
1260
1281
1202
1243
1264
1845

```

```

    OIMENSTUN GA(NGA)
    ```

```

\$10

```

```

    IF (ND.GPeit whete (tegt000)
    M1=0
    5100
    Jy%0
    E08PU80999009.0
            OE 20 JatiJENO
            JA@JMAXOJENDOJ
            IF (JA.LF.6) G# T0 20
            DU8चPOA(NBIPE2,JN)
            &F (0US,GT.00S40,001) 6% TE 30
            &F (OUS,GI,MOS
            ZUSaZMAXODEGFA*FLOAP(MeI!
            If (2Us,LT,20S-0.001; G: Te 20
            KENN+(Jel):MENOQMEI
            cespmGA(K)
            IF (CBSP.GE.CASTUS-0.001) S0 % $0
            csspusmcasp
                    MIBM
                            jiej
    10 CONPINUE
    20 CANPINUE
    30 CRYMNN
    2000 Fammat denolumempembo entoter
END
ENO EP 8EGMENT, LEMETH 145. NMME HRIOEE

```




\begin{tabular}{|c|c|}
\hline 1087 & SUPDEUPINE SUPPUT (KE,GA,NKE,NGA \\
\hline 1488 & DIMENSION KE(NKE), GA(NGA), GL (S), OFFSEP(S) \\
\hline 1449 & CAMMON/DITA/NSET, NRALN, NA, NPIPE, NKOSEP, NITEM, \\
\hline 1490 &  \\
\hline 1401 &  \\
\hline 1489 & \(1100.10 \mathrm{~N}, 10 \mathrm{~m} .100\) \\
\hline 1493 & White (6,2000) \\
\hline 1484 &  \\
\hline 1405 & D) 10 İlis \\
\hline 1488 & If (POM (1, 6), 67,0,008) 50 TE 11 \\
\hline 1097 & 10 Cemtinue \\
\hline 1488 & 1alo \\
\hline 1490 & 11 Nalol \\
\hline 1300 & write (4,1000) N \\
\hline 1501 & OA is IninN \\
\hline 1502 & DS \(12 \mathrm{JE1.20}\) \\
\hline 1803 &  \\
\hline 1304 & WRITE (4.1001) PDA (5,j) \\
\hline 1505 &  \\
\hline 1506 & 32 Cantinut \\
\hline 1307 &  \\
\hline 1808 &  \\
\hline 1808 & NSETEI \\
\hline 1510 & K.0 \\
\hline 1511 & D) 40 İNK.NKE \\
\hline 1812 &  \\
\hline 1513 &  \\
\hline 1814 & 0 7 74 \\
\hline 1818 &  \\
\hline 1816 & NSETENSET \({ }^{\text {c }}\) \\
\hline 1818 & ©O Cenpinut \\
\hline 1818 & NBMEENEAAN+K \\
\hline 8818 & Whtte (1.8000) Wena \\
\hline 1520 & WSET0 \\
\hline 1521 & MBen \\
\hline 1522 & NREO \\
\hline 1823 &  \\
\hline 1821 & 50 NBENB +1 \\
\hline 1528 &  \\
\hline 182 & If (NB.OT.MBRAN) GE Pt 300 \\
\hline 1837 & C-ECETHEMAER AF a CRESSOMATN SEPY \\
\hline 1524 &  \\
\hline 1529 & NRENDE1 \\
\hline 1530 &  \\
\hline 1538 &  \\
\hline 8532 & C-anorsinf dut ufspream pipes \\
\hline 1833 & CALL UPEAAN (KE, NKE,NBI \\
\hline 1534 &  \\
\hline 1338 & IPIDK+NEI \\
\hline 1538 & KE(J)aNR \\
\hline 1837 & 68 16 30 \\
\hline 1530 &  \\
\hline 1358 & 100 Nsffanstel \\
\hline 1540 &  \\
\hline 1648 & Nuyso \\
\hline 1342 & İNK \\
\hline 1543 & 120 18101 \\
\hline 1844 &  \\
\hline 1845 & NDXGKE(1) \\
\hline 1348 & Comonerer Each cmessuragn set memmen \\
\hline 1347 & D\% 200 NEI.NRUN \\
\hline 1548 & COEEOHFIND UPSTREAM AND DOWNSTMEAM MANMELE NUMEERE \\
\hline 1540 & IF (NUR,6T.O) 68 TE 130. \\
\hline 1550 & MWind \\
\hline 1331 & 6978140 \\
\hline 1552 &  \\
\hline 1533 & (140 Mhiske(j) \\
\hline 1354 & 140 SEIOX(NSET.74N) +NDK=i \\
\hline 15ss & MMZaxE(J) \\
\hline 1556 & C-تص-EFIND OLD BRANCH NUMBER \\
\hline 1857 & NUMBEIOX(NSEP, N\% \\
\hline 1850 &  \\
\hline 1850 & NRENR+! \\
\hline 1560 &  \\
\hline 1561 & Comemight out upstaEam gnanch details \\
\hline 1862 &  \\
\hline 1563 & IF (N,GT, 1 ) 60 Tf 150 \\
\hline 1561 & kKı? \\
\hline 1588 & Walt ( 6.81002 ) KK \\
\hline 1860 & KaNAE2*N*UN+1 \\
\hline \(156 \%\) & Wette (4,8000) K \\
\hline 1888 & WhITE 8548005 K \\
\hline 1568 & K日NAOI \\
\hline 1570 & Winfe. (4.1000) \\
\hline 1571 & Walte (6.1003) \(n\) \\
\hline 1872 & 150 kmo \\
\hline 1573 & White ( 4.1000 ) K \\
\hline 1574 &  \\
\hline
\end{tabular}



SUBRAUTINE LEVELS (KE, GA, NKE, NBA, MC, MK)
DIMENSIEN KE(NKE), GA(NGAI.TOS(200), ZD(200)
```





```
\(1100,10 \mathrm{M}\), IOM, 108
untif (6.1002)
25
L-00
10 L0LEt 1
MOIPEEMOO (10 (t- 17,10\()\)
CMINPPOA(NDIPE,I)
WK PODANPEPE, Z)
VAINOPDA(NPIPE,S)
VMAXEPOA (NPTPE,4)
NEND:10(LO.3)
Nu8
```



```
NatisiDf1-2)
TU最T
DISTUSD0.0
LITID(Le.10)
GLUSECA(LI)
2USELUSECMEN
AREAUS…0.0
MCUED15, 4,
```



```
Malo(L) 3) -
0030 I® 1 NA
Kikt
LEKE(K)
PUSaAMAxI(PUS.TOS(L))
ZUSEMIN1 (2US, 20(b))
```



```
AREAUSEAREAUSEBA(3)
30 CBNPINUE
```



```
40 MGEMCHI
DIMMAGA(MGOI)
HREMK 1
NOSEKE(MK + 1)
NIGENUS 11
AREAEAREAUS
DO 41 NIPANIG, MOS
```



```
- A ABEAEAREA GG(J)
Juib (Ln, 8\()\) \& NDSes
DISPD
otspedistosedispus
Comeorigno minimum ghabient cansisient witn minimum velectiv
GMIMADNA (WOIDE,S)
```



```
IF (V.ET.VMIN) G日 T0 4
CA66 TINOGIOIAM,VMIN,RK, EMIN)
C-E=O-OFINO REDUIGED GMADIENY
```



```
COQOO-OFINO D/S GREUND LEVEL
1241 +NGL
0050 Ieliob
KEI I NGL
```



```
50 ERNPINUE
60 6LDSEGA(I)
L2e1
203aCLDSecmIN
Feooenis MIN SLBPE BOLUYION FEASIBLET
```



```
205EZU8-8LEPEOLS7
68 1970
68 sLepe (2us-208)/01s9
CALL VELOC (SLAPE,DIAM, RK,VEL,OMAXI
```



```
CALL FINOC (OIAM,VMAX, WR, GMAXI
2USE20SoEmAXoOISY
SLOPEEGMAX
CALL VELEC(SLDEE, OTAM, RK, VEL.OMAK)
```



```
CALL HAYN (HP, T8ME, HI)
-sinesums/3.6en
```

```
\begin{tabular}{|c|c|}
\hline 1806 &  \\
\hline 1807 & \(70 \mathrm{LJELI*1}\) \\
\hline 1 H08 & LイEL2-1 \\
\hline 1809 & GAREABO.O \\
\hline 1810 & IF (LJ.GT.L4) 601090 \\
\hline 1811 & D2maxao. 0 \\
\hline 1812 & 0580 1363.64 \\
\hline 1815 & \(4 \mathrm{El}+\mathrm{NCL}\) \\
\hline 1414 &  \\
\hline 1815 & zutezutabimay \\
\hline 1816 & 20se208-b2max \\
\hline 1817 &  \\
\hline 1810 &  \\
\hline 1818 & MREL2*MEL \\
\hline 1820 &  \\
\hline 1821 . & \(00^{100} 101.3 .64\) \\
\hline 1822 & NEI + NEL \\
\hline 1823 &  \\
\hline 1024 &  \\
\hline 1823 & 00 EALL STZEO (PDA,NPIPE.JPIPE, DSAM) \\
\hline 1826 &  \\
\hline 1827 & C887ECAST*C \\
\hline 1828 &  \\
\hline 1820 & IOMAX, VEL.E.C日ST \\
\hline 1830 & TUSaTUS*OIST/VEL \\
\hline 1831 & 2US*20s \\
\hline 1832 & cbusactn \\
\hline 1833 & AREUSEAHES \\
\hline 1834 & Dis TUSa0istos \\
\hline 1835 & LisL \\
\hline 1856 & NUt-NOS \\
\hline 1117 & IFINDS.LT.NENDS OU TO 40 \\
\hline 1838 & Hgencti \\
\hline 1839 & MKOMK \({ }^{\text {P }}\) \\
\hline 1840 & T0:1L8) \({ }^{\text {cut }}\) \\
\hline 1811 & 20(L) 5 2U3 \\
\hline 1842 &  \\
\hline 1843 & RETUAN \\
\hline 1844 &  \\
\hline 1848 &  \\
\hline 1848 & 1 GL DIS GL AREA GROUND A. FIOW CAPAEITY VEL. CEST 3 \\
\hline 1847 & 2UM) \\
\hline 1846 & END \\
\hline
\end{tabular}
END AP SEGMENT, LENGTH S6J. NAME LEVELS
```



| 1874 |  |
| :---: | :---: |
| 1880 |  |
| 1881 |  |
| 1882 | AETUPN |
| 1883 | ENO |




[^0]:    EMD DP BEGMENF: LENGTH
    8S. NAME VELMC

