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ABSTRACT 

Energy can be conserved in machine drives by a 

careful matching of the rating of the machine to the 

expected load and through adjustments to the control used 

in parallel drive systems, This thesis investigates the 

full extent of the energy savings through a comprehensive 

theory on the drive performances. 

Stochastic techniques are used to model the 

machine loads and to optimise the energy consumption with 

respect to the machine ratings and parallel control. The 

findings are illustrated through examples with particular 

reference to induction motor and pump, drives. A case 

study was performed on an industrial pumping plant and 

positive energy savings were achieved. 

The additional ageing caused by a fuller 

utilisation of electrical drives is considered. A direct 

method of estimating the ageing of single and parallel 

drives is obtained from the stochastic analysis and a linear 

thermal model of the machines. This formulation is tested 

against a deterministic analysis, which included the non 

linear effects of motor starting and the differences in 

thermal behaviour of stationary and rotating machines. 

The rotational method of ageing equilisation in parallel 

drives is discussed and an alternative improved ageing 

algorithm is presented. 

The accuracy of using a linear model to describe 

the dynamic thermal performance of an electrical machine 
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is assessed by the development of such a model for a 5.5kW 

induction motor. The model is formulated out of purely 

dimensional information and constant thermal coefficients, 

and is applicable to any similar machine. Good agreement 

was obtained between the model and directly measured 

machine temperatures. 

A microprocessor based thermal prediction device 

is described, which performs the model temperature 

calculations in real time. It could accurately estimate 

the motor's winding temperatures from only external inputs 

of the motor phase current and ambient temperature. The 

prediction device has applications in ageing control and 

as a stand alone motor protection device. 



- iv - 

Acknowledgement i 

Abstract ii 

Contents iv 

List of symbols viii 

CHAPTER 1 Introduction 1 

CHAPTER 2 Load Model and Loss Minimisation 9 

2.1 Introduction 9 

2.2 Stochastic system loads 10 

2.3 Loss function 14 

2.4 Single machine 16 

2.5 Multi-machine system 20 

2.6 Total pump system loss optimisation 29 

CHAPTER 3 Stoc 

3.1 

3.2 

3.3 

3.4 

3.5 

hastic Ageing Analysis 40 

Introduction 40 

Ageing of electrical machines 41 

Thermal representation of an electrical 43 

machine 

Stochastic thermal analysis for a 45 

single machine 

Stochastic ageing of a multi-machine 55 

system 

3.6 Ageing control algorithm 65 



- 

3.7 Determi 

machine 

3.8 Results 

3.8.1 

3.8.2 

3.8.3 

nistic analysis of a multi- 

system 

System description 

Deterministic results 

Theoretical results 

67 

CHAPTER 4 Process Industry Case Study 

4.1 Introduction 

4.2 Plant description 

4.3 1ýxperimental measurement 

4.4 Motor-pump loss function 

4.5 System equations 

4.6 Results 

4.6.1 Week 1 

4.6.2 Variation in system performance 

72 

72 

75 

79 

98 

98 

99 

101 

106 

110 

112 

113 

115 

with switching limits 

4.6.3 Week 2 118 

CHAPTER 5 Induction Motor Thermal Model 137 

5.1 Introduction 137 

5.2 General description of thermal model 139 

5.3 General two dimensional cylindrical 140 

section 

5.4 Convective heat transfer 143 

5.5 Nodal heat generation 151 

5.6 Detailed description of model 153 

components 



- vi - 

5.6.1 

5.6.2 

5.6.3 

5.6.4 

5.6.5 

5.6.6 

5.6.7 

5.6.8 

5.6.9 

5.6.10 

5.7 Compl e 

Frame 

Stator iron 

Stator teeth 

Stator winding 

Air gap 

Endwinding 

Endcap air 

Rotor winding 

Rotor iron 

Shaft 

te model equations 

CHAPTER 6 Microprocessor Thermal Prediction Device 

and Model Results 

6.1 Introduction 

6.2 Temperature measurement 

6.3 Microprocessor hardware 

6.4 General software outline 

6.5 Thermal prediction software 

6.6 Performance of microprocessor 

prediction unit and updated model 

CHAPTER 7 Summary and Conclusions 

154 

155 

155 

155 

156 

156 

157 

158 

158 

159 

159 

193 

193 

194 

197 

199 

202 

209 

236 

REFERENCES 244 



- vii - 

APPENDIX 251 

Al Induction motor loss function 251 

A2 Centrifugal pump losses with similar 

design and head characteristics 
4 

A3 The determination of the gradient and 

Hessian matrices of the system losses 

for a quadratic loss function 

A4 Approximation for ageing mean from 

temperature mean and variance 

A5 A versitile data logger 

A6 One dimensional, radial heat flow 

in a cylinder 

A7 Determination of induction motor losses 

from its electrical equivalent circuit 

A8 Listing of the calculation software 

used in the microprocessor thermal 

predictor 

257 

259 

264 

269 

279 

285 

298 

A9 Description of software used to measure 305 

temperatures in the induction motor 

A10 Publications 312 



- viii - 

LIST OF SYMBOLS 

Capitals 

A ageing constant 

area 

(A] characteristic matrix 

B ageing constant 

[B] input matrix 

C1, [C] thermal capacitance 

[D] diagonal matrix 

[F] vector function 

[G] Hessian matrix 

R head 

[I] unit matrix 

length 

loss 

mass 

dimensionless number 

fluid flow 



- ix - 

relative ageing 

electrical resistance 

thermal resistance 

load period 

[U] upper triangular matrix 

variance 

electrical loading 

mechanical loading 

power 

reactance 

eigenvector 

Yo[y] thermal admittance 

impedance 



- 

Small letters 

a loss constant 

b loss constant 

c induction motor equivalent circuit constant 

loss constant 

specific heat 

d head constant 

e head constnat 

f function 

head constant 

[g] gradient matrix 

9 fit specific heat generation 

h convective film coefficient 

i current 

k constant 

load sharing factor 

thermal conductivity 

1 length 

n rotor cooling hole number 

slot number 

probability 

probability distribution function 



- xi - 

r radius 

S stacking factor 

t ime 

U'lul heat generation 

v velocity 

voltage 

weighting factor 

I 
x variable 

(z) vector variable 



- xii - 

Greek letters 

a sizing factor 

coefficient of volumetric expansion 

similarity index 

r ageing 

Y loss function 

A finite difference 

6 delta function 

error constant 

expectation operand 

statistical event 

71 efficiency 

0'[01 temperature 

[A] positional control matrix 

positional control element 

eigenvalue 

mean 

viscosity 

Rl search vector 

p density 

T time difference 



- xiii - 

(1ý1 autocorrelation 

angle 

angular speed 



- xiv - 

Subscripts 

a aluminium 

axial 

c convective 

copper 

e endwinding 

gap 

current 

i input 

Jt switching limit 

m magnetisation 

motor 

max maximum 

n sample n 

p constant pressure 

pump 

pr Prandl 

Q flow 

R relative ageing 

ref reference 



- xv - 

s slot 

mechanically stationary 

statistically stationary 

steel 

system 

S/C short circuit value 

total distribution 

ta Taylor 

14 

u generation 

Nusselt 

v voltage 

0 temperature 

OT total temperature distribution 

x positional 

Superscripts 

I integer operation 

i matrix element 

k step number 

transpose 

-1 inverse 



-1- 

CHAPTER 1 

INTRODUCTION 

The cost of energy has risen appreciably over 

the last decade and it has become increasingly desirable 

to save electrical energy whenever possible. This thesis 

investigates the possibilities of saving energy in 

machine drives on the basic criterionof matching the machine 

size to the expected load and through adjustments to the 

control used in parallel machine systems. 

A survey(') in America has disclosed that 64 per 

cent of industrial electricity in 1976 was used in electric 

motor drives. A further study 
(2) 

suggested that 83 per 

cent of the motor drive energy was consumed by a. c. motors 

that were rated within the range of 0.75 to 100 kilowatts. 

In the United Kingdom and the Federal Republic of Germany 

a lower figure of 50 per cent of the total industrial energy 

is expended in motor drives, because of a proportionally 

higher energy usage in arc furnaces- An estimated 
(3) 70 

per cent of the wattage of electric motors produced in these 

countries is used in a. c. cage induction machines. 

The world's entire electricity power output has to 

pass through several stages of distribution transformers 

before it reaches the consumer. Hence any schemes that 

increase the efficiency of distribution transformers or 

induction motors will have the potential of saving vast 

amounts of energy. In 1981,226 TWh 
(4) 

of electricity 

was produced in the United Kingdom of which 84.5 TWh was 
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supplied to industry. An improvement of 0.25 per cent 

in transmission efficiency and 2 per cent in induction 

motor performances would reduce the required output by 

1160 GWh, i. e. several power stations. 

A variety of methods are available in which the 

electrical construction of transformers and induction 

motors can be altered to improve machine efficiency. One 

development in distribution transformers is the replace- 

ment of the conventional iron core with one wound from 

an amorphous magnetic material. This material has a 

third of the core losses of silicon iron(5). which can 

amount to gains of around 0.3% on the efficiency of a 

large transformer. 

The performance of induction motors can be 

improved (3) by designing the machines with larger volumes 

of magnetic material and thicker conductors that operate 

at lower temperatures. A typical llkW motor can have its 

efficiency increased by some 4 per cent 
(6) by this 

technique. However, these designs appear to be in conflict 

with the demands from industry to produce compact motorsq 

with high power to weight ratios. An improved electrical 

construction will only be available at a greater capital 

cost and, of course, will require additional energy in the 

manufacture of the extra material. 

Without making alterations in the design, potential 

energy savings can be found in a better utilisation of the 
(7,8,9) 

machines Often induction motors are selected for 

duties (8) 
where they. are required to run at partial loads 
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for long periods of time. This is particularly the case 

in machine tool, pump and compressor applications, where the 

ratio of maximum to minimum load is frequently high. At 

low loads the efficiencies-and power factors of the machines 

are poor and result in unneccessarily high losses, both 

internally and externally in the supply cables. 

The efficiency of induction motors can be boosted 

at part loads by adjusting the supply voltage, either 

with an electronic voltage controller 
(10) 

or by simple star/ 

delta switching. Voltage controllers will introduce extra 

loss through their own efficiencies and the harmonics they 

may induce in the motor currents. 

Alternatively, a more careful selection of the 

machine size on the original commissioning of the plant can 

reduce the overall losses. This selection should be based 

upon the economic criteria 
(9) 

of the original capital cost, 

the potential energy savings and the expected life and 

maintenance costs of the machines. 

These considerations are apart from the various 

forms of system control, such. as variable fr*equency drives, 

that improve the external load characteristics. Nor do they 

preclude the use of high efficiency machines or voltage 

controllers, as the potential gains from the increased 

utilisation of the combined machine and controller still 

exist. 

Where a load has a wide range of duties, machines 

are often paralleled together to enhance the drive performance. 
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Here only the*number of machines that are necessary to share 

the load will be running at any given time, whilst the 

others remain idle and do not waste power. Parallel systems 

are popular in sub-stations of distribution transformers and 

in process industries with pump and compressor plant. The 

individual machine duties are functions of both the 

external load and the internal control of the choice of the 

machines that are selected to meet the demand. Therefore, 

a greater scope exists for a control of the utilisation of 

the machinery, than in a single machine system. 

This thesis is concerned with investigations into 

the latter methods of energy saving. It provides analytical 

methods by which the sizing of single, and both the sizing 

and control of parallel machine drives can be fitted to the 

load duty. The term 'machine drives' refers to induction 

motors, centrifugal pumps and transformers within the thesis. 

However, the theory is equally applicable. to any form of 

electrical or mechanical machinery, where a simple 

efficiency curve can be used to describe its operation 

and where the losses are uniquely related over a range 

of machine sizes. 

The load duties are modelled as stochastic 

distributions 
(11) 

as apposed to deterministic load time 

curves. This provides a greater flexibility in the analysis* 

since the only knowledge required of the load is its 

range and distribution of values. This may be further 

simplified to just a specification of the load's mean and 

variance, by taking a mathematical function to describe 

the distribution. 
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The machine sizing and parallel control are 

optimised with respect to cost functions equal to 

the energy consumed or losses in the drive, which were 

obtained from the efficiency characteristics of the machines. 

In'principle, however, the cost function could be extended 

to include external effects, such as copper loss in the 

cabling to the machine drive, In this instance, it may be 

beneficial to use a function based upon an efficiency- 

power factor product, rather than pure efficiency. 

The utilisation of machinery on an efficiency 

basis can imply that a drive rated at less than the maximum 

load should be used 
(7) 

. which will be subject tO. short 

periods of overload. These overloads could well reduce 

the working life of the drivet with an associated cost 

penalty which must be weighed against the potential energy 

savings of the scheme. As a result, the third chapter of 

the thesis is devoted to an ageing analysis of induction 

motors or transformers, based upon the simple stochastic 

load model. 

The ageing of electrical machines can be confined 

to the thermal deterioration of the insulation in their 
(12) 

windings Electrical machines have a complex thermal 

structure and several different materials and cooling methods 

are incorporated in their design. In general a single RC 

thermal model 
(9) 

will not be sufficient to determine the 

necessary insulation temperatures to produce an accurate 

ageing analysis. 'Because of this, the work utilises a 
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multi-nodal thermal model of the machines in the ageing 

analysis. A detailed study of this type of model is 

provided in the latter part of the thesis, where it is 

applied to a 5.5kW TEFC cage induction motor. 

The loss and ageing analysis for single and parallel 

machine drives are individually illustrated by results 

obtained from hypothetical systems. A complete cost 

optimisation is not presented, because it was not possible, 

within the time scale of the project, to expand the thermal 

model and ageing work to an analysis that holds for range 

of machine sizes which complements the loss formulae. 

An industrial case study of a multi-machine 

system was performed on a pumping station at Bass brewery* 
. 

Runcorn. The switching control theory was applied to four 

parallel induction motor driven pumps and an assessment 

was made on the available energy savings. This case study 

is presented in Chapter 

Chapter 5 covers the details of the thermal model 

of the induction motor.. its accuracy is tested against 

experimental measurements taken from load tests on the 

motor in the following chapter. 

Finally an offshoot of the work, which is also 

described in Chapter 6, was the development of a micro- 

processor based, thermal prediction device for the induction 

motor. The thermal model of the machine had a simple and 

compact mathematical form and could estimate the motor's 

temperatures from monitoring only the phase voltage and 
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current conditions. This implied that it should be 

possible to install the model into a simple microprocessor 

based device that could perform the thermal calculations 

in real time. Such a thermal prediction device could 

provide information to the type of control and ageing 
I 

algorithms presented in the main body of the thesis. 

A further application of the thermal prediction 

device is in motor protection. This useage is timely since 

a number of electronic protection devices 
(13,14) 

are now 

appearing on the market. These units use either analogue 

or microprocessor based circuits to monitor the terminal 

conditions of the induction motors and detect fault conditions 

of excessive currents or phase imbalance. They also provide 

overload protection by using simple RC or 12t formulation 

of motor's thermal performance. The device proposed in 

this thesis is likely to give a more accurate assessment of 

the thermal performance of the machine and its software can 

be simply extended to include basic supply protection 

algorithms. 

These devices have a number of advantages over the 

conventional technique of mounting thermistors in the 

machine windings, two of which are that they can be mounted 

anywhere on the machine supply lines without requiring 

additional cooling and can be fitted on a retrofit basis. 

A microprocessor based unit that contains a full thermal 

model can also estimate the temperatures at inaccessable 

areas in the machine. The 'intelligence' of the micro- 

processor can be exploited by a program that is able to 

predict future temperatures in the motor. This would be 
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accomplished by performing the thermal calculations at a 

faster rate than real time, given that the future load 

remains at a certain value. This facility would be useful 

in complex machine control, or in the relability assessment 

of motors mounted in remote or inaccessible locations. 
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LOAD MODEL AND LOSS MINIMISATION 

2.1 INTRODUCTION 

This chapter develops the necessary mathematics 

to obtain machine sizing and system control parameters 

that will minimise the energy consumed by a number of prime 

movers that provide a known stochastic system load. 

Initially methods are introduced by which the 

system load and the losses in the machinery are modelled. 

The simple case of a single machine providing the load is 

then analysed, and a result is obtained from which the 

optimum sizing of the machine can be determined from the 

load parameters. The final section deals with the analysis 

of a multi-machine system 
(15) 

, where a number of prime 

movers are operated mechanically in parallel to provide the 

demanded load. The energy consumption is minimised by 

variation in the control of the power inte. rvalso at which 

individual machines are switched, and the sizing of the 

machines. A direct solution is given for the optimum 

control switching limits and a numerical method is determined 

by which the machine sizing can be optimised. 
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2.2 STOCHASTIC SYSTEM LOADS 

A system load may be defined exactly as a set 

of data or a graph, which may give the power output 

of a motor measured at short. intervals over a period of 

time. Often, such detailed information of the load 

is not available and the case considered in this work is 

where there is only a statistical knowledge of the load. 

Here, at-a given time the outp - ut power of the motor is 

not known, but the chances of it being a particular 

value are known. 

The system load-can be defined as. a variable 

Ws(t,, C) over a time period T and is bounded in value 

between zero and some maximum load Wsmax' 

System Load -6 Ws (t, C) 014t, <T 

04W 
s <W smax 

(2.1) 

In this definition WS (t, C) represents an ensemble 

of all. time records, a particular rec'ord c (itself a random 

variable) referring to a single time record. For example, 

if the system ýOiad is the power being consumed by an average 

household, then the record may be the fact that a film is 

on the television, and the time t may be the start of an 

advertisement break. 

A load Ws can only be defined for all times t, if 

the sequence of events c describing a particular load- 

time distribution is known. Different events will lead to 

different load-time distributions. 



- 11 - 

The loading of a system is defined as a stochastic 

process if the load Ws (t, ý) is a random variable for 

every time t in the period T, over which the load is 

present. A system probability density function p- (W, t) is 

used to define the probability of any load W occurring at 

time t, for all events ý, and is expressed as: 

P(Wot) -P (Ws(t90 - (2.2) 

The probability density function can be used to 

calculate the expected value of an arbitary function f(W) 

of the load at a given time t, which in standard notation 

is written as: 

w 
smax 

E: {f(W (t))) f(W)p(W, t)dW (2.3) 
s 0 

Equation '(2.3) can be used, for instanceg to give 

the expected losses in a system at a time t. where f(W) 

would be the function that defines the losses in terms of 

the load. Alternatively the equation can be applied to 

give simply the load's mean and variance. 

The stochastic mean Vw (t) of the system load is 

defined as the expected value of the load WS at time tq 

whereas the variance Vw(t) is the expected value of the 

square of the deviation of the load from the mean. These 

are written as: 
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w 
smax 

l1w (t) - C{W SMI 
Wp (W, t) dW (2.4) 

0 

vw (t) = C{ (w 
S(t) - PW(t)) 

21 

= e{w S(t) 
2 1- 2v 

w 
WEN 

S(t)) + llw(t) 
2 

w 
smax 

w2 p(W, t)dW -p W(t) 
2 (2.5) 

0 

Here the event symbol ý has been dropped, this 

is because these equations, as with the system probability 

density functions, are defined over all events. 

When considering the energy requirements of the 

stochastic load system, a time average over the period T of the 

, -. tnean ' system load will be required. The time average 

will, itself, be a random variable with its own particular 

probability density function PT(W)' where.: 

IT 
P: r(W) yf p(W, t)dt 

0 

The expected value of the time average of a 

(2.6) 

function f(W) of the load can be found directly from this 

probability distribution , since: 

T smax T 

C{ f f(W (t))dt) -f1f f(W)p(W, t)dt dW T0s0T0 

w (2.7) 
smax 

f f(W)PT(W)dW 
0 
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In the case where f(W) gives the system losses, 

then Equation (2.7) will yield the average loss during the 

period T and the total energy loss will be T times this 

average. 

Equation (2.7) can be applied because the energy 

consumed by the system is not influenced by the actual time 

a particular load occurs, but depends only upon the frequency 

of occurrence of that load. Thus a knowledge of the time 

average probability function PT(W) is all that is required 

for an analysis of the load control with the aim of 

optimising the system energy consumption. 

In the next chapter however, the thermal ageing 

of the system machinery is considered. For this analysis, 

the machine ageing not only depends upon the load, 

but also the load history, and it becomes necessary to 

introduce assumptions of stationarity to simplify the 

analysis . 

A stochastic load system is stationary if the load 

probability density function p(W, t) is independent of the 

time t, which suggests that a given value of load has an 

equal probability of occurring at any time within the load 

period, thus: 

p(w, t) =ps (W) (2.8) 

where ps (W) is the stationary density function, 

and also from Equation (2.6): 

PT (W) =ps (W) (2.9) 
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Hence in a stationary system, the load can be 

represented entirely by a single probability density function. 

The probability density functions PT (W) and ps(W) 

are modelled by $eta 
(16) functions: 

q-1 (-2 1 
. 10) PT(W) 

B(pq) Wp-l (Wsmax-W) 

where 
w 

B(p, q) I 
smax 

wp-l (W _W)q 
-'dW 

0 smax 

These bounded functions gave a good match with load 

distribution found in practice and were easy to use since their 

higher moments could be found directly from tables. The means 

and variances of the distributions are determined by the indices 

p and q, such that: 

Mean PW 
T p+q smax 

(2.11) 

Variance V pq w2 T (O+q) 2 (P+q+l) smax 

2.3 LOSS FUNCTION 

The losses in a particular electrical or mechanical 

machine, which is providing a load W, can be-determined, by 

using a'dimensionless loss function yrM. The loss 

function, in a similar manner to that of: an efficiency- 

, characteristi'c, defines the losses in-the machine as a 

proportion of the output power, such that: 
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Losses - Wy 
r 

(W) 

Often a relationship will exist between'-the loss 

function of a set of geometrically similar machines, which 

can be expressed in terms of a sizing factor a. The 

sizing factor a relates the size of any machine within the 

series to that of a reference machine, such that the rated 

power output of the machine will be a times the rating of 

the reference. The loss functions of the series then can 

be written as: 

y(a, W) - a-0 Yr(W/a) 

where 

(2.13) 

y(a, W) - loss function for machine size a in 

terms of its output power 

(W/a) = loss function of reference machine with 

argument referred to W 

a= similarity index 

The similarity index 0 determines the rate at which 

the percentage losses reduce, or the efficiencies increase, 

as the machines become larger. 

The geometrical-conditions required for Equation 

(2.13) to apply and the value of the sizing index a will 

vary depending upon the type of machine considered. For 

electrical machinery, such as induction motors and trans- 

formers, the equation will apply to a series of machines 
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that are of indentical electrical design and that have a 

geometrically proportional magnetic circuits. Whereas for 

a series of centrifugal pumps, the conditions are that the 

pumps have a set of similarly designed impellers. 

For simplicity, the reference loss function 

Yr(W) is assumed to be of the quadratic form: 

(W) 2+b+W (2.14) 
rWF 

This approximation holds particularly well with 

electrical machinery. 

In Equation (2.14) the parameters a, c have 

dimensions of power, whereas parameter b is dimensionless. 

When the equation is applied to a transformers for example, 

the a term will give the majority of the machine's core 

losses; the proportional b term will be zero; and the 

quadratic c term will give it's copper, iron and remaining 

core losses. The evaluation of these parameters and the 

similarity index a for as eries of TEFC cage induction motors 

and a series of centrifugal pumps are given in Appendices 

Al. and A2. 

2.4 SINGLE MACHINE 

The size of a single machine providing a known load 

can be optimised such that the energy losses in the machine 

are minimised. By introducing a stochastic loads as 

defined in Section 2.2, this optimisation can be achieved 

solely from the load's time average density distribution 
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PT (W). The assumption of a quadratic machine loss function 

can be shown to imply that only a knowledge of 

the mean and variance of this distribution is required. 

Using the notation of the previous sections, the 

mean energy loss in a machine sized a can be given by: 

smax 
Energy loss LT wy(a, W)p T 

(W)dW 
0 

The loss function y(a, W). isa well behaved convex 

function, hence. the losses can be minimised by setting the 

partial deviative of L with respect to the, machine size a 

to zero. 
w 

smax 
Wy(a, W)p (W)dW -0 T 

(2.16) 

Substituting the quadratic loss function of 

Equations (2.13) and (2.14) into the above gives: 

w 
smax 

0 
Wa- 2-a (W)dW -0 

0E++ 
PT W ca 

(2.17) 

Hence: 

w 
smax 

T 
ct a 

Evaluating the partial derivative yields: 

w 

I 
smax 

[a(1-0)d 
-a 

-bOa 
-(B+J) 

-($+l)a 
-(0+2) w2 (W)dW-0 

0 
71 PT 

[aa + ba W+wap (W)dW-0 
cT 

(2.18) 

'(2 . 19) 
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Multiplying through by 
( a+2) 

cl and re-arranging 

gives: 
w 

smax 
w 

smax smax 

a(1-0)a 
2 (W)dW-bOa f (W)dW- w2 (W)dW-0 I PT WPT 

c PT 
0', 00 

(2.20) 

Probability theory identifies the integral of 

PT(W)" WPT (W) and W2 PT (W) as being equal to unity, the 

mean time average load V and the expected average-of- 
T 

the square of the load respectively. Equation (2.20) 

evaluates the latter in terms of the mean UT and variance 

VT of the time average load density function, such that: 

T smax 

C{ wM2 dt) w2 (W)dW -V+ (2.21) 
Ts PT TT 

00 

Equation (2.2,0) thus becomes: 

a(1-0)a 
2- bOap 

(0+1) (V +V20 (2.22) 
TcTT 

This, equation can be solved directly for the 

positive root a, by using the standard quadratic solution. 

b202 2+ ja(1_02)(V 2 bPVT 
ct JF 11 Tc T+ PT) 2a (1 - P) 

(2.23) 

Equation (2.23) can be used to select the most 

efficient size of machine for a known stochastic load, To 

illustrate this sizing optimisation a series of TEFC cage 

induction motors were considered. 
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The motors were all 4 pole, 3 phase, IP44 

machines with a range of powers from 5.5 to 22kW. An llkW 

motor was used as a reference motor and had the loss 

function (see Appendix Al): 

Y(a, W) a 
-0.25 0.757 W (2.24) 

W+ If 1 -8.3 

where W is the machines output power in kilowatts. The 

losses of the other machines in the series calculated from 

Equation (2.24) are compared with the manufacturers data 

13 
at -y. 7 and full load are given in Table 2.1. It can 

be seen that the results developed from the loss function 

agree within approximately 10 per cent of manufacturers 

data. However this agreement was difficult to quantify 

exactly, as the manufacturers data, which was derived from 

efficiency figures given to the nearest percento were only 

accurate in the losses to around 8 per cent. 

Three load distributions we're considered* each 

with Beta distributions and a maximum load of l8kW, with 

means of 6,9 and l2kW. The load distributions and their 

parameters are given in Figure 2.1. The results of 

applying the size optimisation Equation (2.23) to these 

loads are given in Table. 2.2. Also in the table, the losses 

calculated from Equation (2.15) of the optimum motors are 

compared. with those of machines selected from the motor series. 

For a maximum load of l8kWq a conservative metAod 

of machine selection would at least choose an 18.5kW, and 

possibly a 22kW motor. However, as the results show, the 
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loads with a low mean can result in up to a 16% saving 

in the losses with respect to using the 18.5kW. machine. 

This saving would be equivalent to a 3% reduction in the 

total system energy consumption, which in this example amounts 

only to a few watts, but when applied to transmission 

transformers may amount to several Megawatts over the 

country. 

To achieve these savings it is necessary 

to overload the motors for short periods of time and clearly 

the effects of these overloads on the machine's life must be 

taken into account and included in the overall cost 
(9) 

equation In the example, the use of a llkW motor 

to provide the 6kW mean load would require the machine to 

be overloaded up to 1.6 times its rating, an overload which 

may well be impractical. The assessment of such overloads 

on a machine's life is the purpose of the work in Chapter 3. 

2.5 MULTI-MACHINE SYSTEM 

In this section the efficiency optimisation of 

the multi-machine system, where geometrically similar 

machines are operated with their outputs connected mechanically 

or electrically in parallel, is considered. In the systemq 

the machines are controlled purely by switching them on or 

off, such that at any time the number of machines that are 

running will depend upon the system load. Thus, for example 

where there is a small load only one machine will be running 

and as the load increases additional machines will be 
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switched on to meet the rising demand. Multi-machine 

systems of this type can be found in many applications 

including electrical transmission where distribution trans-. 

formers are operated in parallel and process industries where 

pumps are often paralleled. 

A system is defined where n machines are used in 

parallel to provide a load over a time period T. A 

machine's position i refers to the location of the machine 

within the order of switching and remains constant through- 

out the load period. The machine in position I will 

always be running when there is a system load present and 

the next machine to be switched on with an increase in load 

.i 
is defined will be in position 2. The switching limit W, 

as the load at which the machine in position i+1 is switched, 

such that when the system load is equal to Wjiv the machines 

in position I to i will be running and as the load increases 

past W zi the additional machine will be switched on. 

Conversely, as the system load decreases through W zi the 

machine in position i+l will be switched off. 

In this multi-machine system the overall system 

losses will depend upon the two sets of independent variablesp 

the machine sizes a, and the control switching limits W, 
2: ýi0 

The method of analysis used is similar to that of the single 

machine problem, using stochastic load modelling. Assuming 

that the load is shared in proportion to the machines' 

individual sizes or ratings, the overall system energy loss 

L can be written as: 
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nW 
ki i 

TZIPT (W) Z y(aj, k. i W) kj iW dW (2.25) 
i=l WPi-l j=l 3 

where k.. is the load sharing factor 
31 1 

i 
ka/E am (2.26) 

i 
M=j 

The losslunction y(a, W) is the function defined 

in the previous section and the switching "m its Win' W to 

are the upper and lower limits of the system load, equal 

to W 
smax and zero respectively. 

The energy losses L can be minimised with respect 

'i, 
by to the machine sizes a and switching limit W, 

setting the partial deriVative of L to each of these 

independent variables to zero. It can be shown 

thýat direct solutionsto the optimum switching limits are 

available, but numerical methods are required to obtain 

the best machine sizes. 

Denoting the required switching limit as WW for 

r between 1 and n-lo then 

aL anw 
Z3. 

i 
W) k3 jW dW TE (W) Ey (a., k. (2.27) 

; -Wzr 
w 

PT 
3=1 i 

ti-i 

The R. H. S of Equation (2.27) can be expanded into 

two integrals between 0 and WZi. and 0 and W ii-10 The 

terms in the summations that do not contain W ir c an then 



%- 23 - 

be discarded, as their partial derivatives will be zero. 

This yields: 

w 

9L ar 
77 - y-7- T PT(W) Z y(aj, k W)k WdW (2.28) 

wrwkr0 j=l jr jr 

w Ar r+l 
f PT(W) 

jTj 
y(cijgk. r+l 

W)k j r+l 
W dW aw gr 0 

The partial differentiation can now be performed, 

to give: 

r 
3L Tj qk Wk (2.29) aw PT(WIr) 

j':, 
Y(, 3 jr tr j rw'kr kr 

r+l 
- Tp T 

(W 
£r 

)Z y(aj pk j r+l 
w £r 

)kj 
r+l 

w 
tr 

3 =i 

The setting of the partial derivative to zero, 

will yield the switching limit W that minimises the 

losses, in the equation: 

r r+l 
Z y(a., k. W )k. E y(a k. W )k (2.30) 

j., J jr jr jr j., it jr+l Yr jr+l 

Thesolution of Equation (2.30) will give the 

optimum switching limits WZr , for r=l to n-1, in terms of 

the machine sizes aI. The particular case where all n 

machines are of equal size a is covered in Reference (15) 

where Equation (2.30) reduces to: 
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w tr w tr y(a, -)- y(al, rj) 
(2.31) 

r 

This has the simple solution, for the quadratic 

form. of loss function in Equation (2.14) of: 

rj! + 1 
ac ir r 

(2.32) 

The solutions of Equations (2.30) and (2.31) 

are intuitively the results that would be expected. The 

r th optimum switching limit is at a power level where the 

losses of r machines became equal to those of r+l. However, 

they demonstrate that the optimum switching limits are 

independent of the system load. Thus given any multi- 

machine system a set of switching limits can be obtained 

that will minimise the system losses whatever the system 

load. Providing these limits do not require excessive 

overloads on the machinery, this theory can be applied 

directly to any existing system without further analysis, 

simply by resetting the switching controller. Chapter 4 

examines an industrial multi-machine system and shows that 

changes in the switching limits can result in energy savings 

of several percent. 

Unfortunately, the optimum switching limits are no 

longer independent of the load when the losses are minimised 

by variation of both the machine sizing and the switching 

limits. For this problem a direct analytical solution 

cannot be obtained, and a 'Newton-type descent' numerical 

method 
(17) 

has to be employed. 
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a 

The system losses can be expressed as a function 

of the machine size only, by repeatedly applying Equation 

(2.30). Denoting the set of machine sizes aI as the vector 

[a (k)] 
, during the kth interation of the numerical method, 

and the system losses as L([a 
(k)]); 

then the basis of the 

loss minimisation is to find successive values of [a (k)] 

such that: 

LQa 
(k+l) ])< LQa 

(k) I) (2.33) 

until the machine sizes converge to the optimum values 

within a specified accuracy. 

On each iteration, a descent method calculates a 
(k) 

direction of search vector [& ) and a positive step 

length 6 (k) 
. which are used to obtain the next sizing vector 

[a (k) ) from: 

[ (2.34) 

The search vector [C (k)] is determined from 

derivative information of L computed in the immediate 

neighbourhood of [a (k) ]'. The, step lengths 6 (k) 
must be 

chosen to obtain a new loss L([a(k+l) ]) which is sufficiently 

lower than the previous loss to guarantee a good convergence 

of the method. The Taylor expansion at L([a 
(k) I+ IE (k) 

about the vector [a (k) ] yields: 

(2.35) 

T 
011 1ý (k) I III 
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where [g W] 
and [G (k) ] are the gradient and Hessian 

matrices of L. evaluated at the point [a (k)] Neglecting 

terms of 111C (k) 1 '113 
and above,, Equation (2.35) becomes 

a quadratic approximation to LQa 
(k) I+ [ý (k) ]). For the 

loss minimisation processq the Hessian matrix [G (k)) is 

positive definite. and the quadratic approximation will 

have a minimum when : 

19 (k) 1-- (k) 1 (2.36) 

Equation (2.36) can be solved for the search 

vector [E (k) I by using a Cholesky decomposition on the 

Hessian matrix. In this method the matrix is expressed as 

a product of a lower and upper triangular matrices. Because 

the Hessian matrix is symmetrical, the lower triangular 

matrix will be the transpose of the upper, hence: 

[u (k )I lu (k) I 

and: 

(2.37) 

[u (k) ITIU (k) ][ý (k)3 
._[g 

(k) 1 (2.38) 

The above can be reduced to the two linear 

equa ions: 
T 

[Z] -- (2.39) 

(k) (2.40) [UIIII IE I= zI 

which can be solved for [ý (k) ] by direct forward and then 

backward substitutions. 
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In summary, the numerical method involved the 

calculation of a search direction vector[E 
(k) ] at each 

step of the iteration. This ve, 

gradient and Hessian matrices of 

by using a Cholesky decomposition 

(2.37) to (2.40). The gradient 

developed from the loss equation 

switching limits Equation (2.30) 

aL 

a[-a] 

2 

U[ ot] 

2LT 

B[al 

ctor was obtained from the 

the loss Equation (2.25), 

as outlined in Equations 

and Hessian matriced were 

by using the optimum 

and the partial derivatives: 

d (Wj] 
aL 

da Wti 

d[w a2 L 
d((X a[w ZI a[al 

d[W T d[W tl a2L d[W tiT 
+ 

d[a) a[wj d[a] 

(2.41) 

(2.42) 

Equation (2.41) was reduced further, since the 

requirement of optimum switching limits are that DL/D[Wj] 

should be zero, thus: 

[g] 3L (2.43) 
31 a 

Appendix A3 gives a detailed evaluation of these 

matrices using the quadratic loss function of Equations (2.13) 

and (2.14). 

After obtaining the search vector, the next set 

of machine sizes were found from equation (2.34), with a 

value of step length 6 (k) 
chosen for the required working 

accuracy. 
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A computer program was used to optimise the machine 

sizes and switching limits for a number of loads. In this 

program the loss equation and the gradient and Hessian 

matrices were normalise'd by evaluating the machine sizes 

and switching limits as per unit values'. to the base of the 

maximum system load W 
smax 0- The base machine of the loss 

function was also taken as a theoretical machine rated at 

W 
smax 0 The load frequency distribution was assumed to be 

the Beta distribution of Equation (2.9) and the integrals 

of the load between the switching limits were calcul&ted 

at each stage using Simpsons rule. 

The step length 6 (k) 
was chosen in this program 

such that the maximum change in any of the machines sizes 

would be less than some constant C, then: 

c 
ýmax 

(2.44) 

where C 
max 

(k) 

. 
was the maximum element of the search vector 

IE (k)]. 
With a value of c selected such that the machine 

sizes would be calculated to 3 significant figuresq the 

program was found to converge to the minimum loss within 50 

interations. 

An imaginary system that uses parallel induction 

motor to provide a mechanical load is considered here to 

illustrate the energy savings that are available from a loss 

optimisation of electrical machines. In the next section 

a total optimisation is applied to an industrial based 
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pumping station, where both centrifugal pumps and their 

driving induction motors are fitted to the load. 

The set of induction motors used in the analysis 

of Section 2 were fitted to load with a maximum value of 

22kW, and a mean and deviation of 7.9kW and 4.6kW 

respectively. The results of the analysis are presented 

in Table 2.3. Here the optimised machine sizing and 

switching requires two machines and is compared with the 

use of four, three and single machines at both rated and 

optimum switching limits. 

From the table it can be seen that the available 

savings in energy are only in the order of one percent in 

the efficiency, which is equivalent to an 9% reduction in 

the losses. The application of the optimum switching limits 

has little effect and the main improvements are achieved 

from the selection of the machine sizing. For this 

particular load the second of the optimum pair of machines 

will be running for only 10% of time and thus there is 

little improvement over a correctly selected single machine. 

However the single machine will have to sustain overloads 

of up to 58%, whereas the first machine of the optimum 

pair will be overloaded by 23%. 

2.6 TOTAL PUMP SYSTEM LOSS OPTIMISATION 

In Chapter 4 the application of the switching 

limit optimisation to an industrial multi-machine system 

is discussed in detail. These results are briefly extended 

here to illustrate a total machine size and switching limit 

optimisation. 
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Four centrifugal pumps were operated in parallel 

to provide a varying flow of fluid. The system demand on 

the pumps was a specific flow of fluid, because of this 

the analysis referred the pump loss function y(a, Q) and 

switching limits Q zi to this flow Q rather than the pump 

output powers. The pumping station performance was modelled 

and optimised on the computer and the results were presented 

in per unit qualities to the bases of the maximum flow 

928 m3 /hr and output power 100kW, of the station. 

The system flow demand was modelled with a Oeta 

distribution which had a mean of 0.36 p. u. and a deviation 

of 0.21 p. u. This was equivalent to the load. present 

during the first week of measurements in Chapter 4. The 

pump loss functions, Appendix A2, were derived from a 

reference machine with a rating of 1.0 p. u. and are given 

by: 

y(a, Q) a 
-0.1 

( 0.84a 
-1.31 +Q (2.45) 

Q 1.31a 

such that Qy(a, Q) gives the pump's losses in per unit to 

the base of lOOkW. 

Three sets of pumps and switching limits were 

analysed. The first had four pumps that were equally 

sized and switched at their ratings of 0.25 p. u., the second 

had the same pumps switched at the optimum limits and the 

final set had machines that were optimised both in size 

and switching. In each case the pump losses were evaluated 
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by performing the integration in Equation (2.25). The 

pump output powers were obtained from a similar integration 

with the loss function replaced by a head function 

H(a, Q)j which described the pump output head in terms of 

its flow. A quadratic approximation to the head function 

was used, where: 

H(a, Q) 0.26a 
+ 2.02 -Q (2.46) Q 1.31a 

and QH(a, Q) gives the pump output power in per unit at 

flow 

The head function does not include a sizing index, 

as the pumps were assumed to have geometrically similar 

impellers and hence have proportionately identical head 

characteristics. A more detailed discussion on the 

approximation of a quadratic head function is contained 

in Chapter 4. 

The results for the three sets of pumps are 

shown in Table 2.4. Here, the loss figures are given in 

per unit to the 100kW power base and are equivalent to the 

average energy loss over the entire period of the load. 

The output power of the pumping station decreases with the 

optimisation, since the minimum available head reduces as 

the machines are loaded more heavily. 

The switching limit optimisation can be seen to 

give a7 per cent reduction in the losses, whereas the 

inclusion of the sizing optimisation extends the loss savings 

to 23 per cent. These savings are reflected in proportion- 

ally smaller increases in the system efficiency, due to 
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the fall off in the output power mentioned above. 

The input power distribution pI (W) taken by the 

pump at position j could be obtained from the Beta load 

distribution p(Q), from the equations: 

41Q dW (2.47) pj (W) Z. kpk. dQ 
3. =j jj 

w Q(y(ajpQ) + R(ajtQ)) (2.48) 

the load sharing factor: 

a 

M-1 

and the positional load distributions: 

p (Q) p (Q) , QY (2.49) 
, i-l< Q< QR 

07Q< QR 
ýi-l , Q:; o Qq 

Individually sized induction motors were fitted 

to the third set of pump input distributions, again on the 

criterion of maximum efficiency. In Table 2.5, the 

positional distribution means and deviations are listed 

together with the appropriate sizing of induction motor, 

selected in the manner described earlier in this chapter. 

The estimated percentage running time of each pump is also 

given in the table. The final result of this optimisation 
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is compared in Table 2.6 against the rated motor-pump sets 

described in Chapter 4. 

The analysis demonstrates that a power saving of 
I 

5.4kW in the losses can be achieved in the pumping station, 

equivalent to an 8 per cent reduction in the original plant 

power consumption (a further 8 per cent drop in the input 

occurs from the loss of system head). 

The above has outlined briefly the steps involved 

in applying the mathematics'of this chapter to an actual 

machine system and illustrates the possible energy savings. 

Before any plant is commisioned for a known load other 

practical considerations will need to be taken into account. 

Care must be taken to ensure that the overloading of the 

pumps, implied in the optimum switching limits, would not 

damage the machines or that the resultant drop in head is 

not detrimental to the performance of the plant load. The 

pump and induction motor sizes can only be selected from 

those available in the manufacturer's product range and 

several sizings may have to be modelled to obtain a best 

fit to the optimum. A more rigorous consideration of 

these details is available in Chapter 4. 
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Table 2-1 Com arison of Losses in a Series 
of 4 Pole TEFC Cage Induction Motors 

F rame 
Size 

Rati ng 
kw 

1/2 
t% 

Load 
*% 

3/4 
t% 

Load 
*% 

Full 
t% 

Load 
*% 

D132S 5-5 20 21 19 19 20 19 

D132M 7 -5 22 20 19 18 19 18 

D160M 11 18 18 16 '16 16 16 

D160L 
. 
15 16 17 14 15 14 15 

D180M 18-5 15 16 14 14 14 14 

D180L 22 14 . 15 12 14 12 14 

t Manuf actures * data. r (Brook Crompton Parkinson Motors) 
Losses caLcutated from loss function 
based on the llkW machine. 
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jable 2-2 Single. M6tor Losses for ExampLe 
Load Distributions 

Load Distribution 

Load Mean kW 6-0 9.0 12-0 

Optimum Size kW 9-7 14-2 18-6 

Optimum 1-10 1-47 1.80 

Motor 11 kW 1.11 I-S2 2-05 

Losses 1S kW 1-20 1-47 1-84 

kW 18- 5 kW 1-31 1-52 1-80 

22- W 1-42 1-S9 1-82 
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Table 2-3 Induction Motor Parallel Drive 
00imisation 

Number Four Three Two One 
of Machin es Rated Optimum Rated Optimum Optimum 

(Xl 5-5 5-5 7-3 7-3 11.8 13-9 

Machine (x2 5-5 5-5 7-3 7-3 13-6 

Size kW (x3 5,5 5-5 7-3 7-3 

cX4 5-5 5.5 

Switching Wil 5-5 6-7 7-3 8.9 14-6 

Limits W12 
. 
11.0 11.6 14-5 15-4 

kW W13 16-5 16-4 

Losses kW 1-S6 1-5s 1.49 1-48- 1-42 1.43 

Efficiency % 83-5 83-6 84-1 84-2 84-8 84.7 

Load Mean :- 7-9 kW 
Deviation: -4-6 kW 
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Table 2-4 PumP Parattel Orive 

_Qptimisation 

Case (D Q) (3) 
(XJ 0-25 0-25 0-103 

Pump 
0ý 0-25 0-25 O-lS4 Size 
EX3 0.25 0-25 0-182 

P. U. 
cx4 0-25 0-25 0-215 

Switching all 0-25 0.398 0-182 
Limits (112 0*5 0.689 0.376 

P. U. CýB 0-75 0-. 974 0-S98 

Losses P. U. 0-204 0.170 0-156 
Output Power p. u. 0-386 0-337 0-333 
Input Power p. u. 0-590 0-507 0-489 

Efficiency % 65-4 66-5 68-1 

Case Rated pumps and limits. 
Rated pumps and optimum' limft. 
Optimum pumps and limits. 

p. u. bam- power 100 kW 
flow 928m3/hr 
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jable 2-5 
-Optimum 

Pu p-Input Distributions 
and Driving-Motor RatingL 

Position Mean Power kW 
(when running) 

Deviation 
kW 

Running 
Ti me % 

Optimum Motor 
Rating kW 

1 15-2 2-0 100 23 

2 22-6 1.9 76 34 

3 26-6 1.8 44 40 

4 31-3 1 -. 1 15 47 

Table 2-6 Total Power Consumption of 
Pu ping Station 

Rated 
System 

Optimised 
System 

Losses p. u. 0-272 0-218 

Output Power p. u. 0-377 0-333 

Input Power p. u. 0-649 0.551 

Efficiency % 58-2 60-4 
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PT(w) 

Load 

Distribution (D (D G 
. Mean kw 6-0 

. 
9.0 12-0 

Variance kW 2 5-8 9.0 9-6 

Beta p 3-0 3-0 3-0 

Parameters q 6-0 3-0 1.5 

Figure 2-1 Example Load Distributions 

12.15 18 
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CHAPTER 

StOCHASTIC AGEING ANALYSIS 

3.1 INTRODUCTION 

The work of the previous chapter gives a method 

by which the energy consumption of a single and a multi- 

machine system can be minimised by the selection of suitably 

size machinery to drive the system, and in the case of the 

multi-machine system, by the switching limit control. 

Inherent in this work is that prime movers are used to a 

maximum extent, which could well involve running the machines 

above their ratings. Whenever a machine is overloaded, 

especially in the case of electrical machinery, an assessment 

must be made of the effect that the overload has upon the 

ageing or life expectancy of the machine. Given such 

information it is then possible to make an overall costing 

of the energy optimisation techniques, where the gains in 

efficiency are weighed against the possible reduction in 

the life of the machinery. 

In this chapter a probabilistic ageing analysis is 

presented for the single and multi-machine stochastic load 

systems of the previous chapter. Throughout the work 

assumptions are made about the nature of the system load 

which enable direct solutions to the equations to be obtained. 

A particular multi-machine system is considered 

where all the prime movers are equally ratedg where it is 
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possible to institute a control upon each machine's ageing 

by changing the positional order in which they share the '. 

load. For this system, the rotational control requirements 

that will give minimum ageing in each machine and a control 

algorithm that attempts to meet them are presented. 

However, this algorithm does not meet the assumptions made 

in the original theory and it becomes necessary to use a 

computational deterministic method to evaluate the performance 

of the control. The deterministic approach also provides 

a method by which the validity of the assumptions made in 

the stochastic theory can be assessed. 

Finally, results are presented for a hypothetical 

machine system and these are used to illustrate the theory. 

3.2 AGEING OF ELECTRICAL MACHINES 

The life of an electrical machine depends upon the 

rate of its mechanical and electrical deterioration. if 

maintained properly the meclianical components, such as the 

bearings, will generally last for the entire service life 

of the machine. The electrical life of the machine is 

influenced by the deterioration of the winding insulation 

due to thermal and voltage stresses. 
(18) 

Failures in the 

insulation are most likely to occur in the regions of the 

windings where there is a high electrical stress and maximum 

temperatures, ýnown as 'hot spots'. For example, in an 

induction motor insulation failures often occur in the 

en windings at positionswhere different phase coils touch 

or enter slots. 
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Since the voltage applied to the machines remain 

constant thoughout their lives, the life of electrical 

machines can be estimated from the thermal deterioration of 

the insulation of these high stress areas. The accepted 

equation for the thermal ageing of insulation is that from 

the work of Dakin 
(19,20) 

r (B/E) - A) (3.1)' 

where 

r expected life of insulation at 

temperature e 

absolute winding temperaturej K 

A, B= insulation constants 

The experimental confirmation of this rule has 

been confined to constant temperature accelerated life tests. 

However, it is generally accepted by workers in the 

field (18-20,25,26) 
that, in the absence of evidence to the 

contrary, the ageing is cumulative with varying temperatures* 

Under these circumstances it is more convenient to use the 

concept of relative ageing R. Here the insulation life is 

expressed as a proportion of its expected life r 
ref at a 

constant temperature 0 
ref such that: 

Rr 
ref 

/r (3.2) 

and 

r 
ref 

= exp (B/O 
ref7 

A) (. 3.3) 
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A value of unity for the relative ageing. R will 

suggest that the winding insulation has deteriorated the 

same amount as if it had remained at the reference temperature 

throughout its life. Combining Equations (3.1) to (3.3) 

yields the expression for R: 

R= exp(B(1/6 ref- 
1/6)) (3.4) 

If the temperatures of the winding 'hot spots' are 

identified, the above equation can be used to obtain the 

effects of different loadings upon the life expectancy of 

the machine. 

The overall ageing effects of a repetitive load 

cycle is found by integrating Equation (3.4) over the time 

duration T of the load cycle: 

exp (B (1 /0 (3.5) 
ref- 

1/0))dt 
0 

3.3 THERMAL REPRESENTATION OF AN ELECTRICAL MACHINE 

The expected life or ageing of an electrical machine 

can be determined from a knowledge of the thermal history 

of the positions of high insulation stress on the machine's 

windings. In order to obtain such information, it is 

necessary to isolate these particular points and determine 

their temperatures from the load history of the machine. 

This can be achieved by developing a thermal model of the 

machine. 
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A bulk component thermal model 
(21,22) is 

particularly suitable for such an analysis, because of itst 

simple mathematical construction and the ease with 

which the areas of interest can be isolated within the 

model. Here the machine is considered as a complex network 

of thermal components. Each component is a model of a 

particular part of the construction of the machine, with a 

thermal capacitance and a heat source associated with it. 

A component- is assumed to act as lumped body 
(23) 

. which 

is a thermal body with a uniform temperature and a constant 

thermal capacitance. ihe heat flow between adjacent 

components is then taken to'be uniform and depends upon their 

temperatures and constant values of thermal resistance. 

Thus, for instance, the endwinding of a machine may be 

considered as a seperate body, with a heat generation derived 

from the copper losses within the winding and connecting 

thermal paths to the surrounding cooling air and the slot 

windings. 

Using the above assumptions, a linear thermal model 

can be constructed for any electrical machine. The number 

of components in the model will be determined from the 

complexity of the construction of the machine and must be 

sufficient to allow for the calculation of the temperatures 

at the regions of interest. to a reasonable accuracy. Such 

a thermal model has been applied to a three phase cage TEFC 

induction motor and is described in detail in Chapter 5. 
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The transient performance 
(22) 

of a bulk component 

thermal model is described by the following matrix equation: 

[C] d [0 (t)) 
.[Y1 [0 (01 + [U (01 (3.6) 

dt 

where 

[C] = diagonal matrix of the thermal capacities 

of each component. 

[Y] = matrix of thermal admittances between 

adjoining components. 

[O(t)] = component temperature matrix at time t. 

[u(t)] = heat generation in each component. 

The component heat generations [u(t)] will be 

distributed out of the total loss within the machine and 

can be expressed as some function of the loading on the 

machine. 

3.4 STOCHASTIC THERMAL ANALYSIS FOR A SINGLE MACHINE 

Initially the case of a single machine providing 

a load is considered in a manner similar to the loss analysis 

of Chapter 2. 

Equation (3.6) can be rewritten in the form: 

d[o(t)] 
. [A][e(t)] + (G][u(t)] (3.7) dt 

where 

[A] - [C]- lyl 

[G] = [C]- 
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The nature of the thermal model of Equation (3.7) 

is such that [Y. ] will be a negative symmetric matrix, [G] 

a real diagonal matrix and [u(t)] a column matrix. The 

generation is directly related to the loading W(t), on the 

machine, and can be expressed as some vector function 

[F (W (t) )] of the load: 

[u (01 = [F(W(t))] (3.8) 

The function [F(W(t))] as does the loss function 

of the previous chapter, will encompass the entire motor 

control and the load characteristic. It will need to 

relate the copper, iron and stray losses to the machine's 

current and voltage, which in turn will be. related to the 

torque speed characteristic of the load and any voltage or 

frequency control applied to the machine. This function is 

assumed to be independant of time, which implies that the 

machine and load characteristics remain constant throughout 

the load period. 

Clearly, with a known deterministic load variation 

W(t) the machine temperatures can be solved from the linear 

differential Equation (3.7) and the generation function. 

The 'hot spot' temperatures can then be identified, and the 

machine ageing estimated from Equation (3.5). 

However, the work of this thesis is concerned with 

the more general case where the loading on the machine is a 

random variable W(t, ý) with a known probability distribution. 

Equation (3.7) now becomes a stochastic model where the heat 
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generation and temperatures in the machine are also random 

variables [u(t, C)] and [O(t, C)]. The model equations are 

now written as: 

d [0 (t, ý)] 
. [A](6 (t, ý)] + [G][u (t, C)] (3.9) 

dt 

[u(t, ý)1 - (W(ti, ý»] (3.10) 

The generation vector will have a mean [p. (t)] 

and an autocorrelation I 'uJtl't2 )] (24) 
which can be 

obtained from Equation (3.10) and are defined from 

probability theory as: 

CPU (t)] 22 CI [F(W(tS, ý) )] ) 

T 

uu 
(t 

l't2)] - C{[F(W(tl' ý))3 IF (W(t2' ý)) 11 (3.12) 

In the above, [pu(t)] will be a column matrix 

with elements that contain the means of each generation term. 

The autocorrelation [4ý 
uu 

(tipt 
2 )] will be a square matrix 

with the diagonal elements equal to the correlation in time 

of each of the generation terms, and the remaining elements 

equal to the cross correlation between all the generation 

terms. This matrix relates the generation within the 

machine at some time t1 with the expected generation in 

some past or future time t 2* The variance of the 

generation [V__(t)] is obtained from the auto-correlation 

at time t1. t2-t since: 
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T 

uu 
[v 

u 
(01 + DIU(t)] [Pu(t)] (3.13) 

A differential equation for the temperature mean 

[11 
9 (t)] can be obtained by taking the expected value of 

both sides of Equation (3.9) over all events ý. Hence: 

dt 
[A][116(t)] (3.14) 

The autocorrelation 1ý06(tl'Yl of the 

temperature can be found from a similar pair of differential 

equations, as shown below: 

a[ý (t = [A][Oeu (t )] +[G][O (t )l (3.15) 
ati Ou I't2)l I't2 uu l't2 

and 

a[ ýD (tilt )] -[0 (tlgt )] [A ]T + [4ý (tjot )][G] T (3.16) 
at2 60 2 60 2 eu 2 

The intermediate term [4) 
eu (t lt2 

)] is the cross- 

correlation between the generation in the machine at time 

t2 and the temperature at time tjo 

The above set of equations can be solved for the 

temperature statistics from a knowledge of the time 

variation of the load's mean and autocorrelation. 

A specific solution is available on the assumption 

that the load random variable W(t, ý) is stationary, that is, 

its- probability distribution is independant of time. In 

this case, the load mean and variance and hence the 
0 
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generation meansand variances will also be independant of 
I 

time. The autocorrelation at two unequal times now becomes 

purely a function of the difference between the two times, 

and can be shown 
(24) 

to be even: 

[0 
uu 

(t l't2 )l .[ 4ý 
uu 

(T)l 
.= 

[0 
uu 

(--r)] 

where T-t 1- t2 

(3.17) 

The temperature mean [ji, (t)] is solved directly 

from Equation (3.14), the initial condition [V, (O)l and 

stationary generation mean [-pu] , to give: 

At 
[Ile (t)] e][ ve (0)] 

(3.18) 

-I At 
+ [A] Qe [I])[G]['p 

Ul 

An expression for the temperature autocorrelation 

can only be obtained if the load or generation autocorrelation 

is specified. In any load system the generation auto- 

correlation will lie between the two extremes of a constant 

valued function over all time lags T and a 'white' 

uncorrelated function. The former implies that the load 

is single valued throughout the entire load period and thus 

gives a trivial solution for the temperature. 

A white system load requires that there is no 

correlation between the load at a given time t, and the load 

at any other time not equal to t. This suggests that the 
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load can change instantaneously from a maximum to a 

minimum, an event which is very unlikely to occur in practice. 

However, this assumption can give a reasonable approximation 

for stochastic loads with narrow correlation functions. 

The generation autocorrelation function can be 

written for a white load as: 

[ ID 
UU(-r)] 

Epul I liul 
T+ [v 

u) 
6(T) 

(3.19) 

where [V 
U] 

is the stationary generation variance and 6(T) 

is the delta function, which has the formal mathematical 

definition of: 

00 
f(T)6(T)dT - f(0) (3.20) 

-co 

for an arbitary function f(T). 

The cross-correlation [, ý Ou (t l't2 
)] is computed 

from the above and Equation (3.15) to yield: 

1e 
Ou (tl't2)1 m [e 

At2 
1 PD(Dü (0 

,. 
+ 

At,, 
]-[I])[G]['p 

Ul 
(pul 

e 
A(tj -t2 )I 

U(tl*-t2. ) [G] [V 
ul 

- 

(3.21) 

where U(t 1-t2) is the unit step function. 
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Examination Of Equation (3.21) reveals that the 

final term in the expression is dimensionally incorrect. 

This is caused by the application of the delta function in 

Equation (3.20) and must be corrected for by dividing the 

term by the 'impedance' [A] of the thermal system. 

The temperature autocorrelation satisfies 

Equation (3.15) with the input of Equation (3.21) and can 

be shown to be equal to: 

At,,. At2 T 

60 
(tist 

2 
[e lkýee (0,0)][e (3.22) 

-1 Ati 
iT T([e. At2lT 

+ [A] Qe ]- [I] ) [G) [ji 
UINU 

[G] 
- 

-1T 

Alt 2- t1l -1T -1T 2At2 
- [e ][A] [G][V 

u 
][G] (A] jQe 

with the initial condition [, ý 660,10)]. 

From Equations (3.18) and (3.22) it can be seen 

that as the time t becomes large compared with the time 

constants of the machine, the mean and auto-correlation will 

tend towards the values: 

-1 
vie (t) [A] (G) [p 

Ul 
(3.23) 

T -IT 
00 (t lt2 [A) [G][P 

UMPU 
]'[G] [A) 

I[e 
A. 1 t 2- tII) 

[Af 
1 

[G] [V 
u] 

[G] 
T[A] -1T 

(3.24) 
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Hence, the temperature distribution, itself, 

becomes stationary. Over a large load period T the total 

distribution will also approximate to this limiting 

distribution and it's mean E'ý'OTI will be given by Equation 

(3.23). The total distribution variance [V 
6T3 can be 

taken from Equation (3.24) by setting t1 equal to t2 and 

recognising that the first term in the equation is equal to 

square of the temperature mean. The total temperature mean 

and variance can be further simplified from. the initial 

definition of the thermal model ) Equation (3.7), to 

yield: 

-1 [p 1 (3.25) Iy Iu 

[V 
OT' 2ý '[Yl- 1 [V 

ullyl- 
1T (3.26) 

In comparison to this white system load, a system 

with a constant autocorrelation functiorý can be shown 

to have the same total temperature mean and a variance 

which is twice that of Equation (3.26). 

The total temperatures in a machine which is 

connected to a generalised stationary load will have 

the mean of Equation (3.25) and a variance that lies between 

these extremes and can be ekpressed as: 

k 
IV OT (1- -2-2ý)Iyl-'[Vu ] [y) -1T, (3.27) 

Uk 
w40 
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The constant kw in Equation (3.27) is a measure 

of the 'whiteness' or autocorrelation of the load and has 

a maximum value of unity for a white stationary load. For 

example, the stochastic load given in Figure 3.1 which 

consists of a series of steps each with an expected 

duration of AT has an auto-correlation function of: 

14) (, r)] = IV MV ]T+ IV 1 (1- 
ITI) 

uu uu uu AT (3.28) 

In this case, the constant kw js a matrix and satisfies: 

Qe AAT] 
_ [I ] )[A]-l 

w J, AT 
(3.29) 

and will have the limits of zero and unity as AT becomes 

large or tends to zero. 

The relative ageing of a particular area of the 

machine's windings is calculated from the mean of the area's 

time average ageing distribution. This can only be precisely 

obtained from a knowledge of the entire total temperature 

probability distribution POT(e) Of that area over the 

load period. Mathematically this is expressed through the 

use of Equations (2.1) and (3.5) as: 

T11 
I exp (B 1))dt (3.30) RT 
0 

f exp(B( 
11 

allO 
6 

ref 
T) ) POT (6) dO 

Here, e must be calculated in degrees Kelvin. The 

mean ji R of a winding 'hot spot' will be the value used to 

determine the minimum life expectancy of the machine in any 

subsequent analysis. 
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In a stationary system the ageing time average 

probability distribution will tend towards a single valued 

function equal to V RO over large load periods T. 

The analysis has been confined to deriving 

expressions for the mean and variance of the total temperature 

probability distribution peT(e)o This is because an 

approximation to the ageing mean can be obtained which uses 

only the values of the 'hot spot' average total mean V, Ti 

and variance. V OT 
ii 

selected from Equations (3.19) and 

(3.20). Here the superscript i refers to the elements of 

the mean and variance matrices which are equal to the 'hot 

spot' mean and self-variance respectively. The development 

of this approximation is given in the Appendix 
, 
'A4 and 

yields the following expression for pR: 

11 2 3.1 
v OT Bv eT 

11 R= (1 +-14) exp (B (e (3.31) 
2 (ýGT ) ref "OT ('11 eT 

2) 

where 11 
i is in degrees Kelvýn. 

eT 

In summary, the equations in this section yield a 

method by which it is possible to obtain an approximation of 

the ageing effects of a stochastic load upon an electrical 

machine. It is inherent in the analysis that the load must have 

a distribution that is time independant or stationary. 
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The above ageing analysis can be used to estimate the 

probability that a machine will need to be replaced over the 

lifetime of the system in which it is operating. This 

information, in conjunction with the energy consumption 

analysis of Chapter 2, will enable a cost evaluation to be 

made on the initial choice of the size of machine weighed 

against its cost of replacement and the potential energy 

savings. 

3.5 - STOCHASTIC AGEING OF A MULTI-MACHINE SYSTEM 

The theory of the previous section can be directly 

applied to a multi-machine system of the form described in 

Section 2.4 by simply treating each machine seperately. The 

individual machine load distributions (W) are obtained PTr 

from the total load distribution PT (W) and the switching 

limits W ti through the use of the following equations: 

na 
p (W) Ep -A-W) ,w>0 

(3.32) 
Tr j-r M=l 

ol 
r' r sm 1n 

w Zr-I 
PTr(o) f PT (W) dW (3.33) 

0 
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where 

Pj (W) oW< Wti 
-1 

P (W) PT (W) Wtj 
-1 

<W<W tj 

pj *(W) =w zi 

and 

n- the number of machines 

r- the machine being considered 

p (w) the jth position probability distribution. 

In the above, Equation (3.33) gives the probability 

of no load on a machine and p (W) gives the 

probabilities of the load lying between the various 

switching limits. 

In a multi-machine system which has been fully 

optimised for efficiency the machine sizes CL r will not be 

equal. A thermal model will be needed for each of the n 

machines for an ageing analysis and an economic appraisal of 

the system. In the optimised system there will be 

unequal ageing between the individual machines, since the 

pole machine will always be loaded whilst the machines in 

other positions will only be loaded as the system load crosses 

the appropriate switching limits. 

However, in a system where the machines have identical 

ratings, the unequal ageing effects can be reduced by rotating 

the machines with respect to their positions. In this way, 
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a particular machine will spend only part of its service 

life, for example in the pole position. Herethe energy 

consumption can still be minimised relative to the system 

switching limits. 

The ageing analysis in the remainder of this section 

is confined to such an equal machine system and the ageing 

effects of the switching limits*and the control method, by 

which the machines are rotated, are considered. 

Given the multi-machine system where n identical 

machines, each with a loss function of -y(W), provide a 

stochastic system load with the stationary load distribution 

p (W) then the optimised switching limits W' can be T tr 
found through Equation (2.31) and are the solution of: 

-y ( E, w) r=l,. .., n-1 (3.34) tr r+l ir 

The load distributions p Tr 
(W) of a machine in 

position r is obtained from the simplified version of 

Equations (3.32) and (3.33) below: 

n 
p Tr (W) EpQ W) W>O (3.35) 

j=r j r=lg..., n 

w-Z 
r-1 

p Tr (0) =fpT (W) dW (3.36) 
0 
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and 

p (W) 0 

p (W) PT (W) 

p (W) 0 

-W 
li -1 

wtj 

w tj 

In the deterministic senseat a time t of a load event 

each of the n machines of the system will be allocated a 

particular position. This can be expressed mathematically in terms of a 

control vector [A(t, ý)]r , which is a column matrix of order n with elements 

X 
ri either equal to zero or unity. If an element X 

ri 
is equal 

to unity, thenjor that particular time and event, the 

machine r will be in position i. A more formal definition 

of the control matrix is given below: 

[A (t, 01 m [x 
rl' 

x 
r21 ''*. $x rnl 

T 
r-1, 

' 

... n (3.37) 

For X 
ri = 1,0 

r 3. 

n 
and E 

r=l 
r 3. 

i= 

In the above, the two summations imply that a given 

machine can only occupy one position and that no two machines 

can share the same position. If the deterministic load is 

represented by a load vector [W(t, r-, )] of order n. 
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with elements that are equal to the load demand at each 

of the n positions, then the load Wr (t, ý) on the rth machine 

is given by: 

T 
Wr (t [A (t'" 

r 
[W(t, ý)] r=l,. n (3.38) 

When considering the stochastic equivalent of 

Equation (3.40), the binary nature of the control matrix 

suggests that as the system is evaluated over all the random 

events ý, the elements of the control matrices become equal 

to the probability of a machine being in a particular position 

at a given time. The'control vector in Equation (3.38) 

can thus be replaced by a control probability vector 

If the rotation of the machine system is IPA(t)]ro 

independent of the load value, then the load probability 

Pr '(W, t) of each machine can be obtained from the stationary 

positional load probabilities PTr (W) and the control 

probability vector [p 
A(t)lr , as shown below: 

p (WIt) -[P (01 r=l,..., n (3.39) Ar [P(W)3 

Here [p(W)] is the vector of the positional load 

probabilities p Tr 
(W) taken from Equations (3.35) and (3'. '36). 

The loading on the machines are no longer stationary 

distributions because of. the . t. 
ime dependance of the-ir position. 

However, -: the assumption that the rotational control is 

independant of the system load still permits a reasonable 

simplification of the thermal equations. 
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The mean Ilu(t)] 
r of the heat generation in the 

rth machine is derived from the definition of Equation (3.11) 

and the machine's probability distribution in Equation (3.39), 

, since : 

[lau (t)] 
rm 

F-( [F (W 
r(t"C) 

)11 

mf [F (W)] pr1 (w. t)dW 
w 

T 
(3.40) m [F(W)] IPA (t)1 

r 
[p (W)] dW 

In the above the elements pAri(t) , i-1, ..., n, -- of the 

control probability matrix can be taken outside the inte- 

gration as they are independant of the load W, to yield: 

n 
["u(t)] 

r PAri (t) F (W)] p Ti (W ) dW (3.41 
w 

The integral is equal to the positional generation 

mean, denoted as [PuT ]i obtained from the positional 

probability distribution p Ti(W)' Equation (3.41) can 

thus be rewritten as: 

n 
Pu (t) Ir 'a E PAri(t) 1'PuT1 i (3.42) 

iml 

In a similar, but slightly more complex manner, 

the variance [Vu(t)lr of the generation in the rth machine 
is derived from the following: 
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T 
[v 

u(t)1 r 
'm F-j. [F (w 

r 
(t�ý»] [F(w 

r(t"»l- 
1 

T 
-Illu(t)] rillu(t)] r 

T 
[P(W)] JF(W)] (W) dW PTi 

T 
-Ipu(t)] r[Ilu(t)] r 

nT 
: 

lpAri(t) 
([V 

uT*li 
+IlluT41'ýuTli) 

T 
-['Pu(t)3 rlllu(t)l r 

(3.43) 

Where [V 
uT 

]i is the generation variance of the 

machine in position i. Substituting Equation (3.42) into 

the above gives: 

n 
[V 

u(t)] rE PAri (t)'[VuT 
i=l 

nT 
+ 

uT]i(["'uTli - 7, PArj(t) I"uT]j)) (3.44) 
j=1 
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The temperature distribution mean and variance for each 

of the n maahines can now be solved from the generation 

parameters and the differential Equations (3.14) to (3.16) 

With the background of the preceeding equations, 

it is now possible to consider two particular rotational 

control algorithms and the effects they have upon the 

machines ageing, The first control considered is the common 

practice of equally sharing the loading between the machines 

by rotating their positions at constant time intervals. 

For example, the machines may. be rotated monthly, so that 

after several months each machine would have been in every 

position. Throughout a rotational interval a machine will 

remain in the same position, and that pos. ition's pr. obability 

will always be unity. If. say, initially machine 1 is in 

position 1, machine 2 is in position 2 and so on, then 

the machines' temperatures mean and autocorrelation 

can be solved during the first rotational time interval 

from the general solutions of Equations (3.18) and (3.22). 
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As the length of the rotational time interval is 

generally long compared with the time constants of the 

machines, the approximations of Equations (3.25) and (3.27) 

can be applied to obtain the total temperature 

distribution parameters, E"OT3r and EV 
OT3r , for the first 

time interval, to give: 

-1 
118T] r 

Iy I 111 
uT 

3r (3.45) 

k-i -1T ['VOT'ru(I- 
2w)"Y3 

'VuT]rly3 (3.46) 

If at the next rotational interval, the machines 

are rotated such that machine 1 goes to position 2 and so 

on, then a similar expression to the above can be obtained 

for the total distributions over that interval. After n 

such rotations, where now every machine has been in each 

position, the final total distribution can be found by 

stochastically summing the distributions of each intervals 

to yield values to the total mean and variance of: 

1 -1 n 
eT3r 

ly, E 
U3 

(3.47) 
i-1 

v1 
-1 nkT 

OTIr '-- ii i'yl 
i 

F, 
1 

{('- -2-2ý4%Tli 'ý11luT3jOuTli 

(3.48) 
nT -1T 

jFl 
[PuT]i )). [Yl 

r 1, ... �n 

As would be expected, these total means and variances are 

identical for each machine. 
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The second rotational ageing control considered 

is that which, intuitively, will yield the optimum, that is, 

minimum ageing forall the machines in the system compared with 

any other form of rotational control. This optimum occurs 

if at all times the probability of a machine being in one 

position is equal to the probability of it being in any 

other position. For n machines, this is expressed mathe- 

matically in the notation of Equation (3.43) onwards as: 

(3.49) 

and iul,..., n 

This form of control may be considered as an extreme 

of the first rotational control, where the time intervals 

of rotation are no longer large, but tend towards zero. 

Clearly, its implementation is practically-impossiblev as a 

continuous rotation of the machines will totally disrupt the 

power output of the system. and the starting surges could 

well result in a machine failure. 

However, as will be shown in a later section, this 

optimum can be approximated to by a practically feasable 

control algorithm that will yield a machines positional 

probability of 
I, but is such that this probability is no n 

longer independant of the load or temperature, it is still 

important to consider the optimum control, as it will give 

a yardstick by which other control algorithms can be judged. 

As before, values ýof the average total temperature means and 
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variances can be obtained for a large time period of load 

and by the application of Equations (3.44. ) and (3.46) they 

can be shown to be equal to: 

[Y- 
n 

IPOT)r 
nE[, p 

uTI 
(3.50) 

i=1 

k -1 n 
Ev 

eT3ic (1- -2-K) 'nily] E [v 
uT]i 

TnT -1T 
(3.51) 

uT3i(["uT]i 
11 I"uT]. 

')) 
[y] 

Examination of these equations and their equivalent 

for the first rotational case will show that the temperature 

mean is identical in both cases, but the variance in the 

optimum case for a non zero kw is smaller than that of the normal 

rotational control. Because of the exponential nature of the ageing 

function, the total mean ageing will increase with an 

increase in temperature variance. This effect can be seen 

mathematically in Equation (3.31), which demonstrates that 

the optimum control does produce a lower ageing in the 

machines than a normal rotational control. 

3.6 AGEING CONTROL ALGORITHM 

In an equally sized multi-machine system, it has 

been suggested that the electrical ageing of the machines 

can be minimised by using a form of rotational control that 

will result in there being an equal probability of a given 

machine being in any load position at any time. However, 

it is important that any control should not unduely increase 
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the starting stresses on the machines by demanding a large 

number of stops and starts over any period of the load. 

The algorithm discussed below meets this requirement as it 

does not switch the machinery any more times than it is 

necessary to provide for the fluctuations in the load. 

The basis of this control.. algorithm is that the 

machines are positioned from a knowledge of the temperatures 

at the areas in their windings where the insulation is at 

maximum stress, J. e. the 'hot spots'. The positioning only 

occurs when the load change is such that 'a switching limit 

boundary is crossed. If the load increases across a 

switching limit. an additional machine will have to be 

switched on, and it is choosen as the machine with the 

lowest 'hot spot' of all the machines that are not running. 

Conversely if the load drops across a switching limit, then 

the hottest machine out of those that are running is 

switched off. 

The control attempts to minimise the variance of 

the temperature in each machine and thus reduce the overall 

ageing. Unlike a rotational method, it does not require 

any additional stopping and starting of machines, but some 

form of temperature monitoring device will need to be added 

to each machine. The development of such a device is 

discussed in the latter part of this thesis. 

With a stochastic system load the temperatures 

in the machines become random variables and hence under the 

above control the positions of the machines will also be 
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random. It can be shown that the effect of the control 

will approximate to the requirement of the positional 

probability being equal for all positions for each machine. 

However, the machine positions will no longer be independant 

of the load history. The mathematics of the previous 

section can no longer be applied and it is necessary to use 

a deterministic computational method to analyse the 

performance. 

3.7 DETERMINISTICANALYSIS OF A MULTI-MACHINE SYSTEM 

The theory in the previous sections uses a number 

of approximations in order that simple solutions can be 

obtained to the stochastic equations. To test the validity 

of these assumptions in a real machine system and also to 

investigate the response of systems that cannot readily 

be simplified by such methods, a deterministic approach is 

needed. 

In a deterministic method, a computer program is 

used to calculate the system temperature and ageing response 

to a number of load-time characteristics or events ý. A 

series of load events are chosen such that, after a large 

number of samples the load at all times acts as a random 

variable with the required input system load distribution. 

The stochastic response of the system can then be determined 

statistically directly from the information evaluated over 

each event. Using the same notation as before, the 

temperature in each machine r, during the load event ý, can 
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be obtained from the equations: 

r= [A][O(t, ý)] + [G][u(t, ý)] (3.52) 
dt rr 

where 
T 

u(t3'ý)] r 
EF([A(t, 01 

r 
[W(t'C)] (3.53) 

The computer solution to these thermal equations 

was performed by taking a discrete approximation of the 

system load. Here, the load is assumed to remain constant 

over small intervals of time AT. The accuracy of the 

method will hold provided the intervals AT are sufficiently 

small compared with the total load period T. Denoting 

the load during the kth time interval as[W(k, ý)] a step by 

step solution to the differential Equation (3.52) can be 

obtained and is given in the following equations: 

[0 (k+l, ý)] 
r '-- [GI] [u(kC)] 

T 
[u(k, C)] 

rý 
[F QA (k, C)3 

r 
[W(kC)3 

where 

AAT 

AAT 

(3.54) 

(3.55) 

The modified [All matrix is obtained from the 

original by using the eigenvalue techniques descr ibed in 
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Chapter 6. The above equations enable the machines' 

temperatures to be calculated 

[e (O'"r at every time step. 

[W(k, ý)] is obtained from th 

and the switching limits. 

from a known starting temperature 

The positional load vector 

e total system load Ws (k, ý) 

Its elements Wi (k, ý) are 

given by: 

w (k, Ws (k, C) /n 
ri(nr 

(3.56) 

w (k, 0i>nr 

where nr is the number of machines running and 

is obtained from the switching limits such that: 

w Ln 
r-1 

<ws (k, ý) <W kn 
r 

(3.57) 

When the system load is modelled to act as a 

random variable with a white stationary distribution, the 

load Ws(k, Q can be obtained at every time interval and load 

event from a single random load generating function R(j). 

This would generate load values, from every jth call of the 

function, that have a distribution equal to the stationary 

system model. Hence: 

s 
(k, ý) = R(kC) 

The relative ageing R(k, ý) of emch machine's 

(3.58) 

insulation can be calculated at every step from the hot spot 

temperature 6i (k, ý) in degrees Kelvin, and Equation (3.4) 
r 

to give: 
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R(k, exp B(611 
1- ) (3.59) 

ref 0r (k, C) 

The major result required from this deterministic 

analysis is the time average mean ageing of the machine 

over the load period T which is by definition the mean over 

every time step k and load event C. If k 
max steps are 

required to cover the load period T and max 
load events 

need to be taken to make the load significant with the given 

stationary load distribution, then the total mean ageing is 

given by: 

ýmax 

'p R r-- E 
ý=l 

k 
max 

R (k, 
k=1 

(3.60) 

Obviously this is not the only information that 

can be obtained using a deterministic approach. Other 

results of interest are the total temperature mean and 

variance, which are calculated using: 

ýmpc 

1116T] E 
C=l 

k 
max 
E[0 (k, C)l 

k=l Cmax k 
max 

Cmax k 
max_[6(k, C)j[O(k, C)f 

T 

6TI '__ 7' E ýmax k 
max 

-[POT] I'PeTl 
C=l k=l 

In addition, the entire ageing and temperature 

(3.62) 

distributions at each time step can be founds or alternatively 

the variation of the rotational control positional probability 

(3.61) 

with time quantified. 
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The deterministic method allows additional non 

linearities to be included in the temperature analysis, 

such as motor starting or thermal matrices that are load 

dependant. For examplelthe thermal effects of the large 

surge currents that occur in induction motors, when they 

are started directly on line, can be included in the 

temperature equations. 

If the starting is considered to occur at the 

beginning of an iterative time step kT over a period 

AT 
start 

that is short compared with AT, then it can be 

included as an initial temperature rise [0 
startIr 

in the 

iterative Equation (3.52) by: 

[6 (k+l 'ý)] r- 
[A'] Qe(k, 4)]r + [estartlr)+ [Gl] [u(k, ý)] 

r 

(3.63) 

The temperature rise is obtained from the 

additional heat generation of the start [u 
start 

Ir from 

the equation: 

[e 
startIr - [A] 

-1 
Qe 

AAT 
s tart ]- [I])[G) lustart3r (3.64) 

Often electrical machines are cooled by internal 

or external fans on their mainshaft. These fans will only 

be effective when the machine is running and a seperate 

thermal model will need ýo be used to describe the machine 

when it is stationary. This can be included in Equation 

(3-54) by the use of two thermal matrices [AH] and [Ac] 

for the running and stationary models respectively. Here 



72 - 

the generation matrix [G'1 will be evaluated from the 

running model, such that: 

[0 (k+l , ý)] 
r 02 1 AA ] 10 (k, ý)] 

r+ 
[G'] [u(k, ý)3 

for [u(k, C)l 
r 

and 

0 (k+1,01 -[ Ac] [0 (k, 
r 2' C)3 

r 

for ju(k, ý)] 
r= 

3.8 RESULTS 

3.8.1 System Description 

(3.65) 

(3.66) 

This section tests the ageing theory, by considering 

a hypothetical parallel machine system. A deterministic 

analysis was performed on the system, which included the 

non-linearities mentioned in the previous section. The 

deterministic results are discussed in detail and compared 

against the simpler theory. The example demonstrates how 

the method of analysis should be applied to a real machine 

system and indicates the expected form of the results. 

The system consisted of four identical 5.5kW TEFC 

cage induction motors connected mechanically in parallel 

to provide a stochastic system load. The machines were 

assumed to be operated through perfect clutches, which would 

be ksengaged 
when the machines were not contributing to the 

load. At no load the machines would be both mechanically 
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and electrically isolated from the system and stationary. 

This isolation would be observed mechanically in a pumping 

station, or electrically with parallel distribution 

transformers. 

The load distribution was described by a stationary 

Beta function with a maximum value of 22kW or 1.0 per unit, 

a mean of 0.7 per unit and a standard deviation of 0.115 

per unit. This distribution is shown in Figure 3.2 and has 

the parameters p, q of Equations (2.10 ) and (2.11) of 10.5 

and 4.5 respectively. 

The optimum switching limits that would minimise 

the system energy consumption were calculated directly from 

the motors' loss function parameters. In the following 

discussion, the ageing effects of the optimum limits are 

compared with those when the switching limits are at the 

machines' ratings. The loss function parameters, switching 

limits and system energy consumption are summarized in 

Table 3.1. The application of the optimum limits can be 

seen to give a saving of around 3% in the machine losses and 

1% in the total energy consumption. 

Thermal models -b: ave been developed for the stationary 

and rotational performance of the induction motors and 

are the subject of the second part of this thesis. The 

model used in this analysis is the original thermal model 

that was later to be programmed into the microprocessor 

based prediction device (Chapter 6). The thermal behaviour 

of each motor was successfully modelled by a linear 

differential equation of order eight. The 'hot spot' 
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temperature was identified as being in the centre of the 

endwindings and was included as an element of the model. 

By assuming a constant supply voltage, the heat generation 

in the nodes of the model could be calculated directly as 

functions of motor load current squared. This generation 

could be transformed to a simple function of the motor output 

power since there exists a linear relationship between the 

squaresof an induction motors current and output power, 

which is expressed in Appendix A7, in terms of the induction 

motor's equivalent circuit parameters, as: 

.2 
(Z 

m+ 
2X 

s/c) 2v2 
2w+22 

(3.67) 
sv ZcZ 

mm 

where W is total motor output power and V and i are the 

phase voltage and current. 

The induction motors were wound with enamelled 

wire with a Class B thermal rating. This insulated 

classification has a recommended maximum temperature of 

130 0 C. As no further specific information was available 

on the type of insulation used, arbitary values(25) of 

16,000 for the ageing constant B and 120 0C for the reference 

temperature were choosen for the ageing Equation (3.5). 

The value of B lies within measurements 
(26) 

taken for various 

types of insulation, which suggested a range of 13 to 21 

thousand for B and an insulation life of approximately 

10,000 hours at the 120 0C reference temperature. 
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An iterative step length of 5 minutes was used 

for the deterministic analysis. This was considered to be 

sufficiently small to give an accurate assessment of 

variations in the machines' temperatures with changes in 

load. The choice of the length of the load cycle was 

purely arbitary and a short period of 24 hours was choosen 

solely to restrict computational requirements. 

The deterministic load was generated at each 5 

minute interval with the Beta function distribution, by 
(27) the use of a numerical library routine The load 

approximated to a 'white' stationary system, because of the 

short time intervals between successive load generations. 

Motor starting was included by an additional heat generation 

equivalent to a starting current of 7 per unit for 0.5 

seconds. 

3.8.2 Deterministic Results 

The deterministic analysis was performed for 

rotational ageing control with an increasing number of 

machine rotations within the 24 hour load cycle. Ideal 

control was approximated by rotating the machines every 5 

minute 'iterative time step and thermal control was 
instituted using the algorithm laid out in Section 3.6. 

For each ageing control, results were obtained with and 

without the inclusion of starting effects and for the system 

operated at rated and optimum switching limits. In all 

cases two thermal models were used to describe the induction 
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motors I rotating and stationary perfo*rmances. 

A constant ambient temperature-of 20 0C was 

assumed and all the machines were started from cold, i. e. 

ambient, at the beginning of the 24 hour period. 

Figures 3.3 through. to 3.6 give the variation in 

the mean ageing of each motor with the number of position 

rotations, which were derived from the estimated maximum 

and winding temperatures. The ageingsconverge towards a 

constant as the number of rotations increase. The initial 

divergence is due to the machines different starting 

positions and is emphasised because they start from cold. 

When the effect of starting is neglected, the 

ageing continually decreases as the number of rotations 

increase, towards the point of ideal sharing of ageing. 

With the inclusion of starting, the ageing fall tails off 

as the gains in the load sharing are overtaken by the 

additional ageing of the starts. 

The application of the optimum switching limits 

produces a constant increase in ageing for all controls. 

This increase is relatively small compared to the total 

extent of the ageing variation. This is because the load 

distribution is such that the lower values of load, where 

the machines are most likely to be overloaded under optimum 

control, have a very low probability. 

For simplicity, the discussion concentrates on 

the results for only one of the four motors, but similar 

data was available for the other three machines. Figure 3.7 
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compares the parameters of the motor total temperature 

distribution with the rotational control and the system 

conditions. Table 3.2 gives details of some points on 

this graph, and also includes results obtained under 

thermal control. In confirmation with the original theory, 

the temperature means remain effectively constant over the 

control variations and the ageing decreases as a direct 

result of the reduction in the variance (the square of the 

deviation) of the total temperature. 

The inclusion of starts causes mainly an increase 

in the temperature mean, with little effect upon the 

deviation except at higher rotations. The two sets of 

switching limits appear as slight changes in both the 

temperature means and deviations. 

Included in Table 3.2 are values for the ageing 

mean taken from the approximation given in Equation (3-31). 

These calculations are a consistent 11 to 13% higher 

than the deterministic results. This suggests that the 

form of the relationship is correct, but more accuracy 

could be induced by the inclusion of a second order 

exponential term, which is-likely to be a function of the 

total temperature mean rather than variation. 

Table 3.3 summarises the three basic types of 

control; rotational, thermal and ideal. The thermal control 

can be seen to give a significant reduction in machine 

ageing as compared with a6 hourly rotation. Ignoring the 

effects of starting, the thermal control produces an ageing 

equivalent to approximately half-hourly rotational control. 
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Once starting is introduced the thermal control becomes 

preferable to any rotational methods. 

The additional ageing induced by starting is 

small in both the thermal and 6 hourly rotation'control. 

Again this can be attributed to the nature of the system 

load, because there is a low probability of the load 

transgressing the switching limits and the number of starts 

caused by load*fluctuations are few. Figures 3.8 to 3.10 

show the total temperature and time average ageing 

distributions for the three controls of Table 3.3, with no 

starting and optimum switching limits. The time average 

ageing distributions approximate to unity value functions. 

The small variation that is present is a result of the 

numerical limitations of a deterministic method using a 

finite number of time steps and sample events. 

The total temperature distributions can be seen 

to have an erratic form, the overall shape being influenced 

by the system load distribution and the switching limits. 

The larger area of the distributions is created when the 

load is in the lower three switching bands, where there is 

a high probability of the machines being loaded. The 

lower region, which is a third of the area of the higher, 

accounts for the machines in the final switching position. 

Here there is a low probability of the machines running 

and an associated lower spread of winding temperatures. 

The positional probabilities of the machine under 

thermal control is given in Figure 3.11. From the initial 
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starting points, the motor settles down to a positional 

probability of 0.25 in every position within 2 hours. 

This is the effect required by the thermal algorithm for it 

to be able to approximate to an ideal control. 

3.8.3 Theoretical Results 

The theoretical analysis presented earlier in 

the chapter was only applicable to the two extremes of the 

X4 rotational and ideal controls. In the former case, 

the 6 hour rotational intervals were long compared with 

the time constants of the machine and the approximations 

of the theory could be applie. d. 

The steadystate endwinding temperatures were 

expressed as direct functions of the load squared, by 

substituting Equation (3.67) into the model generation terms 

in Chapter 5, Equation (5.20), and multiplying them by the 

appropriate row of the inverse impedance matrix. The 

steady state endwinding temperatures 0e of a rotating 

machine were given by the following formulae: 

-1 

e 
[Y] [F(W(t, C))] lendwinding +6 

amb 

2 
63.7 W(tvC) + 21.5 +6 

amb 
(3.68) 

where W(t, ý) = per unit induction motor load (base 5.5kW) 

a 
amb m ambient temperature . 
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From the above equation, the endwinding temperature 

mean and variance were calculated from the theory of 

Section 3 and the mean and variance of the load squared. 

The positional load data for both rated and optimum switching 

limits are given in Table 3.4. The nature of a Beta 

distribution with parameters p, q is such that its nth 

moment can be read from the distribution table of a Beta 

function with parameters p+n, q. This allowed an easy 

determination of the load data directly from tables of the 
(16) Beta function 

The theoretical endwinding temperature mean and 

deviation and the relative ageing, computed from the 

approximate expression, are compared against the determinisiic 

results in Table 3.5. The deterministic values for the 

rotational control are averaged over the four machines 

and differ slightly from those given for Motor. 1 earlier 

in Table 3.2. 

The ideal thermal control results would be expected 

to be in good agreement as both the deterministic and 

theoretical analysis model . exactly the same system. 

This was true for the means, but the theoretical variances 

were a little high. The error is attributed to 

computational errors in both the deterministic computer 

p rogram and in the development of the theoretical load 

parameters. 

The deterministic rotational control temperature 

mean was lower than the theory, whereas the variance was 

higher. The finite rotational interval of 6 hours used in 
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the deterministic analysis would be expected to reduce the 

mean. The use of a second, higher impedance, thermal model 

for a stationary motor would increase the mean and 

variance, especially when the machine was operating in the 

final switching position where it would be stationary for 
4 

the majority of the time. The differences between the 

direct theory and the deterministic results would be caused 

by a combination of these two processes. 

Higher theoretical ageings were obtained throughout, 

with errors ranging from 23 to 17%. A major contributor 

to the error is the 11-13% involved in applying the ageing 

approximation. The proportional differences in ageing 

for changes in both the switching limits and ageing control 

are maintained in the theoretical results. 

In conclusion, the ageing theory gives a simple 

method of estimating the ageing effects of energy optimisation 

on parallel and single machine systems. The theory produces 

a conservative, but riot too inaccurate, method of analysing 

rotational and ideal thermal control in parallel machine 

drives. The deterministic analysis demonstrated that a 

thermal control algorithm can produce good improvements in 

the ageing compared with a conventional rotational control. 

The ageing studies are based upon an assumption of a 

stationary load system. This assumption, although not 

restrictive, would need to be verified for each particular 

case study considered. 
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Table ý-l Exam meters 

a 0-0288 
Loss Function 

b 0.0 
Parameters 

C 32-4 

Position Rated Optimum 

1 0-25 0-30 

Switching Limits 2 0.5 0-53 

3 0-75 0-74 

4 1.0 1.0 

System Energy 

Consumption 

Output 0-70 

Losses:. Rated 0.152 

Optimum 1 0-147 

p. u. bcLse.. - 22kW 



-83- 

_Table 
3-2 Motor 1 Deterministic Results 

No Starting_ 

k. Rated Switching ýimits: 

Ageing 
Control 

Temperature IC 
Mean Deviation 

Ageing 
Mean 

Approx. 
Formulae 

% 
Error 

Rotational X4 78-5 17-2 0-0227 0-0255 +12 

X12 78-9 16-1 0-0220 0-0248 13 

X24 79-1 15-1 0-0210 0-0236 12 

X48 79.2 14-3 0-0199 0-0224 13 

X96 79-1 13-9 0-0191 0-0215 13 

Ideal 79-3 12-5 0-0175 0-0197 13 

Thermal 79-2 14-2 0-0198 0-0223 12 

Pptimum Switching Limits: 

Ageing 
Control 

1 Temperature OC 
Mean Deviation 

Ageing 
Mean 

'Approx. 
Formulae 

% 
Error 

Rotational . X4 78.6 17-2 0-0233 0-0258 +11 
X12 79-0 16-2 0-0225 0-0252. 12 

X24 79-2 15-2 0-0215 0-0240 11 

X48 79.3 14-4 0-0204 0-0228 12 

X96 79-2 14-1 0`0196 0-0220 13 

Ideal 79-3 12-5 0-0180 0.0199 11 

Thermal 79-3 14- 8 0-0205 0-0232 13 
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Table 3; 3 Motor 1 Ageing under Rotationcit, 
Thermal - and Ideal Controt ' 

Switching 
u1mits 

Control 
Rotational A Thermal Ideal 

Rated 0-0227 0.0198 0-0175 
No 

Starting 
Optimum 0-0233 0-0205 0.0180 

Rated 0-0229 0-0203 
Starting 

Opti mum 0-0236 0-0209 
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Table 3-4 Positionat Locid Sguared Distribution 
Parameters 

Position 
I 

Rated 
Mean 

Limits 
Variance 

Optimum 
Mean 

Limits 
Variance 

1 0-726 0-0222 0-735 0-0227 

2 0-726 0-0222 . 0-734 0-0228 

3 0-684 0-0464 0. -665 0-0556 

.4 0-241 0-1059 0-250 0-1065 

p. u. bases: - mean (5-5Wý 
variance (5-5Wý 

Table 3-S Comparison of Theoretical with 
Deterministic Results 

Ageing 
Control 

EndwiDding Temperature IT 
Mean Deviation 

4tt 

Ageing 
Mean 

t 

Rated Rotational 78-7 79-4 17-2 16-4 

1 

0-0224 0-0267 
Limits 

No 
Starting Ideal 79.2 79.4 12-5 13-6 0-0175 0-0215 

Timum Rotational 78.8 79.5 17-2 16-4 0-0232 0-0272 
imits 
N-o 

Starting Ideal 79-3 79-5. 12-5 13-7 0-0180 0-0221 

Deterministic results 
t Theoretical results 
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CHAPTER 4 

PROCESS INDUSTRY CASE STUDY 

4.1 INTRODUCTION 

In many industries, machines are operated in 

parallel under control schemes similar to those laid out 

in the multi-machine analysis of Chapter 2. In particular, 

process and water industries often use pumps in parallel to. 

circulate varying flows of fluids. An example of this was 

found in a local brewery, owned by Bass p. l. c., where 

centrifugal pumps were used in parallel to provide a flow 

of refrigerant to the brewing process, 

The theoretical analysis 
(15) 

has suggested that 

significant energy savings could be achieved in a multi- 

machine system by a careful selection of the control para- 

meters. With the aim of confirming these findings 

experimentally, the management of the brewery were approached 

and they agreed to allow measurements to be taken on one of 

their pumping stations. 

The performance of the station was monitored over a 

full week and a theoretical model was set up from the results- 

Through this model, the effects of changing the control 

parameters were investigated, and the level of possible 

energy savings quantified. The findings were reported to 

Bass and recommendations were made on the changing of the 

control. A copy of this report is given as reference in 
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the Appendix. Again the management were co-operative and 

agreed to adjust the pumping station controller. A second 

week of data was then taken and used to confirm that savings 

in energy had taken place. 

This chapter describes the method by which the data 

was recorded at the plant, the subsequent analysis of the 

data and how it was used to set up a model of the pumping 

station, The validity of the model is then confirmed with 

the original data and the estimated improvement in the system 

performance presented. Finally, the second week of data 

is analysed and is also compared against the model. 

4.2 PLANT DESCRIPTION 

The modern brewery has transformed the fermentation 

of beer into a fully automated process industry. Today's 

beer can be brewed from the original malt and hops to the 

barrel in a few days, as opposed to the several weeks required by 

traditional methods. A necessary part of the modern 

process is the fast cooling of the beer to kill the yeast 

after fermentation, before it goes on to be clarified and 

carbonated. In order to achieve this a large amount of 

refrigeration is required. 

At Bass Brewery in Runcorn two refrigeration plants 

are used for the process, one producing chilled water at 20C 

and the other glycol at -50C. These plants are sited 

remotely from the brewing process, to which the coolants 

are provided through two low pressure mains. The flow of 

coolant is maintained by a pumping station at the start of 
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each main, consisting of a number of induction motor driven 

centrifug4l pumps operating in parallel. 

This particular study was focused on the glycol 

coolant pumping station. Four 50 HP TEFC cage induction 

motors were used to drive centrifugal pumps rated at a 

maximum flow output of 232m 3A 
and at a head of 39.2 mWG, as 

shown in Figure 4.1. The pumps were connected in parallel, 

which gave a total system capacity of 928m 3 /h of glycol 

with all four pumps running. As the plant demand of coolant 

varied the motor-pump sets would be switched on or off to 

maintain the required head. The switching of a pump set 

was purely a function of glycol flow and its position in 

the switching sequence. 

An outline of the pumping station control circuit 

is also given in Figure 4.1. The total glycol flow was 

measured using an electronic pressure transducer connected 

to a Dahl tube on the coolant main. The output of this 

transducer was in the form of a d. c current signal with a 

magnitude that was directly proportional to the flow. This 

signal was applied to four electronic relays, whose contacts 

could be programmed to close as the current exceeded a 

preset value. The outputs of the relays were then connected 

through a selection switch to the supply contactors of the 

four motor-pump sets. Additional timing relays were used 

to ensure that once a machine was switched on or off it 

would remain in that state for a preset time and thus 

protect the induction motorsagainst excessive numbers of 

starts. 
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The selection switch could be used to change the 

position of a particular motor-pump set in the switching 

sequence and so alter its duty cycle. This enabled the 

plant operators to perform a crude manual form of load 

sharing, and attempt to minimise the overall plant ageing. 

4.3 EXPERIMENTAL MEASUREMENT 

The experimental measurements on the pumping station 

were performed for two purposes, Firstly, the system 

needed to be quantified for the stochastic optimisation 

theory. This required a knowledge of both the total system 

load probability and the pump motor loss functions. The 

former could be obtained from a continuous record of the 

glycol flow over a set period, and the latter was estimated 

initially from manufacturer's data and subsequently 

determined from measurements. 

Secondly, a set of results needed to be obtained 

from which the findings of the stochastic theory could be 

qualified. A suitable test of the theory would be an 

experimental comparison with each of the input load 

distributions of the motor-pump sets* This would require a 

recording of the power input to each of the induction motors 

in addition to the flow measurements. Finally, information 

should be available with which the assumed pump-motor loss 

functions and control switching limits could be confirmed. 

The data was measured on site by using a 'PET' 

microcomputer and a dedicated data logging peripheral. The 
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data logger was designed as a versatile system, suitable 

for many applications including the above. A brief 

description of this device is given in the Appendix A5. 

The inputs to the data logger were in the form of 

five scaled d.. c voltage signals, of which one was proportional 

to the level of glycol flow and the remaining four were 

proportional to the motor-pump input powers. The glycol 

flow input was achieved by inserting a calibrated resistor 

in series with the output of the installed flow transducer. 

The power inputs were obtained from commercial wattmetric 

transducers, each connected via a single current transformer 

and a phase neutral voltage tap. to the motor supplies: 

This method of power measurement was chosen to minimise 

the number of current transformers, although it was 

necessary to assume that the motors were always operating 

under balanced conditons. 

The data logger performed three functionsp it acted 

as a real time clock, it averaged the inputs over successive 

intervals of 15mins and stored them in an internal memory, and 

it could also provide instantaneous readings of the inputs. 

A suite of commands were used by the controlling 'PET' 

micro computer to access the data logger via an IEEE 488 

bus. A short BASIC program on the 'PET' was used to 

periodically dump the averaged values, after appropriate 

scaling and formatting, onto a digital cassette tape. In 

addition, the program continually monitored the instantaneous 

data recordings to detect the occurrence of any motor 
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switching. When a switching took place, the samples 

immediately prior to and after the switching were registered 

and stored, together with the time of the event, onto a 

second digital cassette. 

The information on the first cassette could then be 
4 

used to give the glycol flow and motor-pump power means and 

a measure of their distributions. Data on the 

second tape would give the time, power and flow values at 

which switching occiurred, from which the switching limits 

and the motor-pump power to flow characteristics could be 

extracted. 

Denoting the nth averaged flow sample as Qn and the 

input power sample, for the ith motor-pump set, as W in; 

then the total flow and power means Vq and pwi are given by: 

n 
EsQ 

ns n=l n 

n 
Esw 

wi ns n-1 in 0i in 1 1, ... , 

where ns- total number of samples. 

Although these samples were formed from data 

(4.1) 

(4.2) 

continuously averaged over short periods, they can be used 

to give a representation of the data frequency distributions. 

This is because the lengths of the averaging periods were 

small compared with the total time over which the data was 
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recorded. In effect, the averaging of the data was 

equivalent to passing it through a low pass filter. 

The probability of the flow Q lying between the 

values Q, and Q2 can be obtained from: 

Q >. - Q)- ýi Es m ns n-1 n 

where m n 

m =1 U 

m =0 n 

Q. Qi 

Q2 "' Qn>" Ql 

Qn >Q 

(4.3) 

However, when analysing the power input distributionss 

the averaged data W 
in needed to be adjusted to allow for 

the switching of the machines. If. for example, a motor- 

pump set was running at the start of a particular 15 minute 

sampling period and then was switched off during that period; 

then the recorded data would not be equal to the true average 

power input to the machine whilst it was running. Here 

the data would be corrected by increasing it in proportion 

to the time that the machine was not running. 

-Let t in 
be equal to the dimensionless proportion of 

the nth sampling period that the ith machine was running, 

then the frequency of the input power W. of that machine 2. 

is given by: 

n 
P(w >ww)=-m (4.4) 2i1ns 

n=l n 
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where 
W. 

inW 
nt. 2 3. n 

w 3. U 

n in 2 t. in 

W. 
3. n 

in 

On installation, the total system was calibrated 

by programming the 'PET' microcomputer to repeatedly 

display the scaled instantaneous data samples. It was not 

possible to-check the flow readings over the full rangeq 

because during the calibration period there was little 

fluctuation in the glycol flow. - However, the readings taken 

did agree well with the industrial flow meter. The power 

readings were calibrated by connecting moving coil watt- 

meters in series with the wattmetric transducers and then 

using the manual pump selection switch to load each of the 

four machines. All the readings taken lay on the same 

curve, Figure 4.2, and it was found that the recordings 

were well within the expected accuracy of 2% of the total 

data logging system. 

Also during calibration, it was confirmed that the 

load was shared equally between the machines that were 

running. The load sharing was seen to be good, apart from 

one particular motor-pump set which took only a small 

proportion of the total load, to the extent that the 

remaining machines-were overloading in trying to meet the 

demand. It was subsequently discovered that the pump had 
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an undersized impeller and had been running in this condition 

for a considerable length of time. 

It should be noted that, during the weeks of measure- 

ments on the pumping station, this faulty pump was switched 

to the last position in the load sharing sequence and the 

glycol flow was never large enough to require its use. 

4.4 MOTOR-PUMP LOSS FUNCTION 

The glycol pumping system is similar, in many respects, 

to the theoretical multi-machine system described in the 

earlier chapters. However, certain alterations are required 

to the earlier analysis in order that it may be applied 

directly to this particular case. 

The system demand on the pumping station is a 

specific flow of the glycol coolant and the switching control 

of the motor-pump sets is based upon this flow. Thus, an 

analysis of the system should be based upon the glycol flow 

rather than the absolute output power. 

The power losses in the motor-pump sets were modelled 

in terms of the glycol flow by a quadratic loss function 

y(Q) such that the power loss in a particular set which was 

pumping glycol at the rate of Qm3 /hr would be given by: 

Set Power Loss = Qy(Q) , kW (4.5) 

where Y(Q) =I+b+Q (4.6) Qc 

I 

for constants a, b, cp 
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The actual power output of the set is the product 

of the flow Q and the system head, The system head is 

characterised by the pumps used and can be modelled in 

terms of the pump flow by a head function H(Q). As with 

the losses, the head function was approximated by a quadratic 

fit to the manufacturers data. The power output was thus 

equal to: 

Set Power Output QH(Q) kW (4.7) 

where H(Q) +e+Q (4.8) 
Qf 

for constants d, e. f. 

It follows that the total power input to one of the 

motor-pumps is the sum of the losses and the output powers 

such that: 

Set Power Input - Q(y(Q) + H(Q)) kW (4.9) 

The set loss function y(Q) was formed from a 

combination of the individual loss functions ym(W) and 

Yp (Q) of the induction motor and pump respectively. The 

induction motor loss function (Appendix Al) was expressedg 
in terms of its output power W, as: 

(w) 
a+w 

ra 7 
in 

(4.10) 

Whereas for the pump loss function a quadratic form 

was taken in terms of the output flow Q, as shown by: 

ab 

c 
(4.11) 

I 
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The input power to the pump, and hence the output 

power W of the induction motor, is given by Equation (4.9) 

as: 

Q(yp (Q) + H(Q)) (4.9) 

QP+ (b + e) + Q( I+ (4.12) 
Qfcp 

The overall losses in the set are the sum of the 

motor and pump losses, which expressed in terms of W and 

are: 

QY(Q) = WYM(w) + Qy 
p 

(Q) (4.13) 

Substituting Equations (4.11) and (4.12) yields 

2(. 1 
+2 QY(Q) -a+ 

! 
-((a +d) + (b +e) Q+Q+a +Qb mcmppfpppc 

(4.14) 

The input power of a centrifugal pump is approximately 

a linear function of the flow and in general the term 

(1/f + 1/c 
p) 

in Equation (4.14) can be neglected. Hence 

Y(Q) can be reduced to the quadratic form: 

(4.6) 
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(ap +d) 
2 

where aa+a+- mpc M- 

(a 
p 

+d) (b 
p 

+e) 
bp+ 2(%-- 

cm 

c= 
1 

(L- c p 

k 

(4.15) 

The pump loss and head function parameters were 

calculated from a fit to the manufacturer's performance curves. 

Figure 4.3 gives the performance curves and shows that a 

good agreement was obtained. 

Data was not directly available for the induction 

motor loss parameters and so they were extrapolated from 

the losses of a typical TEFC induction potor, using the 

scaling laws laid out in t he Appendix Al. These parameterss 

together with those of the pump loss and head characteristicso 

are given in Table 4.1 . The values are in per unit to a 

flow base of 232 m3 /hr (the rating of the pumps) and a power 

base of 25kW. 

The total motor-pump set loss function parameters, 

as calculated from Equation (4.15), are given in the upper 

part of Table 4.2.. The set input power, calculated from 

Equation (4.9), is plotted against output flow in Figure 4.4 

This curve is compared with points obtained from the 

instantaneous samples taken during the load measurements on 

site. The spread on the points was considered to be a 
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result of readings that were taken in transient conditions, 

when the machines were being switched or there were sudden 

changes in the system load. However, the majority of the 

samples fitted the slope of the theoretical curve well, but 

there appeared to be a constant difference of approximately 

3kW between the points and the curve. This offset was 

attributed to additional friction losses in the sets. Such 

losses would be a result of wear in the pump and motor 

bearings and the common shaft coupling and extra fluid 

friction losses caused by wear on the surfaces of the pump 

impellers. 

These additional losses were-t aken into account by 

increasing the 'a' term in the set loss function. The 

modified loss function is given in the lower half of Table 

4.2 and is seen to give an improved fit to the experimental 

points in Figure 4 .4. 

4.5 SYSTEM EQUATIONS 

The stochastic theory of Chapter 2 was applied by 

assuming that the system load acted as a random variable with 

a known frequency distribution. In this particular cases 

the frequency distribution p(Q) was measured in terms of 

the glycol flow Q. Although a knowledge of this distribution 

was not needed in the optimisation of the switching limitss 

a model of the flow distribution was required if the effects 

of the optimisation were to be evaluated. Beta functions 

were used to model the flow distributions for the two weeks 



- Ill - 

of results and their parameters were chosen such that both 

the model and the data would have the same mean and 

variance. 

A simplified version of Equation (2.25) was used to 

obtain the overall system losses, as clearly the machine 

sizes were fixed. Here, the load sharing factor was simply 

the reciprocal of the number of machines running, which 

gave the total losses as: 

4Q ki 
Total losses f p(Q)y(Q/i)QdQ (4.16) 

Qzi-l 

for switching limits QZi,. i-1, ..., 

Similarly the total output power was expressed 

as: 

4 Qki 
Total Output Power f p(Q)H(Q/i)QdQ (4.17) 

Q U-1 

Expressions for the input power distributions for each of 

the pump-motor sets were also required, to examine the 

total model performance. 

The input power distribution pi*(W) of ith motor- 

pump set was determined in terms of its input power W. from 

the load distribution p(Q) by the following equations: 

Pi* (W) 
4 dW (4.18) 

jEl 
jp(jQ)/dQ 

QIj-14 A <Qzi 

WQ (y (Q) +H (Q) (4.19) 

and Q flow through 'ith pump 
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The form of Equation (4.18) is applicable where 

only a single value of output flow can be associated with a 

given input power. This condition can be seen to be valid 

from Figure 4.4 

The switching limits that minimised the system losses 

were obtained from Equation (2.30). Again a simplified 

version of this equation could be used and is given below: 

(Q tr /r) = y(Q ir / (r+l) ) (4.20) 

for r=1, *%.. 93 
' 

With the quadratic loss function of Equation (4.6), 

the above could be solved directly for the switching limitss 

to yield: 

(1 tr ýV r(r+l)ac (4.21) 

4.6 RESULTS 

Two sets of data were measured at the Runcorn plant, 

each over a period of one week. From the first set, the 

original system performance was evaluated. Recommendations 

were then made for values of switching limits that would 

improve the overall system efficiency. The new values were 

programmed into the control system at Runcorn and the 

second set of data was taken to confirm that the system 

performance had been improved. 
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4.6.1 Week 1 

The measured flow and input power distributions are 

given, in histogram form, in Figures 4.5 through. to 4.7 

and their means and deviations (square root of variance) in 

Table 4.3 . The flow and power are given in per-unito to 

the bases of 928 m3 /hr and 39.2kW, which were equal to the 

maximum rated output of the pump station and the rated 

inputs of the motor pump sets respectively. over the week, 

the flow demand was never large enough to require the. use 

of the fourth pump. 

The values of flow at which the pumps switched were 

observed from the second data cassette. The switchings 

appeared to occur over quite a large range of flowsp as can 

be seen from Table 4.4 which gives the mean and range of 

the switching limits-of the second and third stage. This 

effect could be attributed to two causes; sampling errors 

by the data logger and noise on the system flow. 

Errors in the sampling were considered to be small. 

The pump station inputs were sampled approximately every 20 

seconds and hence the time difference between the recorded 

data, prior to and after a switching was minimal. The 

limits were determined from the flow before the switching, because 

immediately after the switch the system head would change 

and cause a corresponding transient in the flow. 

However, if the response of the system controller 

was slow, a feature which would be built-. in to make it immune 

to load noise, the sampling time of the data logger would 
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be several times smaller than the controller time constant. 

Thus, the recorder could register noise on týe flow to which 

the controller would be unable to respond. 

From Table 4.4 it was seen that the mean values 

of the switching limits were different to the set values 

expectedi i. e. multiples of the pump ratings, which 

suggested that either the original settings were inacdurate 

or there was a calibration error in-the controller. The 

plant operators were unable to provide further information 

on this point. 

The theoretical model used a Beta function for the 

flow distribution, which had equal mean and variance to the 

measured flow. The mean values of above were used for the 

switching limits. The model of the flow distribution 

together with the calculated power input distributions are 

shown as continuous curves on the histograms of Figures 4.5 

to 4.7 A comparison of the means and deviations 

of these distributions is given in Table 4.3 . 
The measured flow$ Figure 4.5, did not have a very 

smooth distribution, but still the Beta function model was 

a reasonable fit. The flow distribution would have been 

improved if the measurements were performed over a greater 

period than a week, but unfortunately this was not possible 

due to time constraints. 

The input load distributions were seen to be in good 

agreement, both in mean and variance values and in the fit 

of the theoretical curves to the histograms. There was a 

discrepancy in the lower powers where the actual machines 

appear to be running below the minimum switching limits. 
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This was a result of the variance in switching limits 

mentioned above. 

The model was within an agreement of 3% error, on 

the total measured input energy. This could be attributed 

to a combination of errors introduced from the motor-pump 

loss model, the Beta distribution match to the measured flow 

and the variance of the switching limits. The latter 

appeared to be the major contributor to the errors. The 

input distribution of the third motor-pump set had the 

poorest agreement in the results, which was seen from 

Figure 4.7 to come from the spread in the measured 

distribution caused by the range of switching limits. 

The magnitude of the input distribution error is in 

the order of the loss savings suggested in the following 

section, when small (10%) changes in the switching limits 

are applied. However, the error is half that of the loss 

reduction with optimum switching limits. The model was 

thus considered to be sufficiently valid to be used to 

evaluate the system performance with a variety of switching 

limits. 

4.6.2 
'Variation 

in System Performance with Switching Limits 

Five sets of switching limits were considered and 

are listed below. 

The limits with which the system was operating during 

the measurement week. 

2) The limits equal to the rated output of the pumpS9 which 

were the values that should be seton the system controller. 



- 116 - 

3) The limits equivalent to a 10% overload on each of 

the pumps. 

4) The limits equivalent to a 15% overload on each of the 

pumps. 

5) The optimum switching limits obtained from Equation 

(4.21). 

These limits and the system performance are given 

in Table 4.5 Here the loss and the input is given as 

a total energy consumption over the week. 

The last three sets of switching limits all would 

exert overloads on the motor-pump sets. In particular 

the optimum switching limits required overloads of 63% on 

the first pump and 41% on the second pump and suggested 

that only three pumps would be needed to meet the maximum 

flow demand. Clearly the effects of these overloads had 

to be considered before a change in switching limits could 

be applied. 

An overload on a centrifugal pump results in a 

reduction in the output head. There will be no significant 

reduction in the life expectancy of the pump on overload unless 

the head becomes sufficiently small for cavitation to 

occur 
ý28). Cavitatio. n would result in a considerable increase 

in the wear on the pump's impeller. However, this is 

unlikely to occur in a closed system, such as the glycol 

refrigeration circuit, 'as long as the head remains above the 

pump's characteristic net positive suction head (NPSH). 

An overload on an induction motor will result in 
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an increase in the machine's winding temperature, which 

will accelerate the ageing of the winding insulation. 

Whether, this causes any significant reduction in 

the expected lifespan of the motor is dependent upon the 

machine's load distribution and control and is the subject 

of Chapter 3. 

In Table 4.5 the overloading is summarised by 

giving values of the expected minimum system head and the 

percentages of the total time the induction*. motors would 

be overloaded. The induction motors are overloaded only 

when the maximum pump output is increased by above 15%, 

because of the generous difference between the pump and 

motor ratings. It is clear. from the results that the 

application of the optimum switching limit. s would cause 

excessive overloads. 

From the table it can be seen that as much as a 

17% reduction in losses can be achieved by altering the 

switching limits. Resetting the controller to the correct 

rated switching limits would give a slight increase in.. 

performance. With an increase in the switching limits to 

10% above the rated values, the losses are reduced by 8%P 

with a slight decrease in the minimum system head. A 

further 5% increase in the limits will give an extra 2% 

reduction in losses with a corresponding 4% decrease in the 

minimum head. 

The system performance over a full range of switching 

limits from the measured running conditions to the optimum 
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values is shown graphically in Figure 4.8. Here the system 

losses, efficiency and minimum head are plotted against the 

limits, and are all expressed as p. u. values to a base of 

the conditions at rated switching limits. Also shown 2. n 

the figure are the percentages of time the first and second 

induction motors would be expected to be overloaded. The 

system efficiency reaches a maximum at approximately a 30% 

increase in the switching limits. This occurs when the 

reduction in losses becomes comparable with fall of the 

total output power, caused by the lowering of the head. 

The final choice of switching limits would have to be a 

compromise between the savings in energy and the minimum 

allowable system head and maximum motor overloadings. 

The results of this analysis were reported in Bass 
(29) brewery It was recommended to reset the switching to 

values of 10% above the pump ratings. This small change 

would result in 8% and 4.7% savinis in their losses and total 

energy respectively, compared with their present operation. 

The effect on the overall system head was seen to be small. 

4.6.3 Week 2 

A second week of data was logged whilst the system 

was operated with the increased switching limits. Unfortunately 

over this period the glycol demand was small and the results 

were not directly comparable with those of the first week. 

The system was modelled using the techniques 

described before, and the results are presented in Figures 

4.9 to 4.11 and Tables 4.6 and 4.7. The glycol flow 
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distribution was jagged and discontinuous, hence the Beta 

distribution model did not'give a very good fit to the data. 

A poorer agreement was obtained with the power distributions 

than for the first week, with the modelled total energy 

consumption within 9% of the measured value. It was thus 

impossible to-make, arry'defini-te.,, statement as to whether the 

change in the switching limits had resulted in any improvement. 

Again there was a considerable variation in the 

switching limits, Table 4.7, and the mean values were measured 

as being equivalent to 6% and 4% above the rated values for 

the first and second limits respectively. The increase was 

lower than recommended due to a conservative setting of 

the. controller by the operators. However, even those small 

increases in switching limits should result in energy 

savings, estimated as a 5% reduction in losses from 

Figure 4.8. 

A comparison on the model between the previous 

week's and the uprated switching limits is given in Table 4.8. 

The change has resulted in a reduction of 3.4% in the losses 

and a corresponding increase of 1.2% in the efficiency. 

These savings are lower than those expected from the first 

week's results. This was because the loading on the system 

was such that for the majority of the time, only the first 

pump was running and consequently the operating time around 

the switching limits was small. A higher loading would 

have resulted in a proportionately greater saving in energy. 
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Table 4-1 Per Unit Loss and Head Function 
Parameters. 

CLP 0-84 
Pump Loss 

bp -1-31 
Function 'd p (a) 

1 -1 
cp 1-31 

0 

Motor Loss am 0-077 

Function 
1 

Wm(W) 
-1 

Cm 
- 

21-6 
1 

d. -0-26 Head 
e 2-02 

Function H(Q) 

IIf -1-31 

Per Unit Bases: - Flow 

Power 

232 m3/hr 

25 kW 
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Tabie 4.2 Per Unit Motor-Pump Set Loss Function 
Parameters 

0-932 
Set Loss 

b -1-27 
Function W(Q) 

c 1-27 

Cl 1-06 
Modified Loss 

b -1-27 
Function Y(Q) 

IIC, 
1-27 

Per Unit Bases: Flow 

Power 

232 m3/hr 

25 kW 
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Table 4-3- 
-Week 

1 Load Distributions 

Measured 
Mean Deviation 

Model 
Mean Deviation 

Error 
Mean Deviation 

Flow P. U. 0-36 0-21 0-36 0.21 -- 
Motor 1 P. u. 0.82. 0.08 0-85 0-11 +0-03 +0-03 
Motor 2 P. U. 0.55 0-42 0-54 0-43 -0-01 +0-01 
Motor 3 P. u. 0-38 0-48 0-30 0-43 -0-08 -0-05 
Motor 4 P. u. 0.0 0.0 0-0 0.0 -- 
Total 
Energy P. U. 1-75 1-69 - -0-06 

I 

p. u. base: - f low 
power 
energy 

928 m3/hr 
39-2 kW 
6-58 MW-hr 

Table 4-4 Week 1 Switching Limits 

over 1 week 

Min. Max. Mean 
OLL, p. u. 

QL2 P*Ll* 

0-22 

0-41 

0-30 

0-47 

0-26 

0-44 
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-Table 4-5 Variation In System -Perf6rmcince 
With Switching Limits 

Case 0 rl), *N W G) Q (3) 
1 m3/hr F 245 232 2ý5 267 381 

Switching m3/br 012 407 464 510 534 661 
Limits 02 Offir 696 

1 
696 766 800 "928 

M3 14 /hr 928 928 928 928 
Total Loss MW-hr 4-7 4-6 4-3 4-2 3.9 
Total Input MW-hr 11-1 10.9 10-6 10-4 9.4 
Efficiency % S7-6 58-2 59-0 59-3 56-5 
Minimum System Head mWq 38 39 37 35 20 
Percentage of 1% 100. 100 100 100 100 
Timý*that Pumps 2% 62 64 60 57 37 

are Running 3% 33 25 19 16 6 

4% 0 0 0 0 0 

Percentage of 1% 0 0 0 0.9 36-0 
Time that 2% 0 0 0 0-5 11-2 
Motors cire 3% 0 0 0 0 

-0 Overloaded 14 % 0 0 0 0 0 

Case (D- As set 
14, Rated. 
3 10% - overload 
4 15% overload 

Optimum 
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Table 4-6 Week 2 Load -Distributions 

Measured 
Mean Deviation 

Model 
Mean Deviation 

Error 
Mean Deviation 

Flow P. u. 0-20 0-17 0-20 0-17 - 
Motor 1 P. u. 0-83 0-11' 0-77 0-14 -0-06 -+0-03 
Motor 2 P. U. 0-36 0-41 0-26 0-40 -0-10 -0-01 
Motor 3 P. U. 0-04 0.19 0.05 0-21 +0-01 +0-02 
Motor 4 P. u. 0.0 0.0 0.0 0.0 -- 
Total 
Energ y Pu. 1-75 1-69 -0-06 

-Table 
4-7 

p. u. . bcLse: - f tow 928 m3lhr 
power 39-2 kW 
energy 6-58 MW-hr over 1 week 

Week 2 Switching Limits 

Min. Max. Mean 
Cýj P-U. 

QL2 P%U@ 

0-23 

0-49, 

0-31 

0.55 

0-27 

0-52 

46 
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Table 4-8 Estimated Energy 
_Improvement duH g Second Week 

Previous 
Limits 

Uprated 
Limits 

Change 
% 

Tota I Loss MW-hr 3-8 3-6 3-4 

Total Input MW-hr 7.3 7-1 2-4 

Ef f iciency % 48-2 48-8 0-6 
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Cooled 
Glycol 

. Pump 1 Pump 2 Pump 3 
Contactor 

II 
Contactorl 

I 
Contacto 

Pump 4 
Contacto 

415V 
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I 

ITiminij-". 
Relay 

Position. Selection Switch 

70 iý ýo 
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Switching Control 

Machine Capacities: Pumping Rate 
Head 
Speed 
Motor Capacity 
Absorbed Power 

232 m3/hr 
39-2 mWG 
2900 rpm 
50 HP (37-5 W 
42-7 HP (31-8 kW) 

Figure 4-1.. Pump Station Schematic. - 
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-experimental 
- theoretical 

Figure 4.6 a. Machine Number 1 Input Load Distribution -Week I 

A 

Figure 4-6b. Machine Number 2 Input Load Distribution- Week 1 
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Figure 4-7a. Machine Number 3 Input Load Distribution -Week 1 

5-5 
5.0 
4-5 
4-0 
3-5 
3-0 
2-5 
2-0 
1.5 
1.0 
0-5 
0.0 

0.0 0-2 0-4 0-6 0-b 1.0 1-2 1-4 
PU. Input 

Figure 4-7b. Machine Number4 Input Load Distribution -Week 1 

t 

0-2 0-4 0-6 0-8 1.0 1-2 1-4 
RU-Input 



- 133- 

Present 
1.1 Imits 

1-0 

0.9 

0-8 
P. U. Change 
From Rated 

0-7 

0-6 

optimum 
Limits 

40 

30 

Motor 1% 
Ove. rload - 20 Overtocid 

Time 

10 
Motbrl -fool"" 

. -,, I .. ý, A 

0 O-S lam 
1.0 1.1 1-2 1-3 41' 1-s 

PAJ. Switching Limits(112 

Figure 4-8 Modelled Pump Station Performance 
During Week 1 



6-0 
5-5 
5-0 
4-5 
4-0 
3-5 
3-0 
2-5 
2-o 
1-5 
1.0 
0-5 
0.0 

-134- 

Figure 4-9. System Load Dist6bution- Week 2 
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- theoretical 
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CHAPTER 5 

INDUCTION MOTOR THERMAL MODEL 

5.1 INTRODUCTION 

The major requirement in the ageing analysis 

of an electrical machine is that of a linear thermal model. 

The model should be sufficiently detailed, for it to be 

possible to determine the temperatures of the machine's 

winding insulation at the positions where insulation 

failure is most likely to occur. 

In this chapter such a model is provided for a 

TEFC induction motor, which uses techniques that can be 

applied to all electrical machines. The work concentrates 

on a revision of an earlier model, which was developed for 
(30) the results provided in Chapter 3 and reported elsewhere 

The original model was also used for thermal prediction 

device described in the next chapter. However there are 

no reasons, in principle, why the improved model could not 

have been applied to the ageing and microprocessor work, 

had time been available. The model performance is compared 

with the earlier version and actual temperatures measured in 

a machine in the latter part of Chapter 6. 

The thermal models, reported in-the literature, 

fall into two catogories; those that use finite difference 

or finite element techniques and those that use bulk 

parameters. In t he first method 
(31), (32) 

the machines are 

divided into a large number of small elements or a fine mesh, 
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and the temperatures are evaluated at every node. This 

produces a complex thermal model, which requires a large 

amount of computation and involves the calculation of a 

lot of unneccessary detailed information. 

The second technique 
(33-36) is to seperate the 

I 
machine into a number of bulk components and then use a 

thermal 'equivalent circuit' to describe the heat transfer 

between each component. This method has the advantage in 

that a small number of equations can be used to describe 

the machine, and the 'hot spot' temperatures can be easily 

identified. However, care must be taken not to over- 

simplify the machine's geometry 
(33) 

or to introduce 

assumptions that give a poor picture of the thermodynamics 

(34)- 
processes in the bulk components 

The works of Soderberg (35) 
and Perez 

(21) 
et al., 

give methods by which the heat transfer coefficients, 

between the variotis bulk components, can be successfully 

determined in the steady-state. A number of authors 
(22,36) 

have applied such steady state models to the transient 

case, by associating a thermal capacitance with each bulk 

component, to a good effect. 

It was thus decided to use a bulk component method 

to thermally model the induction motor, because of its 

small computational requirements. 
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5.2 GENERAL DESCRIPTION OF THERMAL MODEL 

The bulk component thermal model separates the 

geometry of a machine into a number of individual sections. 

The thermal behaviour of each of these sections or 

components is modelled by a node of uniform temperature 

from which heat is transferred to the component surroundings 

through thermal resistances. Any heat generation or 

storage in the component is then assumed to occur at the 

node. Heat transfer between the bulk components will be 

caused by a combination of conduction, convection and 

radiation effects. 

The geometry of the three phase, cage induction 

motor is given in Figure 5.1 and the model component 

structure in Figure 5.2. In this particular machine, the 

heat transfer by radiation is neglected, as it is usually 

small compared with the other two modes of heat transfer. 

Since both conduction and convection are linear effects, 

neglecting radiation allows the overall thermal performance 

of the motor to be described by a simple linear model. 

From the heat conduction equation and the theorem of 

conservation of energy, the heat balance equation for-any 

node i in the model can be written as: 

d6. 
(5.1) 

where CI node thermal capacitance 

0i node temperature 

R 
J1 

thermal resistance between node i and any 

adjoining node j 

Ui heat generation at node i 
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The accuracy of the lumped parameter equivalent 

of each bulk component depends upon the selection of the 

nodal temperature and the evaluation of the thermal 

resistances. In this respect, the best choice of nodal 

temperatures would be those that approximate to the mean 

temperatures of the bulk components at all times. Thermal 

storage is then assumed to act only as an-additional external 

heat source, related to the mean temperature and the 

component's total thermal capacity. 

In order to obtain simple, but physically 

significant, expressions for the internodal thermal 

resistances, two further assumptions 
(21) 

are made about the 

bulk components. First, that the heat flow can be divided 

into three independant orthogonal vectors and second,. that 

the mean temperatures along each vector direction are 

identical. This enables the thermal resistances to be 

calculated from simple one dimensional heat equations. 

From these assumptions basic building blocks can 

be developed for use in the-construction of the induction 

motor thermal model. 

5.3 GENERAL TWO DIMENSIONAL CYLINDRICAL SECTION 

A cylindrical section is shown in Figure 5.3. 

This could be part of the stator or the rotor iron in an 

induction motor. Symmetry is assumed about the component's 

axis and a radial plane through its centre. The latter 

implies that the temperatures 03 at each end of the 

section are equal and that should any axial temperature 

gradient exist, its effect would be small. 
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The mean surface temperatures of the component 

are given as 61 to 6 3* Uniform heat generation is assumed 

to occur within the section, and here this would be equal 

to the hysterisis and eddy current losses in the iron. 

In the axial direction, the internal heat generated 

flows by conduction through the element to the end surfaces 

and then to the surroundings. The axial'temperature 
(21) distribution is taken to be parabolic The mean 

temperature will then be the sum of the surface temperature 

and two thirds of the difference between the maximum 

central element temperature and the surface. Hence, the 

thermal behaviour of the component in this direction can be 

represented by the network! 

Gmecin 
83 

R 

UIC 

where 2Lr. -. 
(r 2-r1 )k 

(5.2) 

and ka is the thermal conductivity in the axial direction. 

In the above u, C represent the total heat generation and 

thermal capacity within the section. 

In the radial direction, there will be an external 

heat flow through the element, which will result in a 

complex temperature distribution. However, the mean 

temperature can be obtained by the use of the T network 
(21) 
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of thermal resistances below: 

82 

Omean 

2r 2 log r /r 
where 

1221 (5.3) W-L 22 
rr 2- r1 

2r 2 log r /r 
1e21 

2 Ok L22 
rr 2- r1 

4r 2r2 log r /r 
-1 (r 2+r221e21 

8nk L(r 2-r212r2r2 
r2121 

and kr is the thermal conductivity in the radial direction. 

The derivation of the thermal resistance values 

is given in Appendix A6. The central node of the T network 

represents the point of maximum radial temperature and thus 

R takes a negative value, since the mean temperature must M 
be less than this maximum. 
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The two thermal networks can be combined under 

the assumption that the mean temperatures are equal in both 

the radial and axial directions. This yields the final 

equivalent network of the component as: 

82 

R R2 

Rl 

al 

63 

Although the network represents a single lumped 

dOmponent, it contains two nodes of Equation (5-1), one 

with zero thermal capacitance and heat generation. 

This network can be used to model all sections of 

the induction motor's stator and rotor. It also can be used 

for cylindrical windings, by calculating the resistance 

values in the limit as the inner radius r1 tends to zero 

and neglecting the Rl, 01 thermal branch. 

5.4 CONVECTIVE HEAT TRANSFER 

The heat transfer between the-solid sections of 

the machine and the internal or external cooling air is by 

convection. It is modelled by the single thermal resistance: 
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Rc 

where hI 
c 

and hC- convective heat transfer coefficient 

A- area of contact surface 

(5.5) 

The value of the convective heat transfer, or film, 

coefficient hc is influenced by a number of fagtors. 

These include the nature of the cooled surface and the 

physical properties, velocity and temperature of the cooling 

fluid. 

The film coefficients in the induction motor were 

determined from mathematical expressions or experimental 

results obtained by several authors 
(34-42) 

. which related 

to the flow of air around similar geometries to those found 

in the machine. Four sets of coefficients were used in 

the model and are listed below. 

hls, h lr - heat transfer between the frame and 

external air 

h 2s h 2r - heat transfer between the stator or 

rotor and air gap 
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h 3s' h 3r - heat transfer between the stator iron, 

rotor iron, endwindings or endcaps and 

the endcap air. 

h 4s' h 4r - heat transfer between the rotor cooling 

holes and circulating endcap air. 

At each heat transfer surface two values of film 

coefficient are required, one to be used when the machine 

is stationary, where the external and internal cooling fans 

are ineffectivej and the other to be used when the machine 

is rotating. These two values are denoted by the suffixes 

a and r respectively. 

The coefficients h ls and h lr w ere foUnd directly 

from experimental tests on the machine. The central surface 

temperature of the motor was measured with a flat platinum 

resistance themometer. The motor was then run at constant 

load until thermal equilibrium was obtained, and the 

coefficient h lr was determined by comparing the surface 

temperature with the total machine loss calculated from its 

equivalent circuit. Whereas, hls was found from a low 

voltage locked rotor test, where, under thermal equilibrium, 

the heat dissipated from the motor surface would be equal to 

the total electrical power input. 

Over the air gap the rotor and stator act as two 

concentric cylinders rotating with respect to each other. 

A number of pieces of work 
(37,38) 

concerned with such 

geometries could be utilised to determine the airgap film 
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coefficients. In the induction motor considered, there 

was little or no axial flow along the air gap and hence 

the majority of the heat flowing into the air gap from the 

rotor will be transferred directly to the stator. ' This 

was represented in the thermal model by assuming an infinite 

resistance between the air gap and the endcap cooling air. 

The rotational film coefficient 
.h 

2r can be 

expressed in terms of the air gap's dimensionless Nusselt 

number Nu. This is a function of the cooling fluid's 

Taylor and Prandtl numbers, denoted as N 
ta and N 

pr 
respectively. These numbers are defined for the air gap 

as: 

Nh 2r 
t9 

(5.6) 
uk 

o. 5 

N 
pwrt 

&( 
L 

9) (5.7) 
ta 11 r 

c 11 
N 

pr 
P" (5.8) 
k 

where cp specific heat of air at constant pressure 

k thermal conductivity of air 

P density of air 

viscosity of air 

angular speed of rotor 

r air gap log mean radius 

air gap 
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Taylor (32) has shown that the convective heat 

transfer between two rotating smooth cylinders is dependant 

upon the number N ta' such that: 

Nu-2.0 N 
ta 

41 

0.63 0.27 
Nu-0.212N ta Npr 41< N týL< 

100 

The critical value of 41 for N ta represents 

physically a change from laminar to disturbed air flow 

between the two cylinders. The former is defined in 

(5.9) 

(5.10) 

Equation (5.9) where the heat transfer across the air gap 

occurs on. ly by conduction. The latter equation is valid 

for Taylor numbers up to 100, and will generally apply to 

small air gap rotating machines. 

In a practical machine however, there will be a 

greater heat transfer across the air gap than described by 

the smooth cylinder equations, because of additional fluid 

disturbances caused by the winding slots in the rotor and 
(39) 

stator. Experimental results obtained by Gazley for 

a number of different rotor and stator configurations suggest 

that, within the above range of Taylor numbers, these slot 

effects will cause approximately a ten per cent increase 

in the film coefficient. 

The film coefficient equations for a small air 

gap machine can thus be modified to: 
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2.2 N 
ta 

< 41 (5.11) 

0.63 0.27 
N 0.23N N 41< N. < 100 (5.12) u ta pa ta 

The fluid constants within these two equations 

are temperature dependant. Care should be taken to ensure 

that the values used are valid for the expected temperature 

range in the air gap. 

When the machine is stationary, the heat transfer 

across the air gap will be by conduction only. Equation 

(5.9) was thus applied to calculate h 2s* 

In the endcap region a single set of film 

coefficients was used to determine the amount of heat that 

was transferred to and from the circulating endcap air. 

Clearly, this was simplification of the exact transfer 

mechanism that occured within the'endcap. Seperate film 

coefficients would apply to each of the different surfaces 

in the path of the cooling air. However, the complex 

analysis that was required to evaluate a set of seperate 

film coefficients could not be justified, after a consideration 

of the poor accuracy to which they could be obtained. 

The values of the film coefficients, h 3s and h 3r' 

were found from the experimental work of Luke 
(40) 

, on the 

dissipation of heat from endwindings by forced vettilation. 

The velocity v of the cooling air, that was forced through 

the endwindings by the rotor fan, was estimated from the log 

mean radius of the fan rM, its angul-ar speed ws and 

efficiency n, by the expression: 
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where 

and r2, rl 

respectively. 

rw8 71 

r 2- r1 

m log (r -T e 2/rl 

(5.13) 

are the outer and inner radii of the fan, 

The results of Luke can be approximately linearised 

for small cooling air velocities v, as*, 

h 3r 15.5 (0.39v +1) Wm- 2o 
C- 1 (5.14) 

v<7.5 ms- 
1 

-The constant term in Equation (5.14) represents 

the heat transfer from the endwindings by natural convection, 

and is the film coefficient value h 3s that should be applied 

in the stationary model. In the *calculation of the 

rotational film coefficient h 
3r for the induction motor, 

a fan efficiency of 50% was assumed. The resultant 

magnitude of h3r' Table 5.1, was similar to the endwinding 
(41) heat trans f er coef f icient of 38.7 Wmn-2 oC-1 suggested by Roberts 

from experimental measurement. 

The final film coefficients of interest are those 

for the rotor cooling holes. The stationary value h 4s was 

taken to be equal to the natural convection component of 

Equation (5.14). There was difficulty in finding any 

experimental work from which the rotational film coefficient 
h 4r could be obtained. A theoretical analysis, however* 

has been presented by Mori and Nakayama (42). 
This was 
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concerned with the heat transfer in a pipe 

a parallel axis. 

In the paper, the Nusselt number 

transfer was expressed as the product of th 

number -Re and the Rayleigh number* 

centrifugal field of air within the pipe. 

this analysis are given as: 

1/5 

N 48 0.19 (R R) 
ea 

rotating around 

for the pipe heat 

e Reynolds 

R, of the 

The results of 

(5.15) 

where the dimensionless numbers N, Re and Ra are 

equal to: 

2ah 4r (5.16) 
k 

R 2avp 
ev 

R W2 Aeop 2a4 

RaN 
pro 11 

4 

with a= pipe radius 

R- radius of rotation of pipe axis 

W- angular speed of rotation of pipe 

Ae - temperature gradient along pipe wall 

VM velocity of air flow along pipe 

a- coefficient of volumetric expansion of air 

and the other- air constants as defined for Equations (5.6) 

to (5.8). 
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In the estimation of h 4r ' for the induction motor, 

low values were taken for the temperature gradient and the 

velocity of flow of air along the 'pipe', i. e. a rotor 

cooling hole. This was because of the symmetrical nature 

of the machine. which suggested that only small temperature 

and pressure differences would exist between the two sides 

of the rotor. 

The film coefficients used in the induction motor 

model are summarised in Table 5.1. They were derived from 

estimates of several formulae and parameters. Their 

accuracy can only be justified against the experimental 

findings of some of the authors mentioned above and the 

final performance of the thermal model. 

5.5 NODAL HEAT GENERATION 

The internal heat generation within the electrical 

machine was divided into two parts, voltage dependant iron 

losses and current dependant copper losses. Stray load 

losses, which are in the main made up of high frequency 

core losses in the stator and rotor teeth and harmonic copper 

loss in the rotor, were included in the two catogories. 

With the induction motor operating under balanced 

conditions, the heat generation u in the windings or the 

core are given by simple expressions of the form: 

uvv2+uIi2 (5.19) 

where um nodal heat generation 

vm supply voltage (phase) 

i- motor load current (phase) 
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The constants u vt uI relate to the section of 

the machine at which the generation occurs and the machines 

electrical performance. Appendix A7 develops them from 

the parametors of the induction motor equivalent circuit 

used by Say 
(43) 

. Figure 5.4. Here the generation constants 

for the total iron loss, stator copper loss and rotor 

copper loss, with respective suffixes of 1,2 and 3, are 

shown to be given, in the equivalent circuit notation of 

Say, by: 

R 
m 

V1 2 
cz m 

R1 

cz m 
(Z 

m+ 
2X 

S/d 

(5.20) 

cR 1z 

(Z + 2X 
It/d 

Uv2 ý 

u12 =R1 

-R2 
Uv3 mZ (Z + 2X -) 

mm S/c 

c2ZmR2* 
U13 T-Z 

m+ 
2X 

S/d 

The equivalent circuit parameters were measured 

by a. load test on the machine and the resultant values of 

the generation constants are given in Table 5.2. A 
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description of the load test is also given in Appendix A7 

and a comparison is made between it and the conventional 

locked rotor and no-load induction motor tests. 

So far in the analysis, the heat generation is 

assumed to occur only from electrical losses. Other 

sources of heat would be the mechanical losses in the 

machines bearingsýand the fluid loss in the cooling medium. 

These effects were considered to be small because of the 

basic mechanical structure of the induction motor, and were 

neglected for simplicity. 

5.6 DETAILED DESCRIPTION OF MODEL COMPONENTS 

- The induction motor'model was divided into the 

ten components shown in Figures 5.1 and 5.2. The machine 

was taken to be symmetrical about the axis of its shaft 

and a central radial plane. The entire surface of the 

motor was assumed to be at a uniform temperature, which' 

implied that any temperature gradient across the surface, 

caused by the external fan, was negligable. 

Figures 5.5.1' through to 5.5.10 show the geometrical 

construction of each component and the formulae used for the 

thermal resistances. Corresponding Tables 5.3.0 through to 

5.3.10 give the values of the parameters used. 

In the following sub-sections, the assumptions 

applied and the details of the parameter evaluations are 

given, where the sub-numbers refer to both the parts of 

Figure 5.5 and Table 5.3, and the component locations in 

Figure 5.2. 
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5.6.1 Frame 

The motor had a cast aluminium alloy frame to 

which iron endcaps were bolted, to carry the shaft bearings. 

The heat transfer from the frame to the ambient was a 

function of the total surface area, the efficiency 
(23) 

of 

the cooling fins and the convective film coefficient of the 

forced cooling air. This heat transfer was measured 

experimentally and the film coefficient determined from the 

estimated effective surface area. 

A uniform heat distribution was assumed across the 

frames narrow cross section. During the manufacture of 

the motor, the aluminium frame was shrunk fit 6ver the 

stator core and secured with a small dowel. A significant. 

thermal resistance existed across this join, because of 

the poor'contact surface of the stator laminations. The 

magnitude of the contact resistance was obtained from an 

experimental curve 
(44) 

, which expressed the thermal 

resistance across an aluminium shim, sandwiched between two 

laminated steel blocks, as a function of the contact 

pressure. A higher value of contact resistance was used 

than would be expected in. a production machine, because the 

stator of the induction motor that was modelled, had been 

previously removed from the frame to enable the insertion 

of temperature detectors in the windings. on its subsequent 

replacement, only a small contact pressure existed between 

the stator and the frame. 
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5.6.2 Stator Iron 

The stator iron was modelled with the standard 

building block of Section 5.4. The coefficient of thermal 

conductivity across the core laminations was obtained from 

data published in r. ef erence ( 37) - 

In the radial direction a 'stacking factor' was 

introduced to accommodate for the proportion of the core 

length that was taken up by the insulation of the laminations. 

The iron and stray core losses were confined in 

equal proportions to the stator and the rotor teeth. In 

these areas the greatest changes of magnetic flux would 

occur and the contribution to the iron loss by the stator 

iron porvion of the model was taken to be negligable. 

5.6.3 Stator Teeth 

The effects of thý core 'laminations in the stator 

teeth were included in the manner described in the previous 

section. 

In the radial direction, the stator teeth were 

modelled by an equivalent arc sector, with an area equal 

to that of the actual tooth cross-section. 

5.6.4 Stator Winding 

The array of conductors and insulation which 

formed the stator winding was modelled as a cylindrical bar. 

The heat transfer, axially along the bar, was assumed to 

occur only in the conductors. 
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However, in the radial direction, the winding 

was modelled as a homogeneous material with thermal properties 

equivalent to the mixture of copper-and insulation in 2. ts 

cross-section. The thermal conductivity of this material 

was considered to be a factor F greater than the insulation 

conductivity. The value of this factor was obtained from 

Reference (37). 

A thin strip of insulation seperated the winding 

from the sides of the stator slot and was represented by an 

additional term in the model. 

5.6.5 Air Gap 

, 
The thermal capacitance of the air gap was 

I 
assumed to be negligable. The thermal resistances between 

the air gap and the rotor and stator components were 

calculated from the film. coefficient of Section 5.4 and 

the areas exposed to the air gap. 

5.6.6 Endwinding 

The endwinding was modelled as a homogeneous 

toroid with 'legs', that is short cylindrical extensions 

of the stator windings. The material constants were 

calculated by the methods used in the stator winding. 

Heat was transferred from the toriod surface by 

either convection to the encap air or conduction through the 

proportion of the surface area connected to the legs. 
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The thermal equations were weighted to give a 

nodal temperature equal to the central and maximum temperature 

of the toroid. This was performed by assuming that the 

difference between the maximum temperature of the component 

and the toroidal surface temperature was a factor w higher 

than the mean rise above the surface. The maximum temperature 

could then be obtained from the thermal model by increasing 

the component thermal resistances and reducing'the thermal 

capacitance to maintain energy balance. The 'leg' thermal 

resistances were not weighted as they would provide a direct 

thermal path to the centre of the toroid. A parabolic 

temperature distribution was assumed across the toroid and 

hence a value of 1.5 was taken for the factor w. 

This proceedure was seen to give a temperature 

, approximating to that of the endwinding 'hot spot', and 

thus enabled a more accurate determination of the ageing 

of the winding insulation. 

5.6.7 Endcap Air 

The thermal branches of the endcap air component 

were obtained in a similar manner to those of the air gap 

and, as with the air gap, the thermal capacitance was 

neglected. 
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5.6.8 Rotor Winding 

The rotor winding was modelled as a continuous 

aluminium cylinder surrounding the rotor iron core. This 

method was used for simplicity and because a good thermal 

contact existed between the extruded aluminium bars and 

rotor laminations. The thickness of the cylinder was 

chosen so that its volume would be equal to the total 

volume of aluminium used in the conductors of the cage 

winding. 

The cage-bars were connected to endiscs, which 

also formed the rotor cooling fans. This was modelled by 

making the heat transfer area between the ends of the 

equivalent rotor cylinder and the endcap air equal to the 

endisc surface area. The winding thermal capacitance also 

included the endiscs. 

The heat generation in this component was taken 

as the sum of the rotor copper losses and half the core 

iron loss. 

5.6.9 Rotor Iron 

The rotor iron model used the basic building block 

of the stator core. The thermal resistances in both the 

radial and axial directionswere. -increased in proportion to 

the reduction in the rotor cross-sectional area, caused by 

the insertion of the cooling ducts. 

The internal surfaces of the cooling ducts were 

assumed to be at the rotor iron mean temperature. A 

convective thermal branch could then be introduced between 

the rotor iron and endcap air component nodes. 
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5.6.10 Shaf t 

The shaft acted as a thermal link between the 

mean temperature of the shaft-rotor interface and the frame 

via the bearings. A good thermal contact was assumed to 

exist between the shaft and the bearings. The external 

ends of the shaft would then be at the frame temperature 

and any heat loss through the coupling between the shaft 

and the load could be included in the model of the frame 

component. 

The area of contact between the shaft and the 

endcap air was sufficiently small to be neglected. 

5.7 COMPLETE MODEL EQUATIONS 

The complete induciion motor thermal model was 

obtained by combining all the components outlined in the 

previous section and is given in. Figure 5.6. 

The structure has fifteen nodes and ten thermal 

components. Four of the components have two nodal models 

associated with them and there is an additional junction 

node between the stator teeth, winding and iron. The values 

of some of the branch thermal resistances and the presence 

of any heat generation are dependant upon whether the 

machine is stationary or running. 

The temperatures at each of the model nodes are 

determined from their individual heat balance, in the form 

of Equation (5.1). These equations can be collected 

together to give two sets of matrix equations, one for a 

stationary and the other for a rotating machine, 'as shown 
below: 
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d[L) [Yo] I el (5.21) 
dt s 

,,,, 3 22 ýLel ly, 3 [01+( luIl3i + [ul]v (5.22) 
dt rv 

4 

where [CI] = matrix of nodal thermal capacitance 

[01 = nodal temperatures 

[YIIS = stationary inter-nodal thermal conductances 

1Y'1r rotational inter-nodal thermal conductances 

[10] current dependant generation matrix r 
[U'] voltage dependant generation matrix v 

i motor phase current 

v motor phase voltage 

The solution of the equations will give the 

temperature rise of the motor above the ambient. The ambient 

must therefore be added as an offset to these values to 

obtain the absolute temperatures. 

Seven of the matrix row equations have no thermal 

capacitance or heat generation associated with them. These 

are the secondary nodes mentioned above and the nodes of the 

air gap and endcap air components. The elements of these 

rows can be removed from the coefficient matrices by 
(45) Guassian elimination , to produce a set of matrix equations,, 

of order eight. These equations can be expressed in the 

orm: 
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[c] d[el 
dt 

where:. lyl 

lul 

[y][01 + lul 

lyl 

0 

(3.6 ) 

when the motor is stationary 

and : lyl = lylr 

lul = lul] i2+ [u 
v 

]v 

when the motor is running 

The matrix elements of Equation (3.6), for the 

model described in this chapter, are given in Table 5.4. 

The corresponding values for the original thermal model 

are listed in Table 5.5. 

The earlier model was different to the later one 

in three ways. A simple, single node, building block was 

used in the development of the stator and rotor iron 

components; the same values of internal film coefficients 

were applied in both the stationary and rotational models and 

finally the endwinding temperatures were not weighted to 

give the maximum values. This model had initially only a 

ten node structure that was similarly reduce d to an eight 

order equivalent. 

Equation (3.6) is in a suitable form for the 

stochastic ageing analysis of Chapter 3. Only eight equations 

need to be evaluated at any time to describe the total 

thermal performance of the induction motor. Hence, their 

application to the deterministic analysis in the latter part 

Of Chapter3will not require excessive computation. Such a 
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compact model is also suitable for programming into a 

microprocessor based thermal monitoring device and this 

idea is developed in the next chapter. 

0 
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Table S-1 Induction Motor Convective Film 
Coeff icients 

Stationary Rotating 

hjs 9-1 hjr 47-4 

h2s 61-8 h2r 67-9 

h3s 15-5 h3r 38-9' 

h4s 15*5 h4r 18-8 

All vatues in W/mý*C 
Internat coefficients catc, "tated 

Iu for air at BOIC. 
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Table 5-2- 
_Induction 

Motor Generation 

-Constants 

Uvl 0-84 ms 

Uil -0-15 S7. 

Uv2 0 

U12 11 .68 s-L 

UV3 -0-43 ms 

U13' 1- 17 SL 
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Tabte 5-3-0 Thermal Constants- 

Lamination axial conductivity kat 1-97 W/m*C 

Lamination radial conductivity krL 45-2 W/m*C 

Aluminium conductivity kcL 204 W/ml'C ' 

Copper conductivity kc 385 W/m"C. 

Insulation conductivity ki 0-26 W/m*C 

Steel conductivity ks 41-3 W/m*C 

Atuminium specific heat Ca 896. J/kg"C 

Copper specific heat cc 383 J/kgOC 

Steel specific heat cs 502 J/kgOC. 

Atuminium density Pa 2707 kg/M3 

Copper density Oc 8954 kg/M3 

Steel density Ps 7850 kg/M3 
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Tabte 5-3-1. Frame 
- 

Stator length L 

stator outer radius r 

Frame surface area Af 

Steel en. dcap mass Me 

Aluminium frame mass Mf 

Stator-frame contact coef f icient hc 

12 0.7 mm 

101-6 mm 

0-285 m2 

3.9 kg 

4-2 kg 

387-5 W/m2oC I 
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Table 5-3-2 Stator Iron 

I 

Stator length L 120-7 mm 

Stator inner radius r, 82-8 mm 

Stator outer radius r2 101-6 mm 

Stacking factor s 0-97 
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Table 5-3-3. Stator Teeth 

Stator length L 120-7 mm 

Stator inner radius ri 63.5 mm' 

Tooth, outer radius r2 82-8 Mm 

Stator tooth pitch Op 10-00 

Equivalent tooth arc Xe 5-6 

Stacking factor s 0-97 

Number of teeth n 36 
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Tabte 5-3-4- Stator Winding- 

Stator length L 

Insutation width h 

Equivatent stator winding radius r 

Equivalent 'area of. copper in winding A 

Radiat conductivity factor F 

Slof to endwipding length ratio 

Number of slots 

120.7 mm 
0.5 mm 

5.0 mm 

42-4 mm2 

2-5 

0-389 

36 - 
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Table 5-3.5 
_Air 

6 

Stator Length L 120-7 mm 

Stator inner radius r, 63-5 mm 

Rotor radius r2 62-5 mm 

Stator tooth pitch Op 10-0 '0 

Equivalent tooth arc Oe 5-6 0 

Air gap Ig 1-0 mm 

4 
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Table 5-3-6 
. 
Endwindio_ 

Stator length L 120-7 mm 

St ot winding overhang 1 34-0 mm 

Endwinding cross section radius r, 12-0 mm 

Equivalent stot winding radius r2 5-0 mm 

Endwinding toriod radius r3 79-0 mm 

Equivalent area of copper in winding Ac 42-4 mm2 

Radial conductivity factor F 2-5 

Slot to endwinding length ratio (X 0-389 

Maximum temperature- weighting factor" W 1.5 

Number of slots n 36 
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Table 5-3-7 
. 
Endcap Air 

Surface area of endcap 

Surface area of stator iron 

Surf ace area of stator teeth 

Surface area of endwinding 
Surface area of rotor endisc 

A, 0-067 M2 

A2 0*0109 M2 

A3 0-0049M2 

A4 0-0759 M2 

A5 0-0216M2 

Surface area of rotor iron A6 0.0044M2 

Surface area of rotor cooling holes A7 0-012' m2 
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Table 5-3-8 Rotor Winding- 

Rotor length L 120-7 mm 

Endisc width le 9-5 mm 

Equival ent rotor winding radius r, r, 57.6 mm 

Rotor radius r2 62-5 mm 

Endisc inner radius r3 38-1 mm 

Volume of endisc and fan Ve 84-0 cM3 
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Table 5-3-9 Rotor Iron 

Rotor length L 120-7 mm 

Rotor inner radius r, 22-2 mm 

Rotor outer radius r2 57-6 mm 

Cooling hole radius r3 6-4 mm 

Stacking factor S 0-97 

Number of holes n 5 
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Table 5-3-10 Shaf t 

k 

Rotor length L 120-7 mm 

Bearing length lb 25-4 mm 
Distance between bearing IM 93-1 mm 
centre and rotor mean 

Shaf t radius r 22-2 mm 
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Table 5-4 Revised Thermal Model Matrices. 
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Table S-S Ori inal Thermal Model Matrices 
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Figure 5-2 Thermal Model Structure 
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CHAPTER 6 

MICROPROCESSOR THERMAL PREDICTION. 

DEVICE AND MODEL RESULTS 

6.1 INTRODUCTION 

A control algorithm is presented in Chapter 3, 

that can be used to reduce the ageing in an electrical 

multi-machine system. This algorithm needs information 

on the machines' winding temperatures to calculate their 

switching sequence. The previous chapter has shown that 

the thermal performance of an induction motor can be 

described by a compact linear thermal model, that only 

requires a knowledge of the motor's phase voltages and 

currents. The combination of these factors suggests that 

a thermal prediction device could-be designed for induction 

motors and provide a'system controller with the necessary 

thermal information. The device would use a microprocessor 

to calculate the machines temperatures through a continual 

monitoring of the supply to the motor. 

In addition to this specific application, a thermal 

prediction device can perform several other useful functions. 

It can be used in machine protection as a replacement for 

the conventional method of mounting thermometers in the 

. machine's windings. The microprocessor can perform parallel 

tasks to the thermal calculationsg such as supply condition 

monitoring and stall protection. The thermal model stored 
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in the device would also be available for estimating future 

temperatures in the motor from information on possible trends 

in the load. The latter facility could be used in 

sophisticated system controllers or a reliability analysis. 

The chapter decribes a feasibility study of a 

thermal prediction device for a 5.5kW TEFC cage induction 

motor. The performance of the device is tested against 

measurements of the winding temperatures of the machine. 

A microprocessor was programmed to perform the thermal 

prediction and also record the measured motor temperatures. 

The thermal calculation software is described in detail, 

but only an outline of the remaining software and the system 

hardware is provided. 

The final section 6f the chapter discusses the 

results of load tests on'the motor. Here, the machine 

temperatures are compared with the results obtained from 

the thermal models of Chapter 5. The real time thermal 

prediction calculations, performed by the microprocessor, 

are also presented. These were based upon the original 

thermal model and are compared against the measured 

temperatures and a simulated performance of the model. 

6.2 TEMPERATURE MEASUREMENT 

The temperatures in various parts of the induction 

motor were measured with platinum resistance thermometers. 

These devices have a linear positive temperature coefficient 

over the range of temperatures found within a motor, i. e. 

0-150 0 C. They were choosen in preference to thermocouples 
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as they would not require a reference junction and because 

of the ease with which measurements could be obtained. 

Each thermometer consisted of a small coil of 

platinum wire in a ceramic casing, which had a diameter of 

approximately Imm and a length of 10mm. To facilitate 

their insertion into the machine, the devices were formed 

into thin probes by encasing their leads in a hard resin, 

Figure 6.1. 

Nine thermometers were located in a vertical plane 

through the axis of induction motor. Three were placed 

in bore holes drilled into the stator of these the 

centre hole was accurately positioned such that a thermo- 

meter placed in the hole would rest in the centre of a 

stator tooth. The other two holes were drilled to a depth 

that would align the thermometers with the radial centre 

of the stator iron portion of the-thermal model$ Figure 6.2. 

Two thermometers were strapped onto each 

endwinding . The first was used to measure the endwinding 

surface temperature and the second was set above the winding 

to be in contact with the-circulating endcap air as shown 

in Figure 6.3. 

Of the remaining two thermometers, one was inserted 

inside the endwinding furthest from the external cooling fan, 

whereas the other was pushed deep into a stator slot winding. 

An additional pair of external thermometers were 

used to monitor the machine surface and the surrounding 

ambient temperatures. Throughout thermal cement and 
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and tight bonding was used to ensure that a good contact 

existed between the thermometers and the machine. 

A four wire technique was used to obtain the 

temperatures. This involved the passing of a constant 

current, via two of the wires, through the platinum 

resistances and measuring the corresponding potential drop 

with the other pair of wires. The method ensured that the 

effect of the resistance of the interconnecting leads. would 

be eliminated. 

The full circuit diagram of the temperature 

measuring unit is given in Figure 6.4. All the thermo- 

meters were connected in series and fed from the constant 

current source ICI, F2, R2. Their voltages were multi- 

plexed by digitally controlled analogue switches, IC6 and 

IC7, to a differential amplifier, IC3-IC5. The circuit 

values were choosen such that the'current source reference 

voltage would be equal to the output of the differential 

amplifier across a thermometer at 00C. The voltage 

reference could then be subtracted from the differential 

signal, IC3, to give an output V0 directly proportional 

to the temperature in degrees Centigrade, the actual 

scaling being lOmV/OC. 

Other salient features of the circuit were that, 

for accuracy, 1% metal film resistors were used 

and that for maximum stability the 5.6V zener reference 

source, Zl, was biased with a current source, Fl and Rls 

at it's point of zero temperature regulation (i. e. when its 
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breakdown was an equal combination of avalanche and 

zener effects). 

Through the use of the platinum resistance 

thermometers and the above circuit, it was possible to 

digitally select the temperature of a part of the machine 

and obtain a direct reading to within a 2% accuracy. The 

calibration of the measuring circuit was confirmed before 

each load test, by including a precision resistance box in 

the chain of platinum elements, and comparing the relation- 

ship between the output temperature reading and the resistor 

value with the manufacturers calibration curve of the 

thermometers. 

6.3 MICROPROCESSOR HARDWARE 

As mentioned in the introduction, the micro- 

processor program was designed to-perform the two parallel 

operations of recording the motor temperature and power 

conditionsi and demonstrating the thermal calculations. 

A certain amount of overlap existed between those two 

functions, both in the hardware and software design. 

The hardware support for the 8085A microprocessor 

was that available on the Intel SDK851 development 
(46), ( 47) 

system This consisted of two kilobytes of 

programmable memory (8755 EPROM), 256 bytes of random access 

memory (8155) and a keypad and a six character display with 

a controller chip. The 8155 integrated circuit also 

contained a programmable timer/counter, which acted as the 
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system's real time clock. 

Both the 8155 and 8755 integrated circuits had 

built in input/output ports that were used to interface 

the microprocessor to an analogue to digital converter 

(ICL7109) and a tape punch. A schematic of the hardware 

is given in Figure 6.5. 

The microprocessor obtained readings of the 

machine's temperatures and r. m. s. phase voltage, current and 

power through the 12 bit analogue to digital, converter. 

For simplicity, the electrical measurements were confined 

to a single motor phase which implied the assumption that 

the machine would always be operating under balanced 

conditions. The scaled outputs of the calibrated voltagev 

current and power sensors and the temperature measurement 

circuit of Section 6.2 were multiplexed to the convertor 

through analogue switches. The microprocessor could then 

select a particular signal by a5 bit digital address. 

A low cost integrating analogue. to digital converter 

was employed, which achieved the 12 bit conversion in 

approximately 40 milli-seconds, a time which was considered 

small compared with the thermal and mechanical time constants 

of the machine. A sample and hold circuit was not 

necessary, again because of the slow response of the machine 

and also since the integrating technique averages the data 

throughout the conversion cycle. The resolution of the 

converter was somewhat greater than required, especially 

when the accuracy of the analogue measurements was considered. 
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However, since there was little constraint on the conversion 

time of the device 12 bit accuracy was chosen to ensure 

that quantisation errors in the conversion were negligible. 

An 8 bit tape punch was used to record the 

measurements taken by the microprocessor and the results of 

the temperature prediction program. This was interfaced 

onto the microprocessor system through an 8 bit buffered 

data bus and two 'handshake' control lines. The results 

were printed on the tape in a format compatable with the 

Liverpool University ICL 1906S main frame computer, where 

the tape could be read for subsequent analysis. 

Finally, the keyboard and display allowed the 

user to communicate with the microprocessor, to initiate 

the data logging and thermal prediction software and also 

to display any of the recorded or calculated values. 

6.4 GENERAL SOFTWARE OUTLINE 

In this section the software used to record and 

print the data is briefly outlined. A more detailed 

account of the software operation is contained in Appendix A8. 

A flexible data logging system was developed in 

the software, Figure 6.6. This was based around a 16 word, 

24 bit stack. A word would contain a value read from the 

analogue to digital converter and an identification code. 

This code contained the source address of the reading and 

a classification in terms of whether it was a temperature, 

Voltage, current or power signal. 
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Two timing cycles were employed to update the 

information in the stack and send it to the tape punch, 

these were called the auxiliary and print cycles. A mask 

contained in the stack word identification code determined 

whether that particular word would be updated in either or 

both of the two cycles. In the auxiliary cycle the 

recorded values were simply updated from the analogue to 

digital converter, provided that the appropriate mask was 

set. However, in the print cycle not only was the data 

updated, but the new values were scaled in accordance with 

their signal classification (i. e. temperature, voltage etc*)$ 

converted into a4 digit decimal number and punched onto the 

tape in an A-*SCII code. 

The timing of the two cycles was controlled from 

the interval counter on the 8155 integrated circuit and 

a hour, minute and second clock held in the microprocesor's 

memory. The auxiliary cycle could be programmed to repeat 

itself after an integer number of seconds, whereas the print 

cycle could only occur in integer multiples of minutes. 

At the start of every print cycle, the time in hours and 

minutes of the cycle was punched onto the tape. 

The auxiliary cycle was designed to be used in 

conjunction with the temperature prediction and display 

routines. The print cycle was written solely to output 

data. 

A set of monitor routines were provided, that 

could be accessed by an operator through the keyboard and 
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the digital display. These 

codes to be assigned to each 

print cycle repetition rates 

process to be started and te 

could be used to display any 

and the current time. 

allowed the data indentification 

stack word, the auxiliary and 

to be set, and the data logging 

rminated. A further command 

of the values in the stack 

A complex program structure was necessary to 

ensure that the microprocessor's c. p. u. time could be 

utilised fully. This required a five tier internal program 

structure and three external interrupts and is discussed 

fully in the Appendix A8. 

The entire data logging and thermal prediction 

software used 1.9 kilobytes of source code in the EPROM 

and 196 bytes of random access memory. During the data 

logging process, the c. p. u spent the majority of it's time 

in an idle state waiting for the analogue to digital 

converter. In a printing cycle, the microprocessor could 

be tied for up to 1.5 seconds in handshaking the contents 

of the stack with the slow tape punch. However, because 

of the program interrupt structure this activity did not 

interferewith higher priority processes. 

It was estimated that approximately sixty per cent 

of the c. p. u. time was available for the thermal calculations, 

which, in fact, were found to require only ten per cent. 
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6.5 THERMAL PREDICTION SOFTWARE 

The matrix equations that governed the thermal 

operation of the induction motor were developed in Chapter 5. 

These were shown to reduce to the 8th order linear 

differential equations: 

d[Ol. ýC3 
dt 

lyllel +[Ul 

where: 

lyl - [YIS 

lul 
= 

when the machine was stationary, and: 

lyl = lylr 

lul - [u 
I] j2 + [uv]v2 

when the motor was running. 

(3.6) 

The solution to this equation was obtained by the 

(48) 
use of eigenvalues and eigenvectors Dividing 

Equation (3.6 ) through by the matrix [C], yields: 

d(Ol 
. lyll 161 + (cl- 1 lul 

dt 

where: 
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The matrix [Y'] is a square 8 row real matrix. 

which has eight negative eigenvalues X, and non zero 

eigenvectors JX] that satisfy the equation: 

[Y, ] X[X]- (6.2) 

The eigenvalues X are the solution of the matrix 

characteristic equation: 

Det QYII - X[II) =0 (6.3) 

Defining an arbitary variable z, that is related 

to the temperature [6] and a particular eigenvector [X] 

such that: 

lel - (6.4) 

Then Equation (6.1) can be rewritten as: 

dz (6.5) 'X' 
dt = ýIXIZ + [Cflful 

This has a solution in the time domain of: 

Xt Ät t- xt 
ez (0) +efe [X]- [C]- [u(t» dt (6.6) 

for the initial condition z(O). Re-substituting Equation 

(6*. 4), gives a particular solution to the original 

differential equation as: 

xt -1 xt t xt[xl-l[cl -1 [x]e xj [e(o)] +[Xle f e- [u(t)] dt 
0 

(6.7) 
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This continuous equation is approximated by a 

digital, step-by-step, solution by assuming constant heat 

generation [u(nAT)] over a time period AT. Using the 

notation [B(nAT)] as the matrix of nodal temperatures during 

the nth time interval T, Equation (6.7) becomes: 

[O(nAT)] = [X]e XAT[ 
X]-' [0 (7:: -lAT)] 

+1 X1 (e X, &T_ 1) [ x]- Cu (n, &T)] (6.8) 

Equation (6.8) holds for each of-the eight eigen- 

values and eigenvectors of the characteristic matrix [Yl. 

The general step-by-step solution will thus be composed of 

the sum of all the particular solutions and can be 

expressed in matrix form as: 

[G(nAT)] - [y, '] 

[X'] [D 
21 

[X'] -1[CI -'[u(nAT)] (6.9) 

where [Dl] = diagonal matrix with elements e 
XAT for each 

X of EY'l 

(D = diagonal matrix with elements -I(e 
XAT_l) 

23 X 
[X'] - square matrix with column vectors of the 

eigenvectors in corresponding row order to 

the eigenvalues in [Dj] 
. 

The full solution of Equation (6.9) can be expanded 

for the two cases of the machine rotating or stationary. 
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These are: 

[0 (nAT)] =[ X'] [D 
1] s[ X'] -1 [0 (F=l AT) ] 

ss 

for the motor stationary and: 

[G(nAT)] - [x'] [D X' ]- 
l[6 (i:: 'l- A T) ] 

r 11 rl r 

+[ X'] [D - 1[Cfl ([u. I]i2+ 
[uV]v2) (6.11) 

r 21 rf 
XII r 

with the motor running. 

The stationary equation is an exact solution, 

whereas the running equation assumes that the induction 

motor's r. m. s. current and voltage remains constant 

throughout the interval AT. 

The eigenvalues and eigenvectors were calculated 

on the mainframe computer from the original motor equations 
(49) by a standard numerical libary routine 

A step interval, AT, of one second was choosen 

for the temperature prediction calculations performed by 

the microprocessor. This was the smallest interval that 

could be used, with the microprocessor performing the data 

logging duties as well. Also for simplicitys a constant 

phase voltage was assumed, However, should there be a 

need to monitor the phase voltage, for example with a machine 

operated under a variable voltage speed controller, voltage 

generation calculations could be performed along similar 

lines to those of the current generation. 

The microprocessor needed only to perform matriX 

multiplications and additions to predict the machine 



- 2o6 - 

temperatures from Equations (6.10) and (6.11). At each 

step the calculation required the previous temperature matrix, 

the new phase current and the four constant matrices: 

[D, ] 
s 

[X'] -1 
s 

11 r 
fX'l 

r 

[B [D -1 [cl- 1 luj) 
11 r 

X'] 
r 21 r1 

X'l 
r 

(B 
23r m I" 

r 
[D 

23 ri" 
-1 IC3_ 1 [uv]v 2 (6.12) 
r 

These matrices were evaluated for the original 

thermal model of Sect ion 5 and a 244V phase voltage and a 

one second step interval. 

The temperatures in the above equations are 

referenced to the ambient. To accommodate for fluctuations 

in the ambient temperatures, the calculations were performed 

assuming a zero ambient and only adjustedto their absolute 

values when the-temperatures needed to be displayed or 

printed. 

Both the temperature and constant matrices of 

Equations (6.10) and (6.11) were stored to 16 bit accuracy. 

Each row calculation were performed using integer additions 

and multiplications with sub totals stored in a 24 bit 

accumulator. The current i was measured from-the analogue 

to digital converter as a 12 bit binary number. This 

was converted into a 16 bit integer, representing its 



- 207 - 

square, by performing a multiplication accurate to a full 

24 bits and then rounding off the lower byte. 

The scaling of the calculated temperatures was 

made directly compatible with the measured values by 

adjusting the [B] matrices with appropriate factors. 

The representation in the microprocessor of the constant 

matrices of Equation (6.12). was equivalent to a set of 

integer matrices, scaled such that: 

[A] 
I= 

INTQA] x2 
16 

ss 

[A] 
I 

INTQA] x2 
16 

rr 

1 
16 [Bl] 

r 
INT([B 1]r x 2.048 x2 

[B 
I= 

INTQB x 1.2,5 x2 
16 (6.13) 21r 21r 

Here, the matrices on the left are the integer 

equivalents to those on the right and IINTI is the 

operation that rounds up a decimal number to an integer. 
I 

The negative elements of the matrix [B 
21r were stored as 

their binary two's complement. The scaled matrices are 

listed in Table 6.1- in hexidecimal format. 

Similarly, the binary equivalents of the variable 

matrices were given by: 
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1 16 [O(nAT)] - INT([O(nAT)] x2 /204.8) 

21= INT((i/20.48) 
2x2 16 (6.14) 

The temperature calculation was thus performed 

by choosing on either zero or non-zero current, one of the 

two integer equations: 

[O(nAT)] )/2 (6.15) 

0 (nAT) QA] 
0[0 (F:: '-l AT)] +[Bi2 )/2 8+ (B 

r 21 

(6.16) 

In the above, the operator '. ' is equal to a 

multiplication of two 16 bit binary integers, with the result 

taken only from the most significant 24 bits. A division 

by 28 is equivalent to a final rounding down of the 24 bit 

result to 16 bits. 

This calculation proceedure was simple to implement 

on the microprocessor. It was found through integer 

simulation on the ma*inframe computer to give no noticeable 

error in the temperature expressed accurate to one decimal- 

point, compared with decimal calculations at the mainframe's 

full 32 bit accuracy. 

A full commented listing of the thermal calculation 

software is given in Appendix A9. This was merged onto 

the data logging system on the microprocessor by reserving 

the top eight locations of the data stack for the measured 



- 2o9 - 

values of current and ambient temperature and the calculated 

temperatures for six of the thermal nodes, Table 6.2. 
I 

These temperatures were taken from the matrix [. O(nAT)] 

reduced to 12 bit accuracy, added to the ambient temperature 

and then written onto the stack. By this method, the 

predicted values could be then printed or displayed in an 

identical manner to the temperatures measured from'the motor. 

6.6 PERFORMANCE OF MICROPROCESSOR PREDICTION UNIT 

AND UPDATED THERMAL MODEL 

The results in this section are presented in 

two parts, Initially, the temperatures that were calculated 

by the microprocessor prediction routines are compared 

against measured values for the varying load test given in 

Figure 6.7. The test included periods when the induction 

motor was running at overloads or was stationary. The 

second part-uses the same load to simulate the performance 

of the thermal model described in Chapter 5 to illustrate 

the improvements over the original model. 

The temperatures of some of the components in 

the thermal model that were computed in the microprocessor 

are shown, together with values read from the embedded 

thermometerssin Figures 6.8 through to 6.12. The motor 

frame temperature Figure 6.8 was in good agreement with the 

measured valves, which was expected since th .e frame heat 

transfer coefficients were taken directly from experimental 

tests. In both the heating and the cooling sections of the 
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curve, the calculated time constants -appeared to. be slightly 

smaller than'the measured ones. This would be a result of 

a low estimation of the total machine thermal capacitance. 

The predicted stator iron and teeth temperatures, 

Figures 6.9 and 6.10, were always lower than the measure- 

ments. This was attributed to a higher thermal*resistance 

between the frame and stator than was originally modelled. 

The surface contact between the rough stator laminations and- 

the aluminium frame was re-examined and accommodated for 

in the later thermal model. 

The stator winding and endwinding temperatures 

again were calculated low as a result of the errors in 

the iron temperatures mentioned above. These temperatures 

would be expected to be higher than the measurements because 

the. themometers could not be placed accurately in the 

centre of the windings. 

An. interesting thermal effect occurred in the motor 

immediately after it was switched off. The frAme temperature 

appeared to rise several degrees before it began to-fall. 

When the motor was running a radial temperature gradient 

would be established as the internal heat generation was 

transferred to'the outside surface. However, when the heat 

generation was removed, this additional stored thermal energy 

would be transferred rapidly to the stator and frame as the 

entire machine attained a*uniform temperature. -This energy 

could not be immediately dissipated externally and 

consequently the frame temperature rose. Similarly, the 

frame temperature initially dropped when the machine was 
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restarted be, cause of the improved cooling of the frame 

from the external fan and the initial heat generation had 

not yet diffused to the motor surface. The microprocessor 

thermal prediction followed these effects well. 

The load test illustrated that a microprocessor 

could be used successfully to calculate the temperatures 

in an induction motor. - However, certain inadaquacieýs 

became apparent in the original thermal model. A second 

model was developed to improve on the results by the 

introduction of secondary nodes, a more. careful exayaination 

of the heat transfer processes when the machine was 

stationary and improvements in the model of the surface 

contact between the stator iron and the frame. 

The temperatures of the second thermal model 

were computed on a mainframe computer by an integer simulation 

of the' microprocessor's performance for the load of 

Figure, 6'. 7. Tests on the earlier model had showfi that. 

the integer simulation was,, accurate to within a degree 

Centigrade of the real time predictions by the microprocessor. 

The results presented in Figures 6.13 to 6.17 would thus 

follow accurately the output of the prediction device if 

time had been available to program the second model into the 

microprocessor. 

The stator iron and teeth temperatures were in 

better agreement with the thermometers when the machine 

was running. However, there was still an error when the 

motor was stationary. On cooling, the internal'motor 

temperatures all fell quickly to follow the same cooling 
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curve. In the model, this curve was approximately equal 

to the frame tempierature. The measured values appeared to 

follow the stator iron temperature and were initially (at 

time2.0 hours) 70C higher than the frame temperature, but 

eventually this difference would fall to zero if the machine 

were to continue to cool to-ambient. At the time 2.0 hours 

the frame temperature was measured to be approximately 35 0C 

above the 22 0C ambient and the ratio of the frame to 

ambient thermal resistance to the stator iron to frame 

resistance was calculated from the model to be equal to 

4.9. If all the heat transferred out of the machine were 

to pass via the stator-frame interface then the stator iron 

would be expected to be at a temperature of 35 0C divided 

by 4.9, i. e. 70C above the frame, which agreed with the 

measured result. However, the present model suggested 

that the majority of the heat flow to the frame occurred 

via the alternative routes of the endcap air and rotor shaft 

to frame interfaces. To correct for this, the stationary 

model endcap air film coefficient should be increased 

and additional resistance added to the shaft-framd interfacet 

to accommodate for the insulating properties of the 

lubricant in the bearings. 

The winding tempeiatures in Figure 6.16 and 

6.17 were greater than the measurements, the difference 

increasing rapidly with lo, ad. This was not unexpected, 

bec4use* the heat generation in the windings was a function 

of the load current squared and the temperature drop across 

any thermal path between say, the centre of the endwinding 

and the embedded thermometer, )depended upon this generation. 
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The weighting of the endwinding model, to obtain the 

central winding temperatures, similarly'acted as an increase 

in the thermal path of the internal heat generation. This 

is illustrated in Figure 6.18)where the endwinding temperature is 

plotted against the measured values for, a severely changing 

load with up to 75 per cent overloads. The dotted curves 

on the figure give the results obtained from an unweighted 

model (weighting factor equal to unity) and show that 

substantial temperature differences only occurred at high 

16ads. 

The. time constants of the model winding temperatures 

appeared to be lower than the actual machine. This was 

confirmed by a constant load test at 8 Amps, the results 

of which are shown in Figure 6.19. The steady values of 

temperature were heading towards good agreement with the 

measurements, and thus the model thermal capacitance was 

in error. The weight of the copper in the windings was 

accurately determined from the motor manufacturer, which 

suggested that the neglected capacitance of the insulation 

and bindings on the windings may have a significant 

contribution. 

The model of. Chapter 5 in the main gave a good 

description of the thermal performance of the induction 

motor, the only major error being in lower temperatures 

that were obtained when the machine was cooling. The 

lower thermal capacitance present in the winding models 

would not entirely compensate for the higher peak temperatures 
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obtained from the model as compared with embedded thermometers. 

Large temperature differences may well-exist between the 

central endwinding temperature and a carefully placed 

thermometer. The ageing of an electrical machine is an 

exponential function of its winding temperature and 

differences between the actual peak and measured temperatures 

can cause a considerable multiplication in the ageing, 

expecially at high loads. This underlines the advant - age 

of using an accurate thermal model for machine protection 

over embedded thermometers or simple RC or j2t models 

derived from thermal measurements. 
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. 
Tabte 6-1 Hexidecimal Thermal Prediction- 

Matrices 

LJ C> CD 
CD 

C: ) CD 
, 

i 
Li C> C> CD CZ) 

C: ) 
CD 
C) CD 

c> 
CD 

CD 
CZ) 

C *i 
CD 

m 
CN CO 

- 
c> 
T- 

C> C> c> C> c> C%j (n CID 
C> C> C> CD CZ) CD t=) 

% 
Li 

CD 
CD 

CDN 
C> 

C=) 
c) 

C) 
CD 

C) 
C> 

CD 
* CZ) 

T- 
Li 

CID 
c> 

r4 
c: > 

m 
c> 

t- 
cm) 

Ln 
C*-j LJ Co r4 m r, - Lri Ln 

c> 
C> 

<: > c> c> C) LLJ a% m CY% CD 
C> 

cm> 
C: ) 

CD 
CD 

c: > 
CD 

C-4 
c> r- 

c> 
L. 3 
cn c> C> C> C> LL- m CZ) cm) CD c2b C> LU 

T- LL m 

C: ) C> %- 
LLI 
%D 

CO 
- t %0 

CD L-J LU OD r- (-i CZ) 
CZO CD C> c) 

% 

C=) . c> 
c2% 
c> CO C: ) C) %- %0 1- t %0 CY% 

CD c> c> c> C) LU C) CD 
CD 
(D 

c> 
C> 

C) 
C> 

CD 
CZ) 

C> 
C> 

CD 
L£J CZ) 

C: ) 
C> 

LL- 
c> 

--t 
C) %0 ,t rn Lri Co U- --t %0 .t m Ln OD N- 

C) C: ) 
c:: ) 
C: ) 

c-- 
(n 

C> 
CD 

r*4 
c> 

c> 
c> 

CD 
CZ) %0 CD C: ) CD t- C> C%14 C> CD 

C: ) c: > CZ) CD LL. C> CD c> C> 
CD 

C> 
C> 

c> 
C> 

m 
CZ) 

C: ) 
U- 

C=) 
C> 

CZ) 
CD 

CD 
C> 

c> 
CD Ul 

LJ 
r-. ý 

LLJ 
CO 

LU 
(N 

CYN 
%0 

T- 
CD 

CD CD LJ LLJ LLi cl% C> 
c> c) %- .t r-i C) (D 

C: ) 
C: ) .t C) 

(Z 
Ltl C--. CO %D CD CD 

C: ) C) CD U- C) CZ) CD (D C) 
CD q- .t C-4 C: ) C) C> 
CD C) U- CD C: ) C) C) 

C> C: ) 
CY% 
CIO C�J LLi CD CI-4 C) c> (N w 

C> .t Ln 
%- Ln C> C) Ln CZ) C: ) C> C: ) (=) 

C> 
C> 

C) (ID qr- 
C) Lri CD cz> 

C) CD LL. c> C: ) CD c) (=) CZ) %. t 
CZ) 

Lfi 
U- 

Ln 
C) 

C> 
CD 

C: ) 
CD 

C) 
C: ) 

C: ) 
C> 

00 
Ln 

r- 
OD 

Co 
Li .t r- --t 

- 
CY% CN rl%li t- r- - CID t t c7,1 r-4 ri 

T- c> GD rq 
v 
C> 

C> 
CD 

C) 
C: ) 

CD C-4 Ltl CO LJ t- e- CZ) c> c> 
CD LL- c> c> C) C) C> 

c> 
CD %- 

C> 
c> 
u- 

Co 
c> 

c144 
c> 

C) 
c> 

(=) 
CD 

C=) 
c> 

c> 
c> 

< 
- 

w m u- C: ) r-: ] r- %D CY% W M LL Cz Cz %0 LLJ % r-A 
C> 
c> 

C> %0 r9 c> C*4 T- CY% %- CD C> %D CN C> r-4 
LL C: ) C) c> c> CD c> r. 4 Ca rq c> C: ) c> C) c2) r*4 C> (D C> C> c> U- C) C: ) C> c2) C> OD CD 

1 co LL Li 
C 4 
C3 'o U- 

U 
< 
ON 

uj 
U U 

Co - U- Li - U- - LL 

r- CZ) CD CZ C: b %D M M 1 v- m 
c> CD 

C: ) 
CZ) 
C=) --t 9- ,t m-- 

.t 
CD C: ) 
c> CZ) c> cz , c> , c> CD C=> 

c12 
b-4 o-" 

ar 6. -a 



-216- 

Table 6-2. Reserved Data Stack 
-Words 

for 
Temperature- Catcutations 

TOP 

CURRENT 

AMBIENT TEMPERATURE 

FRAME TEMPERATURE 

STATOR IRON TEMPERATURE 

STATOR TEETH TEMPERATURE 

STATOR WINDING TEMPERATURE 

ENDWINDING 'TEMPERATURE 

ROTOR WINDING TEMPERATURE 
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encased four wire 
probe connection 

Figure 6 -1 Platinum Resistance Thermometers 
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Figure 6-2 Position of Bore -Holes for Stator 
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Endcap air 54 Stator winding 
thermometer thermometer 

Endwinding surface 
thermometer 

Figure 6.3 Location of Thermometers 
on Windings 
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Figure 6-5 Hardware , Schematic 
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Fi. gure 6-6 Data Logging Process 

input 
signals 
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CHAPTER 7 

SUMMARY AND CONCLUSIONS 

The careful utilisation of electrical and 

mechanical drives can lead to reductions in their energy 

consumption at the penalty of a possible increase in the 

ageing of the machines. A stochastic method of anal ysis 

has been. applied to this problem, to provide a simple but 

flexible theory for the evaluation of the losses and 

electrical ageing in both single and parallel machine 

drives. The load on a drive was represented by a stationary 

bounded probability distribution, an approach which 

required a minimal knowledge of the load. The energy loss 

in different sized similar machines were modelled with a 

single quadratic loss characteristic and sizing factors. 

The energy consumption and ageing of the machine drives 

could then be approximated from only the firstq second and 

fourth moments of. the load distribution. The work provided 

a method for obtaining the key parameters for a full costing 

of a drive, where the energy costs would need to be 

weighed against the capital and maintenance or replacement 

costs of the machines over the lifetime of the plant. 

The stochastic analysis lent itself towards 
t 

optimisation techniques, where the energy consumption of 

the drives could be minimised in terms of the machine ratings 

and their parallel-switching control. Direct analytical 
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-solutions were found for the best energy fit of the rating 

of a single machine to a load and the switching control of 

a parallel drive where all the machines were equally rated. 

The latter proved to be independant of the load and could 

be immediately applied to any existing parallel machine 

system without any knowledge of the load. A numerical 

method was applied to the more complex energy optimisation 

of both the machine sizes and their switching in the parallel 

drive. 

The theoretical work could not be substantiated 

entirely from experimental results. However, a case study 

was performed on an industrial parallel drive, that consisted 

of four equally rated induction motor driven pumps. The 

study demonstrated that stochastic methods could be used 

successfully in the modelling of an actual plant. As a 

result, changes were made in the-drive switching control 

and the energy consumption of the plant was reduced by an 

estimated 2.4 per cent. The remainder of the theory was 

tested on example syst. ems with arbitrary choices of load 

distributions. 

The potential of saving energy in electrical 

machines appeared to be greater in a correct choice of 

machine rating, rather than in the switching control. With 

pumps the converse applied, because of thý nature of the 

pump loss characteristics and their low similarity iridices. 

Where there is a combination of an electrical motor driving 

a pump, the lower efficiency pump dominates the analysis 

and the energy consumption is affected to a greater extent 
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by the switching control as opposed to the machine siz . es. 

The efficiencies of electrical drives that 

have been optimised in size or switching control were only 

in the order of one per cent higýer than the original rated 

figures. However, the improvements could still amount to 

considerable reductions in the electricity costs over the 
I 

expected lifetimes of the drives. A correctly sized system 

would generally suggest that smaller machines shbuld-be 

installed and would lower the capital cost and the energy 

required to manufacture the drive. 

The energy reductions in electrical drives are 

comparable with the errors in the single loss expression, 

that is used to model the series of machines. Greater 

accuracy could be obtained in the loss for a fixed machine 

size by taking into account higher order terms above those 

of the quadratic approximation. To obtain improvements 

over different machine sizes, individual loss characteristics 

would have to be derived for each machine. 

The variations in the energy consumption of pumps 

are somewhat-greater and could be as high as 8 per cent. 

This maximum could only be achieved through heavy overloads 

on the pumps, which would result in a considerable drop in 

the minimum output head. However good reductions in the 

energy can still occur under a more practicable operation 

of the p umps. 

The greatest potential for energy savings in 

electrical drives exists in cases of wide varying loads, 

where the selection of a machine size may require it to 
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operate under large overloads. To measure the effects of 

overloads on the ageing of a machine's winding insulation, 

a stochastic thermal a: nalysis was developed for a stationary 

load distribution. The theory was based upon a linear 

thermal model of the machine and could be applied to single 

machines or alternaýively, equally sized parallel drives 

which haVe a rotational method of load sharing. It was 

tested agairist a deterministic analysis, which included 

the non-linear effects of starting surges and had seperate 

thermal models for the machine rotating or stationary. 

The theory gave a higher estimates of the machine ageings; 

to within a 20 per cent error of the deterministic results. 

The ageing of electrical machines were shown to. 

be influenced by the variance of the load as well as the 

mean. Ageing control algorithms in equally sized parallel 

drives would all tend to produce similar mean temperatures 

in the machines, but the measure of their effectiveness 

is the extent to which they constrain the temperature 

variance. By characterising the ageing algorithms in 

terms of the time dependant position of a machine in the 

load switching sequence, an ideal ageing control was 

identified as one that would, independantly of the load, 

ensure that a machine would have an equal probability of 

being in every position at all times. A possible implement- 

ation of this was suggested, where the machines' switching 

Positions would be determined from their winding temperatures. 

Although not ideal, this control produced the required 

POssitional probability and resulted in an ageing much 

lower than a conventional rotational control. A combination 
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of this form of ageing control and a loss optimisation 

could in fact reduce both the ageing and the energy 

consumption of a'typical parallel machine system. 

The stochastic thermal analysis provided a direct 

method of estimating the ageing of an electrical machine 

from the basic statistics of its loading. From known 

steady state temperatures in the machine windings, the ageing 

could be simply formulated on a pocket calculator from 

tables of the assumed load distribution, to a reasonable 

degree of accuracy. The alternative deterministic methods 

would require excessive computation, since the ageing would 

need to be calculated fo: ý every change in the load-time 

curve. However, the validity of the stationary load model. 

assumed in the theory would need to be confirmed for the 

particular case studied. 

-A linear thermal model of electrical machines 

was required for the stochastic ageing analysis. Although 

a number of similar models have been reported in the literature, 

a direct example of a dynamic model was not found. To 

test the accuracy of a linear thermal analysis, a model 

was developed for a 5.5kW TEFC cage induction motor and 

consisted of only an eight element matrix equation. The 

agreement between its performance and measured temperatures 

was good, both dynamically and in the steady state. In 

fact, it was felt that the mode. 1 gave a better estimation 

Of the peak winding temperatures than the thermometers, 

because of the difficulty of mounting the latter in 

the windings. 
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The parameters of the thermal model were 

derived from formulae, which contained the motor dimensions 

and constant values of conductivities and film coefficients 

obtained from the literature and basic experimental tests. 

The model could be expanded for a range of induction 

motors with similar geometries, by appropriate changes in 

the dimensions in the thermal impedance equations.. Hence, 

a thermal similarity rule could be developed over a 

manufacturers range of machine sizes, akin to that of the 

losses. The convective and surface heat transfer impedances, 

which are dominant in these models, reduce by a dimension 

squared. The power loss in an induction motor increases 

with the cube of the dimensions. ' Thus, the machines would. 

tend to run hotter as their ratings increase. This effect 
is generally compensated for in the design of the machine 

by an increase in the fan powers and additional cooling * 

paths. Because of this, a thermal similarity rule may 

become complex and requires extra research. 

The success of the thermal model led to the 

development of a microprocessor based thermal prediction 

device. This was seen to have two seperate applications, 

one as part of a controller that would implement the ageing 

algorithms in a parallel machine systems and the other as a 

stand alone motor protection device. The 8 bit microprocessor 

easily performed the thermal calculation to good-accuracy 

and still had 90% of its processing time free for other 

duties. 
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Motor protection devices have been available 

commercially for sometime. Two recently introduced devices 

use analogue models of the motor's winding temperatures 

for a protection that allows a fuller utilisation of the 

. machine. One of these devices (13) 
uses a single RC 

thermal'model. The other 
(1 

. 
4) is more complex and has 

two seperate capacitances and generations to model the core 

and the windings. It also uses different thermal impedances 

for, a stationary and running machine. The accuracy of 

these simple models is questionable, although the second 

device does attempt to provide a more realistic solution. 

A microprocessor based device, similar to the 

one proposed in the thesis, can provide a better accuracy 

for no greater manufacturing cost. The microprocessor can 

also perform the additional facilities included in 

commercial devices, such as earth leakage and phase loss 

protection. Thelintelligencelof the microprocessor could 

be exploited by adding a higher degree of protection, where 

the controller uses the thermal model to estimate future 

temperatures in the machine from an assumption of the 

loading continuing in a set manner. This would give prior 

knowledge of motor overloads or likely failures. 

The thermal models could be constructed from 

basic dimensional information of the motors and tested 

against the thermal measurements performed by a manufacturer 

during the original design of the machines. It would be 

feasible for a motor man ufacturer to produce remote 

protection devices for its entire product rang e based on a 
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standard microprocesso'r module and individual sets of 

model parameters contained in seperate 'plug in' memory 

units for each machine. Accurate thermal modýls would 

also be a useful design tool for the production of any 

future machines and fit well into the philosophy of CAD 

now popular in the mechanical design of machines. 

The stochastic analysis applied in this thesis 

has been effective in computing the energy usage and ageing 

of the machine drives considered. The work could be 

extended to more bomplex energy saving schemes that utilise 

. variable speed controllers. An immediate application 

could be in the assessment of the popular variable voltage . 

or 'power factor' controllers'now available for induction 

motors. Other areas of future work would be a comprehensive 

study of ageing over a wide range of machine sizes and a 

f, ull costing of the energy savings suggested in the thesis. 

Finally, the work on the microprocessor protection device 

should be extended to a prototype that may be exploited 

commercially. 
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APPENDIX Al 

INDUCTION MOTOR LOSS FUNCTION 

The electrical performance of an induction motor, 

which is running under normal conditions, can be successfully 

modelled by an equivalent circuit. One particularly 

accurate form 
(43) 

of the equival ent circuit is given in 

Figure 5.4. The variable resistance in the right of the 

Figure is associated with the total mechanical output of 

the machine. 

In the notation of the equivalent circuit, the 

total loss L in the machine can be written in the form: 

La+ 3(i 2- 
/c) 2 

cR S/c 
(Al . 1) 

where i2 /C = magnitude of current i2 /C 

and cR S/c -- resistive component of impedance cZ S/c 

The constant 'a' term in the above equation is 

composed of iron losses, tooth stray losses, a proportion 

of the stator copper loss and any mechanical windage and 

friction losses. Its value will be a function of the 

excitation of the machine. 

At low slip, the reactive component of the current 

i2 /c will be small and the output power W of the machine 

can be expressed in terms of the magnitudes of the referred 

rotor, current and phase voltage, within less than 1% error 

over the full working range, as: 
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W 3(vi /c- (i /0 2 
cR 2.2 S/C 

The above equation can be rearranged to give 

2 
/c in terms of W, such that: 

v 
4cR 

S/c 
w 

'2/c. 2cR 
S/C 

(I-(j- - 
3v 2 

(Al. 3) 

The motor loss is found from a combination-of 

Equations (Al. 1) and (Al. 3) as: 

3v2 4cR 
S/C 

w 
a+4 cR S/C 

(1-(l- 
3v 2 (Al. 4) 

Evaluating the square on the R. H. S. yields: 

- 4cR 
S/C 

4cR 
S/C 

I. 
La+ 4cR 

S/C 
(2- 

3v 2 W-2(1- 
- 3v 2 W) ) (Al. 5) 

The square root term can be expanded through the 

use of the binomial series, since the dimensionless factor: 

4 cR S/C 
w< 

(Al. 6) 
3v 2 

to give: 

3v 2 4cR 
S/C 

w 
La+ 4cR 

S/C 
(2- 

3v 2 (Al. 7) 

4cR 
S/C 

wL213 
(- 

3v 2 
)- 

8 3v 2 16( 3v 2+ 

whi ch !is further simplified to: 

L-a+( 
cR s/c)W2 + 2( 

cR S/C) 
2w3+ 

(Al. 8) 
3v 2 3v 2 
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The accurate loss function of Equatior; (2.12) 

for an induction motor can thus be written as: 

cR CR 
Y(W) 2+ (- S/C )W +2 (- s /C )2w2+ (Al . 9) 

w 3v 2 3v 2 

t 

A quadratic approximation of the loss function, 

in which the terms in W2 and above have been neglected, will 

be off the form: 

2 
w 

(2.14) 

where 
3v 2 

(Al. 10) 
(cR-, 

-) S/c 

The c on the L. H. S of Equation (Al. 10) refers to 

the notation in the loss function rather than the Say(43) 

equi;, ralent circuit. 

The efficiency of a llkW TEFC cage induction 

motor. calculated from a quadratic loss model, is compared 

against a manufacturers characteristic in Figure Al. l. 

A good fit occurs over the majority of the working range of 

the motor, with a maximum efficiency error of 2% in the 

lower powers. 

The calculation of losses from the equivalent 

circuit parameters and the quadratic approximation in 

Equation (Al. 9) is unlikely to introduce errors in excess 

of 10% at large output powers and provides a simple method 

of estimating the losses in existing induction motors. 
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Alternatively the loss function paramet-er can be found 

directly from a fit to an efficiency' curve obtained from 

a full set of 1 oad tests on the machine. This yields excellent 

agreement in the higher powers, as is illustrated in Figure 

Al. l. 

The losses of a series of induction motors, that 

have been designed to a common criteria and are geometrically 

similar, can be developed from a single mathematical 
9,50) 

model This can be expressed interms of a sizing 

factor a and a similarity index a in the form of Equation 

(2.13) below: 

Y(a, w) = a-a Y(W/a) (2.13) 

Consider a set of induction motors that are 

designed with the same specific magnetic and electrical 

loadings and have dimensions D, both length and radiuss 

that are increased proportionately with rAting. The 

following set of- relationships can be listed, 

Core Area 

Working Flux 

Current Sheet Diameter 

Current Sheet Depth 

Current Loading 

Output Power. 

Current Sheet Resistance 

Copper Loss 

Core Volume 

'Core Loss 

varies with D 

0 of D2 

if D 

it D 

D2 

W D 4. 

R 1/D 

12R D3 

D3 

D3 
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Total Losses Wy(a, W) D3 1 

Loss Function y (CL , W) l/D - a-T 

The machine sizing a is proportional to the 

dimension to the fourth. power and the losses are proportional 

to the dimensio'n cubed. Hence, the loss function is 

inversely proportional to the dimension. The similarity 

index a of Equation (2.13) is thus equal to: 

a-0.25 (Al . 11) 

In this simple analysis stray load and mechanical 

losses have not been considered. However, the sizing 

relationship will generally hold for machines with equal 

numbers of poles and-similar mechanical design. 

The loss function and similarity index for a set 

of transformers can be derived in an identical manner. A 

three ph ase transformer can-be considered, in this instance, 

to be a member of the induction motor family. 
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APPENDIX A2 

CENTRIFUGAL PUMP LOSSES WITH SIMILAR 

DESIGN AND HEAD CHARACTERISTICS 

The appendix briefly develops a sizing rule for 

the losses in geometrically similar pumps, operaiing under 

dynamically similar conditions. For detailed information 

the reader is referred to the references by Kittredge 
(51) 

(52) 
and Moody 

The affinity laws for similar centrifugal pumps 

are given by: 

3 Q/wD const (A2.1) 

WD / v/H const (A2.2) 

where Q- rated output flow 

H= rated output head 

D= diameter of the pump impeller - 

W= shaft speed of the impeller. 

When a variety of different sized pumps are 

operated in parallel, the machines will need to have 

indentical head characteristics in order that they may share 

the load in proportion to their flow ratings. This would 

require the pumps to be operated at different shaft speeds 

and planetary gear boxes may have to be employed if they are 

to be driven from a fixed speed induction motors. The 
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gearbox efficiencies are assumed to be high in comparison 

with those of the pumps. 

The affinity laws will now reduce to: 

2 
Q/D const (A2.3) 

A sizing factor a can be usedto rate the machine 
I 

in terms of its output flow. From Equation (A2.3). this 

is seen to be proportional to the square of the impeller 

diameter D. 

The losses in a centrifugal pump are divided into 

friction, leakage and hydraulic losses. In a set of high 

quality pumps the friction and leakage losses can be taken 

to be small compared with the hydraulic loss. Moody 
(52) 

has suggested that the dimensionless hydraulic losses for 

a set of pumps can be given by the similarity rule: 

0.2 
(a, Q) varies with (1 /D) (A2.4) 

Other authors have proposed slightly different 
(51) 

sizing indices, which are summarised inthe first paper 

However, for the purpose of this thesis, Equation (A2.4) 

was taken as giving a reasonably accurate assessment of the 

performance of the pumps. 

A combination' of Equations (A2.3) and (A2.4) will 

yield the standard loss equation in the form% 

Y(a, Q) = a-ýy(Q/a) (2.13) 

where a=0.1 
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APPENDIX A3 

THE DETERMINATION OF THE-GRADIENT AND HESSIAN MATRICES 

OF THE SYSTEM LOSSES FORA QUADRATIC LOSS FUNCTION 

The total multimachine system losses are given 

by: 

nw 
Li i 

LTEp (W) Ey (aj . k. W) k. WdW (2.25) 
i=l WT j=1 ji ji 

where k 
31 

is the load, sharing factor 

J3. 
= aj/ a (2.26) 

M=l m 

. When a quadratic loss functi'on-of Equations 

(2.13) and (2.14) is assumed, the loss function 

y(a, w) is given by: 

(22 +b+ H-) (A3.1) w ac 

The system power loss, where the load interval T 

is dropped for clarity, can be written as: 

nw2 
Lp (W) E (a + 

bW +w 
T dW 

a C( a 
M=l m 

mml m 

(A3.2) 
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The n elements of the gradient matrix [g] are 

obtained from: 

ýL (2.43) 19) -a pl] 
and the rth element can be shown to be equal to: 

aL n 9. i -a 
E (W)dW (A3.3) 

W 
ar {Hi(W)-Ii(W) 'PT 

ti-i - 

where: 

H-(W) a+ 
bW 

+w2 (A3.4) 
1. ii2 

Eam C( Ea 
M) M=l M=l 

and 1-a 
a. 2 

I. (W) 
J, 

bW + 
2W (A3.5) 

2.2 

(i 

amcEam 
M=l M=l 

The determination of the elements of the nxn 

Hessian matrix [G] is somewhat more complex and is based 

upon the equation: 

-aL2+aL_ (2.42) 
3 [a] d [a] a [W 

x ]a [a] 

2T d[W T d[W t] 32 Ld [Wg]T 
L+ 

a [Wt] 3dd [a] a [Wq) 2d [a] 

The matrix d(W., ] /d[a] is obtained from the 

optimum switching limit condition DL/3[W., ] -0 as of 

Equation (2.30). Equation (2.30) is expressed in terms 

of a quadratic loss function as: 
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+ 
tr 

- (A3.6) 
rr 
Eam C( Ea 

M) 
2) 

M=l M=l 

r+l 1-a bW tr w 9. r Eaa+ 
r+l 

+ r+l j=l Ea C( Ea 
M) M=l M=l 

The elements dW Rr /dU 
s 

for s-1 to n and r-1 to n 

are obtained from (A3.6), and are written in the notation 

of (A3.4) and (A3.5) as: 

dW 9. ras 
(H 

r+l 
(W tr 

) -H r 
(W 

9. r))- 
Ir+l (W 9. r 

)+ Ir (W 
tr 

)}w 9, r 
da r+l 

Eam)Ir (WZd E am) Ir+l(Wir) 
m=l M-1 s4r 

dW tr 
{as-BH 

r+l 
(W 

ir I 
r+l 

(W 
9. r 

)}w 
9. r s r+l 

d cl s 
r+l 

Eam)I 
r+l 

(W id 
M=l 

dW ir 
da 0 

s 
r+l 

(Al. 7) 

The matrix a2 L/3[W. Z)D[aj is formed out of the 

direct differentiation of Equation (A3.3). In the previous 

notation, with a transposition of the suffixes from r to t 

for clarity, the elements of the matrix are given for t-l 

to n by: 
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a2L- 
aw tr aa 

t 

-a 
tHr 

(W tr Ir (W tr) 

-ß 
- (X H 

r+l 
(W Zr )+ I 

r+l 
(W tr) 

'PT (W tr ) t.. <, r-* 

2ý -0 LH ýw +I (W ))p (W t-r+l aw aa 
tt r+l ir r+l tr T Yr 

a2L 
aw ir Da 

t 
t>r+l 

(-A3.8) 

The second and third components of the Hessian 

matrix of Equation (2.42) can now be constructed by 

summing over all r the product of Equations (A3.7) and 

(A3.8). Hence the elements s, t of: 

d[W 2ja2 Ls n dW 2 
E 9. r 3L (A3.9) 

d[OL)a[Wt]3[aj r-1 
da 

s 
aw tr aa 

t 

and similarly with the transpose matrix. 

The first component of the Hessian matrix 

a2 L/a[a] 2 is derived from Equation (A3.3), where its 

s, t elements are given by: 
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w 

2Ln 

'5a aa =Ef{ Ki (W) - (a 
s 

+a t 
)i i 

(w). }P 
T 

(W) dW 
st3. =s W 

S<t 

2Ln Wt i- (0+1) -a 

2. 
Ef {K (W) -aas Hi (W) -2a rJi 

(W)) PT (W) dW 
cx i=s W 

S-t 

aLaL 
S>t (A3.10) 

aa 
s 

Da 
t 

Da 
t 

aa 
s 

where -. 

J. (W) (1-a) 
- bW + 

2W 2 
(A3.11) 

3.2 i 
cEam 

M. im M=l 

and : 

2Ea. 2 
K. (W) i. 1 J 

bW + 3W (A3.12) 
3i 

amcF. a 
M=j M-1 m 

The final component of the Hessian matrix is 

constructed from Equation (A3.7) and the matrix B2 L/3 W'9 
2 

Because of the independance of the switching limits the 

off diagonal terms of this mýtr'ix are zero, leaving only 

the diagonal elements, which can. be shown to be equal to: 

a2L 13 T 
(W 

Id 

aw 9,2 

1r (W Y. r 
)- I 

r+l 
(W 9. r)- w P. r 

(A3.13) 
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APPENDIX A4 

APPROXIMATION FOR AGEING MEAN FROM 

TEMPERATURE MEAN AND VARIANCE 

The mathematics of this appendix use the following 

series expansions. 

The Taylor series 
(53) 

expansion of 

(1+x)-' , for ma positive integer and lxl<l, 

where : 

(i+X) -M m 1-mx + 
(M+1)mx. 

+Otto+ 
(m+n-1)1 (-i) nxn +es* 

(A4.1) 

(ii) An approximation for the expectation of xn. where x 

is a random variable with a known continuous distribution. 

Denoting the mean of x, as px, variance Vx and nth central 

moment as Vn where: 
x 

lix = EX (A4.2) 

Vx-c (X-11 
X) 

2 

vn. F-(X-11 )n 
xx 

then-by e? cpansion it can be shown that: 

vx. ex 
2_ 

11 
2 

(A4.3) x 

v3 Cx 
3_ 311 VX-11 3 

x. xx 

v4 Cx 
4_ 4p Vx 3_ 6V 2 vx-ll 4 

xxxx 

vn. Cx n- nu V n-1 
- . 0. - n! n-2 

V_n xxx 2(n-2 ! I'x 
xvx 
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Re-arranging the above and assuming the variance of x is 

small such that the terms Vn for n>3 are negligible, the 
x 

following approximation can be applied. 

ex n, In + n! 11 n-2 vn>, 2 
x2 (n-2) xx 

(A4.4) 
I 

Now, let a random variable y be related to x. 

such that: 

y 1XI <1 (A4.5) 
1+x 

Then the mean of y, li - is given by: 
y 

I 
pyC 1+x 

(A4.6) 

Applying Equation (A4.1) and then the 

Approximation (A4.4), yields: 

Co 
, py 

nEo 
(-1) 'x (A4.7) 

vx +nnn! n-2 v (A4 . 8) E (-1) (px + 2(n-2) ! "x x n-2 

nnn (n+2) !n (A4 . 9) 
=Z (-1) lix +2 ?L1: (-1) 

n! - 'px 
n-o n-o 

Using the converse of Equation (A4.1), the above 

reduces to: 

Ily +x3 (A4.10) 
1+p 

x 
(1+11 

x) 
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A similar approximation can be found for the expectation 

of y squared, such that: 

CY 
2= 

C- 
12 (A4.11) 

(1+x 

3V 

2+x4 (A4.12) 

x 

The variance Vy, of y can now be obtained from 

Equations (A4.10) and (A4.11), since: 

vy CY 
2y2 (A4.13) 

vv2 
(A4.14) 

(i+V x) (l+P x) 

The latter term in Equation (A4.14) will be small and can 

be neglected. 

'Finally let a third random variable z be such 

that: 

y 
ze 

Then the mean p 

liz = cey 

of z is given by: 

11 (Y-P 
ce Yey 

(A4.15) 

(A4.16) 

(A4.17) 
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Taking a series expansion of the R. H. S., 

yields: 

11 y (Y-P 
y)2 liz e F-I ('+(Y-py) 

2....... 
(A4 . 18) 

and neglecting 3rd order deviations of y and greaters 

then: 

11 y Vy (A4.19) 

These equations can now be applied to the 

expression of the mean ageing in Equation (3.4 ) to a 

nodal absolute temperature with mean and variance of 
i. ii 

"OT and N OT Where: 

'VR c exp(B(1/0 
ref - 1/0 d (3.4 

POT 

=c 
(0) 

{exp(B/O 
ref 

). exp(-B/O i)} (A4.20) 
POT 

The latter term of Equation (A4.20) and the 

substitutions of: 

0. - 273 
X 273 (A4.21) 

-B-B1 (A. 22) y 97 7 7-3 '1+x 
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can be applied to Equations (A4.10), (A4.14) and (A4.19). 

Then the ageing mean will approximate to: 

i 3*, 2 13. 

VOT OT 
11 R r- (1+ ) exp B( 0i 3) (A . 23) 

2 
3,4 ref "OT (11 -) ('P OT) 0T 

The above expression is shown in Chapter 3 to 

be accurate to around 15% in estimating the machine ageing 

compared with results obtained from a deterministic 

analysis. 
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APPENDIX A5 

A VERSITILE DATA LOGGER 

The data recording device described in this 

Appendix was developed to act as a stand alone peripheral 

to micro-computer systems that use the IEEE, 488 

communication bus, such as the Commodore 'PET'. ' 

The device was based upon an Intel 8085 micro- 

processor and had a certain amount of inbuilt flexibility 

and memory capacity so that it was simple to use and 

required a minimum amount of access from the controlling 

micro! -computer. This Appendix provides a technical 

specification of the device, a complete set of circuit 

diagrams in Figure A5.1 and a source code listing in 

Table A5.1. 

Applications of the device include the data 

logging task described in Chapter 4 of this thesis and an 

automatic weather station in a University Geography 

Department. 

4 
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PI DATA RtCORDER 

1. DESCRIPTION OF DEVICE 

The data recorder combines an eight channel data 

logger with an IEEE 488 bus interface. The eight channels 

consist of seven analogue voltage inputs and an event 

counter. The analogue inputs are sampled approximately 

every 4 seconds and averaged over periods of 15 minutes. 

The averaged values are stored in an internal memory, which 

has a capacity of holding 24 hours of data. The event 

counter registers the total number of events that. occur 

within the 15 minute periods. 

The instantaneous analogue recordings and the 

running sum of the event counter, together with the averaged, 

inputs for the previous 24 hours)can by accessed by using 

IEEE 488 bus commands. With each set of data values 

transmitted via the IEEE 468 bus, a time is prov ided in 

hours, days and minutes, which is either the time of the 

instantaneous recording or the time up to which the previous 

15 minutes of data had been averaged. The data recordings 

are read by the micro-computer as decimal values scaled 

from 0.00 to 1.00, provided to two decimal places. The time 

is given as two figure integers. 

When the data recorder is powered on, or when the 

reset switch is toggled off then on, the internal clock is 

set to a time of day 1, hour 0 and minute 0. After each 

successive quarter of an hour the averaged input is stored 

and the event counter reset. After 24 hours the day 

. 
counter is incremented and the new inputs are written over 
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the values which were stored'24 hours previously. 

The device sets a service request signal on the 

IEEE 488 data bus either every 12 or 24 hours. The service 

request is reset immediately the device is accessed from 

the IEEE bus. 

INPUT CHANNEL-SPECIFICATIONS 

Channels 1-7 Voltage input, single ended with 

common negative 

Range 0-3 Volts 

Linearity +1% 

Offset <15mV 

Impedance 500kil 

Channel-8 Event counter 

Count occurs when a switch across the 

event terminals is closed. Maximum on 

state imDedance - 100SI. 

3.1 IEEE 488 Bus Specifications 

The device has a primary address of 181. This 

address can be reset by altering the least significant 4 bits 

of the microproccessor program source code at memory 

locations 0110H and 0128H. For example to set a primary 

address of 1101 the source code at address 0110H should be 

changed from 48H to 4AH and the code at address 0128H from 

28H to 2AH. 
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The secondary address (SA) commands are: 

SA -0 Input present value of data. ' 

1-24 ' Input average data at s tart. of h our SA-1 and 

set incremental poi nter to that hour. 

25 Input average data for the 15, mi nutes after the 

incremental pointer and advance pointer. 

26 Set service request to a 12 hour period. 

27 Set service request to a 24 hour period. 

-The data recorder will respond to the following 

specialised IEEE 488 bus commands 

DCL - General device clear 

SDC - Selective device clear 

SPE - Serial Poll Enable 

SPD - Serial Poll Disable. 

f 

3.2 Input Format 

The Commodore PET Basic IEEE bus commands should 

be off the form: 

OPEN LF, 8, SA 

INPUT LF, A, B, C, DqE*FqG, H, I, JK 

, where LF channel logical file number 

SA secondary address 

A integer time in days 

B integer time in hours 

C integer time in minutes 

D- event count scaled such that a count of 

250 = 1.00 

E-K = voltage inputs for channels 1 to 7 such 

that an input of 3 Volts - 1.00. 
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An exception to this rule is when using the 

secondary addresses SA of 26 to 27$ when the format is: 

INPUT # LF$A 

A-0 if a 24 hour service request is set. 

1 if a 12 hour service request is set. 

3.3 Examples 

(1) The commands: 

10 OPEN 5,8,0 

20 INPUT45, A, B, C, D, E, F, G, H, I, J, K 

will input the most recent recorded data at the 

time the command is issued. 

(2) Similarly the commands: 

10 OPEN 5,8,17 

20 OPEN 6,8,25 

30 INPUT#5, A, B ........... 

40 PRINT A, B ......... 

50 FOR N=1 to 7 

60 INPUT*6, A, B .......... 

70 PRINT A, B .......... 

80 NEXT N 

will input the stored average data for hour 16, 

0 minutes to hour 17 and 45 minutes and print the 

results on the screen. 
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Finally the commands: 

10 OPEN 5,8,26 

20 INPUT*t5, A 

will set the service request to a 12 hour period. 

I 
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Table A5-1 Data Logger Source Code 

0000 F331EAOB3E&FD3042123082283OB3EFF 
0010 2100090605772305C2150OC33FO02FO2 
0020 73015BO2C35FOO 
002C C30203 
0034 C34101 
003C C36700061EAF772305C242003EO13206 
004C 083E4F3207083El93O2OE65OC25500FB 
005C C32FO2E521OA0834EIFBC9F5C5D5E5DB 
006C 04E680CA90003EO49OD27EOOEIDIClFI 
007C FBC9211E0031EAOBZ1490600094A5E23 
OOSC Z6EBFBE90606FB2107087EF642E64ED3 
00? c 04DD04E64OC29DO07EE64CD30477DBOO 
OOAC 2F21080SE67FFE60 
OOB4 D2FA00577EE6FE777AFE4OD2080IFE20 
0OC4 D2270IFE14CADEOOFE04CAE300FEISCA 
OOD4 ECOOFE19CAF30OC330017747C330017E 
OOE4 E602CA300IC3DE007EF60477C330017E 
OOF4 E6FB77C330OIE6tF4F7EE601CA300106 
0104 02C3300IFE5FO600CA300IFE4SC23001 
0114 06047EE604C230017EF603770EO00602 
0124 C33001FE28C230017E 
012D F602773AO70SF64lD304DB04E640CA37 
013D OlC3930OF53E4FD3043207092OF60EE6 
014D OF3OE601CA6101FIE5210CO039366123 
01ZD 3601EIC9FB31EAOBF320FBE62OC26501 
016D 3El83OC32FO279FEIAD2E40IFEOOCA07 
017D 02FE19CASBO13DO707E6FC3209083AO9 
OISD 0821230916005FO6091905C296010FOF 
019D E63F577BE60347 
OIA4 CAAEOIAFC6OFO5C2ASOISF3AO6084F3A 
OIB4 050892DAC40IC2CCO13AO40993D2CCOI 
OIC4 OD793CC2CCOlOE63CD63023AO9083CFE 
OID4 60DAD901AF3209093EODCDD902C38BOl 
OIE4 C2F7013AOSOSF6Oa3209083E30CDD902 
OIF4 C315023AOSOSE6F73209083E31CDD902 
0204 C315022104085E2356234E210AOSCD63 
0214 023AO70SE647320708 
021D 3EODCDD9023AO70SF60CD30432070SC3 
022D 2FO2210308AF86C22FO223B6C22FO23A 
023D 080SE60SC24EO22ZB6CA4EO2FEOCC22F 
024D 023AO70SE6FBD30432070SC32FO23ECO 
025D CDD902C32FO2F5C5D5790600CDA7023E 
026D 2CCDD? 027ACDA7023E2CCDD9027BCDA7 
027D 020EO93E2CCDD9027E2316FFDE1914D2 
028D 8902C6190707ZF7A 
0295 0601CDA702057BCDA702ODC28002DICI 
02A5 FlC9C5D5l6OAlEOO92DAB5021CC3AD02 
02B5 824F78CDD602CDD902CDCE0279CDD602 
02CZ CDD902CDCE02DICIC905CO3E2ECDD902 
02D5 Clc? F63OC9C5D3003AO70SF6C3D30447DB 
02E5 04E602CAE4027SF61OD30447DB04E601 
02F5 CAF1027SE6EFD30432070SCIC9F53EOD 
0305 3OC5D5E5FB21000834 
030E 7ED614C2AC03772AO309232203082104 
031E 087ED63CC238037723347ED61SC23803 
032E 7723347ED664C2380377210108347ED6 
033E OFC2AC037711OB0821130SAF328SOB03 
034E OSC3CIO33A85OB3C3283OBF60OD30879 
035E 12137ES17723D2680334233AS50BE607 
036E C24DO32lO2Oa34C2AC032AS30DEB2113 
037E 083AOAOS1213AF 
0395 320A08064)87E360023E6807ECA95033C 
0393 123600231305C29AO3217DF419D2AS03 
03A5 1123OeEB2293OBF320FBE61OC2AC03F3 
03BZ 20E602F60830EIDICIFIFDC906907SD3 
03C5 OC4F78OFFE80CADD0347DB04E62079C2 
03D5 D9038i)9t)9OC3C403DB04E620CA52030D 
03E5 C35203 
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APPENDIX A6 

ONE DIMENSIONAL, RADIAL HEAT 

FLOW IN A CYLINDER 

Figure A6.1 shows. a uniform cylinder of constant 

thermal conductivity k in the radial direction, that has 
r 

an internal heat generation g''I per unit volume. The heat 

flow in the radial direction can be modelled by the-T 

network 
(21) 

of constant thermal resistances given in 

Figure A6.2, where 61 and e2 are surface temperatures, em 

is the mean radial temperature and u is the total heat 

generation in the cylinder. The heat generation uis 

simply given by: 

ff(r 
2-r2 )Lgltt (A6.1) 
21 

The values of the thermal resistance R to R can 13 

be determined by solving the heat equation for the two 

specific cases of zero internal heat generation and zero 

surface temperature, and then applying superposition. 

Zero Internal Heat Generation 

With no internal heat generation, the temperatures 

in the cylinder are described in radial co-ordinates by the 

heat equation: 

d26+L dO (A6 . 2) 
dr 2r dr 
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with the boundary conditions: 

6-61 at 

e at r= 

(A6.3) 

The general solution to the differential Equation 

(A6.2) is in the form: 

0= Alog 
er+B 

(A6.4) 

The constants A, B can be found from the boundary 

conditions, and in particular A is given by: 

log 
e 

(r 2 /r 1) 
(A6.5) 

As there is no heat generation, the central node 

of the equivalent T network must be at the mean temperature 

of the cylinder, which is calculated from: 

r 2'02 
02_fer dr 

m (r 2_ 
r2)r 21 1101 

2r 2*'02 r 2' 19 2 
d6 r2 

22 
Z2- 1-f 

-- - drl 
(r -r r 

jr 7 

2 2 6 r 0-r 2211 A 
2 2 

_r (r 
21 

(A6.6) 

The total heat flow ql, flowing into the thermal 

branch R is equal to: 
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dO 21rr kL ZF-I rr r-r 

=- 21r kr LA (A6.7) 

The value of the thermal resistance Rl' can now 

be obtained by dividing the temperature difference across 

R1 by the heat flow through it. Hence: 

RM 1 q, 

r20-r20 2211+ (A6 
2, ff. k LA 1222. 

r2 -r 1 

After substituting for A from Equation (A6.5), 

the above can be simplified to: 

2r 2 log (r /r 
R2e21 (A6.9) 

1 7r ltý L 2_ 2 
r (r 2r1 

In a similar manner the thermal resistance R2 is 

obta inea from the expression: 

2r 2 log (r /r 1e21 (A6.10) 2 47T kL (r 22 
21 
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(ii) Zero Surface Temperatures. 

For surface temperatures of e 1, and e 2' the 

equivalent thermal circuit of the cylinder reduces to 

Figure A6. Z. The heat equation that inbludes generation 

is given by: 

260 d E) 
+L 

AU + (A6 . 11 
dr 2r dr llý 

and the boundary conditions are: 

0- at r-rI (A6.12) 

0- at r 

This equation has a general solution of: 

A log rS 
fit 

r2+B (A6.13) 
e 4k 

r 
where, 

9111(r 
2_ 

r2 
-A 4k log 

re 

The cylinder mean temperature can be evaluated, 

in the manner of Equation (A6.6), as: 

9111(r 
2+r2 

A2 
1+ 8k (AG . 15) 

The thermal resistance R3 is determined from this 

mean temperature, the total heat generation and the parallel 

combination of the resistances R1 and R2 (Figure A6.2. ). 
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Denoting the latter as R1 //R 
2' then: 

IM 
R3uR1 //R 

2 ý(A6.16) P 

The parallel resistance is taken from Equations 

(A6.9) and (A6.10), since: 

2log (r /r (R 2+r2 

R //R 1e21r2r2+12 (A6.17) T-7Tk 22 12 L( 21222 
r (r 2 -r 1 (r 2 -r 1 

)21og 
e 

(r 2 
/r 

1) 

The substitution of the above expression and 

Equations (A6.1), (A6.14) and (A6.15) into Equation (A6.16) 

yields the following formulae for Rr 3 

4r 2r2 log (r /r 
r2 +1 

221e21 (A6.18) 3 8Tk IAr 2 
-r 

212 (r 2_ 
r2 r2.121 
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APPENDIX A7 

-DETERMINATION OF INDUCTION MOTOR LOSSES 

FROM ITS ELECTRICAL EQUIVALENT CIRCUIT 

The standard equivalent circuit of a single phase 

of a balanced induction motor is given in Figure A7.1. 

Th'is can be reduced to a simpler, but no less accurate, 
(43) 

form of Figures 5.4 and A7.2 where: 

z 
S/c -- R 

S/c 
+ jx 

S/c 
(A7.1) 

R 
S/C 

+ cR 

x 
S/C 

x1+ cx 2 

zmRm+ jx 
m 

c1+ (R 
1+ 

jx 
1 

)/Z 

In Figure A7.2. the variable resistance is 

associated with the total mechanical power output of the 

machine. The constant 'c' is a complex number slightly 

greater than unity, with a small reactive component, and 

. can be assumed to be purely numeric. In addition, cZ m can 

be taken to be purely reactive, since the zero slip iron 

and stator copper losses will generally only represent a 

small proportion of the magnetisation current. This 
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assumption is only-made to ease the analysis and does not 

suggest that the iron losses qre neglected but are added at 

a 1ýter stage. 

From Figure A7.2 and the phasor diagram of 

Figure A7.3, the following equation is obtained: 

/C) 22+i2_ 2ii siný 2 mo mo 
(A7.2) 

Here i are the magnitudes of the 21 " 'mo 
. 

respective currents and ý is the supply current phase angle. 

The reactive power loss Q in the machine is given by: 

j2 CX + (j2 /C) 2 
cx mo m2 S/C 

(A7.3) 

Substituting for i 
mo and i2 in the above yields: 

v2 cx 
2+ 

V2 2vi 
m+ (-. - -sinO cX (A7.4) 

(c zm )2 (cz 
M) 

2 
cz m 

S/C 

However, the r6active power Q is also'given by: 

vi siný (A7.5) 

and hence Equation (A7.4) reduces to: 

cXsIc zm 

. 
i2 + v2 

(X 
m+X S/d 

. (A7.6) T-i7 + 2XS/c 'ý -Z T77+ 2X 
mmM S/c 

A similar expression can be obtainea for the 

power losses WL in the machine, as: 
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cR S/C 
zm2+v2 (R 

m+Rs C) w L (Z 
m+ 

23[s/c) cz m 
(z 

mt 
2X 

S/C 

2v 2 (X 
S/c 

Rm -XmR s/c) + (A7.7) 
cz m2 

(Z 
m+ 

2X 
s/c) 

This equation can be further simplified by taking 

the magnitude of Xm to be approximately equal to ZM. An 

additional term W is added to the power loss to account 
w 

for any windage and friction loss in the machine. 

The total power loss per phase is then written 

as: 

wuw+ 
cR S/c 

Zm 
.2+v2Rm (A7.8) 

Lw (Z 
m+ 

2x 
s/c) 

- 
cz m2, 

v2Rs/c 
-Z 72ý +2X 

mm S) c 

The electrical'losses in Equation (A7; 8) are 

seen to be proportional to the square of the motor's phase 

current and voltage. They can be subdivided into iron 

losses and stator and rotor copper losses to give the 

constants of Equation (5.20). 

The 'ageing analysis of Chapter 3 relates the 

losses in a machine's thermal model to its. output power by 

the function F(W) 2. n Equation (3.8 This appendix 

has derived equations for an induction motor's losses in 
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terms of its terminal conditions. To obtain the ageing 

analysis function, these terminal conditions need to be 

expressed as a function of the output power W. This is 

achieved by comparing Equation (A7.8) with Equation (Al. 8) 

from Appendix Al, which are both equal to the total loss 

in the machine. 

The constant 'a' term in Equation (Al. 8) must be 

equal to the no load losses in Equation (A 7 . 8) , and 

an approximate relationship between W, i and v can be 

written as: 

1c, 
R 

S/c )W 2 cR S/c 
Zm 

.2_v2R S/c (A7.9) 
2 

3v (Z 
m+ 

2X 
s/c) cz m 

(Z 
m+ 

2x 
s/c) 

If the machine is operated with a constant supply 

voltage, the above can be rearranged to give 3.2 in terms of 

W2: 

2 
(Z 

m+ 
2X 

S/c 
w2v2 

1m+ 
9v2Zm (cz 

M) 
2 (3.67) 

Equation (3.67) can be substitued into Equation 

(5.20) to give formulae for the losses in the thermal model 

components in terms of the load W, i. e. the function 

F(W) 

The induction motor equivalent circuit parameters 

can be obtained from conventional light load and locked 

rotor tests. Alternatively, they can be found from a load 

test by connecting the machine to a constant voltage supply 

and loading it with some form of Oynamometer, 
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A series of tests will need to be performed over 

the entire expected working range of the motor, which should 

include'up to 25% overloads, since these are of interesý in 

ageing analysis. A set of readings should be. taken for 

the motor phase current i, real and reactive power W in' 

and the shaft load Ws If Equations (A7.6) and (A7.8) 

are written in the form: 

I (A7.10) 

W 
in _ Ws = Y12 (A7.11) 

then the constants w, x, y and z are directly available 

from the test results. The z term may include external 

mechanical losses such as windage and friction in the 

dynamometer. 

At zero slip, the magnetising loss in the induction 

motor is given by: 
0 

22 
Qv cx v (A7.12) 

(cz 
M) 

2m cz m 

and occurs when: 

vQ (A7.13) 
cz v m 

Equation (A7.13) may be solved either analytically 

or graphically with Equation (A7.10) to yield a value for 
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czm. The quantities cX and cR can then be found 
S/c S/c 

from the test results, as: 

cx 
w cz m (A7.14) 

S/c cZ - 2w 
m 

cR 
y CZ m (A7 . 15) 

S/C -C zm-2y 

These impedances can now be split into the component 

parts of Equation (A7.1). The stato*r resistance R, can be 

directly measured from a d. c. test. If the leakage 

react. ances X1 and X 2' are assumed to be in the same ratio 

as the'stator and rotor resistances, the following apply: 

X, R 
cx S/C (A7.16) 

1 cR S/C 

1 
c (1- xi /CZ 

m 

R2 '- (R 
S/C -R d/c 

x2 zz (X 
S/C -x O/C 

The core loss resistance R can only be obtained M 

accurately if the windage and friction component of 'z' is 

measured seperately. 

Load tests were performed on a4 pole, 5.5kWq 

cage induction motor by coupling it to a d. c. generator. 
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The absorbed power WS was calculated from the sum of the 

generator output power, copper loss and brush loss. The 

input real and reactiv& powers were'recorded on seperate 

0 

meters for accuracy. The stator resistance was calculated 

from a d. c. test whilst'the machine was still hot. Finally, 

the total windage and friction was measured by running the 

d. c. machine as a motor at the induction machine's 

synchronous speed. The load test results and the associated 

equivalent circuit parameters are presented in Table A7.1. 

A comparison between these values and the results 

of light load and locked rotor tests is provided ip Table 

A7.2. The locked rotor results are give'n for a'ýold 

machine, a hot machine and a hot machine with a correction 

to take account of the magnetisation impedance. In the 

table, both the magnetisation impedance and the final 

corrected locked res 
' 
istance R 

S/c are in reasonable'agreement 

with the load test, however there is a large discrepency 

in the leakage values. 

Ultimately, the load test parameters must gi-ýe 

the best description of the motor operation, because they are 

calculated from fitting the equivalent circuit directly 

to the measured machine performance over its normal working 

range. This will be I conditional to there being no loss of 

accuracy in the parameter evaluation from the measurements 

on the machine. The constant w and y in Equations (A7.10) 

and (A7.11) were obtained from changes of around 20% in the 

full scale deflection of the power meters, over the entire 
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range of test results. Although precision + 1% f. s. d. 

. meters were used, errors in the load test Rs/c and X 
S/c 

values were estimated to be as high. as + 7%. In comparison 

the errors in the measurements taken from the locked rotor 

test were small. 

The load test parameters were verified by 

plotting a circle diagram (Figure A7.4) and a input current 

slip characteristic (Figure A7.5). In the latter the slip 

was measured relative to a stroboscope syncronised to the 

supply frequency. The circle diagram gave a good fit to 

the moior currents and the value of the rotor resistance 

R2 obtained from the slip curve agreed well with the load 

test value. 

was concluded that the load test was performed 

to reasonable accuracy and its results could be applied 

to the induction motor thermal model. The discrepancy in 

the X 
S/C values can only be attributed to the conditions 

of low excitation and high rotor frequencies during the 

locked rotor test. The final R 
S/c values in Table A7.2 

were in good agreement, but the table demonstrates the 

errors involved in performing locked rotor tests with the 

machine cold or without correcting for the magnetisation 

branch impedance. The accurate estimation of induction 

motor performances directly from locked rotor and light load 

tests has been considered by a great number of authors, for 

example Alger devotes an entire chapter in 
-his book 

(54) 
to 

deriving correction factors. to explain the machines 

operation at full load or stall. 
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jable A7-1 Load Test *Results for 5-SkW-- 
1500 pm TEFC Ca- e Motor 

w 2-34 

x 1.081 WA 

y 2-78 

z 0-189 kW 

Ww 
. 
0-165 kW 

CXM 52-6 a 

cRm 3-9 SL 

cxs/c 2-57 SL 

c RS/c 3.05 

R, - 1.68 

c 1-03 

. 
Tclbte A7-2 Locked Rotor and Light Load Test 

Results for 5-SkW Motor 

Locked Rotor: 

Light Load: 

Test Cold Hot Corrected 

Xs/c 3-37-i-L 3-42 j-. 3-52. m 

I 
Rs/c 

1 
2- 18 n. 2-65 su 3.01 SL 

I 

xm 
- S3-6jL 
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V 

Figure A7-1 Standard Induction Motor 
Equivalent Circuit 

V 

Figure A7-2 Alternative Induction Motor 
Equivalent Circuit 
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imo 

Figure . A7-3 Equivalent Circuit 
Phasor Diagram 
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Figure A7-4 Circle Diagram for 5-SkW 
1500rpm TEFC Cage Motor. 
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APPENDIX A8 

LISTING OF THE CALCULATION SOFTWARE USED 

IN THE MICROPROCESSOR THERMAL PREDICTOR 
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APPENDIX A9 

DESCRIPTION OF SOFTWARE USED TO MEASURE 

TEMPERATURES IN THE INDUCTION MOTOR 

The appendix describes the following details of 

the thermal data logging software, that was based around 
(47) 

the SDK85 development system 

1) External connections to the development system 

Signal scaling 

Monitor Command Routines 

Tape punch Format 

Program Striicture 

A9.1 EXTERNAL CONNECTIONS TO THE DEVELOPMENT SYSTEM 

The external connections to the port's-on the 8755 

and 8155 integrated circuits in the SDF85 development 

system are given in Table A9.1. Both the tape punch'and 

the ICL7109 A/D converter 
(55) 

were handshaked to the 8155 

parts by using the method described in the application 
(46) 

notes for this integrated circuit. A link is 

required between the RST 6.5 interrupt on the 8085 micro- 

processor and an 8155 part, apart from this the development 
I- 

system remains unchanged. 

A9.2 SIGNAL SCALING 

The inputs to-the A/D convertor were scaled 

to give a full scale 12 bit output from the convertor at 
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b 

0 temperatures, current, voltage and powers of 204.8 C, 

20.48 Amps, 409.6 Volts, 4.096kW r7espectively. 

A9.3 MONITOR COMMANDS 

Five Monýtor Commands were available and these 

are listed together with their function in Table A9.2. 

The monitor commands are entered by pressing the appropriate 

key on the SDK 85 development system and are executed by 

successive application of the '!. NEXT I key. During the 

execution of a command a code word will be shown on the 

left hand side of the display and the present set value 

on the right. This value may be altered by using the 

hexadecimal keypad. If an incorrect sequence of key 

operations is made a error me*ssage will be displayýd and 

the command will be terminated. 

A9.4 TAPE PUNCH FORMAT 

The standard ASCII binary tape format was 

used with an' even parity bit. The data is punched as 

an ASCII sequential file named : EE35. DFILE. Each recorý 

consists of a series of five digit numbers separated byýa 

single space. The first number on each. record is always 

the time of the print cycle in the format Minutes. Seconds and; 

reiftaining entries are in the order of the data -stack in 

the scaling set by the stack word code. 

The tape is headed by the command IN : EE35, DFILEgT**** 

and terminated by 
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A9.5 PROGIIAM STRUCTURE 

A five tier program structure was set up in order 

that the microprocessor time could be utilised fully. 
I 

This is illustrated in Figure A9.1. 

The program execution enters the higher levels 

only through ext, %--rnal interriýpts to the processor. once in 

a level it can only exit if all the operations in the level 

have been completed, and then the execution continues in 

the immediate lower level unless' it is interrupted at a 

higher level. 

The highest level of interrupt is initiated from 

the real time counter in the 8155 integrated circuit. This 

is used to increase the program-timer. and also sense the 

start of an input cycle; when the first data word is selected 

from the stack and the analogue address of the signal source 

outputt'ed. The processor then waits for approximately lms 

for the data to stabilise and initiateý the A/D conversion. 

The program now moves to the lower level and a return to the 

input routine only occurs when a RST 6.5 interrupts informs 

the processor . that the conversion has been completed. This 

cycle is repeated until all the required data has been read. 

At the end of each auxiliary cycle, the. third program 

level carries out the thermal calculations taken from the 

new. data and updates the visual display. 

The fourth program level consists of the software 

. required to output data to the printer. This section IS' 

only accessed at the end of a print cycle; where the 

required data is fetched from the stack, scaled, converted 

to five ASCII characters (including the decimal point)- and 
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fed a byte at a time to the tape punch. Because of the 

interrupt structure several auxiliary input cycles 'can be 

performed whilst the slow printing i: s being completed. 

The lowest program level contains the monitor 

routines. These are accessed from the keyboard, via an 

interrupt generated from its controller integrated circuit, 

only when all th e other program duties are completed. If 

the monitor is not required the program execution will idle 

until an external interrupt restarts the process. 

'4 
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Table A9-1 External Connections to SDK-85 
Deveto ment System 

Data Source Address: - Port OOH 

D7 D4 D3 D2 Dl DO 

RUNIHOLD 5 bit source address 
on ADC 

ADC UCL7109) Input. - Port 21H 

IIIIIII 
D71 D6 

I 
DS 

I 
D41 D3 

I 
D21 Dl 

I 
DO_] I- 

-- - 
Low 8 bits of data 

I IV POL OR High 4 bits of 
data 

Tape Punch Output-- Port 22H 

D7, D6 DS D4 D3 D2 Dl I DO 

8 bit punch word 

Controt: - Port 20H 

DS 
I 
D42 D2, Dl 

I 
DO 

T-cipe punch Print SEND HS 1 6-5 
available CE-7 ULM 
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Table Ag-2 
_Monitor 

Commands 

Command Key Display Function 

Data CDOO XX Sets the hex. identification code 

Code and data addre$s for the first word 
of the data stack. - 

CDO1 XX As above for the second word. 

CD15 XX Similar for ail sixteen words of 
the data stack. 

Time AU XX Sets the auxiliary cycle time In 
Interval decimal seconds. 

'Pr XX Sets the print cycle time in 
decimal minutes. An Input of zero 
will set the print time equal to 
the auxiliary cycle time. 

Display DSP XX The data which has the decimal 
source address that is set with, 
this command wilt be displayed 
on exit from the Monitor. An-input 
greater than 16 will display the time. 

Go GO Prints the header on the punched 
tape and InItiallses the data 
togging software. 

-Starts the execution of the data 
togging and thermal calculations. 

Stop SID -Stops the data togging after the 
completion of the next print cycle 
and prints the tape terminator. 

Error Err - -An invalid key has been pressed. 

Return to Monitor. 

Alt commands except 'Stop'are executed 
with the 'Next' key. 

XX Data field will display the current value set 
by the command and can be changed by 
hexidecimal or decimal input from the keypad. 



-311- 
INTERRUPT LEVEL 

REAL TIME TRAP PROGRAM TIMER 
CLOCK SEC/MIN/HOUR COUNTER 

INPUT 
CYCLE? 

RST 6-5 READ 12 BIT DATA 
ONTO STACK 

ANALOGUE OUTPUT 
MULTIPLEXER ANALOGUE ADDRESS 

L 
IMS DELAY 

1 

A/0 Finish 
INITIALISE A/D 

CONVERTER Starý CONVERTER 

NPUT CYCLE 
COMPLETE 7 CO IPLETE 7 

DISPLAY DISPLAY 
ROUTINE 

THERMAL 
CALCULATIONS 3 

PRINT < 
CYCLE 7> 

Data 

TAPE 
I 

Ready SCALE AND FORMAT 
PUNC H PFr int TIME AND DATA 

PRINTER 
HANDSHAK E 

KEYBOARD 
RST S-S 

MONITOR 5 

Figure A9-1 Sof twore Hierarchy 
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IMPROVING MULTI-PLIMP SYSTEM EFFICIENCY 

A report to Bass Brewing Ltd. 

from 

P. H. Mellor and D. R. Turner 

The University of Liverpool 



Introduction 

In an earlier paper(l) it has been shown that significant energy savings 

can be achieved in a multi-machine system by a careful selection of the control 

parameters. This report applies the principles in that paper to a particular 

multi-machine system and investigates their effects upon the overall system 

performance. 

The system investigated is the pumping station that provides the cold 

glycol which is used in the refrigeration processes of the plant. The station 

consists of four pump-motor sets that are operated in parallel, details of which 

are given in Fig. 1. The control of the station is such that the pump-motor sets 

are switched on or off to meet changes in the demand of the plant coolant flow. 

The actual values of flow at which this switching occurs effects the overall energy 

consumption of the pumping station, for a given plant flow demand. 7bis report 

investigates the effects of changes in those flow switching limits for a typical 

weakly plant flow demand. 

A summary of the equations used in the theoretical model of the system 

is included in the final section of the report. 7he mathematics of these equations 

are based upon the theory presented in the original paperm. 

Experimental Results 

Over a period of one week the glycol flow and the power input to the 

motor-pump sets were monitored using a microprocessor based data togging 

device coupled to a PET microcomputer (Fig. 2). The results obtained over the 

week are summarised in table 1. It can be seen that there is discrepancy between 

the actual values of flow at which the machines are switched and the'preset 

values on the controller. Data was only available for three of the motor-pump 
I 

sets as the flow demand was not sufficiently large for It to be necessary to use 

the fourth set. 
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Figure 3 shows a comparison of the power input flow relationship 

obtained from the measurements with those of a theoretical model, equations (1) 

and (2), based on manufacturers data. The difference between the measured and 

the manufacturers data is attributed to an increase In the constant power losses 

of the machine sets; that is the rotational friction losses of the driving shaft 

and the pump impellers. This suggests that cleaning the pumps could lead to a 

possible improvement of 3 kw in the power consumed by each of the pump-motor 

sets. In order to compensate for this additional loss the constant or 'a' term 

in the loss function of the machine (equation 1) is increased to give a modified 

fit to the data (Fig. 3). 

The glycol flow distribution for the week measured is shown as a 

histogram in Figure 4, which is compared with the assumed 'Beta' distribution 

function used for the theoretical evaluation of the system losses and power 

consumption. Figures 5 and 6 give a comparison of the measured motor-pump 

power input distributions with those evaluated from the theoretical load distribution 

function through the use of equation (8) and the modified loss function. It can be 

seen that there exists a good agreement between these theoretical distributions and 

the observed datai. 

Using the theoretical descriptions of the system the optimum flow switching 

limits can be found, and the effects of them upon the system evaluated. Table 2 

summarises the system performance over the week measured for the switching 

limits used at present, the optimum limits and for switching limits of 1070 and 

15% above those used at present. A substantial reduction in the system power 

consumption is achieved by applying the optimum limits, but these limits would 

require an excessive overloading of the pump motor sets. However a ICF70 or 

increase In the switching limits towards the optimum would still achieve 

savings in energy, estimated at 4.717o and 6.1% pf total energy or 7.97o and 



-3 - 

10.07o of present losses respectively. 

3. Theoretical Equations 

It is not proposed to cover the theoretical development of the equations 

used in this report. For the notation used in the following equation reference 

should be made to the additional paper('). However, since at any time the 

system demand on the pumping station is a specific flow of coolant, in the 

following equations the systems are modelled in terms of the glycol flow, Q, 

rather than the absolute power P. 7be actual power outputted by the pumping 

station for a specific flow Q depends upon the system head which is a function 

of the loading on the individual pumps running at that time. The power losses 

and the output power in each of the individual pump-motor sets are modelled as 

quadratic functions of the flow Q by a loss function V(Q) and a head function 

H(Q) such that 

Power loss Q XO. ) 

Power output Q H(Q) -(2) 

Where (Q) and H(Q) are of the form 

=a+b+ 

C -(3) 

H(Q) =d 
+e+ F -(4) 

For constants a to f Table 3 gives the values of these constants from 

data supplied from the manufacturers of the pumps and motors. 

7be optimisation theory(') shows that the optimum switching limits Q Lr, 

for the r=1 to 4 pump motor sets can be determined from the solution of 

the equation 

)((. L Q Lr (5) 
r+1 

In order to evaluate the effects of the switching limits on a specific 
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weekly system flow demand, it is necessary to represent the flow in terms of 

a frequency distribution S(Q). This distribution is modelled as a Beta(2) 

function with the same mean and variance of the system load. 7be power losses 

and total output power can thus be evaluated from the loss and head functions by 

means of the following equations 

Q Lr 

Total losses r2fQ "XQ) (r Q) dQ (6) 

r=1 
r-1 Q Lr-j 
r 

Output power 
nr2Q Lr 

Q H(Q) f (rQ) dQ (7) E f, 

r=l 
r-I Q Lr-1 

r 

In addition the input power distribution gr (P) for each of the r motor- 

pump sets can be obtained in terms of their output power P from the load 

distribution f (Q) from the equation below. 

n 

gr(p) dP 
dQ 

i=r 

Where P= Q( Y(Q) + H(Q) ) 



m 
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Table 1 Load Ocita of Experimental Week- 

Mean Giycol Flow ml/hr 330 

Energy Consumption 1 MW hr 5.3 

Of Each Pump 2 MW hr 3.5 
Motor Set 3 MW hr 2.3 

4 MW hr 0.0 
Total Energy Input MW hr 11.1 
Measured m3/hr 245 

Switching Limits m"/hr 407 



Table 2 \kiricition In ystem Performance 

-With 
Switching 

Case (D (2) (3) (9) 

_gj, 
m/hr 245 255 267 381 

Switching Gi,, ml/hr 407 510 534 661 
Limits 

_q13 ml/hr 696 766 800 1000 
1 01, ml/hr 1000 1000 1000 - 

Total Loss MW-hr 4-7 4.3 4.2 3.9 
TotaL Input MW-hr 11.1 10.6 10.4 9--4 
Efficiency % 57.6 59.0 59-3 0 r- 5B-5 

_Minimum 
System Head mWq 38 37 35 20 

Percentage Of 1% 100 100 100 100 
TimeThat Pump .2% 62 60 57 37 
Are Running 3% 33 19 16 6 

4% 0 0 0 0 
Percentage Of 1% 0 0 0.9 36.0 
Time That 2% 0 0 0.5 11-2 
Motors Are 

_3, % 0 0 0 0 
Overloaded 14 % 10 1 0. 0 0 

Case (1) Present day rated 
(Z 10 % Overload 
(3) 15% Overload 
Q Optimum 



Table .3 Loss And Head Function Parameters 

Loss Function XQ) 
CL 23.3 
b -0-138 
c 2750 

Units of Q- m3 In r 

QXQ)- kW 

Head Function H(Q) 

Modified 'a" parameter - 26-5 

d -6-50 
e 0.218 
f -2820 

Units of Q- m/hr v 
QH(Q)-kW 
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Efficiency optimisation of multi-machine systems 

P. H. Mellor and D. R. Turner 

The University of Liverpool 

Introduction 

In many industrial situations large loads are supplied by a number of 
prime movers operating in parallel. At light load one prime mover supplies 
the system requirements and when this increases to a predetermined power , limit an additional machine is switched on and the load shared between them, 
and so on as the load increases further. 

This paper proposes a method of determining the power switching limits 
which will give optimum overall system efficiency. The system on which the work 
was based involved a number of 3 phase induction motors driving pumps to 
provide a large refrigeration load, but the work is applicable to many types 
of prime mover. 

System Definition 
- 

A multi-machine system, where n identical machines are used to provide 
the load, is considered. Each individual machine has a rated output power of 
P,,. As the system load reaches prescribed limits machines are either switched 
on or off, thus if there are r machines rur--i=g, an additional machine is '%. 
switched on when the system load reaches rP, I that is whien the load on each 
of the r machines reaches, P, the switzhijn'rg limit for this interval. Lr 

For a maximum system load of P 
smax 

the number of machines, nj must lie 
between the limits 

smax <n<p smax 
pp Ln L(n-1) 

(1) 

The upper limit represents the case when n-1 machines are sufficient 
to provide the full system load. 

Load Distribution 

System loads are often represented by their variation with time over 
a fundamental period, as shown in-Fig. 1. This type of presentation can be 
transformed into a load frequency distribution f (P), in which the probability 
of a load occuring is plotted against system load. This transformation is 
achieved by 

At 
Ep 

(2) 

where the area under the load frequency distribution is equal to the 
time At for which the load is in the range 

p- iAp, p+ IAP (Fig. 2) 

Machine Losses 

The losses in a given machine at a load P are defined using a loss 
function f, (P), such that 

Machine losses = -Y m(p) 
p 



The subscript a is introduced to allow f or variations in the loss 
function with changes in the machine rating PM. The loss function is related 
to the machine's efficiency by the expression 

Efficiency' 7 
Cx + D) 

For a3 phase induction motor cc 
(P) is of the farm 

P+ b* (Lf) 

where a and b are. constants dependant upon the machine. Subsequent analysis 
shows that the optimum switching limits are independant of the form of this 
loss function. 

. 

System Losses 

In order to derive an expression for the total system loss, the losses 
when only r machines, LrI are considered 

r 
Lr -Y - (P)' P dt 

r cc 

f" t 

where 6t, is the time interval during which r machines are operating. 

r 
Or Lr rf 

p 

-i cc 
(P) Pfr(P) dP 

where P is the power interval during which r machines run Fis the individual machine loading and 
fr (P) is the load frequency distribution of one of the r machines. 

Daring this interval with r machines running 

P, ýslr , where P system load 
V 

and fr (P) rf (rP) 

and the system power limits of this interval are (r 1) Pl(r at the 
lower end and rP ir* at the upper end. 

Thus r 11 P Vr-l)ýý' P; " Plr 

P ir 
and hence Lrrf 'Y cx 

(P) rf (rP) P dP 

r-1 P 
r l(r-1) 

The total loss, LT, is determined by slimming the interval losses, Lr, over 
the system load range 

0 



p 

LT r2f 

3"x' 

ym (P) Pf (rP) dP 

r=l P 

r 

Optimisation of Machine switching limits 

The optimum switching limits (P Is) are those which minimise the 
total system loss LT. These'canbe ac? 3. eved by setting the partial derivatives 
a LT/3 Plr to zero. Thus for the r th switching limit 

6 Ih, = 6. 
ýP-lr -6-rTr 

When performing 
containing P ir can be 

2fp0 
r *y (ý) P*f (rP) dP 0 

m 

r-1 p 
I- l(r-1) 

the differentiation all terms in the sumation not 
ignored. 

p ir 
ýL 

rr2f 'Y (P) pf (rp) cip ýp 
rp Jr 3.3 

1 

r-1 P 
r 

p l(r-1) 
(r+l) Y,, x 

(P) Pf(r+l)P) dP] 

rp 
r+l 3-r 

The first term in the expression is equal to 

r-1 P l(r-1) P 3. r r 

r2Y, (P) Pf(rP) dP r27 
FP- a 

(P) Pf(rP) dP 
ýP 

If ir 

f 

ir 
00 

As P 3.8 l) l ýr - 
independant of Plrj the latter part of this expression 

is zero, the g l g ln result 

p ir 

r2 -Ya 
(P) Pf (rP) dP =r2f (rP 

ap 
ir 

f 
ýa (Pld Plr 

ld 

r-1 P ir-1 
r 



Similarly 

p r+1 p 1(r +1 r 
(r+1) 2, - (p p f( (r+l)P) 'dP r2 'Y rP. Pf (rp) CIP 

+1 
7YM 

F-P cc, 
C)p Ir 

f 

+1 

Lýp ir p 3. r ; 71 

2 
'Y m rp 3-r p ir f(rp 3-r 

r+l 

Thus 
ýL 

T r2 Pjr f (rPr) (P rP3, 
6p a ir a 2m 

ir rH 

)l 

Setting ýL7/ýPlr to zero gives the solution 

I -f rP. m ir a Lr 

The vallie of P ir which satisfies (6) is the optimum switching limit 
for the r th machine interval. Fig- 3 shows a typical loss function and 
illustrates the solutions for. the switching limits. As the number of 
machines running, r, increasesl the switching limits will tend towards the 
power at which an individual machine will operate at- minimum losses. 

For a3 phase induction motor with the loss function of equation (4), 
the solution for the rth switching limit can be shown to be 

r 
p 

Ir 
Sr+l) ab 

The analysis shows clearly that for a given set of machines, the 
optimum switching limits are independant of the system load. An extension 
of the work would be to optimise the system losses for variations in the 
machine rating P., so that the optimum size, number and switching limits 
of prime movers could be found. 

Conclusions 

In certain industrial situations it is possible to achieve significant energy, and thus financial savings. simply by changing the existing switching limits. A study of a local manufacturers plant in which four induction 



motors drive centrifugal pumps (table 1 and fig- 3)'to circulate refrigerant 
around a processl suggest that a careful selection of switching limits can 
reduce the power losses of the plant by 8.3%, that is achieve an energy 
saving of 2%. 

Another important aspect of this type of system is the energy penalty 
paid if the switching limits are less than the individual machirn rating. 
This is illustrated in fig. 4 which shows the daily losses of the system 
mentioned above against the maximum switching limit expressed. in per unit to 
the machine/pump rating. It is seen that the curve rises sharply for switching 
limits below 1.0 p. u. representing an increase in cost. 

v. 

I 
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A Stochastic ApRroach to the Aging of Electrical MacWnes 

P. H. Mellor & D. R. Turner 

The University of Liverpool 

Introduction 

In a recent paper the authors discussed a method of improving the efficiency of 
multi-machine systems by careful choice of the control parameters (1). An inherent 
feature of this work was that the machines were required to supply loads in excess of 
their continous ratings for short periods of time. Such overloading is only permis ' sible 
if the machine temperature is below the design upper limit and remains so, however 
it is bound to have an effect on the aging of the machine insulation and the paper suggests 
a method whereby this effect can be quantified to enable a economic judgement to be 
made of the value of improved efficiency. The paper describes briefly the thermal 
model used, indicates the relationstAp between aging and insulation temperature and 
uses a stochastic approach to describe the load demand. The effect on the aging of a 
multi-machine subjected to different control strategies is discussed. 

Thermal Model 

A number of authors have described thermal models for electrical machines (2) -(5) 
and the approach adopted here is that of a lumped parameter network, shown in fig. 1. 

. 
It is seen that only a few nodes are used, thus discrete parts of the machine such as the 
frame or end winding are each represented by a single node having generation gi and 
thermal capacitance c1. The model assumes that heat transfer between the nodes is 
linearl implying that radiation effects are ignored as negligible. The thermal sources 
are equal to the machines losses, which are modelled by a quadratic loss junction (1), 

(W) = a/Li +b+ such that t he losses are given by U. IS (U) where L3 is the output 
C power. The choice of node numbers when using such models is dependent upon the 

conflicting requirements of detailed temperature distribution, accuracy and speed of 
computation. In this instance a detailed knowledge of the temperature distribution is not 
needed, but it is important to have a low computation time, and thus only a few nodes are 
used. Experience of small and medium sized induction motors shows that the majority 
of electrical insulation failures occur in the end windings, and measurements on a 
5.5 kW cage induction motor showed that the end winding temperature to be higher than 
that of the slot portion of the coil. Thus this temperature, derived from the thermal 
model is used as the "input" to the aging equation. 

The parameters for the mode 
'1 

are derived by calculation from the dimensions of 
the machine, using straightforward thermal equations (3) and the model was found to give 
good results. 

Aging Equation 

7le accepted equation for the thermal life of insulation is due to Dekin (6) and is: 

exp (b/0 - a) 
LT expected life of insulation at temperature 
0 insulation temperature 0K 

a, b insulation constants 



I IF 

The aging of an insulatim can be expressed as the expected life at temperature 0 com- 
pared to the expected life at temperature 0 

ref' 
i. e. RTL `ý' exp, (b/0 - a) L 

ref ref ref 

If the temperature 0 is a function of time, then the aging of the insulation is given by 
T 

R=1ý exp, (b/ ' 
ef - b/ 0) dt (2) 

Tr 
0 

, 
Description of Multi-machine Syste 

The muki-macbine system considered was that of the earlier paper (1) where n 
machines are operated in parallel to provide a system load. With changes in the load, 
machines are either switched on or off to meet the demando where the actual power 
levels at which switching occurs are referred to as the system switching limits. The 
loadings on any one of the machines can be determined from the system load character- 
istic, the values of the switchLrg limits and the position of that machine in the switching 
sequence defined such that the ith machine is that which switches on when (i - 1) machines 
are at their limit. Previous work has shown that the overall system energy consumption 
can be controlled by changing the values of the switching limits. Aging control can be 
effected on a particular machine by changing its position in the switching sequence, for 
example a typical aging control would be to rotate the machines, say every week, so 
that their aging would be shared equally. Such a rotaticnal control is compared with 
other examples of aging control at the end of the paper. 

Stochastic Aging Analysis 

The work in this paper is concerned with developing a method by which the system 
aging can be assessed from a stochastic system load, where at any time an exact value 
of load is not known but where the load can take any value with kncwn probability. 77he 
equations can be formulated by e' ither a deterministic approach or a more abstract 
stochastic method. Since the resultant equations are solved by similar computational 
methods, the more flexible deterministic approach is used here. A digital computer is 
used to generate a large number of load characteristics or sampleii that fit the 
statistics of the system load. For every sample it is then a simple matter to determine 
the aging in each machine from its thermal model for a given control strategy# and then 
by collecting together all the samples the overall aging distribution found. 

For a linear thermal model of the type used to describe each machine a discrete 
differential equation can be w1ritten. down, in which it is assumed that the load on the 
machines is constant over small time intervals, and is of the forrn 

[19 (k + 1. z) ]r= 

where [O(k, z) ]r= 

(k, z) 

[A] 
.[0 

(k, z) ]r+[G]. [ u(k, z) ]r (3) 

=-I, n 
coltann matrix of the nodal temperatures in machine r, 
at time step k during load sample z 
Thermal matrix of machine 
Generation matrix of machine 
Column matrix of the heat generation in each node of the 
thermal model. 
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The nodal heat generation will depend upon the system load for that event and time 
step and positim of the machine in the control sequence. 7lie machine's position can be 

defined in terms of a control matrix [ A-(k. z)] , which Is a column matrix of order 
n whose elements are either zero or unity such thJ if the machine is in position I. say, 
then only the ith element of the control matrix will be unity. By representing the system 
load as a column matrix LW (k, z) ]a with elements equal to the proportion of the 
load that is provided by each position in ths switching sequence, then the load taken 
by machine r, Wr (k, z) is given by 

Wr (k,, z) (k, z) W (k, z)] 
r 

In the above the positional load matrix [W (k, z) is obtained from the total system 
load Ws (k, z) and the switching limits. 

The heat generated in the machine can then be expressed as some function of the 
machine loading, denoted by 

[u (k, z) Ir ý [F (Wr (k, z)) ] 

To produce values of system load W (k, z) random number generating routines 
have to be provided that will produce valuess to the load that will fit the load statistics 
for every time interval k and load event z. However, if the system load is modelled to 
act as a random variable with a white stationary distribution then only a single random 
number. routine Jý is required such that 

Ws (k. Z) =R (kz) 
In this manner a series of value, %# of temperatures [0 (k, z) ]r for all r of the 

n machines can be found from a known Initial condition. Likewise'a series of aging 
values R (k, z) over each time step are calculated from the values of hot spot tempera- 
ture and the aging equation (2). 

IFrorn such information any statistical parameter of the system can be calculateds 
however the two that are of particular interest are overall aging mean and the variation 
with time of the machine positional probability. The latter is used to assess the 
performance of a particular aging control algorithm. These two parameters are 
obtained from the equations lanax imax 

mean I 
(k, 

k=1 1k max 3 max 
. 'j 3max 

[ P. A. (k) Ir 
5- 

. 
A- (k, z) r 

respectively. 
f=I imax 

The effect of starting can be accomodated in the aging analysis by the inclusiod 
of an additional nodal heat generation [ Ustart Ir in the thermal equations at the 
time steps, k, in which starting occurs. This generation is equal to the additional 
copper loss. caused by the large surge currents that occur when a machine is started on 
load. Thus equation (6) can be adjusted to include ustart r such that 

[u (k, ý)J 
r[F 

(W 
r 

(k, 3) )]+ UstArt 
r 

for a start in time step k, and this implies that the machine loading Wr k-1#3) in the 
previous time step, k-1, must be zero. 
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Results 

A set of results have been obtained for an imaginary multi-machine system which 
consists of four 5.5 kW TEFC cage induction motors operating In parallel mechanically. 
The load duty on the system is in the form of a stationary, white stochastic load with a 
mean of 15.5 W, a standard deviation of 2.5 kW and a load cycle of 24 hours. The 
latter Is purely arbitrary and in this instance is kept small to minimise computational 
time. The system load distribution was modelled by a Beta function (7), with upper 
and lower limits of 0 and 22 kW respectively. 

The thermal model described earlier was checked by measurements as a S. 5 kW 
TEFC cage induction motor subjected to a varying load. Figure 2 shows the endwinding 
temperature, both predicted and measured, and the agreement is seen to be good. 

Table I gives the values of the total machine agings and energy consumption for 
three different aging control strategies and two sets of power switching limits. The 
three control strategies are: - 
(a) rotational - every 6 hours. 
(b) ideal - defined as that which gives an equal probabilfty of a machine being in any 
position at anytime, where the machines position is independant of its load or temperature. 
The ideal control strategy can be considered as the extreme of a rotational control 
where the interval of rotation approaches zero and starting effects in the machine are 
neglected. However starting effects cannot be Ignoreds so such a control may not be 
physically'realisable but stiU should be analysed or it gives a basis of minimum aging 
to which other control strategies can approximate. 
(C) temperature - in which when a switching limit Is reached the coolest machine is 
switched on (increasing load) or the hottest machine is switched off (decreasing load). 
This control attempts to meet the first criteria of the ideal control, which Is to give an 
equal probability of a machine being in any position at anytime, by continually ordering 
the machines in terms of their temperature without demanding any more starts on a 
machine than the number required by the system load. 

Each of these strategies is such that the mean expected agings of the four machines 
are Identical giving the three agings for each set of switching limits in Table 1. 

It Is seen that as expected the ideal strategy gives the lowest aging whilst the 
temperature strategy comes second. It Is also seen that the saving in energy is 
proportionally greater than the loss of life involved when using the optimum switching 
limits and the temperature control strategy. Indeed for many conventional systems 
which are at present operating under the rotational control strategy (1) with switching 
limits set at the machines ratings, a change to optimum switching limits and temperature 
control strategy would increase both the system efficiency and the life of the machines. 
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Table 1 Ageing factor and total loss for a four machine system 

Cnntrol Stratagies Total loss (kWhr) 

(1) (2) (3) 

Rated 0.0224 0.0174 0.0205 80.0 
Switching 
limits Optimum 0.0232 0.0180 0.0209 77.9 

Ageing base: 12do C Control Stratagies (1) rotational 
10,000 hrs (2) ideal 

(3) temperature 

Switching limits Rated: 1.0 pu on each machine 
Optimum: 1.21 pu between machine positions 1+2 

1.05 pu of of it 2+3 
0.99 pu to to of 3+4 



Figure 1 Thermal model net-work 
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Figure 2 Variation of endwinding temperature for changing load 


