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ABSTRACT

This thesis focuses on the study of the interpersonal aspect of evaluation as a
category of meaning in discourse. The phenomenon of evaluation is studied in terms
of its range of different functions in written discourse, particularly in the academic
research article (ARA). The study is situated within a broad field of written discourse
as interactive drawing particularly on the semantic theories of discourse of Halliday
and Sinclair. In this study the function of evaluation is divided into three dimensions.
The first dimension - writer responsibility - is concerned with how far the writer of a
text can be held responsible for a proposition in the text. The analysis of writer
responsibility is based on whether or not the proposition is averred or attributed, and
whether or not it is categorical or modified (i.e. through modality and/or hedging). It
is argued that, for example, a non-sourced and categorical proposition is higher in
writer responsibility than a sourced and/or modified proposition. The analysis of text
for writer responsibility also highlights the complexity of interaction between the two
choices - source and modification (see Chapter 3 for the analysis of writer
responsibility). The second dimension - parameters of value - is concerned with what
things are evaluated in the academic research article and in what terms. The analysis
of parameters of value indicates that in the ARA evaluation can be divided into two
kinds - that which is content related (TOE) and that which is research process related
(ROE). Focusing on the latter type of evaluation, it is found that in the ARA only
certain things are evaluated and along certain predictable parameters. Basing the
evaluative choices on whether the entity being evaluated is process (i.e. methods) or
product (i.e. results), the study indicates that the main parameters of value in the
ARA are Fixedness and Worthiness. These parameters of value are discussed in
Chapter 4 of the thesis. The third dimension - the textualisation of value - refers to
how evaluation is realized in the language. The study finds that the contribution of
evaluation to the organisation of discourse can be seen from the perspectives of
Scope (which is concerned with the structure of the text) and Harmony (which is
concerned with the texture of text). The textualisation of value is discussed in
Chapter 5. The three dimensions of value are brought together in Chapter 6 in order
to explore how they interact in discourse: this three-dimensional analysis applied to
samples of whole texts shows both the complexity of evaluation and the value of the
proposed approach in giving a clear picture of the complexity.
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CHAPTER 1

INTRODUCTION TO THE STUDY

1.1 Introduction

In this study, I investigate an aspect of interpersonal meaning known as evaluation.

The study of evaluation is based within a broad area of written discourse as

interactive in which interaction is defined simply as a successful exchange of

meaning between the writer and the reader through the text. The study draws its

theoretical basis from a combination of several theories of written discourse

particularly those broadly consistent with the theory of language as multifunctional in

the semantic approaches of Halliday (e.g. Halliday, 1985a, 1989, 1994a) and Sinclair

(e.g. Sinclair, 1981, 1985, 1987, 1993). From the multifunctional perspective both

paradigmatic and syntagmatic choices from the language system can be used to

perform different discourse functions: to "represent patterns of experiences"

(Halliday, 1985a: 101) - what Halliday calls the ideational function - and to negotiate

interpersonal roles and relationships between interactants - the interpersonal function.

In the present study evaluation is seen as an integral part of the interpersonal function

of language.

Despite the fact that many of the theories of discourse mentioned above provide a

theoretical foundation for the present study, they do not deal specifically with

evaluation and therefore the approach used for the investigation of evaluation does

not derive directly from them. In this thesis, I am concerned with the function of

evaluation in written discourse - how it contributes to both the meaning and
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organisation of a written text. This approach is broadly based on the work on

evaluation by Hunston (1989) which has since been extended to other investigations

(e.g. Hunston, 1993a, 1993b, 1993c, 1994). The approach is discussed in detail in

chapter 2 below and is reflected in the analyses carried out in the main body of the

thesis (Chapters 3 to 6).

The broad aims of this study are to explore the role of evaluation in written academic

discourse, to set up simple categories of evaluation and to apply these categories to

the characterisation of the academic research article (ARA). As noted above, the

analyses of evaluation set up in this investigation are based broadly on the semantic

theories of Halliday and Sinclair, some of whose terminology and analyses of

discourse are adapted for the approach to the study of evaluation as set out in this

thesis.

To put my study into perspective, in this chapter I will briefly discuss the reasons for

the choice of evaluation as a topic of research and the choice of data, as well as the

approach used for this research.

1.2 The Study of Evaluation

Many researchers recognise an important role for evaluation in both the meaning and

organisation of discourse (e.g. Hunston, 1989; Sinclair, 1986; Thompson, 1996a).

Thompson, for example, places evaluation as a category of meaning at the centre of

the study of written discourse by arguing that "it is important to note that evaluation

is a central part of the meaning of any text and that any analysis of the interpersonal



3

meanings of a text must take it into account" (Thompson, 1996a: 65). However

despite the importance of evaluation in interaction, many discourse analysts make

little or no attempt to study evaluation as an aspect of discourse meaning in its own

right. Even among those who use the term, there is still a lack of consensus as to

what constitutes evaluation in text, that is, its definition, its identification in text and

what distinguishes it from non-evaluation, as well as its function in text. One reason

for the lack of systematic study of evaluation may in fact be the complex nature of

the phenomenon of evaluation itself which appears to defy attempts to classify it into

a single linguistic category. Several researchers have mentioned the lack of definitive

formal characteristics associated with evaluation. According to Thompson,

evaluation "is, in a sense, parasitic on other structural elements" (1996a: 65). In

short, in order to evaluate something, the evaluator makes choices from other

language systems in the lexicogrammar and other aspects of discourse.

To make clear what is meant by evaluation in this study, it may be useful to look at

two main perspectives from which evaluation has been defined. First, evaluation has

been associated with a kind of meaning inherent in individual lexical terms used by

the speaker/writer to express opinion about the 'good' or 'bad' of something, for

instance, beautiful and horrendous - such terms have been referred to as attitudinal

lexis (e.g. Lyons, 1977; Cruse, 1986; Carter, 1987). The difference between the

denotational and evaluative meaning of a word underlies Halliday's (1985a)

distinction between experiential (defining) and interpersonal (non-defining) epithets

within nominal groups (see Halliday, 1985a: 163; Martin, 1992: 315). The following
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is an example of evaluative meaning from the Sun newspaper quoted by Billig, 1988

(emphasis mine):

"It's obnoxious!" Says the Queen. The Queen yesterday described the plan to make a porn
film on the sex life of Jesus as 'obnoxious' (Billig, 1988: 204).

In the context above, the lexical word obnoxious is not a defining term for the plan

referred to by the Queen but an expression of personal opinion based on her

perception of good and bad, and hence it is attitudinal/evaluative in function.

The second perspective is that of evaluation as a feature of discourse. In this view,

evaluation does not reside in an individual lexical term but is a category of discourse

meaning which can be expressed in many different ways. It is a pervasive function of

discourse by which the speaker/writer constantly expresses not just content

information about the world but the "angle" from which the content needs to be

viewed in order to understand how it fits into the ongoing interaction through

language.

Several studies on the discourse function of evaluation in written text have shown,

for example, how evaluation marks boundaries of meaning such as openings or

closures of parts of the text. Sinclair recognises the contribution of evaluation in

plane-change (Sinclair, 1981), in paragraph boundaries (1986), in the PRD structure

(Sinclair, 1987), and in prospection and encapsulation (Sinclair, 1993). Francis

(1986, 1994) also points to the role of evaluation in labelling (see also Hunston, 1989

on relevance markers).
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Another example of evaluation as a function of discourse is that found in rhetorical

analyses of text in which evaluation is a label for an element in the structure of a text,

for instance, Labov's (1972) narrative structure and Hoey's (1979, 1983) Problem-

Solution pattern. A simple illustration of this function of evaluation can be seen in

the following minimum discourse from Hoey (1979, 1983):

(1) I was on sentry duty.
(2) I saw the enemy approaching.
(3) I opened fire.
(4)1 beat off the attack.

Each of the four sentences marks a stage in the Problem-Solution text - for example,

sentence (1) identifies Situation, (2) Problem, (3) Response while (4) expresses

Evaluation. Although there is no explicit attitudinal lexis in (4) to signal Evaluation,

the element is identifiable on the basis of its meaning in relation to the other three

sentences (the role of evaluation in a Problem-Solution text is discussed in detail in

Chapter 6).

In addition to the two perspectives above, there is a third perspective which can be

seen as transcending the two perspectives - evaluation as an expression of an

ideological viewpoint. Carter, for instance, points out that "a choice of words or of

one syntactic construction instead of another will function not just in a vacuum but to

articulate ideology" (Carter, 1987: 92). Using lexical terms, the author gives

examples of how "vocabulary choices are crucial to the expression of a viewpoint

which extends beyond personal attitudinal marking towards a more sociopolitical

position" (ibid.: 92). One such example is the difference between freedom-fighter

and terrorist where the two terms "articulate opposing viewpoints but retain the

same referential identity": the choice of either of the two terms is determined by the
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ideological position from which the speaker is looking at the identity of the referent

(ibid.: 92).

The argument by Carter above illustrates the inevitable overlap between personal

opinion and ideological meaning. For instance, the Queen's negative description

above (i.e. obnoxious) of the plan to make a pornographic film about Jesus can also

be attributed to wider Christian values and it thus has an ideological basis. This

ambiguity between personal and ideological meaning partly explains the complexity

and pervasiveness of evaluation and the difficulty of pinning it down as a classifiable

linguistic category. However, it is equally this ambiguity of language which makes

the study of evaluation interesting to discourse analysts.

Following a discourse-based view of evaluation, I make no attempt in this study to

categorise evaluation under any single classificatory linguistic system; instead I look

at a text (or part of it) as an expression of evaluation - in my analysis of text for

evaluation I look at which parts of the text evaluate other parts and how a coherent

angle of view is constructed throughout the text. Similarly I make no attempt to

separate the two meanings of evaluation - the personal and the ideological: I assume

that a text expresses a personal point of view which is derived from the value system

of the culture which shapes such a text - the ideology. The use of the ARA as data for

the study of evaluation makes it relatively easy to see the interrelatedness of the

personal and the ideological meanings of evaluation. In the ARA the writer's choices

for evaluation are constrained by the value system of the genre - what things are

evaluated and in what terms.
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The interdependence of the perspectives to the study of evaluation discussed above is

made clear in the approach to the study of evaluation set up in this thesis. At this

point the assumptions about evaluation in the present study can be seen in the

following three-point summary:

(i) Evaluation is simply an expression of attitude towards - or opinion about -

something in terms of how good or bad it is: evaluation can be explicitly signalled

(e.g. through explicit evaluative lexicogrammatical terms) or it can be implicit.

Instead of suggesting that evaluation resides in an individual lexical item as

suggested by lexical semantics, it is more appropriate to say that evaluation is created

by the text itself (Hunston, 1989). Thus what is evaluative in one text may be non-

evaluative in another.

(ii) Since evaluation is text-dependent, in order to identify it in text, and to

distinguish it from non-evaluation, the reader should be aware of the 'goals' of the

text which are often spelt out by the writer of the text (see Hunston, 1989: 204, for a

detailed discussion of the concept of 'goals'; also see Chapter 2 for a fuller

discussion of the present study's approach to evaluation).

(iii) Evaluation has both a personal and ideological basis, with the latter determining

the former as has been argued above. In this study ideology is seen as creating the

context for evaluation be it explicitly signalled or implicit. In the context of the

present study, the ideology of science determines the value system of the scientific-

academic genre in that it places constraints on which entities are evaluated and the
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terms in which they are evaluated (see Chapter 4 on the characterisation of the value

system of the ARA).

It is also important to mention at this point that the term evaluation in this study

refers to a very broad category of discourse meaning which has been referred to in

alternative terms, for example, point of view (e.g. Simpson, 1993), attitude (e.g.

Jordan, 1984), modality (e.g. Stubbs, 1996), stance (e.g. Biber and Finegan, 1989),

and many others which refer to the assignment of value to things or the expression of

the speaker/writer's perspective on his/her proposition. Some of these alternative

terms for evaluation and their relationship to the approach to evaluation set up in this

study are discussed in detail in Chapter 2 below.

1.3 The Academic Research Article

It may to some extent appear surprising that I choose to use the academic research

article for the study of evaluation which is an interpersonal phenomenon: scientific-

academic writing has for a long time been seen as objective and devoid of participant

(writer and reader) intervention, often reflected in features of an impersonal style

such as passive constructions and formal register. I argue in this study that, despite

the perceived objectivity of this genre, the ARA is very interactive. Given the

purpose of carrying out research and publishing findings, it is not in fact surprising

that the genre is highly evaluative. Commenting on the function of the ARA, Hyland

points out that:

The publication of scientific results seeks to accomplish both
institutional and individual goals. A research paper not only extends
understanding of phenomena and theories that the current paradigm
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deems worthy of study, but also helps support or establish the personal
reputation of the writer (Hyland, 1996: 435).

This attempt at inducing others to accept one's findings as accurate and worthwhile,

and thereby establish one's personal reputation as a valued member of the research

community, is done through persuasion which is realized in the construction of

knowledge claims (see Chapter 2 on the construction of knowledge in scientific

discourse). The role of evaluation in this negotiation of knowledge is observed by

Gilbert (1976) who argues that:

Evaluation, the process of weighing up the validity of knowledge claims,
is in practice often enterwined [sic] with their production, since
experimental techniques and candidate theories will usually be assessed
by the researcher and his immediate colleagues during the course of the
research programme (Gilbert, 1976: 288).

In this study, I argue that, because the ARA is a rigorously edited genre and it follows

a set style or format and a specific register, only certain entities are evaluated, in

specific predictable terms and with predictable purposes. This predictability of value

parameters in the ARA can be illustrated by the following example:

STI.l: EC39
Simple contemporaneous correlations between one-month ERM interest differentials are
presented in the lower half of Table 5. The correlations are all positive and highly
significant, the lowest being over 0.6 (with standard error of less than 0.03); results for the
three-month maturity are similar, as are results for first-differenced data. Analogues for the
three-month measures of g are tabulated above the diagonal. Again, the correlations are
highly significant and consistently positive, and conclusions do not change if the other
maturity is used, or if the data are first-differenced.

In this example, the entities being evaluated are results/findings represented by the

correlations, and the terms in which they are evaluated are highly significant and

consistently positive. As will be proposed in this study, Significance (in this case

expressed by the term significant) and Certainty (expressed by consistently) are
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two scales used in the evaluation of research results (see Chapter 4 for a detailed

categorisation of parameters of value in the ARA). This predictability of desirable

values of the ARA makes the genre a very useful candidate for the study of

evaluation.

The second reason for the choice of the ARA is pedagogical. I should make clear that

my original plan for carrying out this research into evaluation was a pedagogical one

- mainly to study the interpersonal function of academic writing in order to improve

the writing and reading skills of EAP students at the National University of Lesotho.

The motivation for the choice of the ARAs as data for this study is that they are

written by professionals in the field - they have also undergone rigorous drafting,

rewriting and editing before their final publication - which makes them ideal models

on which to base the teaching of academic reading and writing in EAP and ESP

classrooms. However, the complexity of the phenomenon of evaluation itself made

me shift my focus to the present study which has developed beyond the original aims.

The findings of this study therefore do not as yet have an immediate pedagogical

application. It is my hope, however, to develop the study further with the long term

aim of designing writing and reading materials for EAP teaching in ESL situations

like my own.

1.4 Corpus and Methodology

The study uses a corpus of academic research articles from four different disciplines:

Applied Linguistics, Psychology, History and Economics. Taking the view of the

ARA as a broad genre (cf. Mauranen, 1993), the choice of multidisciplinary data for
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this research was to gain as general a picture of scientific-academic writing as

possible. While I am aware of possible differences among various disciplines in

terms of ways of carrying out research and presenting findings (for example between

History and other disciplines, as discussed in Chapter 6), the differences do not

require different models of analysis, as by doing so "we would miss an important

generalisation concerning scientific activity" (Mauranen, 1993: 5). A detailed

justification of the use of data for this study is given in Chapter 2 below.

For the present study, 50 articles from each discipline have been studied in detail.

For the purpose of idehtification, the sample texts used for the study were labelled as

follows: AL for Applied Linguistics (see Appendix 1A), EC for Economics (see

appendix 1B), H for History articles (see Appendix 1C) and PSY for Psychology (see

Appendix 1D). The sample texts are numbered in order, for example, Hi, EC2,

AL48 orPSY1.

An attempt has been made to use mainly those articles written (or co-authored) by

native speakers of English. The identification of such articles is based on the name of

the authors and institutions which the articles bear - for example all the articles were

published in British and American journals. The main reason for using articles by

native speakers of English is to try and minimise the likelihood of discourse choices

which are not entirely native-speaker-like and which, although they might be

accepted by editors of the article, might not necessarily be generally accepted as

correct in English.
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1.5 Theoretical Basis of the Study

As has earlier been mentioned, the present study of evaluation is based on a broad

theory of written discourse as interactive, particularly on the semantic approaches to

the study of discourse developed by Halliday and Sinclair. As will be seen in Chapter

2 as well as in the rest of the thesis, while Halliday's contribution is that of language

choice being influenced by social context and thus allows us to discuss aspects such

as register, genre and ideology (see the hierarchical relationship between the three in

Martin, 1992), Sinclair's theory of discourse structure emphasises syntagmatic

choices as motivated by interactive goals between the writer and the reader. The two

studies provide important terminology some of which is adapted to the analysis of the

phenomenon of evaluation - for example, from Halliday the three features of register

- Field, Tenor and Mode - are used to analyse the context of evaluation in Chapter 7,

while from Sinclair, the terms Averral and Attribution play a significant role in the

analysis of writer responsibility in Chapter 3.

An important theoretical basis for the identification of evaluation in text is that of the

concept of Goals by Hunston (1989) discussed in Chapter 2 and 4 in this thesis. This

concept is based on the view that evaluation is not external to the text but it is created

by it (see Hunston, 1989: 204). The concept of Goals has been useful in the

identification of implicit evaluation in the texts I am studying, and also in the

categorisation of conventionally accepted values in the ARA.



13

1.6 Aims and Organisation of the Thesis

In this study, evaluation in the ARA is taken, in very basic terms, to be the

construction of the angle from which the information in the text is to be viewed.

Given the complex nature of evaluation, and given the sophistication of the ARA as a

genre, the fundamental question that I am interested in is how the writer goes about

the task of guiding the reader, within the accepted generic conventions, towards the

intended angle of view. In order to answer this question, evaluation is looked at from

three perspectives, outlined below.

The thesis begins in Chapter 2 by reviewing the theories of discourse mentioned

above and their contribution to the approach to evaluation in this thesis. By placing

the study of evaluation within the broad theory of written discourse as interactive, the

chapter prepares the ground for examining the concept of evaluation itself and helps

address research questions such as why evaluation is worth studying, how it is

expressed in text and what its function is in written discourse. The main body of the

thesis is concerned with exploring the phenomenon of evaluation itself. Evaluation is

looked at from three dimensions - writer responsibility, parameters of value and

textualisation of value in chapters 3, 4 and 5, respectively.

(i) Writer responsibility in Chapter 3 is analysed from the point of view of the

factuality and strength of an evaluative proposition - how far the writer accepts

responsibility/can be held responsible for the propositions in the text. The

propositions themselves might be evaluative or non-evaluative. The chapter

investigates the ways in which the writer may increase or diminish the degree to
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which (s)he can be held responsible, as well as the discourse function of acceptance

of responsibility or rejection of it.

(ii) The second dimension - parameters of value - in Chapter 4 is concerned with the

ideological basis of evaluation in scientific discourse: this takes into account the

knowledge of the genre and field in which the evaluation is taking place. Here

fundamental categories of evaluation are proposed on the basis of the type of entities

evaluated and the terms in which they are evaluated. This dimension assumes the

predictability of the values of scientific discourse as has been suggested in Section

1.3 above.

(iii) The third dimension - textualisation of value - in Chapter 5 is concerned with the

realization of evaluation in the language of the text. The main focus of this chapter is

that of the function of evaluation in discourse organisation and text patterning.

The three dimensions of evaluation above are brought together in a three-dimensional

analysis of whole texts in Chapter 6 in which I explore the development/cumulative

movement of evaluation and how this cumulation helps to express the overall

evaluation/purpose of the text.

Chapter 7 concludes the thesis by returning to some of the theoretical issues raised in

Chapter 2 and examines how the analyses carried out in the main body of the thesis

fit in with these issues - the contribution of the present investigation to existing

knowledge in written discourse as interactive. The chapter goes on to explore the

possible theoretical and pedagogical implications for the study and makes some

recommendations for future research.
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CHAPTER 2

EVALUATION: APPROACHES AND DERNITIONS

2.1 Introduction

The present chapter looks at the study of evaluation within a very broad theory of

interaction in written text of which evaluation itself is an integral aspect. Interaction

in this study simply refers to the exchange of meaning between two interactants

engaged in a communicative activity, be it in spoken or written mode. In this chapter

I review several approaches to the study of written discourse and explore their

contribution to the concept of evaluation as a dynamic resource for signalling

interaction in text, specifically the academic research article (hereafter referred to as

the ARA). First, I examine Halliday and Sinclair's studies on the notion of

multifunctionality in which language is described as a system of meaning choices, for

example, for giving information and for establishing/negotiating social roles and

relationships among interactants. The notion of multifunctionality is useful for the

work on evaluation in this study since the meaning of an evaluative stretch of

discourse is based on the interpretation assigned to both paradigmatic and

syntagmatic choices made by the writers of the texts used as data. Secondly, I review

studies on written language as interactive in which the purpose of a written text is to

achieve a communicative goal (i.e. exchange meaning) and as such

lexicogrammatical choices made by the writer of the text are motivated by that

purpose. Interaction therefore occurs when meaning has been exchanged between the

writer of the text and his/her intended reader. The third approach is that of the

relationship between language and ideology. From this perspective meanings in a text
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are not only constructed by individual writers and readers but are also shaped by

shared ideological beliefs and assumptions of the wider society (or culture) in which

the text is produced. Thus the choices that the writer makes from the language are

'imposed' on himlher by societal norms and values about what is appropriate in the

language. As argued by Fairciough (1992b), appropriateness "belongs to the domain

of language attitudes: it is one sort of judgement that is made by members of speech

communities about language use" (Fairclough, 1992b: 52). The implication of

ideological studies for written text is that meaning is not only personal but societal

and therefore the awareness of ideology is central to text production and

comprehension (i.e. interaction).

Bringing together ideas from the three approaches to interaction makes it possible for

me to explore existing studies on the ARA which is a specialised genre of scientific

writing in which interaction between the writer and the reader should be understood

from the perspective of its function - it is a forum in which the researcher-writer

communicates new information to other researchers. In order to persuade other

researchers to accept his/her new findings the writer has to follow conventions of

style and format judged to be appropriate in that genre. Finally, the various concepts

discussed above - multifunctionality, interaction, ideology and genre - all come

together in the description of how evaluation works in written text, particularly in the

ARA. The assumption made about evaluation is that it is an integral aspect of

interaction which involves both personal judgement and an expression of the

ideology (value system) of a particular genre. The assumption about evaluation as an

expression of the value system of a particular genre assumes the existence of
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different kinds of values for different genres, the point which is beyond the scope of

the present study and which is a subject of further investigation.

2.2 Language as Multifunctional

The first theory which forms a crucial basis for the study of Evaluation is that of

language as multifunctional based on two branches of Firthian tradition - the

Systemic-Functional perspective (typically referred to as the Hallidayan approach)

based on the work of Halliday and Martin in Sydney and that of Sinclair's work on

discourse structure in Birmingham. The two approaches are not mutually exclusive in

that they both define language as a system that is describable in terms of both

paradigmatic and syntagmatic dimensions (the dimensions of choice and chain). The

paradigmatic and syntagmatic relations referred to here are defined by Eggins (1994)

in the following terms:

Syntagmatic relations, relations along the axis of chain, are relations by
which signs can go together in sequences or structures; thus, the
relationship between one sign and the signs that can go before or after it.
Paradigmatic relations, relations along the axis of choice, are the
relations by which signs stand in opposition to other signs; thus, the
relationship between a sign and the other signs that might have occurred
in its place. In language we can define linguistic signs at each strata and
rank of the linguistic system in terms of these two kinds of relations
(Eggins, 1994: 201).

Despite being based on a common theme of language as a system of chain and

choice, Halliday and Sinclair's models of analysing language differ on the question

of purpose and emphasis. For instance, while Halliday focuses on the importance of

the paradigmatic dimension (system as choice), Sinclair emphasises syntagm (chain

or structure). From the analysis of text by each researcher, Halliday's system can be

described as basically a model of lexicogramrnar, while Sinclair's is basically a
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model of text. It is therefore very important to look at how the description of

language use is handled in each of the two systems.

2.2.1 Halliday's Systemic-Functional Perspective

2.2.1.1 System and Metafunctions

The systemic-functional theory is described as "a theory of choice, by which a

language, or any other semiotic system, is interpreted as networks of interlocking

options: 'either this, or that, or the other', either 'more like the one or more like the

other', and so on.". (Halliday, 1985a: xiv). This is a sociosemantic theory which

presupposes the 'meaning potential' of language which is dependent on the

speaker/writer's choices from the lexicogrammar in order to 'mean' (Halliday, 1978).

According to this theory, language is a configuration of choices from three different

kinds of options or systemic networks which are assignable to three functional

components or 'metafunctions' - the 'ideational' or reflective component, the

'interpersonal' or active component and the 'textual' component. (Halliday, 1985a,

1994a; Halliday and Hasan, 1989; Berry, 1975; Gregory, 1988; Martin, 1992; Eggins,

1994). According to Halliday (1985a), language is basically used to understand the

environment (ideational) and to act on the others in it (interpersonal). The third

component, the textual function, constitutes the linguistic realization of the first two

functions and, according to Halliday, it "breathes relevance into the other two"

(Halliday, l985a: xiii). Gregory (1988) simplifies the notion of metafunctions by

saying that whenever we want to communicate "we have something to say

(ideational), somebody to say it to (interpersonal), and we have something to say
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before another (textual)" and that the three functions correspond to the "micro-

environments of generic situation":

the dimension of experience relationship corresponds to the ideational
function; that of interaction relationship to the interpersonal function;
that of medium relationship to the textual function (Gregory, 1988: 305).

According to Halliday, in a text every clause chooses from each of the three functions

simultaneously, and this means that separate analyses for the three functions do not

imply separate clauses. In short, the systemic network suggests that all clauses are

[material], [mental] or [relational] at the same time as they are [indicative] or

[imperative] at the same time as they are [theme marked] or [theme unmarked] (see

Martin, 1992). Describing the ideational function, Halliday argues that:

A fundamental property of language is that it enables human beings to
build a mental picture of reality, to make sense of their experience of
what goes on around them (Halliday, 1985a: 101).

This representation of patterns of experience is realized in the text through the system

of Transitivity. In this perspective the clause expresses processes or 'goings-on': for

instance of doing (Material), feeling (Mental) and being (Relational); and the

participants acting in those processes, for instance, Actor in the Material process,

Senser in the Mental process and Carrier or Identified in the Relational process (see

Halliday, 1994a; Eggins, 1994; Thompson, 1996a, on Transitivity analyses).

The interpersonal function, on the other hand, is organised primarily through Mood

choices. According to Halliday, Mood choices are grammatical realizations of the

semantics of interaction. It is through choices from the Mood system that speech

roles or functions are encoded. In Martin's discourse terms, Mood is defined as a

basic resource for negotiating meaning in dialogue (Martin 1992: 31). A clause can
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choose from the indicative (declarative or interrogative) or from the imperative

mood. The two choices realize four basic speech functions: Offer, Command,

Statement and Question (see Halliday, 1985a; Martin 1992 for a detailed discussion).

From this peispective, the clause is interpreted in terms of 'speech roles' and

'commodity exchanged' in the dialogue. The roles realized are those of 'giving' and

'demanding', and the commodity is either 'goods and services' or 'information',

while the speaker's position can be that of 'initiating' or 'responding' (see Mann and

Matthiessen, 1985; Matthiessen and Bateman, 1991). The basic mood system is

illustrated in Figures 2.1 and 2.2 below:

Commodity
exchanged	 (a) goods & services	 (b) information

Role in

(i) giving	 'offer'	 'statement'
would you like this teapot?	 he's giving me her teapot

(ii) demanding	 'command'	 'question'
give me that teapot!	 what is he giving her?

Figure 2.1: Giving or demanding, goods & services or information (Halliday. 1985a: 69)

______________________________ 	 initiation	 expected response	 discretionary alternative

give	 goods & services	 offer	 acceptance	 rejection
demand	 "	 command	 undertaking	 refusal
give	 information	 statement	 acknowledgement	 contradiction
demand	 "	 question	 answer	 disclaimer

Figure 2.2: Speech functions and responses (Halliday, 1985a: 69)

In the clause, the Mood element consists of the Subject, which is normally a nominal

group, and the Finite, part of the verbal group; for instance in 'he might', 'he' is the

subject while 'might' is Finite (Halliday, 1985a: 72). The finite element expresses

both tense (for example, past or present finite) and polarity, which is a choice
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between positive and negative as in "is/isn't, do/don't" (Halliday, 1985a: 85). In a

proposition, polarity functions as asserting (positive polarity) or denying (negative

polarity). The choice of polarity, however, is not always based on the two extremes

of negative and positive - in between the two extremes lies an important

configuration of meaning, what Halliday calls 'intermediate degrees' or possibilities -

probability, for example, 'possibly' - and usuality such as 'sometimes', and this is the

system of Modality. Modality and its role in evaluation will be discussed in detail in

Section 2.7.2 below.

The third component, the textual function, is analysed from the point of view of the

structural organisation of the clause; the main elements of the clause structure are

Theme and Rheme. Theme is defined by Halliday as "that element which comes in

first position in the clause" and it is "the starting point for the message; it is what the

clause is going to be about", whereas Rheme refers to what remains of the clause

(Halliday 1985a: 39). According to Halliday, "The theme of any clause ... extends up

to (and includes) the ideational element" (ibid.: 56). This is the normal/unmarked

theme. In the English clause, typically the unmarked choice of theme is the Subject of

the clause. In some cases, however, a circumstantial element can be fronted; that is

untypical and therefore constitutes a 'marked' theme. Researchers in systemic

grammar have shown how various choices from the system of theme can realize

various meanings in discourse. For example, Davies (1988) and Gosden (1993)

examine the role of thematic choice in expressing the writer's point of view in

academic writing, while Peters (1986) uses theme choice to examine the dominant

function in undergraduate writing, and Christie (1986) and Berry (1989) look at what
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theme choices and thematic distribution indicate about success or lack of success in

children's writing. Research on thematic structure in writing pedagogy ranges from

syllabus and material design (e.g. Bernhardt, 1986) to models of writing in early as

well as advanced levels in academic writing (e.g. Brandt, 1986; Martin and Rothery,

1986).

This three-dimensional view of meaning in language is very important to the analysis

of evaluation carried out in the present study as it allows a more complete picture to

be built up of how evaluation operates and what its function is. Evaluation as a

linguistic resource clearly belongs to the interpersonal area of meaning. However, to

gain a clearer view of how evaluation works in a text, it is important to look at the

concept as a negotiating strategy between interactants (interpersonal perspective), as

an expression of the value system of the academic environment (related to the

ideational function), and as contributing to the structure of the article (related to the

textual function).

2.2.1.2 The Context of Situation

Another important variable in the interpretation of meaning within systemic theory is

that of the Context of Situation (including Context of Culture) which according to

Halliday and Hasan (1989: 7) is derived from the work of Malinowski - it refers to

the environment in which meanings are exchanged. This theory stresses the fact that

language takes place in society and one of its main functions is to express the culture

of that society, hence the theory of language as "social semiotics". Halliday argues

that linguistics is a kind of semiotics because "it is an aspect of the study of meaning"
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(Halliday and Hasan, 1989: 4). He defines the use of the term semiotic to describe

"language as among a number of systems of meaning that, taken all together,

constitute human culture" (ibid.: 4). The term social is used to indicate the

relationships holding "between language and social structure, considering the social

structure as one aspect of the social system" (ibid.: 4).

Halliday's major contribution to the study of Context of Situation is that of the

recognition of "systematic correlations between the organization of language itself

(the three types of meanings it encodes) and the specific contextual features" (Eggins,

1994: 52). Halliday defines the Context of Situation as consisting of three main

aspects - Field, Tenor and Mode. (Halliday, 1985b; Halliday and Hasan, 1989).

1. The FIELD OF DISCOURSE refers to what is happening, to the
nature of the social action that is taking place: what is it that the
participants are engaged in, in which the language figures as some
essential component?

2. The TENOR OF DISCOURSE refers to who is taking part, to the
nature of the participants, their statuses and roles: what kinds of role
relationship obtain among the participants, including permanent and
temporary relationships of one kind or another, both the types of speech
role that they are taking on in the dialogue and the whole cluster of
socially significant relationships in which they are involved?

3. The MODE OF DISCOURSE refers to what part the language is
playing, what it is that the participants are expecting the language to do
for them in that situation: the symbolic organization of the text, the status
that it has, and its function in the context, including the channel (is it
spoken or written or some combination of the two?) and also the
rhetorical mode, what is being achieved by the text in terms of such
categories as persuasive, expository, didactic and the like.

Source: Halliday and Hasan (1989: 12)

It is the Context of Situation which is seen as influencing choices or realizations in

text of the three metafunctions. For instance, the Field of a text is associated with the

realization of experiential meanings, Tenor with interpersonal meanings, while Mode
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is associated with the realization of textual meanings (Halliday, 1985a; Eggins,

1994). The Context of Situation involves the whole issue of linguistic predictability

which is made explicit by Halliday's theory of register. The term register is a

semantic concept defined as

a configuration of meanings that are typically associated with a particular
situational configuration of field, mode, and tenor. But since it is a
configuration of meanings, a register must also, of course, include the
expressions, the lexico-grammatical and phonological features, that
typically accompany or REALISE these meanings (Halliday and Hasan,
1989: 38-9).

The notion of register described above helps to clarify the interrelationship between

language and context by showing the strength of the sensitivity of language to its

context of situation. In this way it is possible to predict features such as those of

vocabulary and structure in specific texts (sometimes referred to as stylistic

variation). Montgomery says that the sensitivity of language to its context of situation

"is registered by more than the individual words themselves: what seems to be more

crucial is the way in which particular vocabulary is articulated together into

utterances and what types of utterances can then result" (Montgomery, 1988: 102).

The relevance of register for the present study is made clear by Hunston's notion of

evaluation as register-specific: she argues that certain choices of evaluation are

typical in ARAs but not typical in other genres; this is demonstrated in her

contrastive analysis of non-academic and academic texts (Hunston, 1993a).

Since interpersonal relations (interactive roles) are claimed to be primarily handled

through Tenor, it is important to discuss this variable in more detail. Halliday's

definition of Tenor is carried further in research by Poynton (1985), Martin (1985,

1992), and Biber and Finegan (1989). According to Martin, Tenor is concerned with
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the semiotics of relationships and it mediates these relationships along three

dimensions - Status (what Poynton (1985) calls Power), Contact and Affect. He

defines Status as "the relative position of interlocutors in a culture's social hierarchy"

(Martin, 1992: 526). The status/power dimension is concerned with whether there are

equal or unequal relationships between participants; these are based on authority,

occupational status or even expertise. Status here can be seen as similar to Brown and

Gilman's (1960) concept of 'power' in which pronoun forms of address (T and V,

derived from French) are determined by equal and unequal relationships: for

instance, the T form signals either condescension or intimacy while the V form

signals reverence or formality (Brown and Gilman, 1960: 258). Contact refers to the

interlocutors' "degree of institutional involvement with each other" (Martin, 1992:

523). Martin argues that Contact is determined by "the nature of the fields

speakers/listeners are participating in - how much contact they involve, how

regularly, whether work or leisure activities and so on" (ibid.: 528 - 29). The

difference between Status and Contact seems to be the equivalent of Hasan's (1977)

Social role (Status) and Social Distance (Contact). The third dimension, Affect, is

defined by Biber and Finegan as "the expression of a broad range of personal

attitudes, including emotions, feelings, moods, and general dispositions" (Biber and

Finegan, 1989: 94). Martin sees Affect as what Halliday calls the "degree of

emotional charge" between the participants (Martin, 1992: 525). The three

dimensions of Tenor according to Poynton and Martin can be summarised by the

following diagram:



26

equal
Status

unequal

involved
Tenor	 Contact

uninvolved

positive
marked -9W

I	 negative
Affect —* L —

Figure 2.3: Three dimensions of Tenor (Source: Martin, 1992: 526)

The relevance of the concept of Tenor to interaction as described by the

MartinlPoynton model is made clearer by Eggins (1994) who says that the

dimensions of the Tenor - Power continuum (equal - unequal), the Contact

continuum (frequent - occasional) and the Affective involvement continuum (high -

low) can be explored through the distinctions between formality and informality of

language use. Since Tenor is described in terms of social role relationships played by

interactants, we can:

no doubt recognise that the kind of social role you are playing in a
situation will have an effect on how you use the language. For example,
you do not talk to the greengrocer the same way you talk to your mother
(Eggins, 1994: 63).

Eggins argues that language will vary significantly from informal to formal

situations. For example, expressions of attitude such as fantastic, shitty and

unbelievable are typical of informal situations such as chatting among friends,

whereas in formal situations "we tend to keep our attitudes to ourselves, or to express

them in apparently "objective" language (unfortunate, surprising)" (ibid.: 65). This

view of the differences between expressions of attitude is consistent with one of the
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major assumptions about evaluation in this study: that evaluation is context-specific,

a view which will be discussed in more detail in Chapters 5 and 6 of this thesis.

It should be mentioned here that even though evaluation appears in this model to be

primarily related to Tenor, this does not mean that other dimensions of register are

unimportant. Since the assumption made in this study is that evaluation is register-

specific, it can be argued that both Field and Mode are important in order to support

the Tenor dimension. For instance, to understand the value system of the ARA,

knowledge of the Field (what is going on) plays an important role. To illustrate the

relevance of Field, it is suggested that the values of Science, for instance, are

different from values in other fields of human activity. This can be seen in the

differences in the perception of value between academic discourse and conversation.

In academic endeavour, for example, relevance is perceived as value and its

importance is emphasised over that of moral goodness. In conversation, on the other

hand, moral goodness is more important than relevance. Mode is important in terms

of how evaluation is realized in text: it impinges on textualisation - e.g. whether

evaluation is expected to be explicitly stated or not. I will return to this issue in the

concluding chapters of the thesis.

2.2.2 Sinclair and Discourse Structure

It has already been mentioned that while a common perception shared by both

Halliday and Sinclair is that of language as a social phenomenon, their approaches to

the analysis and interpretation of a text show differences of purpose and emphasis.

While Halliday's perception of societal influence on language is described from the
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perspective of register (as in Halliday and Hasan, 1989), Sinclair adopts an

interactive or dialogical approach to the study of discourse - the negotiation of

meaning between the writer and the reader is of paramount importance in text and the

desire to communicate determines the structure of the text.

In his theory of interaction in discourse, Sinclair looks at both the spoken and written

modes of discourse as interactive but sees the main difference being that of the way

in which interaction is managed in each. He argues that, in the spoken mode, there is

a tension between personal and social pressures and that this tension is

"simultaneously cooperative and face-threatening; it is a step toward the achievement

of some personal goal, but it is put together in the knowledge that the goal can only

be achieved through the construction of discourse, which by definition requires two

participants" (Sinclair, 1985: 13). He goes further to point out that "Because of this

fundamental tension, it is easy to see discourse as essentially manipulative, and

indeed it is often difficult to find morally reputable terminology for what seems to be

going on" (Sinclair, 1985: 13). While admitting that the pressure of timing,

turntaking and turn holding is one of the main distinguishing features between

spoken and written discourse, he argues that the latter has a unique interactive role in

that the success of the interaction or coherence rests primarily with the producer of

the text. In Sinclair's words, "since the main purpose of a text is to be read, its

destined role in a series of interactions has a backwash effect upon its composition"

(ibid.: 13).
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To explain the management of interaction in written text, Sinclair employs what he

calls the dynamic model of discourse which is based on the concepts of

purposefulness and directionality in discourse and argues that this model "must show

how the discourse proceeds from one point to another" and "must show how the

components of discourse play their part in the achievement of some purpose" (ibid.:

15).

Sinclair sees a well-constructed text as "a continuous movement from one stage of

affairs or posture to another"(ibid.: 15). He introduces the concept of purposefulness

into the description of the dynamic model and says that "The dynamic view sees

discourse as directional, a succession of changing postures; but it must be heading

somewhere" (ibid.: 16). Through the concept of posture he sees a text not as a

sequence of sentences but of units of meaning and argues that a posture can be

realized by one or more sentences, or even large stretches of text. He thus pointc out

that one of the major weaknesses of linguistic description is that "linguists are so

accustomed to describing small-scale stretches of language that the contribution of

each particular to the overall effect may well be missed" (ibid.: 16). In a dynamic

model therefore:

it is necessary to continue the directional description until a point is
reached where the verbal activity performs in its totality some action that
lies outside language. Each successive component has an effect that may
be perceptible in passing but is certainly provisional until the artifact is
completed and the overall action has been performed and it is no longer
negotiable except in terms of a subsequent artifact (Sinclair, 1985: 16).

Sinclair's dynamic model of discourse in which discourse structure is seen as

motivated by interactive factors such as purposefulness, directionality and writer's
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awareness of the reader(s) rests on his three-faceted theory of interaction and

discourse structure - planes of discourse, averral and attribution and encapsulation.

The first facet of interaction in text in Sinclair's approach is that of planes of

discourse. While Halliday describes meaning in terms of three functions, to Sinclair

language has a dual function: "it is both a continuous negotiation between

participants, and a developing record of experience" - the interactive and the

autonomous planes of discourse (Sinclair, 1981: 71). The negotiating aspect

highlights interaction and is called the interactive plane. The interactive plane

involves "negotiating our affairs with each other". In defining the function of the

interactive plane, Sinclair asserts that: "At any point the decisions about what effect

utterances should aim at, what acts they should perform, or what features of the

world they should incorporate, are decisions on the interactive plane" (ibid.: 71). In

text, the interactive plane is realized by features such as prediction, anticipation, self-

reference, discourse labelling, participant intervention and cross-reference, all of

which help to present the text interactively.

The autonomous plane, on the other hand, refers to "a stage-by-stage tally of the

record of experience" and "it is concerned with language only and not with the

means by which it is related to the world outside" (Sinclair, 1981: 72). The discourse

on the autonomous plane can thus be seen as related to the content and not to the

interaction that is going on. He further describes it as "a string of verbalised content

propositions, with appropriate logical connections" (ibid.: 74).
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To further distinguish the two planes, Sinclair says that "the interactive segment

depicts what is going on in the real world at the time of utterance, while the

autonomous segment is a report about something that may include the current state of

the real world but is certainly not restricted to it". (Sinclair, 1985: 21). The following

utterance has an explicit indication of the interactive plane: "I promise you that I'll

come tomorrow": here the performative speech act "I promise you" is on the

interactive plane whereas "I'll come tomorrow" is part of the autonomous plane.

(Sinclair, 1985: 20)

Although Sinclair treats the two functions as independent, he points out that in

discourse they interact , for example, through an operation of "plane-change". Plane-

change occurs when the discourse which has been constructed on the interactive

plane becomes part of the content of the autonomous plane. Sinclair argues that with

each successive sentence, the interactive potential of the previous sentence is

replaced with a new one which results in the new sentence pushing the preceding

sentence down to the autonomous plane, from which its contribution can later be

retrieved if needed. In this manner 'plane-change' has a major organising function in

text. A typical realization of 'plane-change' in text is that of paraphrasing or

reporting. For example, "by referring to a preceding utterance with discourse labels

like question or reply, a speaker or writer encapsulates the old interaction in his new

one, and the discourse proceeds, now, in a sense, talking about itself' (Sinclair, 1981:

74).
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The relevance of Sinclair's model to the present study is that as has been seen many

of features of the interactive plane are evaluative. The concept of plane-change which

describes the development of the text in Sinclair is directly relevant to the movement

of evaluation in text. For example, during explicit plane-change such as in the case

of a report, the evaluation is 'pulled out' into a separate clause which comments on

the proposition in the projected clause. In the following example "It may be

misleading to run the regression in pooled, 1971, and 1980 data", the evaluative

clause 'It may be misleading" comments on the to-infinitive proposition which

follows by encapsulating it through the pronoun 'it' into something that can

commented on (the EE) - and hence it is the case of language talking about itself

(Sinclair, 1981). Because in the report, the evaluation is carried by the projecting

clause, it is the one that carries the dominant evaluation. In the analysis of evaluation

in projections, the projecting clause carries the attributed value while the projected

clause which is normally carried by the that-clause or the to-infinitive clause

constitutes the evaluated entity (see the definitions of value and entity - the AV and

EE - in Chapter 4).

Despite the differences between Halliday and Sinclair in terms of the number of

language functions (three for the former and two for the latter) the approaches

complement rather than contradict each other. For instance, the definition of the

autonomous plane as "record of experience" is related to Halliday' s experiential

function (ideation). However, while one would have expected the interactive plane to

be related to the interpersonal function, it appears to encompass both the

interpersonal and, at least to some extent, the textual functions. For example, while
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some features of the interactive plane are clearly interpersonal, such as Sinclair's

exemplification of 'participant intervention'- "It is interesting to note that...", others

have a textual function. A good example of this is discourse labelling such as

is defined as...", which is also categorised under the interactive plane. Such a signal

according to Crismore and Farnsworth (1990: 123) would be classified as a "code

gloss" under textual metadiscourse and not interpersonal metadiscourse (see also

Vande Kopple, 1985, on the distinction between textual and interpersonal

metadiscourse). In short, many of Sinclair's interactive features can be seen to have

both a metadiscoursal and text structuring role. This is consistent with other

dialogical approaches which emphasise communicative purpose as a motivating

factor for the construction and structuring of text (see Nystrand and Weilmet, 1991,

on metadiscoursal elements in ensuring explicitness in text).

The second facet of interaction and discourse Structure in Sinclair's approach is that

of the concepts of Averral and Attribution (Sinclair, 1987; see also Tadros, 1993).

According to the theory, text averral and attribution are basic notions of text

organisation. Tadros argues that "the author of a non-fictional artefact.. .avers every

statement in his or her text so long as he/she does not attribute these statements to

another source - whether that source is other or self' (Tadros, 1993: 100).

Attribution, on the other hand, "is the marked part of the text, marked as belonging to

another source i.e. other than that of the text being created at the moment of the

utterance" (ibid.: 104). Averral is realized either negatively through the absence of

attribution or positively through the use of either personal pronouns or comments
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and evaluations (ibid.: 104). Attribution, on the other hand, is typically realized

through reporting.

The main contribution of Averral and Attribution in the present study is in the area of

writer responsibility discussed in Chapter 3. Here a major claim is that the writer of

the text potentially accepts or declines responsibility for evaluation by either averring

a proposition or attributing it to a specific source. The avoidance of primary

responsibility for a proposition through attribution is consistent with Sinclair (1987)

who argues that attributions are reports in the text which have the effect of

transferring responsibility for what is being said (compare Hunston, 1989, 1994, on

the concept of status).

The third facet of discourse structure and organisation in Sinclair's approach, which

can be seen as basically accounting for connectedness of sentences in texture, is the

concept of encapsulation (Sinclair, 1993, 1994). Sinclair's major argument here is

that "a text is represented at any moment by a single sentence" and the default

hypothesis is that:

each new sentence encapsulates the previous one by an act of reference.
By referring to the whole of the previous sentence, a new sentence uses it
as part of the subject matter. This removes its discourse function, leaving
only the meaning which it has created (Sinclair, 1993: 7).

Encapsulation in the text is realized, on the one hand, by internal acts of reference

such as logical acts ( e.g. 'and', 'also', and 'yet') and deictic acts (e.g. 'this very

obvious ethos'). On the other hand, it is handled through features of the interactive

plane such as prospection. Prospection "occurs where the phrasing of a sentence

leads the addressee to expect something specific in the next sentence" (Sinclair,

1993: 12). Prospection in text is realized by, for example, aspects of advance
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labelling such as attributions discussed in Tadros (1985, 1989, 1994), (compare

Francis, 1994, on labelling). For Sinclair, the act of prospection implies that the

writer commits him/herself to the fulfilment of the prospection and that the

interactive force of the prospecting sentence extends to the end of the prospected

sentence. The implication of this for text organisation is that encapsulation can mark

the boundaries (openings and closures) of information units (see also Winter 1977,

on prospection). One of the effects which can be attributed to encapsulation in

Sinclair's theory is that of plane-change: as has been argued above, through explicit

plane-change evaluation is pulled out into a separate clause, the 'it' in the evaluative

clause encapsulating the projected clause into something that is talked about (i.e. the

EE).

The theory of encapsulation is particularly relevant to the present study of the role of

evaluation in the organisation of discourse, particularly in Chapters 5 and 6. At

certain points in the text where the writer summarises the information, there is a

tendency for the summary to coincide with evaluation. Thus while summarising a

stretch of discourse, the author also tells the reader the point of view from which

such information should be judged. The most important concept here is that of

labelling as discussed by Francis (1986, 1994) and illustrated by the following

example:

But the recognition that the very explanada of science (i.e. its 'facts') are
not objective givens but rather products of social interaction is a more
recent phenomenon.11

PROBABLY THE FIRST comprehensive statement of this insight was
provided in 1935, not by a professional philosopher or historian but by a
working scientist, the Polish medical bacteriologist Ludwik Fleck.

Source: Francis (1986: 50).
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In the above stretch of text, insight expresses anaphoric reference to the information

given in the preceding sentence. While it labels a stretch of discourse, it

simultaneously evaluates it in positive terms: an insight is very important in science

as it contributes to knowledge. It will be argued in the study that the writer in the text

very often refers forward or backward to information in order to tell the reader what

to expect (advance labelling or prospection) or what has gone on before

(retrospective labelling) in the text and that this very often coincides with evaluation.

In Francis (1986, 1994) and Hunston (1989, 1994) Relevance Markers, particularly

retrospective labels, play a major role in encapsulation. It should be noted that,

although Sinclair's model is based on sentence level analysis of text, the underlying

principle of encapsulation is applicable to units higher than the sentence, for

example, whole paragraphs or even whole sections of text. For instance a

retrospective label can be an act of reference to a large chunk of information or even

a whole text. An example here would be using insight as above to refer to a whole

paper. This is examined in greater detail in the discussion on Scope and Harmony in

Chapter 5.

2.3 Writing as Interactive

The theory of multifunctionality of language provides a foundation on which other

approaches to interaction in written discourse can be based. On the one hand,

Halliday's Context of Situation shows the important role situations play in the

production as well as the interpretation of meaning in a text. Halliday makes

interaction central to text creation by arguing that "the essential feature of text,

therefore, is that it is interaction. The exchange of meanings is an interactive process,
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and text is the means of exchange" (Halliday, 1978: 135). Sinclair's dynamic model

of written text, on the other hand, offers an alternative dimension of emphasising the

interactive nature of language by assuming that text structuring is motivated by

interpersonal considerations such as purpose and intended reader. With this concept

of multifunctionality of language in mind, I now turn to the discussion of three

approaches to writing as interactive.

The first approach, the dialogical, to which Sinclair's dynamic model of discourse is

related, can be found in the works of analysts such as Rommetveit (1974), Bakhtin

(1981), Chafe (1982) and Nystrand (1982, 1986). In dialogical studies both spoken

and written language have a communicative purpose and are thus interactive. While

in spoken discourse interaction is managed through aspects such as turntaking, in

written discourse interaction is described in terms of meaning exchange between the

writer and reader. Nystrand argues that in written discourse:

The interaction of interest is...an exchange of meaning or a transfusion
of shared knowledge. In this sense, writers and readers interact every
time the readers understand a written text. Conversely, the failure to
comprehend means an absence of interaction. (Nystrand, 1986: 40)

It is this dialogical perspective that locates the meaning in texts between the writers

and readers - the interactants construct meaning from the text through shared

knowledge or 'the meeting of the minds', what Nystrand (1982, 1986) sees as

reciprocity, which is at the heart of interaction. Nystrand further argues that, through

reciprocity, the writer and the reader are bound by a communication contract or pact

when approaching the text - the writer provides clues to help the reader comprehend
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the text while the latter brings shared linguistic and contextual knowledge and

interpretive skills to construct meaning out the text.

At the centre of dialogical studies is the argument that meaning in text is affected by

the Context of Use which is determined by factors such as situational context, shared

knowledge and overlapping purposes of the writer and the reader (see Nystrand,

1986, on the distinction between the context of production and that of use). The

effect of context is made clearer by Nystrand and Wiemelt's assertion that meanings

in text are:

never entirely 'predetermined'...rather they are continuously constructed
by the reader in conjunction with the writer's efforts in some sociological
context of use. Meaning, whether written or spoken, is always negotiated
(Nystrand and Wiemelt, 1991: 35).

The recognition of the effect of 'the sociological context of use' on meaning by the

dialogical approach to writing can be seen to be related to Halliday's Context of

Situation. However while Halliday looks at 'context in the text' through the concept

of register, dialogical studies focus on what can be seen as 'context for the text'-

referring to the world outside the text which influences choices made in the text, such

as the intersection of purpose between the writer and reader in the construction of

meaning (see Nystrand and Weimelt, 1991: 30, on the effect of purpose on context).

A second perspective on written language as interactive is that of clause relations as

developed by Hoey and Winter. A clause relation is defined as:

the cognitive process, and the product of that process, whereby the reader
interprets the meaning of a clause, sentence, or group of sentences in the
context of one or more preceding clauses, sentences, or groups of
sentences in the same discourse. It is also the cognitive process and the
product of that process whereby the choices the writer makes from the
grammar, lexis and intonation in the creation of a clause, sentence, or
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group of sentences are made in the context of other clauses, sentences, or
groups of sentences in the discourse. (Hoey and Winter, 1986: 123).

This definition of a clause relation is important in that it takes into consideration the

roles of both the writer and the reader of the text in the creation of meaning in

discourse. At the heart of this approach is the view that a text consists of sentences

or clauses which are connected through meaning relations, for instance, Matching

relations (e.g. contrast, compatibility, general-example details, etc.) and Logical-

Sequence relations (e.g. cause-consequence, evaluation-basis, instrument-

achievement, etc.). These connections are often signalled in the text by the writer

and/or inferred by the reader in the processing of the meaning of the text. According

to clause-relations analysis of text the writer's lexical, grammatical and intonational

choices are in part governed by the choices already made as well as those they are

planning to make. Because the reader comes to the text with skills such as

anticipation and prediction, it is important for the writer to allow for these and make

appropriate decisions about what the reader knows which might not need explicit

signalling as well as what he does not know which needs explicit signalling (see

Hoey, 1983). Failure to make correct anticipation about what the reader knows, does

not know, or needs to know can result in mis-signalling, over-signalling or

undersignalling by the writer which might hinder comprehension and result in

weaknesses such as 'rhetorical ineptness' (Hoey, 1983: 179-80). The main task of the

writer in anticipating the reader's questions and signalling accordingly in the

construction of the text is seen by Hoey (1988) as "writing to meet the reader's

needs". This view of the task of a competent writer is similar to Widdowson's

description of his own writing:
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As I write, I make judgements about the reader's possible reactions,
anticipate any difficulties that I think he might have in understanding and
following my directions, conduct, in short, covert dialogue with my
supposed interlocutor (Widdowson, 1979: 176).

The clause-relations model is generally useful to a discourse analyst since the writer

of the text is normally not there to say what his/her intentions were in structuring the

text the way (s)he has. if we assume that the task of a competent writer to be that

described by Hoey and Widdowson above, we expect a well-written text to be

appropriately signalled so as to express clearly the writer's intended meaning which

will be correctly inferred from the text. It should be noted that, while to the analyst,

inferring from clause relations is a conscious process, to the reader it is very often an

unconscious one. Since the claim made in this study is that evaluation is all-pervasive

and cumulative, correct interpretation of the point of the text depends on the

interpretation of an evaluative expression in the light of other surrounding

evaluations. This is where the clause relational perspective becomes important. The

clause relations analysis can be used, for example, to separate dominant evaluation

from a less dominant one or solve ambiguities such as those between conflicting

evaluations. For instance, in the example below, there are two conflicting evaluations

between (1) and (2).

ST2.1: H4 (1) Age as evidence about why women became Nazis is not as important for this
paper as it is for studies lacking autobiographical data. (2) at the same time it offers the
opportunity to speculate about subconscious motivations....

In the above stretch, there is a Matching relation of Contrast between evaluations in

(1) and (2). The main entity for both sentences age is negatively evaluated in (1) as

not important, yet in (2) it is positively evaluated by offers the opportunity. The

relation is introduced by the contrastive marker y which introduces the positive
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evaluation. Thus while the first evaluation seems to dismiss the importance of age as

evidence, the second evaluation mitigates that by giving a positive function of the

entity. The awareness of such relations is crucial in the analysis of evaluative

movement through the text.

A third approach to interaction in writing is that found in Pragmatic studies on

writing. For the purpose of this study, two main perspectives of this approach will be

looked at - the Pragmatic and Language Processing principles, on the one hand, and

the Speech-Act Theory of writing, on the other. The first approach is based on

rhetorical principles guiding both spoken and written text. The first perspective, the

pragmatic, is governed by rhetorical principles "motivated by conversational goals

and has a problem-solving orientation" (Prideaux, 1991: 115). This is related to

Halliday's three metafunctions (Leech, 1983). Since the ideational is regarded as a

grammatical and not a pragmatic phenomenon, only the two functions - interpersonal

and textual functions - are found to be relevant. The interpersonal rhetoric, on the one

hand, is defined as "a set of pragmatic principles, with their associated maxims,

which serve both to express one's attitudes and to influence the attitudes and

behaviors of others" (Prideaux, 1991: 115). Examples of such principles are Once's

Cooperative Principle, the Politeness Principle, the Irony Principle, and others. The

interpersonal rhetoric is seen as more abstract in that it is based on social conventions

(Leech, 1983).

The textual rhetoric, on the other hand, is oriented towards the construction and

interpretation of text. It is defined as "a set of pragmatic principles ... with their own
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maxims, which are invoked to construct a (spoken or written) text" (Prideaux, 1991:

115-6). The kind of rhetoric is governed by principles such as processibility, clarity,

transparency, economy and expressibility - all of which are concerned with the

cognitive processes which guide paradigmatic and syntagmatic choices in text

construction (ibid.: 116-117). Although the textual rhetoric is based on the role of the

writer in text production, Prideaux argues that the nature of its principles can also be

seen to emphasise the writer's sensitivity to the needs of the reader, and thus has a

social function. In his own words:

the textual rhetoric does have an interpersonal aspect as well since, for
example, the way the speaker chooses to encode some piece of
information is in part a function of the speaker's [or writer's] evaluation
of the hearer's [or reader's] knowledge as well as the inferences the
hearer [or writer] can be expected to make (Prideaux, 1991: 117)

The above view of the pragmatic approach supports other views on writing by putting

interaction at the centre of writing. First, the interpersonal rhetoric based on social

conventions could be related to aspects of interaction such as ideology and gcnre:

politeness has been used to account for the choice of evaluative features such as

modality and hedging in constructing knowledge claims in ARAs (see Myers, 1989,

on politeness in the ARA). The textual rhetoric is also consistent with the claims

made by dialogical studies and other theories of interaction, for example, writing as a

productitranslation of cognitive processes - the syntactic and rhetorical choices in the

text are based on what the writer's intentions are as well as his/her anticipation of the

reader's needs.

The second perspective of the pragmatic theory of writing is that which employs

Austin's (1962) and Searle's (1969) Speech-Act theory. According to this model of
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interaction sentences in a written text are seen as utterances performing various

speech acts (e.g. Bach and Harnish, 1979; Steinmann, 1982). According to the

theory:

Linguistic communication is a cooperative venture between a writer (or a
speaker) and one or more readers (or listeners). The writer performs
certain speech acts, and the readers interpret them. Linguistic
communication occurs when the two conditions are satisfied. First, the
writer says something to readers, intends them to take it as a sign that he
(or she) has a certain attitude (a certain belief or desire, say), and further
intends them to recognize that he has this intention. Second, readers
recognize the writer's intentions. (Steinmann, 1982: 298).

In speech-act terms in an utterance (in this case a sentence) the writer performs three

speech acts simultaneously - an utterance act, locutionary act and illocutionary act -

while the readers infer what the acts are. An utterance act carries the linguistic

meaning, a locutionary act carries the operative meaning, and an illocutionary act

(whether stating, requesting, promising or apologising) expresses the writer's

attitude. A fourth act, the perlocutionary act, although intentional, is not performed

but produces an effect upon the reader (see Bach and Harnish, 1979, on the details of

how this works). Steinmann argues that the Speech-Act theory has made two major

contributions to the study of writing: first it makes a contribution to the theory of

effective expression. For example, by distinguishing between communicative effects

and perlocutionary effects "speech-act permits a principled distinction between the

problem of communicating with readers and the problem of getting them to do

something"- the distinction between writing clearly and writing persuasively (ibid.:

307). Secondly, the speech-act model emphasises the role of the intended reader in

discourse processing and thus addresses important issues in writing such as that of

readability in text (ibid.: 314). The Speech-Act theory has been used by Sinclair
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(1981, 1985) as the basis for his distinction between interactive and autonomous

planes.

The three approaches to writing above - the dialogical, the clause-relations and the

pragmatic perspective - all share a fundamental principle of interaction as meaning

exchange between the writer and the reader both of whom share responsibility for the

construction of meaning in a text. This principle is expressed by aspects such as the

notion of writing as a cooperative venture in pragmatics, reciprocity and

communicative pact in dialogical studies, signalling and inference in clause relations,

and purposefulness and directionality in Sinclair's dynamic model of writing. The

emphasis on the task of appropriate signalling of acts, purpose, or posture by the

writer, on the one hand, and the reader's expectations, anticipation and recognition of

the writer's intentions, on the other, are crucial to the understanding of the role of

evaluation in written text - that of telling the reader what the point of the text is.

2.4 Language and Ideology

The approaches to written text examined so far have defined interaction as a

phenomenon that occurs when there is an exchange of meaning between the writer

and reader in appropriate contextual situations: on the one hand, the writer has an

intended purpose which (s)he expresses in writing - (s)he anticipates the writer's

needs and thus signals his/her purpose accordingly to meet those needs. The reader,

on the other hand, recognises the writer's intentions and makes inferences to

construct meaning from the text.
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While this picture of meaning as created by the writer and reader is very useful, it

limits the scope of interaction to the level of text construction and interpretation by

individual writers and readers. To get a fuller picture of how meanings are exchanged

through the text, and in particular to understand how evaluation works, it is important

to step back and examine interaction (or meaning exchange) within a larger

framework of the social function of the text - to look at the text as a product of a

particular ideological persuasion that in itself determines the why and how of saying

in text.

2.4.1 General Overview

There have been many discussions on the ideological determinants of meanings in

text (e.g. Halliday, 1987, 1988, 1994b; Taylor, 1990; Fairciough, 1989, 1992b;

Martin, 1992; Halliday and Martin, 1993; Hodge and Kress, 1993), but there are

different opinions about the exact relationship between ideology, register and text.

For the purpose of this study, Martin's (1992) definition of ideology provides a

useful context for the approach on which my discussion is based. Martin sees

ideology as:

a system of coding orientations which makes meanings selectively
available depending on the subjects' class, gender, ethnicity and
generation. Interpreted in these terms, all texts manifest, construe,
renovate and symbolically realise ideology, just as they do language,
register and genre (Martin, 1992: 581).

I would like to include another social variable to the above definition by Martin - that

of a 'subculture'. This is because in texts I have used as data the 'coding orientations'

are determined by or reflect the subculture of scientific writing (see Hunston, 1993a,

on the notion of subculture). This will be made clearer by Section 2.4.2 below on the

ideology of science and in 2.6.3 on genre-based studies of discourse.
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At the heart of studies on the relationship between language and ideology is the

recognition of the effects of society on the production and interpretation of meaning

in a text. One of these effects is seen by Fairciough as:

the way in which particular languages and language varieties are valued
or devalued according to the power of the users within the notion of a
'standard' variety legitimising and naturalising particular valuations. It is
helpful to think of these effects as shaping conventions for particular
discourse types, such as medical interview genre, which achieve a certain
social stability, and which are drawn upon in discourse (Fairclough,
1992: 8 - 9).

The notion of 'power' relations as determinants of ideology mentioned by Fairclough

above runs through most of the research on ideology in critical linguistics (e.g.

Hodge and Kress, 1993). In fact, Fairciough argues that "power affects such

discourse conventions by 'investing' them ideologically in particular ways"

(Fairciough, 1992: 9). In his discussion of powerful and dominant social forces

which set discourse practices and conventions, he also recognises the existence of

less powerful forces which operate at lower levels of social interactions which might

reflect variations from the dominant varieties. For instance unlike in tightly

controlled power relations holding between doctors and patients emphasised in the

standard varieties of medical interview genre, these days doctor-patient interviews

are informally conducted such that "the interview is less tightly controlled by the

doctor, and ideological assumptions about medical knowledge, and doctor-patient

relations and social identities, are different" (ibid.: 9). Fairclough argues that power

relations shape conventions in discourse and thus determine lower level linguistic

choices such as the phonological and lexicogrammatical, and higher level discourse

considerations such as 'appropriateness' (ibid.: 49-52). The role of power in
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dominant varieties has already been referred to in this study under Tenor, for

example, Brown and Gilman (1960) on ideological influence on T and V personal

pronoun forms of address.

From the systemic linguistic perspective, ideology appears to play an important role

especially in relation to the concept of Context of Situation and Culture. In his study,

Martin suggests that context is expressed by three communicative planes - register,

genre and ideology - within a hierarchical relationship. Register is expressed in the

language content plane, register in turn expresses genre which in turn expresses

ideology (it should however be noted that language is basically an expression form

for all the three planes in that in order to analyse a text for genre, for example, we

look for common patterns of 'saying'). The following diagram illustrates this

hierarchical relationship:

1ogy

Figure 2.4: The relationship between communicative planes (Source: Martin, 1986: 227).

Hunston (1993b) also makes an important point about the relationship between

language and ideology. She gives an example of the term debt which is seen in

traditional banking terms as a 'bad' thing that should be avoided by reputable

banking customers whereas from the perspective of a bank charging high interest

rates it is desirable as a way of making profit. She argues therefore that in the latter

context, the text from a bank "is unlikely to select the term debt, preferring the more
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positively-evaluated credit" (Hunston, 1993b: 57). In this case, evaluation becomes

not only the expression of personal judgement but that of ideologically-based

meanings of the text. An important implication for understanding evaluation is that

the value system of a particular society or culture influences text comprehension -

thus, a text is more comprehensible to "insiders" than "outsiders" (see Dillon, 1992:

32 on these concepts).

Despite the differences of approach and emphasis on the relationship between

language and ideology, it is clear that ideology has a major role in influencing

meaning choices in language. For example, the fact that conventions and patterns of

saying are ideologically motivated is important in interpretation of text as well as

differentiating text or discourse types. This view has implications for the study of

evaluation. Since evaluation in this study is seen to be register (or genre) specific,

and both register and genre are expressions of ideology, it follows that the value

system has an ideological orientation: evaluation is therefore not just a matter of

personal judgement but also a socially controlled phenomenon. Thus the text will

reflect these ideological norms and values through choices of what is being given

value and how that value is expressed. The implications for research on evaluation is

that the interpretation of evaluative discourse is dependent of awareness of the

ideology that shapes such discourse.

2.4.2 The Ideology of Science

Since the present study is based on the specialised genre of academic-scientific

writing, the kind of ideology which is directly relevant is that of science, particularly

that defined by sociological studies in science found in the works of researchers such
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as Mulkay (1972, 1979), Latour and Woolgar (1979), Gilbert (1976), Gilbert and

Mulkay (1984) and Bazerman (1988). Central to the ideology of science are issues

such as the nature of scientific activity and the construction of scientific knowledge.

2.4.2.1 The Nature of Scientific Activity

In order to understand what is involved in scientific research, it is important to look

very briefly at the conventional - or what Mulkay (1979) calls the 'standard'- view of

science found in many philosophical and historical writings such as those of Mitchell

(1968) and Medawar (1969) in which science is seen as a process of discovery of

truth about the natural world. The role of the scientist is simply to investigate the

natural phenomena and then to produce an accurate and true account of the results of

such investigation. This is the view that emphasises empiricism and objectivity in

scientific research - genuine sciences such as astronomy, physics and biology are

seen as different from other disciplines in that:

The conclusions of these sciences are derived from the facts, instead of
being imposed upon them. Science represents phenomena not in terms of
culturally contingent ideas, 'but in terms of their inherent properties'
(Mulkay, 1979: 5).

To reflect this empirical nature of science, scientific writing is seen as a simple

presentation of "cold, hard facts" (Bernhardt, 1985: 163): reports of scientific

discovery therefore should avoid the personal influence of the scientist who, in

Gilbert's (1976) terms, is seen as only a messenger relaying the truth from nature.

This view of science has been expressed in many characterisations of the nature of

scientific prose, such as those summarised by Bazerman (1984):

1. the scientist must remove himself from reports of his own work and thus avoid all use of
the first person;
2. scientific writing should be objective and precise, with mathematics as its model;
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3. scientific writing should shun metaphor and other flights of rhetorical fancy to seek a
univocal relationship between word and object; and
4. the scientific article should support its claims with empirical evidence from nature,
preferably experimental (Bazerman, 1984: 163-4).

Recently, sociological studies such as those by Gilbert, Latour and Mulkay have

emerged to give an alternative perspective on studying science. From the sociological

perspective scientific research is seen as "a cultural activity rather than as the locus of

certain knowledge" (Collins, 1985: 1). In Latour and Woolgar's terms:

scientific activity is not 'about nature', it is a fierce fight to construct
reality. The laboratory is the workplace and the set of production forces,
which makes construction possible" (Latour and Woolgar, 1979: 243).

Similarly, Knorr-Cetina (1981) argues that scientific enquiry is constructive in terms

of the "decision-laden character of knowledge production" and not descriptive

(Knorr-Cetina, 1981: 152). When describing their approach to the study of science,

Gilbert and Mulkay, for example, say that it is based on "describing how scientists'

accounts are organized to portray their actions and beliefs in contextually appropriate

ways" (Gilbert and Mulkay, 1984: 14). This view can be seen as putting human

activity and communication at the centre of scientific investigation by suggesting that

research does not take place in a social/cultural vacuum: it is a cultural activity in

which human intervention is an integral part.

Sociological studies have also emphasised that the major purpose of carrying out

research is to share the findings with the larger community of scientists, which is

normally done through the publication of those findings. Mulkay (1972) argues that if

the findings of the research were not published, there would be no motivation to

carry out research. According to Mulkay, the purpose of scientific research is to find
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facts and to share these with the community of researchers so as to gain acceptance

and it is this desire for acceptance that motivates the publication of research findings

(Mulkay, 1972: 18). This has important implications for the presentation of scientific

facts in writing. While the standard view emphasises that in scientific writing facts

should speak for themselves, the sociologists disagree by suggesting that scientific

facts are presented by researchers:

who control the language and presentation of their papers so as to present
their work in a persuasive or favourable light, so as to advance the
acceptance of their works and to further their interests as scientists
(Bazerman, 1981: 164).

Swales concurs:

any vision we may have of the scientific-researchers working away in the
lab or in the field and then returning to a quiet place to type up quickly
the experimental report according to some stereotype format is decidedly
at odds with reality (Swales, 1990: 117-8).

The view of scientific investigation as a cultural activity whose results should be

communicated in a persuasive manner by the researcher to gain acceptance support

the argument for focusing on interaction in written text. It is through this interaction

among researchers that scientific knowledge is constructed. It is this construction of

scientific knowledge which is the subject of the next section.

2.4.2.2 The Construction of Knowledge

According to Meehan (1981), knowledge is constructed as a human creation and not

as a characteristic of the world. It arises out of human needs and purposes and is

measured against them. In his words he defines the theory of knowledge as based on

assumptions about the relations between the individual and the environment:

The assumptions have to do with (1) the relation between human
perception and external "reality", (2) the nature of the words and the
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concepts, (3) the character of the patterns that make up the substance of
human knowledge, and (4) the ways in which claims to knowledge can
be tested. (Meehan, 1981: 8)

Meehan sees knowledge as a human creation which is constructed through shared

assumptions about the world (ibid.: 12ff). From this perspective knowledge does not

take place out in the natural world but it is a product of people's perceptions and

interpretations of the natural world. According to Meehan, knowledge is constructed

through consensus which takes place as result of human communication, and in this

case, communication between the scientist-writer and the wider community who read

the research article. On the sociological view of science, Mulkay (1972) argues that it

shows:

how new information is generated by social processes occurring within
the research community and how members of this community come to
accept or reject the information presented to them (Mulkay, 1972: 8).

The implication of this therefore is that in science knowledge is a social phenomenon

- the result of an effort by the researcher to convince the community of scientists of

the validity of his/her research. It also indicates the power relations which hold

between the scientists and expert members of the community: the latter have the

power to accept or reject new information presented to them. It is the consensus of

this powerful group that defines scientific knowledge/fact (Myers, 1989).

2.4.2.3 From Knowledge Claim to Scientific Fact

As indicated above, knowledge is constructed through communication between the

writer and the community of researchers. This raises the question of the

transformation of new information to scientific fact. In the pursuit of knowledge, the
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scientists construct theories and models of investigation in order to interpret the

natural phenomena and therefore come up with conclusions or interpretations - what

are called knowledge claims. Gilbert defines a knowledge claim simply as a

conclusion (or a set of conclusions) typically based on a particular model of

investigation, and presented in a scientific paper (Gilbert, 1976: 294). Concerning

when a claim is judged to be a fact, Myers presents an important goal of scientific

investigation:

We can see scientists as building alliances that define what knowledge is:
the statement of the individual becomes a fact when it is accepted and
used by a consensus of the community (Myers, 1989: 5)

Similarly, Gilbert (1976) says about the transformation of a knowledge claim into

scientific fact:

a knowledge claim can only be judged to be knowledge while some
group of scientists accepts it as true; when the group disperses it reverts
to being just a claim unless some other group also endorses it (Gilbert,
1976: 299 - 300).

This quest for the translation of a claim into knowledge becomes important in the

construction of claims expressed in a research paper. Researchers have explored the

important decision-making faced by researcher-writers to get their papers published

in reputable journals and how the nature of the claim determines acceptance or

rejection of such papers (e.g. Myers, 1985a, 1985b). Swales comments on the

dilemma faced by writers in choosing the right kind of claim in these words:

The higher the level of the claim, the more likely that it will involve
contradicting large bodies of the relevant literature and will challenge
assumptions embodied in important ongoing research programs. On the
other hand, the lowest level claims may contradict nothing, but may also
add very little to what is accepted and established within the given
research field (Swales, 1990: 117).
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In a text, the level of claim is determined by the linguistic expression which

introduces it. For example a fact may be expressed by factual statements whereas

claims are expressed by a variety of negotiating statements. Almeida (1992) argues

that factual statements express:

true facts about the world if those facts have been accepted as part of a
culture's or society's knowledge base, i.e., what is commonly considered
to be a fact in this sociocultural grouping. (Almeida, 1992: 237)

Hunston (1989) examines different kinds of claims which can be made in a research

article which may be arranged along a dine of facticity based on Latour and Woolgar

(1979):

Type 5: a statement 'corresponding to a taken-for-granted fact';

Type 4: an expression of a relationship between A and B which is 'uncontroversial' but
which is 'by contrast with type 5 statements, made explicit';

Type 3: statements assessing the certainty or reliability of other statements, by an expression
such as 'is assumed to be' or by attribution to sources through references. The
acknowledgement of the agent in the process of scientific reasoning denies the independent
facticity of the embedded statement.

Type 2: statements which seem to 'construe claims rather than established facts'. They
contain 'modalities which draw attention to the generality of available evidence (or lack of
it)';
Type 1: 'conjectures or speculations'.

Source: Hunston (1989: 32).

Although Hunston argues that these categories are difficult to apply systematically to

knowledge claims, they are potentially useful in the judgement of the strength and

reliability of knowledge claims. For instance, a type 5 claim may be expressed by a

categorical assertion whereas a type 1 claim may be signalled by using a low

certainty expression, or by using self-attribution in a way that is intended to be

restrictive (see Chapter 3 in this thesis).
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In order to get their claims accepted, there is a need for researchers to link these to

established research. This explains why in addition to their own claims, researchers

refer to claims by other researchers which have either been accepted as scientific

fact or are some way towards being accredited as part of existing knowledge.

2.5 The ARA as a Vehicle for Ideology of Science

Studies on the ideology of science, more especially the sociology of science, have

argued for scientific activity as a purposeful activity whose findings or conclusions

are meant to be communicated by the researcher to the wider community for

recognition and acceptance. It is only with this communication of new information

that interaction between the researcher and other scientists takes place and therefore

knowledge is constructed. As has been indicated, the presentation of knowledge

claims is seen as one of the central activities for academic researchers. The primary

means by which such claims are advanced is, of course, the ARA. Before going into

the role of evaluation in this genre, it is best to look at how different researchers have

investigated the ARA as a vehicle for knowledge claims, as a basis for looking more

specifically at evaluation in ARAs in a later section.

Many researchers have argued for the importance of the ARA over other research

process genres in terms of its reflection of the ideology of science both linguistically

and rhetorically. Commenting on this important role, Swales (1990) says that:

In many scholarly or research-driven discourse communities, the RA is
the key genre both quantitatively and qualitatively. There is also little
doubt that even in a state of considerable ignorance, we know much more
about the RA than other research-process genres (Swales, 1990: 177).
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Central among its functions, the ARA is a forum for negotiating knowledge claims

through argumentation and debates. As Yearley (1981) points out:

formal research papers should be regarded primarily as contributions to
scientific debates. They take the form of arguments, aimed at persuading
the reader of the correctness of a specific point of view (Yearley, 1981:
410).

This view explains why the ARA can be seen as a persuasive genre. In its function of

constructing knowledge in a highly competitive field in which there is a struggle for

recognition through publication, researchers point out that the ARA has to go through

a long process of drafting and redrafting until the final version is reached (e.g.

Hunston, 1989). From its first draft to its final version, the ARA is seen to emerge

from a 'battle' between various authors, readers and critics (see Knorr-Cetina, 1981:

106). For instance, after the struggle of writing the paper, it is first presented to

editors and reviewers who act as referees before the final version can be presented to

the scientific community who can either accept or reject this new information.

Hunston (1989) says that "during this battle, details are removed, claims and

evaluations are muted, so that 'the final version is a consistent understatement of the

first"(Hunston, 1989: 34).

This struggle for acceptance has been shown to have a great impact on the final

version of the ARA. The researchers at times find themselves having to change their

original claims in order that their papers fit in with the existing body of accepted

knowledge in the field. This is demonstrated by Myers' (1985a) example of two

biologists who in an attempt to get their papers published were faced with the

decision of choosing between high-level or low-level claims and eventually had to
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settle for low-level claims. Similarly, Mulkay (1972) gives an extreme example how

American scientists in the 1960s had to change not only their claims for knowledge

but also their selection of problems and methods. He says that the scientists had "to

select problems the solutions of which will result in recognition" (Mulkay, 1972: 28).

The influence of the scientific community on the writer's knowledge claims is also

expressed by Myers' reference to other research:

In Latour and Woolgar' s terms [the scientist-writers] have had to add
modalities and move their claims away from fact-like status. In Pinch's
terms, the authors, in this evidential context, have to settle for claims of
somewhat less externality that those they had first proposed. They have
to leave out their models, and this could be a loss to them, because
whatever words have been excluded at this point, as the article goes into
print, cannot be part of the author's claims (Myers, 1985a: 623).

This two-way process of knowledge construction between the researcher and the

wider community has also been seen in terms of both linguistic and of text

organisational features based on conformity by the writer to the demands of

acceptable standards of the genre. Bazerman (1984) compares the ARA with what he

calls 'contemporary summary genres' such as textbooks and abstracts by saying that

while the latter are "removed from the struggle of scientific persuasion", the article is

not written within a "free play of persuasive imagination" (Bazerman, 1984: 164). He

suggests therefore that all sociological studies of the ARA should recognise:

the role of stylistic and grammatical acceptability which implies
conventions that precede any particular article and helps define what
constitutes an acceptable scientific paper (Bazerman, 1984: 164).

Similarly, Swales distinguishes between the ARA and other research genres such as

grant proposals, abstracts, theses and dissertations, research presentations and speech

genres, and shows how the ARA conforms to recognisable conventional patterns

which makes it easy to define it in terms of pattern and structure, which is not the
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same with other genres (Swales, 1990: 177ff). He however points out that the ARA

can be seen as central to research and that it has a dynamic relationship with other

research genres. For example, a conference paper may be presented as work in

progress which might later be written up as an ARA.

Researchers argue that research articles "follow a conventional style or format"

(Gilbert, 1976: 285). The genre determines the way people carry out the research

whose findings are later presented in the form of the research article. This is

supported by Swales who asserts that:

The fact that the research article initially appears within the covers of a
particular journal means, of course, that it is not an independent sui
generis text - some fixed and inexorable inscription of reality - but rather
an end product that has been specifically shaped and negotiated in the
author's efforts to gain acceptance. (Swales, 1990: 93)

Conventions of style or format which characterise the ARA are discussed in Section

2.6 below.

Despite so much research by sociologists and linguists alike on the ideology of

science, however, most of it has concentrated on the analysis of the 'hard' sciences,

for example, biochemistry, physics, engineering - with very little work on the human

or social sciences (in sociological studies, see, for example, Latour and Woolgar,

1979; Mulkay, 1979, Bazerman, 1981; and in linguistic studies, see, for example,

Swales, 1981, 1984; Dudley-Evans, 1986; Myers, 1985a, 1985b, 1989; Hunston,

1989). In this study I make an assumption that the ideology of science can also be

applied in the study of non-science ARAs such as those in the human and social

sciences, and hence I use this assumption in the analysis of data from four disciplines
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- History, Economics, Applied Linguistics and Psychology. In this discussion

therefore I talk about the academic research article (ARA) as:

one genre in the scientific world, despite the fact that particular
disciplines differ somewhat in their conventional realisations of it. If we
insisted that the research community in each discipline has its own
separate genres, we would miss an important generalisation concerning
scientific activity (Mauranen, 1993: 5).

This view of the research article is supported by Widdowson (1983) who puts ARAs

in the same generic category, as a kind of 'macrogenre'. It is on the basis of the

above generalisation about the ARA that the ideology of science model becomes an

ideological foundation within which the study of evaluation in the present data is

based. This assumption is further supported by recent sociological and linguistic

research in which the scientific model is used in the study of non-science ARAs. For

example, in sociological studies, Knorr-Cetina (1981) finds the criteria for

differentiating between natural and social sciences are no longer applicable in that

they can be described as 'local idiosyncrasies of research' which can also be used to

differentiate between papers of the same discipline such as those within the natural

sciences themselves. She argues that:

the situational logic of natural and technological science research
appears similar to the situational dynamics inherent in social method, and
that the similarity is strengthened by the apparent universality of
interpretation in both social and natural science method (Knorr-Cetina,
1981: 358).

This universality ofinterpretation across ARAs is exemplified in Bazerman's (1981)

comparative study of three articles from molecular biology, sociology and literary

criticism using the same model of analysis. For Bazerman research-articles

irrespective of discipline are knowledge-bearing documents and thus require a

common model of analysis (Bazerman, 1981: 364). In linguistics, Hunston (1994)
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supports the use of scientific model on a psychology article - the SUTY text - by

arguing that:

Although, of course, the nature of the 'object' of investigation in the
social sciences is somewhat different from that investigated by scientists,
two central concerns remain the same: that models must be tested against
observation, and that the language of the article must be objective and
impersonal (Hunston, 1994: 192).

The linguistic studies enable us to understand how the persuasion is carried out in the

ARA. For example, Thompson (1993) argues that the composing process in science

is not merely an application of structural and linguistic devices to a body of

experimental data but is underpinned by the need to convince members of the

scientific-academic community of the validity of the research methods and findings.

Studies of scientific texts therefore reveal the presence of "text acts" (see Bernhardt,

1985, on rhetorical acts). Thompson argues that:

These rhetorical acts.. .occur at certain junctures in the scientific text that
constitute sites of authorial intrusion - places where the scientist/writer
feels the need to justify choices, decisions, interpretations, and
suggestions (Thompson, 1993: 107).

Situating the ARA within the ideology of science helps to give a clearer picture of

written text as interactive. This implies that the type of interactive features which

characterise one text is determined by the type of ideology the text is trying to

portray. The ideological perspective is very important in the study of evaluation,

since the value system of any subculture is an integral aspect of interaction.
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2.6 Studies of the Academic Research Article from Different Angles in
Linguistics

The linguistic and ideological evidence for written text as interactive presented above

has placed the ARA at the centre as a knowledge-bearing and persuasive genre in

which knowledge claims are presented in order to influence or change attitudes, and

evaluation will be shown to be an integral part of the persuasive function of the

ARA. Before looking at evaluation in detail, it is important to review the literature on

the ARA in order to examine what is known so far about this specialised genre with

the hope of establishing how evaluation fits in to this overall view of scientific-

academic writing. The discussion will concentrate on general linguistic and rhetorical

studies of the genre.

2.6.1 Lexicogrammatical Approaches

Much research on the ARA has referred to a style of writing peculiar to scientific

articles. A common realization of the scientific style is that of lexicogrammatical

choices such as a higher proportion of passives and nominalisations than in non-

scientific prose (e.g. Swales, 1971; Davies and Greene, 1984; Horsella and

Sinderman, 1988; Nida, 1992; Tarone et al., 1981). Other features are sentence

length, verb forms and clause types (e.g. Barber, 1962; Huddleston, 1971).

Many of the studies, however, do not offer a systematic way of accounting for these

common linguistic occurrences: this makes it difficult to look at these occurrences as

a generalisable feature applicable across scientific articles. Much of the research on

linguistic features appears to have a pedagogical goal in that it emphasises the use of
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such features in devising writing models in ESL (e.g. Swales, 1971; Davies and

Greene, 1984).

Some of the research on common lexicogrammatIcal occurrences in scientific prose,

however, has moved on to try and establish motivation for such features. Tarone et

al. (1981), for example, suggest that the choice of the active voice in a scientific

article may be motivated by the need to express the writer's personal intervention at

certain points such as in the description of procedure. The purpose of the active voice

at these points is "to indicate points in the logical development of the argument

where the writers have made a unique procedural choice" (Tarone et al., 1981: 135).

Another example is that of tense choice which has been associated with the

generality of a statement (Lackstrom et a!., 1973; Oster, 1981, Swales, 1990). Swales

suggests specifically that present-perfect-past in reporting verbs marks increasing

distance of the writer from the finding reported (Swales, 1990: 154). A further aspect,

that of pre-modification, is seen by Dubois (1981) as indicating what the writer

assumes about the knowledge of the reader. Explaining how this is realized in text,

Hunston suggests that:

It is acceptable, for example, for a NP to have a definite article and to
carry weighty pre-modification, even though its referent is not retrievable
from the preceding text, if it describes a 'known fact' (Hunston, 1989:
17).

Some of the research emphasising motivations for lexicogrammatical choices in

scientific writing is pedagogically-oriented. Researchers here look at common

syntactic features of scientific prose as characterising text in terms of, for example,
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register, readability of texts and so on. Among such researchers is Nida (1992)

whose analysis of journal articles from Science, Anthropology and Language

demonstrates how complex sentence constructions and highly technical language

may hinder the reader's comprehension of the text. Another example is that of Carter

(1990) who compares reports written by university undergraduates and teachers and

lecturers with those in business and industrial contexts. Analysing these in terms of

what he calls 'linguistic tendencies' such as passives, tense, personal pronouns,

modality forms, and verb forms (i.e. intransitive verbs), he concludes that linguistic

and stylistic differences between these two types of writing implies that the writing

process in schools and universities barely prepares the student for report writing

outside the EAP classroom (Carter, 1990: 189). A further example is that of Barton

(1995) who studies contrastive and non-contrastive connectives suchy, of course,

however, unfortunately and rather and discovers that these are used as strategies for

expressing claims and counter-claims in the ARA, and that these could be included in

writing models for ESP classrooms.

Although many researchers on the lexicogrammatical choices in ARAs recognise

higher-level discourse goals which motivate these choices, they mostly do not discuss

this important point in detail, neither do they provide a systematic way of using these

common occurrences to make generalisations about texts beyond those they have

used in their data. Except for the works of Nida (1992) and Barton (1995) above,

much of the research seems to suggest that the features are conventional - it is the

way things are done with virtually no reference to other variables which might affect

such choices.
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2.6.2 Structural Approaches

Besides the general linguistically-oriented studies, there are other studies which focus

on the structure of the ARA. According to this approach, the ARA follows a

particular conventional style or format. A large body of research in this field

comments on the four-part Introduction-Method-Result-Discussion (IMRD) structure

of a scientific article (e.g. Hutchins, 1977; Swales, 1981, 1990) each element of

which can be used as a model for teaching scientific writing. Within this

conventional structure, there are different discourse patterns, for instance, that of

'oppositions' found in Hutchins (1977). Hutchins suggests that scientific texts consist

of a pattern of oppositions, in his words, "a network of interlocking, embedding,

overlaying and underlaying oppositions" which work at various syntagmatic levels,

with the first part of the opposition predicting the second:

(i): Oppositions connected with content, for example, problem-solution, experiment-result,
question-answer, etc.;
(ii): Oppositions connected with semantic progression, for example, condition-consequent,
denial-assertion, antecedent-subsequent, etc.; and
(iii): Oppositions connected with thematic progression, for example, theme-rheme, given-
new, topic sentence-commentary, etc.

Source: Hutchins (1977: 35).

Although Hutchins' model offers an important theoretical insight into text structure,

his model of oppositions does not seem to be unique to scientific text. For example,

the oppositions are similar to Hoey and Winter's clause-relations model which has

been applied to both scientific and non-scientific texts (see examples of the texts

used in Hoey, 1983, and Hoey and Winter, 1986). Another problem with the model is

that of the difficulty related to its systematic application across texts. Commenting

on this difficulty, Hunston (1989) argues that this abstract approach:

begs some important questions, notably what constitutes a 'level' in his
terms, how one is to recognise the first part of the pair, whether the
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second part is expected to occur immediately or eventually, and whether
the movement can be seen in terms of patterns of more than two 'moves'
(Hunston, 1989: 22).

An interesting model of scientific text structure is that proposed by Hill et al. (1982)

which although set within the conventional IMRD structure seems to take on board

the discourse function of individual sections of the ARA. Using a paper from

psychology, the authors find three major sections of the ARA: Introduction,

Procedure (under which Method and Results are subsumed) and Discussion as

illustrated by Figure 2.5 below. According to this model, the Introduction section

involves reference to the field which is followed by the introduction of the

experiment carried out. Describing what takes place in the Introduction section, the

authors argue that "research papers make a transition from the general field or

context of the experiment to the specific experiment by describing the inadequacy in

previous research that motivates the present experiment" (Hill et al., 1982: 335). The

Procedure section focuses on the investigation itself whereas the Discussion mirror-

images the Introduction by moving from specific findings to wider implications for

the research. This progression of the ARA is illustrated by the hour-glass diagram in

Figure 2.5 below.

Introduction

Procedure

Discussion

\\\	
__,,/ general

particular

___________	 particular
F\\ 

general

Figure 2.5: The overali organisation of the research paper (Hill et al., 1982: 335)
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This 'general- particular - general' pattern of movement of the ARA is echoed by

researchers such as Heslot (1981) who, using 16 ARAs from the journal of

Phytopathology, examines the distribution of verb tense, voice and 'person markers'

across the IMRD structure. For instance, he finds that the verbs in the Method and

Results sections are typically in past tense form whilst those of the Introduction and

the Discussion are distributed equally between the past and present tenses (see also

Adams-Smith (1984) on the distribution of 'author's comment' across the IMRD

structure in six medical research papers).

Despite some differences in terms of the type of investigation and findings, there

appears to be a consensus among many writers who use lexicogrammatical signals to

identify functions of different sections of the articles that the Introduction and

Discussion sections are discursive whereas the Methods and Results sections

concentrate on the presentation of facts. For example, West (1980) claims that that-

nominal structures commonly occur in the Introduction and Discussion sections, with

very few in Method. He attributes this phenomenon to the fact that "that-nominals are

used when making claims about other statements rather than simply making

statements" (West, 1980: 486-7).

While the studies above such as those of West (1980), Hill et al. (1982), Heslot

(1981) and Adams-Smith (1984) can be seen as rhetorical in approach, they seem to

ignore factors other than simple convention which might influence the progression of

the research paper. They seem to suggest that it is how things are done in the genre

with not much reference to the roles of the writer and reader in the interaction which
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takes place through the text. Nevertheless, many of the findings of the structural

approach are consistent with the concerns of the present study except that the latter

brings an additional dimension of writer-reader presence to the description of what is

going on in the discourse and structure of the ARA.

2.6.3 Schematic-Rhetorical Approaches

To begin with, it is important to note that I distinguish between the structural studies

in Section 2.6.2 and the rhetorical studies in this section mainly on the basis of

emphasis and terminology. As has been argued the former studies are also

rhetorically-inclined, but they tend to look at structure, for example the IMRD

progression of the ARA, in terms of simple convention and in so doing play down or

ignore the emphasis on aspects such as 'rationale' and 'communicative purpose'

which forms the cornerstone of the studies in this section. Genre-based studies are

particularly relevant in providing the basis for one of the major assumptions in the

present study, that the ARA is a specialised genre within a broad field of scientific-

academic writing, and that the nature of the evaluation as well as its expression in the

data used are characteristic of this genre: evaluation is assumed to be genre (and

register) specific (see Hunston, 1989).

This section is specifically devoted to those studies which are based on Swales'

genre-based theory of analysing text (see Swales, 1981, 1984, 1990). The term genre

is defined by Swales as:

a class of communicative events, the members of which share some set of
communicative purposes. These purposes are recognized by the expert
members of the parent discourse community, and thereby constitute the
rationale for the genre. This rationale shapes the schematic structure of
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the discourse and influences and constrains choices of content and style.
(Swales, 1990: 58).

According to Swales, "the rationale behind a genre establishes constraints on

allowable contributions in terms of their content, positioning and form" (ibid.: 52)

and this "thus determines what Martin (1985) refers to as the schematic structure of

the discourse and constrains lexical and syntactic choice" (ibid.: 53).

In the same way as the lexicogrammatical and structural approaches in sections 2.6.1

and 2.6.2 above, the genre-based studies emphasise common occurrences of

lexicogrammatical and discourse features among a group of texts, often from the

same discipline. However, unlike structural studies, genre-based studies emphasise

awareness of audience and purpose as the motivating factors for linguistic and

structural features of a text. The most notable research is that of Swales' (1981)

Move Theory. The theory has been used in the analysis of introduction and (to some

extent) discussion sections of ARAs (Swales, 1981, 1984, 1990; Dudley-Evans,

1986; Hopkins and Evans 1988; Bhatia, 1993). According to Swales, each stage of

the ARA introduction serves a specific rhetorical function or performs a specific

rhetorical act. Swales (1981) and Dudley-Evans (1986) identify four basic Moves of

the introductory paragraph of the ARA. Move 1 is Establishing the Field, and this can

be realized, for example, by showing centrality of the topic or stating current

knowledge of the topic; Move 2 is Summarising Previous Research; Move 3 is

Preparing for Present Research: it can be done by either indicating the Gap, question

raising or extending a finding; and Move 4 is Introducing Present Research: it can be

done by either giving the purpose or describing present research. With more
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developments in this area, it has been argued that Moves can have either Acts or

Steps subsumed under them (see Swales, 1990: 192-3, on the Move-Step Analysis).

The Move Theory has now been extended to the Results sections which have for a

long time been excluded from the analysis because they have been regarded as "the

bastion of "cold" factual reporting" (Thompson, 1993: 107). Some of the researchers

in this field are Weissberg and Buker (1990), Thompson (1993) and Brett (1994).

The argument for the exploration of the Results section from the rhetorical

perspective is that results too have a persuasive purpose because this is where writers

"make their knowledge claims through representation, explanation, and interpretation

of numerical data" (Brett, 1994: 47-48). In her analysis of biochemistry articles,

Thompson (1993) identifies seven moves which she labels as: (1) Methodological

justifications, (2) Interpretation of results, (3) Evaluative comments on data, (4)

Citing agreement with preestablished studies, (5) Pointing out/explaining

discrepancies, (6) Calls for further research and (7) Admitting interpretative

perplexities. It is important to note that all the categories identified by Thompson are

related to persuasion in one way or another. Brett (1994), on the other hand, divides

the results section of Sociology articles into what she calls communicative

categories: (1) Metatextual categories, (2) Presentation categories and (3) Comment

categories; which are realized by lexical signals. Although Brett's categories are not

as obviously linked to interaction as those by Thompson, the definition and

illustration of the first and third categories suggests their interactive nature. For

example, Brett defines Metatextual categories as "guiding the reader to other parts of

the writing" whereas Comment categories are:

those in which authors offer their own interpretation of, or comment and
opinion about the results already presented .... Their use is author-
personal, subjective, and not readily suggested by the data, although they



70

are as important to the argument as the Presentation categories (Brett,
1994: 52).

While metatextual and presentation categories are not directly interactive, the

comment categories are clearly interactive and many of the examples given by Brett

are evaluative. Examples of comment categories are:

(i) I suspect ex-offenders are more aggressive because...
(ii) Consistent with Kieper, Nagin and Tierney (1983)
(iii) As expected, occupational dissimilarity has a significant positive relationship...
(iv) This implies that such women's satisfaction might decline over time.

Brett (1994: 53 -54).

Judging from the above examples, comment categories are metadiscoursal in

function and in fact some such as 'I suspect', 'consistent with', 'as expected' and

'implies' are evaluative in the sense of fitting in with the values and entities used in

science (see Chapter 4 on the categories of value).

The notion of rhetorical functions - whether they are referred to as Moves, Acts or

Communicative categories - represents a top-down processing of meaning in a text.

By assuming the concept of common communicative purpose as motivating common

linguistic occurrences in a specific group of texts, the analyst is able to look at how

such a purpose (or function) is reflected in the language of such texts. (S)he is

therefore able to devise a systematic way of handling the analysis of a large number

of texts by making generalisations about the characteristics of the genre of those

texts. For instance, assuming the existence of the genre of the ARA has enabled me

to look at frequent occurrences of certain evaluative features across articles used as

data and such occurrences have been interpreted as characterising the value system of

the genre.
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2.7 The Study of Evaluation

The review of various approaches to the study of written discourse ranging from

linguistic to ideological viewpoints makes it possible to establish a framework for

looking at evaluation in this study as both an expression of personal judgement as well

as a societal or ideologically-driven feature of interaction. Before reviewing relevant

literature on evaluation, I begin by using a working definition of evaluation as an

expression of attitude (or giving opinion) about something. This is based on Hunston

(1994) who says that "to evaluate something is to have an opinion about it, particularly

in terms of how good or bad it is" (1994: 191) or that evaluation is "anything which

indicates the writer's attitude to the value of an entity in the text" (1993b: 58).

Taking the concept of evaluation as attitude, I will then look at various views of how

attitude is expressed in language. There are three basic views on evaluation: evaluation

as 'good' or 'bad', evaluation as modality (what may be called the narrow view of

modality) and evaluation as a combination of modality and 'good' or 'bad' (what may

be called the broad view of modality). These three basic views are discussed in turn in

order to make clear exactly what will be counted as included in 'evaluation' for the

purposes of the present study.

2.7.1. Evaluation as 'Good' or 'Bad'

The notion of evaluation as 'good' or 'bad' is defined by Jordan (1984) who sees the

terms as referring to:

any information about something ... that tells us how good or bad that
thing is, or that is an expression of personal assessment. Evaluation tells
us how 'good' or 'bad' something is in respect of its features, such as: its
ability to overcome a defined problem, its importance, its solvability (of
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a problem), its clarity (of an essay), its efficiency (of an engine), its
effectiveness (of a law), and so on. That is, everything has certain
attributes specific to the class of thing to which it belongs ... and an
evaluation of it can contain information about any of these attributes to
tell us how 'good' or 'bad' it is, often in comparison with other similar
things (Jordan, 1984: 89).

From this perspective, evaluation in language has often been seen as primarily a

lexical matter, more especially in the field of lexical semantics.

2.7.1.1 Lexical Semantics

Semanticists have argued that one of the main meanings or senses in language is that

of attitudinal or affective meaning. Words which carry such meaning are often

described by the term 'attitudinal lexis' (see Cruse, 1986; Leech, 1981, 1983; Lyons,

1977, 1981). From this perspective, words express positive or negative feelings, for

instance anger, dislike, joy and so on. An example given by Leech (1981) is that of

the '-isms', for example, 'capitalism' and 'communism', which were associated

with either negative or positive feelings depending on whether one was from the

Eastern or Western Block country during the Cold War era.

Attitudinal lexis is also discussed by systemic linguists such as Halliday (1985a) and

Poynton (1985). Halliday discussed the term very briefly under attitudinal epithets

within the nominal group. According to Halliday, epithets serve as modifications of

the Head/Thing within the nominal group structure by indicating the quality of

something. He distinguishes between those epithets which are potentially defining by

expressing an objective property of something (which he calls experiential epithets)

such as the word long in 'a long train' and those which are non-defining but are "an
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expression of the speaker's subjective attitude" towards that thing such as in mighty

in 'along came a mighty train' (Halliday, 1985a: 163). He calls the latter type

attitudinal epithets and says that they "represent an interpersonal element in the

meaning of the nominal group" (ibid.: 163). Poynton (1985) also examines words in

English which encode not only the denotative meaning but also reflect the speaker's

particular world views, what Martin (1988) calls 'lexical conspiracies'. Examples of

these are words which reflect sexism such as the diminutive address forms and the

type of address forms characterising men and women (Poynton, 1985). Both Halliday

and Poynton's studies are based on explicit signalling of attitude.

Another important dimension to the notion of attitude as 'good' or 'bad' is that found

in two models of rhetorical structure and discourse patterning - Labov's narrative

structure and Hoey's Problem-Solution pattern. Although these two approaches share a

common view of evaluation as 'good' and 'bad', they however differ from lexical

semanticists above in that they do not restrict evaluation to simple lexical expressions

but also accept a much wider view of what counts as evaluation. It is to these

approaches that I now turn.

2.7.1.2 Evaluation in Narrative Discourse

In narrative studies pioneered by Labov (1972), evaluation is described as one of a

series of stages in the production of a story. Labov suggests that a fully formed oral

narrative of personal experience has a six part structure: Abstract-Orientation-

Complicating Action-Evaluation-Resolution-Coda. These parts can be seen as answers

to audience questions as illustrated by Figure 2.6 overleaf.
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S NARRATIVE STRUCTURE

What, in a nutshell is the story about?

What, who, where, when?

Action: Then what happened?

valuation: So what? Why is it interesting? What is the
point of the story?

What finally happened?

That's it, I've finished and I am bridging back to
the present situation.

Figure 2.6: Source: Harris, J. (1993: 34)

According to Labov, evaluation is a label for a stage in the schematic structure of the

narrative and it very often forms part of the Resolution. This element is seen by Labov

as "perhaps the most important element in addition to the basic narrative clause" (ibid.:

366) and he defines it as:

the means used by the narrator to indicate the point of the narrative, its
raison d'être: why it was told, and what the narrator is getting at (Labov,
1972: 366).

Labov argues that at certain stages in the narration process, a competent storyteller will

suspend the story by telling the reader the point of the story - to evaluate it. For Labov,

therefore, evaluation represents the non-narrative part of the story. In a narrative text

evaluation is realized by:

a number of evaluative devices which can be distributed at various points
throughout a narrative, although they are commonly positioned before the
Result. The Evaluation is a kind of self-Receipt through which the speaker
gives the meaning of the narrative. It is a signal as to how the teller intends
that others should receive the telling (Cortazzi, 1993: 46-7).
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Among these devices are comparators, intensifiers, correlatives, explicatives, which can

be distributed at various points throughout the narrative although they tend to

concentrate on the evaluation part of the narrative text (Labov, 1972).

For most of the researchers on narrative structure evaluation is marked by 'deviant'

lexicogranimatical structures. This view is expressed in Polanyi' s (1978) definition of

evaluation as:

anything which departs from the norm of the text acts evaluatively by
drawing attention to itself and also to the material which surrounds it. For
example, a descriptive interlude, event, or series of events may act
evaluatively in a largely monologic or dialogic text because differing from
the reported speech norm of the text, it calls attention to itself and the
information it encodes (Polanyi, 1978: 38).

According to this view "What is functioning evaluatively in a given text is the language

which stands out from the rest of that particular text" (ibid.: 40). This concept of the

deviant nature of evaluation is carried further by Hunt and Vipond (1986) who describe

evaluation from the reader's perspective. These authors describe the evaluativeness of

text elements in terms of their evaluative force which is "a consequence of things not

quite 'fitting' " (Hunt and Vipond, 1986: 58). They emphasise the importance of the

interpretive skills that the readers use for comprehending the story - the readers prepare

'mental spaces' into which incoming information will fit; if it does not fit then there is

an experience of surprise, and of expectations not fulfilled. To the reader, therefore,

what is evaluative "is that which is not normally expectable; the unpredictable,

surprising, inconsistent, or incongruous" (Hunt and Vipond, 1986: 57). Although Hunt

and Vipond identify signals of evaluation in lexical terms, for instance with discourse

evaluations - metaphor, simile, metonymy, parallelism, hyperbole - they argue that:
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none of these devices are evaluative per Se, however: their evaluative force
derives from the way they are used in a given context; that is, from their
relationship to the local norm of the text (Hunt and Vipond, 1986: 59).

The authors give three ways in which a discourse may deviate from the 'norm':

(i) Discourse evaluations: stylistic patterns, rhetorical figures, diction - that are incongruous
with respect to the local norm of the text;

(ii) Story evaluations: when an incongruous element in a narrative is part of the story-world -
that is an event, setting, or character;

(iii) Telling evaluations: instances in which the narrator makes meta-narrative comments
concerning the storyworid or the act of narrating. Such comments are made from outside the
storyworid, and therefore, by definition, are incongruous with respect to the 'normal', narrating
of events and states.

Hunt and Vipond (1986: 58-59).

Although the actual realization of evaluation by Hunt and Vipond might be different

from the one used in this study, theirs is a broad view of evaluation which is in many

ways consistent with one of the main assumptions about evaluation used by the present

study - that of evaluation as context-specific. For example, the definition of telling

evaluations as consisting of meta-narrative comments could be related to the concept

of writer responsibility: comments such as "I suppose my mother ... I only remember

I know I find it very odd ..." (ibid.: 64) could be seen as equivalent to the kind of

hedges which are used a great deal in the measurement of writer certainty and

commitment to claims in the ARA as will be seen both in the discussion on hedging in

Section 2.7 below and the analysis of writer responsibility in Chapter 3.

Narrative studies of evaluation have an important contribution to the concept of

evaluation as used in the present study. The definition of evaluation as 'the point' of

telling the story is consistent with evaluation as indicating the 'point' of the ARA
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emphasised by the present study and it corresponds in many ways to Hunston's (1989,

1994) evaluation of Relevance which is measured along the important-unimportant

scales (also see Chapter 5 for a similar view on textualisation of value).

2.7.1.3 Evaluation as a Discourse Element

Another model based on the schematic structure of a text - the Problem-Solution

pattern - has its roots in Clause Relations Analysis as developed by Winter (1977;

1982); Hoey (1979; 1983); Jordan (1984); Hoey and Winter (1986). This is usually

used for the analysis of expository texts in English. In this approach evaluation plays a

part as an element in the schematic structure and discourse patterning of the text. The

Problem-Solution pattern is based on the general assumption that "discourses and

passages of discourse are organised" (Hoey, 1983: 32), and the analysis of text from

this perspective explores a combination of relations betweenlamong

clauses/sentences and how these relations organise the discourse. In a problem-

solution text, the relations appear to be organised in a more or less hierarchical four-

part structure - Situation-Problem-Solution-Evaluation.

In this information structure lexical signalling plays a central role in the

signalling/identification of the evaluative part of the text. In fact, Winter says that the

term evaluation is used "to describe a kind of language, a choice of lexis and

grammatical structure which is made in order to indicate what the writer thinks of the

facts being presented" (Winter, 1982: 9). in the same way as in Labov's model, various

stages of the text can be identified by answering the audience's questions as illustrated

by the figure overleaf.
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HOEY'S PROBLEM-SOLUTION PATFERN I

Situation: What was the situation?

Problem: What was the Problem?

Solution: What was the solution/response?

Evaluation: How successful was it?

Figure 2.7: Source: Harris, J. (1993: 34)

The following is a very simple model of the Problem-Solution text:

Situation: I was on sentry duty.
Problem: I saw the enemy approaching.
Solution/Response: I opened fire.
Evaluation: I beat off the enemy attack.

Source: Hoey (1979, 1983).

The above simplified model of the Problem-Solution assumes the presence of

clauses/sentences in the text which signal the four main stages of the text. In the model

explicit signals of evaluation are important, more especially in the signalling of

Problem and Evaluation. Problem is typically signalled by negative evaluation whereas

Solution is signalled by explicit positive evaluation. For instance, the Problem-Solution

pattern "is only felt to be complete if the evaluation aridlor result is not negative. If

negative, a further response is expected, since negative evaluation itself signals a

problem" (Hoey and Winter, 1986: 132).

In a similar way to Labov, Hoey's Problem-Solution pattern has already moved a

long way from simple lexical expression of evaluation to embrace wider concerns

such as the role of evaluation in marking and predicting the occurrence of particular

stages of the pattern (the term prediction is used in Tadros', 1985, 1989, 1994,
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terms). For instance, in a Problem-Solution text, one expects Problem to be signalled

by negative evaluation whereas Response is signalled by positive evaluation; one also

expects Problem to predict Response to come later in the text. In the present study,

the Problem-Solution pattern has been used as a basic model for explaining the

underlying conceptual patterning of the ARA.

Taking into account the distinction between lexical semanticists, on the one hand,

and broader views of 'good' and 'bad' exemplified in studies by Hunt and Vipond,

Labov and Hoey, on the other, it is important to briefly look at the limitations of the

description of evaluation based solely on attitudinal language.

2.7.1.4 Some Limitations of Attitudinal Language as Evaluation

The expression of 'good' or 'bad' about something based solely on attitudinal

language seems to run into problems, partly because of the difficulty of defining and

identifying attitudinal language. In his research on the expression of language as an

expression of social reality in Tagalog, Martin (1988) does not deny Poynton's

existence of such attitudinal words but sees grammatical expressions of reality - what

he calls 'grammatical conspiracies' - as a more realistic way of signalling or

identifying attitude (based on culture) in language. Martin finds lexical evidence very

difficult to prove. He argues that attitudinal lexis is problematic to define in that:

Lexis is far more flexible than grammar, adapting more quickly to
specific changes in the social environment of a community .... Lexis is
simply so unstable that it is hard to demonstrate just how it could
determine or somehow condition the view of social reality (Martin, 1988:
289).
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The problem of defining attitudinal lexis observed by Martin above has implications

for the nature of evaluation. For instance, Halliday's identification of interpersonal

epithets such as splendid, silly,fantastic (Halliday, 1985a: 163) is based on their lack

of objective meaning. It has been observed by many researchers, however, that

differentiating between experiential and interpersonal functions is not always an easy

task as in many contexts the two very often overlap. For instance, Hunston points out

that depending on one's view of the police, they may be identified as either the pigs

or the boys in blue - and that "each nominal express[es] both experiential and

interpersonal meaning" (Hunston, 1989: 67). The second problem with attitudinal

language is that it assumes the presence of explicit lexical signalling of evaluation.

This view ignores the fact that evaluation in a text is not always explicitly signalled.

In the ARA, specifically, there are many stretches of language which function as

evaluative even though they are not explicitly signalled as such. Hunston argues that

in scientific articles evaluation is not always explicit. She accounts for the existence

of implicit evaluation through the concept of Goals. Goals are stated by the writer of

the text, and anything which helps towards the achievement of such goals is positive,

whereas anything that detracts from such goals is negative (Hunston, 1989: 204).

Thirdly, studies in attitudinal language assume context-free attitudinal meaning. lii

her discussion of evaluation in A-Nouns, Francis (1986) argues that such meaning is

problematic in that these nouns:

may signal different attitudes in different contexts, and that their
meaning may change according to whose proposition they are labelling,
amongst other factors connected into the writer's goals and beliefs and
the reader's moment-by-moment-interpretation of those (Francis, 1986:
54).
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Hunston carries this argument of evaluation as context-dependent further by saying

that the text itself instantially creates evaluation (Hunston, 1989: 68). This view

suggests that a word may be evaluative in one text but non-evaluative in another,

hence the problem of identification of evaluation based on attitudinal lexis. A related

argument about the role of context in evaluation is that the interpretation of an

evaluative expression is dependent on the surrounding evaluations. The following

example illustrates the point:

ST2.2: H3
In particular, hypotheses that linked fertility change with nuptiality and migration were quite
extensively considered and there is some relevant, if rather inconclusive, discussion in
some of the earlier monographs.

In the above example, taken individually relevant can be seen as expressing positive

value while inconclusive expresses negative value. It would therefore be wrong to

suggest that the sentence has either positive or negative value on the basis of either

evaluation. It is necessary to take into consideration both these conflicting values in

order to understand the kind of evaluation propounded by the whole sentence. As it

is, the term discussion cannot be seen as wholly positively evaluated on the basis of

relevant, as inconclusive undermines the positiveness. At the same time, the

grammatical subordination of 'if rather inconclusive' indicates that the positive

evaluation is not entirely contradicted. The fact that evaluation is context-dependent

also suggests that it is cumulative (see Francis, 1986 and Hunston, 1989 on

evaluation as cumulative). The concepts of Scope and Harmony in Chapter 5 provide

a detailed analysis of accounting for contradictory evaluations as well as

demonstrating the cumulative nature of evaluation.
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2.7.2 Modality as Separate from 'Good' or 'Bad' (the narrow view of modality)

While many researchers have acknowledged the important role that modality plays in

the interpersonal function of language, there have been different opinions about the

relationship between modality and evaluation. These different views can be seen in

different definitions of modality - and because of such differences it is possible to see

modality as concerned with aspects of certainty and separate from 'good' or 'bad',

or as a combination of certainty and 'good' and 'bad'.

The approach to modality as separate from 'good' and 'bad' (what can be called the

narrow view) can be seen in systemic-functional grammar, more especially in

Halliday (1985a, 1994). As has already been seen in Section 2.7.1.1 above,

Halliday's concept of 'good' and 'bad' appears to be purely lexical and to be limited

to the level of the nominal group, and to be separate from his definition of modality.

Modality is described by Halliday as an intermediate degree of possibility or usuality

between positive and negative polarity. It "represents the speaker's angle, either on

the validity of the assertion or on the rights and wrongs of the proposition" (Halliday,

1985a: 340).

Halliday looks at modality from three interdependent variables - Type, Value and

Orientation - and it may be useful to discuss these variables separately. From the

perspective of type, Halliday divides modality into modalization and modulation, the

former referring to modification of the clause giving or requesting information (the

'indicative' type) whereas the latter modifies the clause offering or giving goods and

services (the 'imperative' type). Modalization is further categorised in terms of the
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scales of 'probability' and that of 'usuality'; whereas modulation is categorised in

terms of obligation (requesting goods and services) and inclination (offering goods

and services). This is illustrated by the following Figure:

(i) probability ('may be')

- (1) modalization
('indicative' type)

(ii) usuality ('sometimes')
MODALITY

TYPE
r(i) obligation ('is wanted to')

- (2) modulation	 I
('imperative' type) 	 - (ii) inclination ('wants to')

Figure 2.8: Systems of types of modality (Halliday, 1985a: 335)

The second variable - Value - is based on modal judgement - whether high, median

or low (see Figure 2.9 below).

Probability	 Usuality	 Obligation	 Inclination
High	 certain	 always	 required	 determined
Median	 probable	 usually	 supposed	 keen
Low	 possible	 sometimes	 allowed	 willing

Figure 2.9: Three 'values' of modality (Halliday, 1985a: 337)

The third variable - Orientation - refers to the explicitness of the speaker involvement

signalled in either of the four possible orientations - subjective explicit or implicit,

or objective explicit or implicit. Examples of such expressions are illustrated by

Figure 2.10 below.

Category	 Type of realization 	 Example
(1) Subjective

(a)explicit	 I think, I'm certain	 I think Mary knows
(b) implicit	 will, must	 Mary'll know

(2) Objective

	

(a) implicit	 probably, certainly	 Mary probably knows

	

- (b) explicit 	 it's likely, it's certain	 it's likely that Mary knows

Figure 2.10: Expressions of probability (Halliday, 1985a: 333)
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The above variables of modality - type, orientation and value - are a useful

contribution to the description and interpretation of the strength and type of

knowledge claims in the ARA. For instance, orientation and value in particular could

be used to measure the strength of the evaluative statement and thus the writer's

degree of commitment to that statement: this makes it possible to distinguish

between, for example, lower-level and higher-level claims in scientific writing.

Another important feature of Halliday's description of modality is his use of the

concept of metaphor based on 'congruence' of grammatical realization. He argues

that "for any given semantic configuration there is (at least) one congruent realization

in the lexicogrammar. There may then be others that are in some respect transferred,

or METAPHORICAL" (Halliday, 1985a: 321). Since metaphor is verbal

transference, it is said to be non-congruent realization of meaning. Grammatical

metaphors can either be ideational or interpersonal, and the metaphor of modality

realizes the latter. About modality, Halliday argues that "in its congruent form, it is

an adjunct to a proposition rather than a proposition in its own right" (ibid.: 340)

Metaphors of modality are based on "the semantic relationship of projection"(ibid.:

332) and it is through the metaphorical use of modality that the speaker gives

prominence to his/her point of view - for instance the subjective explicit type 'I think

or the objective explicit type 'it's likely that ...' (ibid.: 340). The metaphoric use

of modality can be seen to be related to Sinclair's concept of plane-change in that the

explicit modal metaphor has the same effect of explicit plane-change in separating

the evaluation into a separate clause in which the 'it' pronoun encapsulates the

following (projected) clause into something that can be commented on - and hence



85

the effect is the phenomenon of language talking about itself as discussed in Section

2.2.2 above.

The concept of modality can be extended to cover realizations like modal lexical

verbs. According to Perkins (1983), these verbs can be used to signal modal

judgement or commitment. Examples of modal commitment are 'I think it might be

very nice' (Simpson, 1990: 71) or 'I suppose he may be there' or 'I imagine', 'I

know' (Simpson, 1993: 52). Perkins suggests that many of the modal lexical verbs

are performative ones and divides them into categories based on the performative act

they carry- asserting, evaluating, stipulating, requesting, suggesting, exercising

authority and conimitting (Perkins, 1983: 94-95). Examples of evaluating modal

lexical verbs are 'calculate', 'conclude', 'postulate', etc. According to Stubbs (1996)

commitment:

concerns whether a proposition is presented as true, false, self-evident, a
matter of objective fact or of subjective opinion, shared knowledge,
taken for granted or debatable, controversial, precise or vague, contrary
to what others have said and so on (Stubbs, 1996: 204-205).

The function of these verbs in evaluation is discussed in detail in Chapter 5 under

reporting verbs.

2.7.3 Evaluation as a Combination of Modality and 'Good' or 'Bad' (the broad
view of modality)

While the above discussion focuses on modality as an expression of epistemological

stance (the term used by Hill and Irvine, 1992), the broad view of modality includes

both epistemological stance and evaluation as 'good' and 'bad'. The first example of

this broad view of modality can be found in Simpson (1993) who defines modality as
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referring to 'attitudinal' features of language (Simpson, 1993: 47). He bases his

definition on Fowler' s (1981) identification of a variety of grammatical means for

conveying modal commitment. This includes:

modal auxiliaries, modal adverbs (or sentence adverbs), evaluative
adjectives and adverbs, generic sentences and verbs of knowledge,
prediction and evaluation. (Simpson, 1993: 47).

Another important example of this broad view of modality is that found in the work of

Biber and Finegan (1989) on stance. By stance, the authors refer to "the lexical and

grammatical expression of attitudes, feelings, judgements, or commitment concerning

the propositional content of a message" (Biber and Finegan, 1989: 93). According to

Biber and Finegan, stance can be defined in terms of evidentiality and affect. While the

former refers to "the speaker's expressed attitudes towards knowledge: towards its

reliability, the mode of knowing, and the adequacy of its linguistic expression", the

latter refers to "the expression of a broad range of personal attitudes, including

emotions, feelings, moods, and general dispositions" (ibid.: 93-94). 'Evidentiality' thus

clearly relates to modality as it has been described above, whereas 'affect' relates to

evaluation in terms of 'good' and 'bad'. The authors say that by including both

evidentiality (realized by markers of both certainty and doubt) and affect (realized by

markers of positive and negative), they are taking a broad view of stance. In their study,

they look at markers of stance from grammatical categories: verbs, adjectives, adverbs,

and modals. Among the evidential stance markers the authors give examples such as

obviously, sort of or it is possible that ... while an example of markers of affect is it was

lovely. Biber and Finegan make a comparative analysis of various genres in terms of

how stance is marked in each, for example, texts with informal and formal registers.
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The broad view of modality is consistent with the value system of scientific discourse

in which both good and bad (value in Hunston's terms) and certainty are desirable

qualities: for example, certainty is 'good' while lack of certainty is 'bad'. It is

important at this stage to look back at the definitions of attitude or point of view

above. The view in this study is that the broad definition of stance by Biber and

Finegan (1989) in which the term comprises both evidentiality (epistemology) and

affect (good or bad) and that of the broad view of modality in which epistemology

and 'good' or 'bad' are inclusive, is what constitutes evaluation. Although the broad

views of stance and modality are regarded as synonymous with evaluation, for the

sake of clarity, I prefer to follow Hunston and use the term evaluation as an umbrella

term since it has an underlying concept of assigning value to something: in the

present study, the focus is on what things are assigned value and in what terms. The

analysis in Chapter 4 indicates that the main values in science are Fixedness and

Worthiness.

2.8 Evaluation in the Academic Research Article

Having looked at the three perspectives on evaluation - the good or bad, the narrow

and broad views of modality - it is now possible to look at what needs to be covered

in an exploration of evaluation in the ARA. Before looking at the present study's

position on evaluation, it is worth revisiting the notion of modality by reviewing

research so far on the role of modality in evaluation in the ARA, as a way of situating

my own research in the context of existing knowledge on the subject.
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2.8.1 Modality and Hedging in ARAs

Much of the research on modality in the ARA tends to treat modality as a

subcategory under the more general term of hedging. Since scientific-academic

writing appears to be impersonal and formal in that there is not much reference to the

writer as an obvious actor in the process of scientific discovery, hedging is seen as an

integral part of interaction in this genre.

Hedging has been seen as realized by modality, particularly of the epistemic type as

certainty seems to be one of the important values of scientific writing, the point made

by Hyland that "academic writing involves epistemic modality" (Hyland, 1994: 240).

There are also other ways of hedging other than modal auxiliaries and modal lexical

verbs. Some of the signals of hedging have been discussed by other researchers under

the notion of metadiscourse (e.g. Nash, 1990b, Crismore and Farnsworth, 1990,

Vande Kopple, 1985). Crismore and Farnsworth divides modality into hedges, for

example, probably, and emphatics, for example, clearly, undoubtedly (Crismore and

Farnsworth, 1990: 124).

In order to understand the function of hedges in academic discourse, it may be useful

to look at hedging from two different yet complementary viewpoints - hedging as

uncertainty and hedging as politeness/negotiation.

The notion of hedging as uncertainty can be found in many studies of scientific

discourse in which hedges are considered as "ways of being more precise in reporting

results. Hedging may present the true of the writer's understanding, namely, the

strongest claim a careful researcher can make" (Salager-Meyer, 1994: 151).
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According to this view, hedges have an important role in scientific discourse as "a

resource to express scientific uncertainty, scepticism, and doubt" (ibid.: 151).

Salager-Meyer argues that in the ARA hedges are used as an important strategy to

negotiate the right presentation of the state of knowledge about the subject under

discussion, and as a way in which the writer recognises that the truth (s)he is

exploring is "only another step towards the discovery of other truths which will in

turn advance knowledge and understanding of nature" (ibid.: 151).

Hedging in the ARA has also been looked at from the point of view of politeness.

Notable among the researchers in this area is the work of Myers (1985a, 1985b, 1989,

1991). Myers examines the scientific article from the point of view of politeness

based on the work of Brown and Levinson (1983), who use the terms 'negative face'

and 'positive face' based on Goffman (1967). According to Myers, in presenting a

research paper the writer is aware of the audience - the conmiunity of researchers for

whose consumption the paper is aimed. He argues knowledge claims are in

themselves face-threatening acts (FTAs) in that in a paper, the researcher refers to the

work of other researchers to signal agreement or disagreement with the researchers,

and to make or deny knowledge claims. There is therefore a need to use politeness

strategies to express criticism while minimising the FTA. In identifying hedging as

politeness, Myers argues that:

Hedging is a politeness strategy when it marks a claim, or any other
statement, as being provisional, pending acceptance in the literature,
acceptable by the community - in other words, acceptable by the readers
(Myers, 1989: 12).
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This view is shared by Salager-Meyer who defines hedges as:

understatements used to convey (purposive) vagueness and tentativeness,
and to make sentences more acceptable to the hearer/reader, thus
increasing their chance of ratification and reducing the risk of negation
(Salager-Meyer, 1994: 150)

Hedging as a powerful negotiation strategy in ARAs has been widely studied by

many researchers on scientific writing (see, for example, Thompson, 1993; Hyland,

1994; Salager-Meyer, 1994; Myers, 1991, on hedging, politeness and certainty). For

many writers in this area, hedging (which includes modality) is seen as an integral

part of expressing certainty in scientific arguments which can determine acceptance

or rejection of a scientific-academic paper. According to Thompson (1993) in the

results section, hedges have a pervasive use which:

indicates a reluctance to claim that experimentation leads to absolute or
transcendent truth. Rather than an expression of an unequivocal fact,
interpretations seem to serve another purpose: to persuade an audience of
a proposed reality constructed from and supported by experimental data
(Thompson, 1993: 118).

As will be demonstrated in the study, and has been observed by many writers in this

field, hedging is a conventional aspect of interpreting and evaluating findings,

criticising other researchers or accepting criticism - and it is a face-sensitive strategy.

2.8.2 The Present Study on Evaluation

The present study takes a view of evaluation which is similar to the broad view of

modality based on Biber and Finegan (1989) and Simpson (1993) discussed above:

attitude as a combination of modality (certainty, truth and commitment) and the

aspects of 'good' and 'bad' as defined by Jordan (1984) in 2.7.1 above. The broad

view of modality is consistent with the ideology of science in which, for example,
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certainty is a desired value and therefore it carries positive evaluation (i.e. it is good).

Thus modality and good or bad are combined. In the actual analyses in the thesis

these two dimensions are discussed separately: certainty and commitment (modality)

in terms of writer responsibility (Chapter 3) and 'value' (good and bad) in Chapter 4.

While the former functions as modification of certainty, the latter expresses an

attribute of something. Despite these two being discussed separately, the study shows

that they are not independent: they are regarded as two interrelated dimensions of

evaluation. For the purpose of this study, the type of modality which is seen as most

relevant to the study of evaluation is that of modalization, the epistemic type, as this

is the kind which is commonly used in the expression of knowledge claims: as

mentioned, certainty plays a major role in the construction of knowledge; for

example certainty is good for science since it contributes to the establishment of

scientific truth/fact whereas lack of certainty is undesirable.

The above discussion of the present study's view on evaluation leads me to the

discussion of the approach to evaluation in the ARA which forms the basis of my

research - that of Hunston (1989) - and which I will now discuss in more detail.

2.8.3 Evaluation as a Discourse Function (Hunston, 1989)

The present study is based on the original study by Hunston (1989) which has since

been developed in research papers (1993a, 1993b, 1993c; 1994). In her work on

evaluation in the ARA, Hunston combines studies of the ideology of science and genre-

based approaches to written scientific discourse. In her investigation, she divides

evaluation into three dimensions or functions - Status, Value and Relevance.
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First, the Status function is defined by Hunston as "the placing of an item in the first

part of a thing-evaluation pair within an evaluative category" (Hunston, 1989: 106).

This 'thingness' is bestowed on a statement by the writer's signalling of the degree of

certainty and commitment towards that statement, and is measured along the certainty-

uncertainty scale. Hunston's category of status in a text is measured along three

parameters:

1. The activity of the writer: the activities are grouped according to whether or not they
constitute a knowledge claim - for instance, "whether or not the writer is claiming some degree
of truth to be attached to the proposition" (Hunston, 1989: 113). A knowledge claim, may, for
example, assert status, state fact or narrate event; while a non-knowledge claim may
describe figure, state formula or state question; or assume, postulate, recommend or state
aim.

2. Acknowledgement of source: whether the source of a statement is received knowledge,
citation or the writer's own argument.

3. Modification of certainty which is realized by modality and other related expressions, for
example, We believe that or probably.

The three dimensions interact in the text 'so that a categorisation of any one parameter

may be modified by categorisations on the other two' (ibid.: 131).

The second function, Value, is regarded by Hunston as referring to good or bad (an

assessment of worth or value). It is measured along the good-bad scale. Hunston's

major argument, which has already been discussed earlier in the chapter (and which

forms the basis for the present study), is that the 'good' and 'bad' in a text are not

always signalled, and therefore, to identify evaluation involves awareness of the Goals

of the text: "anything which helps towards the achievement of those goals ... has

positive value, whilst anything which detracts from that achievement has a negative

value" (ibid.: 204). The concept of Goals helps in accounting for those propositions
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which although functionally evaluative are not explicitly signalled as such. Hunston

gives an example of the sentence 'much of the cellular material has been extracted

from hypotonically swollen cells', which in the context of the Goals of the text she is

analysing "gives value to the experimental procedure undertaken and yet there is

nothing in the clause that could be considered attitudinal or evaluative outside this

particular context" (ibid.: 204).

The third dimension, that of Relevance refers to how important something is and has an

organisational function. It is measured along the important-unimportant scale. Here

Hunston uses the concept of Relevance (Sperber and Wilson 1986) and its application

by Francis (1986, 1994) to relevance markers (RMs). In terms of evaluation, relevance

refers to textual signalling of important information which occurs at some stages of the

text where the writer summarises and simultaneously evaluate units of information.

This can be marked either prospectively (advance labelling) or retrospectively

(retrospective labelling). For Hunston, prospective RMs are the equivalent of topic

sentences of traditional rhetoric, while retrospective RMs act as concluding elements

(Hunston, 1989: 264). She explains the interactive function of RMs by suggesting that

they "represent one of the ways in which writers interact with readers in the sense of

indicating to them the patterning of the text under construction" (ibid.: 278). Relevance

markers as outlined by Hunston are closely linked to the idea of encapsulation by

Sinclair and also related to Winter's idea of clause relations in that the RMs signal the

meaning relationships among various parts of the text.
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As has already been seen the present study draws its main theoretical basis for the study

of evaluation in the ARA from Hunston's approach, particularly the idea of Goals in

identifying what is or what is not evaluative in the text. This close link between

Hunston' s approach and the present study will become clear in relevant sections of the

study, particularly in Chapter 4.

2.8.4 The Present Study on Evaluation: Approach and Assumptions

Even though the present study is covering the same ground as that of Hunston (1989,

1993a, 1993b, 1993c, 1994), there are differences in terms of emphasis and the

analytical frameworks used. First, unlike Hunston's original data of biochemistry

articles, the present study uses multidisciplinary data none of which is from the 'hard'

sciences, with the assumption that, irrespective of differences of discipline, the ARA is

a broad genre within which different disciplines are sub-genres. As has already been

seen, several writers have already used the same ideology of science in the analysis of

'non-science' ARAs. Examples of these are Bazerman's (1981) comparative study of

science, social science and humanities articles and Hunston' s (1994) analysis of the

SUTY text. This approach is supported by Knorr-Cetina's (1981) notion of universality

of interpretation procedure which characterises all research articles across subject areas.

For the purpose of the present study, whatever differences there are among disciplines

are interpreted as 'optional' choices open to the researcher within the conventional

constraints of the 'macrogenre' of the ARA.

The second, arid major, difference between Hunston' s model and that of the present

study is that while the former looks at evaluation in general, the present study is mainly
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concerned with that type of evaluation which highlights the writer-as-researcher

communicating with other researchers-as-readers in the text - Research Oriented

Evaluation (ROE) as opposed to the more general evaluation of the content-plane of the

paper - Topic Oriented Evaluation (TOE). For example in 'It is important to note

that...' the evaluation is aimed directly at the reader - it can be glossed as 'You have to

note this point because it is important'. This is an example of ROE. TOE, on the other

hand focuses on the evaluation of the entities in the subject area, for instance, in

History, Napoleon could be described as 'a powerful ruler'. Although powerful is

evaluative, it is however not evaluative in research terms. The implication of this

distinction is that it motivates different categories of evaluation from that established in

Hunston' s study. One result of this distinction is that my categories are much fewer and

simpler than Hunston's; for example in Chapter 4, value is categorised into two general

categories of Worthiness and Fixedness which are further divided into four parameters

- Usefulness, Significance, Control and Certainty.

Although Hunston's three dimensional perspective of Status, Value and Relevance are

based on the same theory as that used in this study (Halliday's multifunctional theory),

different terminology is used - i.e. for this study, I use Writer Responsibility,

Parameters of Value and Textualisation of value, - and the dimensions are analysed in

slightly different ways. For instance, while Hunston relates Status to Halliday's

ideational function, the present study relates it to the interpersonal function (or, more

strictly, to Tenor - see the discussion in Chapter 7) based on the assumption that it sets

up roles and relationships for writer and reader interaction to take place. This also

means that while Hunston's Value is related to the interpersonal function, in the present
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study it is linked to the ideational function (or, more strictly, to Field) based on the

entities evaluated and the terms in which they are evaluated. These differences, which

will be more fully discussed in the following chapters, are summarised by Figures 2.11

and 2.12 below.

The differences between my categories and Hunston's are not as watertight as the two

diagrams (Figures 2.11 and 2.12) seem to imply. The difference between Hunston's

categories and mine is not that of substance but that of the interpretation of what is

going on in text based on the perspective from which each is looking at the text. For

instance, Hunston's main reason for relating the Status evaluation to the ideational

function is that she bases certainty categories on the ideological categories of

knowledge or non-knowledge claims, whereas in my analysis I look at ideological

considerations under parameters of value. In my own approach, certainty involves

negotiating knowledge claims between the researcher and the community of readers for

which the text is intended.

HALLIDAY' S (1 985a)	 HUNSTON'S (1989)
Metafunctions	 Functions of Evaluation

Ideational	 Staws

Interpersonal	 Value

Textual	 Relevance

Figure 2.11: Hunston' s functions of evaluation as related to Halliday' s three
metafunctions

HALLIDAY'S (1985a) 	 THETELA'S (1997)
Metafunctions	 Dimensions of Value

Ideational/Field	 Parameters of Value

Interpersonal / Tenor 	 Writer Responsibility

Textual/Mode	 Textualisation of Value

Figure 2.12: Thetela's dimensions of value as related to Flalliday's Context of Situation



97

The final difference can be seen at the level of detail. I use a different model of looking

at the organisational role of evaluation in text. While Hunston emphasises organisation

through RMs, especially retrospective ones, I adopt a top-down approach: I use the

Problem-Solution pattern as a conceptual framework in order to account for evaluative

signals which have a structuring function. For example, Relevance is not always

explicitly signalled: a statement of the aim may be used to signal dominant evaluations

in the paper - and hence the concept of Goals plays a crucial role in my analysis of text

patterning which is based on rhetorical functions of the ARA (see Chapter 6).

2.9 Conclusion

The chapter has discussed in detail some of the most important approaches to discourse

which have influenced the approach to evaluation in the present study. Although many

of the approaches are not directly linked to the concept of evaluation, they however

provide both the linguistic and contextual environment without which evaluation might

have been more elusive a concept than it has been. The overall contribution of the

approaches are summarised in the last chapter of this thesis. It is thus important to have

these theories at the back of our minds when we move to the actual study commencing

in the next chapter of the thesis.
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CHAPTER 3

WRITER RESPONSIBILITY IN THE STUDY OF EVALUATION

3.1 Introduction

In this chapter, I investigate how far the writer of a text can be held responsible for

propositions which occur in various parts of a text. This will be referred to as writer

responsibility. The present investigation starts from the premise that the analysis of

writer responsibility in text is potentially useful in enabling a systematic description of

the ways and means by which the writer of a text provides both linguistic and

contextual signals which enable the reader to identify easily to what degree the writer

can be held responsible for any proposition in the text. It should be noted that a

proposition may itself include evaluation - whether or not a proposition includes

evaluation involves a different set of choices, which are the subject of Chapter 4 below.

However to try and clarify the division between a proposition proper and signals of

evaluation and responsibility, let us briefly consider the two invented sentences below:

(I) This may be due to erosion = This is due to erosion (proposition) + may (signalling
diminished responsibility from the perspective of certainty)

(2) This may be inaccurate = This is inaccurate (proposition including evaluation) + may
(signalling diminished responsibility from the perspective of certainty)

While the proposition in sentence (1) does not include evaluation, the one in sentence

(2) does - the latter is signalled through inaccurate. For both propositions however, the

modality signal may indicates that the propositions are not categorical assertions as they

are both modified in terms of certainty: the writer cannot be held fully responsible for

such propositions since (s)he has signalled low certainty - which can be interpreted as
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'possible' - about the validity of the propositions in question (modification of certainty

as one of the major variables in measuring writer responsibility is discussed in detail in

Section 3.5 below).

The interest in writer responsibility results from the realisation that enmeshed within

the informational content of the text is a whole network of evaluations of diverse (albeit

complementary) types and functions. The question for the present investigation,

therefore, is how the writer signals his intended evaluation as well as how the reader

manages to identify it correctly. The chapter thus investigates what the signals in the

text are which enable this "meeting of the minds" between the writer and the reader.

One of the major assumptions in this chapter is that a text comprises various voices

(sources of information), the writer's as well as those of other sources referred to in the

text (see, for example, Myers,1989; Goffman, 1981; Gilbert, 1992; and Thompson,

1996b, on voice in written text). In order to know who is saying what in the text, the

reader needs to distinguish the writer's voice from other voices as well as to identify the

writer's relationship with these other voices; and hence the concept of voice is

potentially useful in the analysis of writer responsibility. The concept of writer

responsibility is related to Hunston's (1989) concept of status (though see Figures 2.11

and 2.12 in this thesis). Writer responsibility can be described as the 'weighting' of a

proposition in terms of its strength based on who the originator is as well as how

committed the writer of the text is to the validity of the proposition - various ways of

measuring writer responsibility are illustrated in the rest of this chapter.

In a text, the writer can basically weaken the degree of responsibility by either:
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(i) ascribing information to another source; or

(ii) hedging the information, especially through modalisation.

The first concept, of source, is linked with Sinclair's (1987) and Tadros' (1993)

concepts of averral and attribution in discourse. Averral and attribution are basic

notions which relate to the establishment and maintenance of interaction in written text.

Averral is based on the assumption that the writer of a text "avers every statement in his

or her text so long as he/she does not attribute these statements to another source -

whether that source is other or self' (Tadros, 1993: 100). Attribution on the other hand

is the counterpart of averral. According to Sinclair "attributions are reports in the text

which have the effect of transferring responsibility of what is being said" (Sinclair,

1987: 8). Thus in attributed statements "the sayer of what is said" or "the writer of what

is written" is usually clearly signalled. The relationship of this with writer responsibility

is that in an averred statement the writer can be held responsible for the content of that

statement, whereas in an attributed statement, the primary responsibility for the content

lies with the ascribed source. This implies that if a speaker/writer attributes a statement,

s/he is weakening his/her own averral and therefore avoiding primary responsibility.

The effect of averral or attribution on discourse has been discussed by various

researchers: see, for example, Lyons (1977) on the strength of information in cases

where the source has or has not been signalled; Hunston (1989; 1994) on the effect of

source on the status of a proposition; Tadros (1989; 1994) on reporting as implying

writer detachment while predicting evaluation; Jacoby (1987) on the purpose of
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referring to other researchers in a research article; and Thompson and Ye (1991) and

Thompson (1994) on evaluative functions of reporting verbs.

As regards modality and its function in language, there has also been extensive

research. The present chapter focuses on the epistemic type which has been primarily

associated with certainty and uncertainty as well as the writer's commitment and

attitude to the truth value of a proposition. Among the best known researchers in this

field are Lyons (1977) Perkins (1983), Palmer (1986), Butler (1990) and Simpson

(1990; 1993), all of whom point to the difference between 'categorical assertions' and

'qualified (modalised) assertions', the former being stronger than the latter in terms of

factuality. The concept of factuality and the effect of modality on factuality is looked at

by, for example, Hunston (1989; 1994) on modification of certainty; and Almeida

(1992) on factuality in newspaper reports. For the purpose of this study, the concept of

factuality is based on Almeida who looks at it in terms of the relationship between the

writer and his/her statement. She argues that "the statement can only be considered as

factual statement if the speaker [writer] accepts responsibility for it" (Almeida, 1992:

241) and that "relative to the writer/speaker, only those statements which are 'owned',

in the sense of responsibility, are factual statements with respect to that writer/speaker"

(ibid.: 242). This is related to the concept of generality of a statement which in this

chapter is analysed from the perspective of hedging in Section 3.5 below.

In the research on source of information (averral and attribution) and modality and

modalisation, the bulk of the research has concentrated on the two as separate linguistic

systems. To my knowledge, with the exception of Hunston (1989; 1994), there has
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been very little research into how these two systems can work together in text. The

present chapter therefore looks at the basic ideas of source (averral and attribution) on

the one hand, and modification of certainty (largely through modalisation), on the other,

as interdependent dimensions of choice in the analysis of writer responsibility. Bringing

the two systems together for the analysis of writer responsibility will, it is hoped, give a

clearer insight into what propositions can or cannot be taken as expressing the writer's

point of view in the text, thereby illuminating how the reader is able to identify the

writer's overall purpose in the text.

3.2 Towards a Descriptive Framework

Before coming to the data itself, let us look at the following invented examples of

sentences to illustrate the concept of writer responsibility:

Ia: This approach to language study is very helpful.

Ib: This approach to language study might be very helpful.

Ic: I think this approach to language study is very helpful.

ld: Nigel argues that this approach to language study is very helpful.

In examples la to c, the writer can be seen to accept responsibility for positive

evaluation of "the approach" although there are different degrees of acceptance of

responsibility. In (a) the writer makes a categorical assertion, thereby fully owning to

responsibility for the assertion. That is, (s)he implicitly guarantees to the reader that the

assertion needs no limitation and is valid in all cases and under all circumstances.

'Responsibility' is thus seen in an almost legalistic sense: a categorical statement is one

for the truth of which the writer can be held fully responsible. In (b) although (s)he is
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accepting responsibility, the writer's averral is weakened by a reduction of certainty

carried by the possibility modal verb might, which gives the proposition a more

restricted validity and also allows the writer potentially to avoid responsibility. By

personalising the proposition in (c) through I think - which can be seen as functioning

simultaneously as a modality tag and as a form of attribution - the writer allows for the

possibility that others might disagree with him/her. While examples (a) and (b) are

averred statements, in (c) and (d) the writer is ascribing the proposition to a specific

source. In (c) this is him/herself, whereas in (d), it is an external source, Nigel, with

whom (s)he might or might not signal agreement at another point in the text.

This is a fairly simplistic picture of what actually happens in the text. In order to

explore in more detail the usefulness of writer responsibility to account for writer

commitment to a proposition, an attempt is made to establish a descriptive framework

within which to analyse text. The descriptive framework appeals to three major

variables, namely, source of information, the writer's 'treatment' of the source of

information and the modification of certainty.

3.3 The Source of a Proposition

The source of a proposition in a text varies from the most general to the most specific.

The assumption made in this study is that assigning a proposition to a particular source

normally implies that the truth or validity of that proposition can more easily be

questioned. On the other hand, the absence of a source implies that the proposition is

treated as fact (or common knowledge) and therefore as not open to question. This

assumption is supported by Lyons (1977) who argues that:
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If there is no explicit mention of the source of our information and no
explicit qualification of our commitment to its factuality, it will be assumed
that we have full epistemic warrant for what we say. (Lyons, 1977: 809)

Having "epistemic warrant" implies that the writer makes an assertion the epistemic

necessity of which is not based on his/her knowledge (Lyons, 1977: 809) but which is

generally shared by others, from which follows the lack of attribution to a specific

source and the categorical nature of the assertion being made. As Lyons points out,

"There is no epistemically stronger statement than a categorical assertion ..." (ibid.:

809). This thus implies that the statement is high on the generality scale and therefore

high in writer responsibility.

Figure 3.1 below illustrates the point made about the general effect of source on the

degree of writer responsibility.

SOURCE	 =
	

GENERAL
	

=	 RESPONSIBILITY

NONE

NONE (+ Supportive
Attribution)

Non-specified

Reader & Self-Attribution

'I' Self-Attribution

'My Text' Self-Attribution

Other(s)

SPECIFIC = DISCLAIMER

Figure 3.1: The General-Specific Cline and Writer Responsibility
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According to Figure 3.1 above there are various options open to the writer for

presenting propositions in text, and these can be described along the general-specific

dine as illustrated in the figure. The individual stages along the dine are discussed

below.

3.3.1 Non-Attribution

At the highest level of the dine is non-attribution. This choice gives a proposition

factual status and by implication the proposition is not intended to be challenged. In

this form of averral (which Sinclair (1987) and Tadros (1989) call negative averral),

the absence of any source from the proposition suggests that the writer accepts full

responsibility for its validity and truth value.

The following are typical examples (NB. All sample texts used as illustrations of writer

responsibility are underlined):

ST3.l: AL6
And only after we have established causal relationships will we be in a position to explore
whether we are justified in relating washback to a test's validity. Thus lack of washback on
systemic validity is at best premature, and at worst ill-conceived.

ST3.2: AL7
These distinctions are of greatest importance in the investigation of written communication,
but they are consequent on the establishment of ablocutionary value in any particular instance.

The above examples of non-attribution imply that writer claims full epistemic warrant

for the propositions and thus (s)he is, as it were, 'legally' responsible/liable for such

assertions, including the evaluations of worthiness ('greatest importance') and

fixedness ('premature, ill-conceived') that are asserted (See Chapter 4 on these

categories of value).
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3.3.2 None (+ Supportive Attribution)

In the data, there appears to be another option in non-attribution - making a categorical

assertion with a source in parenthesis. An example here is:

ST3.3: AL7
In our present state of knowledge, the idea of one explanatory theory of language and
communication is a chimera. Further we are in position to say that the processes or the
processing units of the language user, let alone the language analyst, are those of the language
learner. This potential mismatch of conceptualisation is further complicated by the
introduction of the language teacher (Spolsky 1987'L

Despite the writer attaching a parenthetical source to the proposition above, the voice in

the proposition is still that of the writer with the source in parenthesis merely as

supportive authority to the writer's proposition. It is as if the writer is saying, "This is a

fact (which I have taken from Spoisky)". The writer responsibility for this proposition

is thus still very high. (On very similar options carried out in slightly different ways see

Section 3.4.1 on 'Attribution-Delegated').

3.3.3 Non-Specified Source

Unlike with non-attribution, in this option the source is signalled even though it is

implied rather than explicitly stated. This implication of a source is typically done

through passi\ isation. Many writers on scientific writing have argued that one of the

ways of ensuring the impersonal style of scientific writing is the use of passivisation

instead of direct writer and reader intervention (e.g. Bazerman, 1984). From the

perspective of writer responsibility, it appears that presenting information in the passive

implies more generalisability than if the source had been explicitly stated. However,

hinting at the source denies the information a fully factual status, thus weakening writer
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responsibility. In the data used, the implied source can be either the 'Self', the 'Reader

& Self' or the 'Other(s)'. Examples of these are, respectively:

3.3.3.1 The 'Self'

ST3.4: EC2
If Germans hold a positive quantity of non-mark assets a mark appreciation restores
equilibrium since it causes German wealth to fall, which increases the world net supply of
market assets, creating pressure on the mark to depreciate to restore equilibrium. It is assumed
that over the period examined Germans held a positive quantity of non-mark assets, or a
sufficiently small negative quantity, that an increase in the German-U.S interest differential
leads to a mark appreciation.

In this example, it is the writer who makes the assumption carried by the projected

clause even though (s)he chooses to put it in the objective explicit form "it is assumed".

3.3.3.2 'Reader & Self'

The inclusion of the writer and reader in the discourse of the text is an important

interactive strategy in text. Much research has already pointed out that despite the

writer being the sole producer of the text, the reader plays an important role of

interpreting the meaning of the text. It has been suggested that through strategies such

as role assignment, it is possible to evoke the presence of the reader (see Thompson and

Thetela, 1995, on enacted and projected roles in written discourse), thereby making the

text interactive. It is not surprising therefore that the reader is often included in the text

as the co-originator of the proposition. An example of this strategy is:

ST3.5: ALl
The impetus for the writing of a new reference grammar can be seen to have come from two
directions; first, new insights into language structure afforded by concordances of very large
amounts of data and second, the need for a pedagogic reference book.....

ST3.6: AL4O
But it should be remembered that the main clauses (which express the conditions) are related
to one another as alternatives (see Figure 1).

ST3.7: AL4O
It turns out that most of the constituents which I have pointed out as receiving tonic accent
occur at the ends of their clause, and many linguists have noted the association of ends of
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clauses with tonic or sentence accent (See Halliday, 1967...). However, this correlation cannot
be used as an explanation for the likelihood that a certain bit of information will receive tonic
accent in a given sentence....

Here, the generalised statements 'can be seen', 'should be remembered' and 'cannot be

used' assume the presence of both the writer and the reader thereby implying that both

the writer and the reader share the responsibility for the proposition.

Another way of introducing 'Reader & Self as non-specified source is that of using

perception modality (see Perkins (1983) and Simpson (1993) on the concept).

Perception modality is defined as a subcategory of epistemic modality which, "is

distinguished by the fact that the degree of commitment to the truth of a proposition is

predicated on some reference to human perception" (Simpson 1993: 50). Although in

this chapter modality is discussed in Section 3.5 as an integral aspect of modification of

certainty, I include perception modality under source as it has an idea of source implied

in its meaning. This relevance of perception modality as signalling source can be

illustrated by the two examples of modal disjuncts below.

ST3.8: ALl
At one level, this is obviously true - they are read by different people - but it is also evident that
applied linguists who have seriously considered the relationship between description and
pedagogy,.. .do not in fact maintain this separation of theory and practice.

ST3.9: H20
Clearly , then, the ultimate failure of the Popular Front as a defence mechanism against fascism
cannot simply be explained by the grisly stories emanating from the Lubrianka.

In the above examples, though the writer is clearly the originator of the information, the

statements appear to assume shared knowledge between the writer and the reader.

Bernhardt (1985) points out that using disjuncts can be a very powerful strategy for

invoking the reader's presence in the text. In the text he analyses he shows how in the
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sentence "Clearly these older unproductive impoundments need rejuvenating", clearly

invokes both the reasoning writer and reader "both of whom lurk beneath the surface

of the text" (Bernhardt, 1985: 167- 68). Myers (1989) supports this view by arguing

that in scientific writing the writer can identify his own work with others in the field by

"assuming that everyone shares either the idea behind one's claim or the experience

behind what might be taken as a criticism" (Myers, 1989: 9). In an example similar to

the one above, he argues that by treating something as "obvious", the writer "includes

all his readers as potentially capable of making this claim, minimizing his own

originality" (Myers, 1989: 9). The implication for the present study is that the writer

uses perception modality to manipulate the reader into sharing responsibility with

him/her. Of course, the real reader can decline but the writer will have made an attempt

to involve the former in sharing responsibility. As has already been suggested, a

statement that is shared is more generalisable and higher in writer responsibility than

that which is limited to an individual source.

3.3.3.3 'Other(s)'

In addition to the implication of both the writer and reader in an unspecified source,

other sources can also be implied in the discourse.

ST3.l0: AL2
So an auxiliary assumption which has generally been made but which may not be true is that
affect influences SLA in a linear way.

ST3.11: EC7
It has always been acknowledged that the problem of economic policy formulation facing
governments is a complicated one involving the manipulation of various policy instruments in
an attempt to attain often conflicting policy objectives.

In these examples, the passive has been used to imply the presence of a source other

than the writer and the reader. Thus the writer detaches himself from the evaluation
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which allows him later in the sentence to evaluate the 'assumption' in ST3. 10 and the

'acknowledgement' in ST3.11. There are however, other clues given to the

generalisability of the source here such as 'generally' in the first example (see treatment

of source in Section 3.4 below).

Before going on to discuss the next two sources - Reader + Self-Attribution and the 'I'

Self-Attribution - below - it is important to comment briefly on the role of explicit self-

reference in academic discourse from which background explicit self reference as

source of a proposition is looked at. Much research on scientific writing has

emphasised the impersonal nature of the genre, to the extent that comments such as the

following have been commonplace:

The "I", "you" and "we" are deleted because only the facts are
important... .The injection of personality and the use of personal pronouns
are techniques common to persuasive writing but undesirable in
information exposition (Mitchell, 1968: 89).

The previous chapter has already argued that scientific writing is not just a report of

hard and cold facts but is persuasive; and it is interesting that, according to Mitchell

above, the 'injection' of the writer's personality is acceptable only as a persuasive

strategy. Bernhardt agrees with the view on impersonality in scientific writing but

points out that:

Certainly, scientific writing has conventions of impersonality, expressed
linguistically through passive constructions, deleted agents, and
characteristic level of formality. But the individual scientist is at the heart
of the research, a person who has made decisions about conducting and
interpreting the research, and the presence of an active writer in agentive
roles appears both honest and efficient (Bernhardt, 1985: 164).

From this viewpoint Bernhardt argues that because of the inevitability of writer and

reader presence in scientific discourse, the most important task facing the researcher in
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this area is that of exploring "what rhetorical and communicative functions are served

when the writer or reader is explicitly present in the text?" (ibid.: 164). Bernhardt

identifies seven major acts performed by the writer through explicit intervention in

scientific discourse. For the purpose of the present study, only five of these are relevant

(NB. I have underlined explicit signals of writer and reader presence).

1. To state and justify hypothesis selection: e.g. . . We felt that this method offered promise for
use with free-living waterfowl....

2.To justify methods chosen to justify departures from the established methods: e.g.
assumed that during an observation all day, all broods present would be seen at least once. 3
believe that this assumption was met in most cases, because all wetlands were small and
contained limited cover....

3. To explain adjustments to methods or to explain inability to interpret results: e.g. We were
unable to draw down water levels sufficiently in plot A pools during the control
period....Therefore we concluded that "spill-over" nesting from the experimental lot onto the
control plot was minimal.

4. To compare present findings with previous studies or to state conclusions: e.g. Although
many factors may influence populations, we are convinced that large marshes attract
populations of birds by their habitat features and food supplies....

5. To discuss implications: e.g. We recommend that brood inventories be conducted when air
temperatures are under 23 c and when wind speed is less than 24km/hour....

Source: Bernhardt (1985: 164 - 172).

The functions of explicit writer intervention in the academic discourse discussed by

Bernhardt above can be seen as hedging the phenomenon which has been seen by many

researchers as an integral aspect of persuasion in academic discourse (see Chapter 2).

Hedging has been associated with interpersonal functions such as tentativeness,

politeness, modesty and caution (e.g. Myers, 1989; Hyland, 1994, 1996). See also

Section 3.3.5 on 'I' Self-Attribution.
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3.3.4 Reader + Self-Attribution

This refers to the construction of the inclusive we which does not "refer to joint

authorship...but to the community of researchers" (Bernhardt, 1985: 167). To try and

avoid confusion as to whether the 'we' is reader-inclusive, the following examples have

been taken from single-authored texts in which the writers refer to themselves as 'I'.

An example of the reader-inclusive 'we' in the data is:

ST3.l2: PSY1
As a thought experiment we may consider that young adults' simple reaction times may
average 130 ms or less. We know that at least 40 ms are required for transmission through the
retina and visual pathway, and that muscle potentials occur some 50 ms before any overt
movement begins. We also know that individual neurons cannot fire faster than 1000 spikes
per second.

Through explicit personal attribution of propositions to both writer and the reader

above, the writer appears to appeal to shared assumptions between himlherself and the

reader, and as Bernhardt suggests it is the writer's attempt "to build bridges across

shared knowledge in the discipline" (Bernhardt, 1985: 167). It is worth noting here that

even though this use of 'inclusive we' has been found in articles across disciplines, it

appears to be used quite extensively in economic texts particularly when the writer is

describing methods (i.e. procedures, formulae and calculations) where the writer

appears to be inviting the reader to take an active part in the step-by-step

descriptionldiscussion of the practical task involved. This is similar to textbook

discourse (see Thetela, 1991, on reader roles in textbooks). The following is an

example of this phenomenon:

ST3.13: EC25
Assume that the labor supply to a firm that pays w when all other firms are paying z is given by
L S (w, z).5 We will assume that this labor supply curve is less than perfectly elastic so that the
employer has some monopsony power, the most plausible source of which is labor market
frictions. In the simple monopsony model the firm accepts as employees all the workers who
want to work at the firm. But, if we introduce monitoring problems as in Shapiro and Stiglitz,
then the firm will turn away workers who they believe will shirk. This might be because they
are thought to have a particularly high value of leisure or because they are thought to be
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particularly adept at shirking and avoiding detection. So, let us denote by Ns (w, z) the supply
of nonshirkers to the firm if it pays w and other firms are paying z. We will assume that the
supply of nonshirkers to the firm is also less than perfectly elastic.

The above examples thus suggest that the writer and reader both share primary

responsibility for the proposition. The fact that the reader is manipulated into sharing

responsibility with the writer enables the writer to claim support for his/her proposition,

thus making writer responsibility at least higher than if only the writer were to put

forward the proposition him/herself. This point can be justified by suggesting that a

proposition for which the writer is sole originator is more subjective (and thus less

general) than the one for which more people share responsibility.

3.3.5 The 'I' Self-Attribution

Here there is explicit attribution of the proposition to the writer which can either be

realized by the pronoun 'I' for a single-authored text and the exclusive 'we' for a co-

authored text. (While I am aware of the existence of practice of using the 'we' as

reference to a single author, in the data I have analysed, the practice has not been very

obvious, and therefore I will exclude that use of 'we' from the discussion on 'we'

reference in this study). To explore what happens here, let us look at the following

invented sentences (1) and (la) below for the distinction between a non-attributed and a

self-attributed statement:

1. He's a liar.
Ia. I think he's a liar.

In (1), the writer makes a categorical statement that the person (s)he is talking about is a

liar and thus accepts full responsibility for the validity of the proposition. In (1 a),

however, although the writer is the source of the proposition, by attributing the
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proposition to him/herself (s)he has made the statement subjective and open to

challenge, hence (s)he is no longer responsible in the same full way as in (1). His Iher

responsibility is further weakened by the modality expressed by think (see Section 3.5

below for the role of modality in writer responsibility). Examples of attributing a

statement to the 'Self' through 1st person reference from the data are:

ST3.14: AL2
Therefore, whereas in the traditional partnership between structural course book and reference
grammar it was fairly easy to see where the two elements met, in the case of the COBUILD
project that the relationship is, I feel, harder to discern.

ST3.15: AL2
I suggest that the following principles underlie the usefulness of lists in pedagogical grammars:
(list given)

ST3.16: AL4

Van Lier (1991) has recently protested against what he sees as an unreasonable bias on the part
of Gregg (1989) and of Newmeyer and Weinberger (1988), in favor of SLA theory as the goal
of SLA research, to the exclusion of concern with, for example, pedagogical practice. I think
van Lier has misunderstood both Gregg and Newmeyer and Weinberger, but, nonetheless, in
so far as he simply means that there is more to science than theory, he definitely has a point.

ST3.17: AL6
In addition , we believe it is important in conjunction with classroom observation to triangulate
the researcher's perception of events with some account from participants of how they
perceived and reacted to events in class....

ST3.18:AL3I
I take for granted that any useful account of imperative meaning, no less than one for
indicatives, will have to predict intuitions about coordinating connectives and quantifying
determiners.

In the above examples the writer limits the validity of the proposition by ascribing it to

him/herself through self-references - I feel, I think and we believe and I take for

granted. Myers (1989) refers to the limiting effect of personal attribution by seeing it is

a form of hedging. He points out that "scientific knowledge is supposed to be taken as

universal; therefore any implication that a belief is personal weakens it" (Myers, 1989:

14). He observes that in scientific or academic writing, personal attribution (as hedging)
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is common particularly where the writer criticises the work of other researchers or coins

a new term. He argues, for example, that to try and coin a term is in itself a Face

Threatening Act (ETA) because other researchers may resist the coinage, and therefore

"the introduction of a new term has to be marked by some sign that the writer suggests

it only provisionally, subject to its adoption by the community" (Myers 1989: 16). In

my data, the link between self-attribution and criticism, noted by Myers, is particularly

clear: it appears that controversial areas tend to be associated with a desire by the writer

to resort to self-attribution. One interpretation of this link is that it allows the writer to

limit responsibility for the claims and criticisms advanced by staking out a personal

position which admits the existence of other positions without diminishing the writer's

individual adherence to his/her position. This point will be discussed further in Chapter

6.

3.3.6 'My text' Self-Attribution

The writer can avoid primary responsibility by delegating a proposition to the text

(either as a whole or to its constituent parts). 'My Text' Self-Attribution may be looked

at from the point of view of Gosden's (1993) concepts of macrodiscourse and

microdiscourse entities, the former referring to integral units of discourse such as

paper, report, study, thesis, work, while the latter refers to part, discourse-internal

entities, for example, figure, diagram, and connected reference items. Examples of

macrodiscourse entities in the data are:

ST3.l9: EC3
This article models the role of moving, moral aversion, and deficiency costs in determining
whether exercising the default option in home mortgage loans is rational. In particular, jj
provides the basis for the belief that deficiency judgements are the neglected cost component
that explains the low incidence of exercise of in-the-money default options reported in the
literature.
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ST3.20: EC43
This paper concentrates on the second of these possibilities and shows how the solvency of the
typical firm is affected by changes in the level of real and nominal interest rates in the
wider economy.

ST3.21: AL33
This study indic	 that the approach presented in this paper has relevance for English
language teaching.

On the other hand, examples of microdiscourse entities are:

ST3.22: AL5
These data support the conclusions of other researchers that compliments tend to be quite
predictable (formulaic) in that speakers/writers make most use of a restricted set of syntactic
patterns and lexical items... .Clearly, these findings should not be generalized to other kinds of
written texts. Rather, they simply illustrate how compliments were realized within one
particular rhetorical situation.

ST3.23: AL5
In summary, these data offer a description of the syntactic choices these writers made to
express complements in one written genre. Because the formulaic nature of the compliments is
clearly evident, these findings tend to corroborate the claims of other researchers that speakers
rely most heavily on a restricted set of syntactic patterns.

In the examples above, the writer is either reporting or interpreting the results/outcomes

of his research. By hiding behind the text as source, the writer to some extent declines

responsibility and transfers this to the text either as a process or product of research.

The implication, therefore, is that evaluation in propositions associated with the text as

source should not be associated directly with the individual writer but with the research

investigation itself.

3.3.7 Other(s)

At the bottom of the general-specific scale lies attribution to Other(s). In my data the

ascribed source is mainly previous research, either individualised or institutionalised.

As has been argued in the previous chapter, there are various reasons for the writer to

bring other sources into the text - for example, to accredit existing knowledge in the

field or to validate his/her own findings/conclusions (see Swales, 1986; Jacoby, 1987).
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The writer can cite a source through either a projecting or non-projecting clause. The

following is a typical example:

ST3.24: ALl
Carter (1987:58ff), in a useful survey of the literature on fixed expressions, suggests that
several linguistic traditions, by no means confined to the English-speaking world, have
contributed to a growing consensus that the linguistic 'creativity' of I-linguistics is in need of
re-evaluation, and similar views have been expressed recently by Widdowson (1989).

In this example, there seem to be two ascribed propositions. First, "Carter suggests

that" is projection and he is responsible for the proposition in the projected clause. In

the second part, the writer takes the opportunity to suggest that Carter's view is shared

by Widdowson, but this time there is no projection; we are not told what Widdowson's

words are.

Here one can suggest that by specifying the others as the source of information, the

writer is essentially declining responsibility for the evaluation and transferring it to the

ascribed source. The full situation, however, is not so simple, as will be seen in Section

3.4 below.

3.4 The Writer's Treatment of Source

With attribution of information to a specific source, there seem to be a number of

things going on simultaneously, not all of which are accounted for simply by the

identification of the source. For instance, although it has been widely suggested that

attributing information to a source external to the writer implies that the writer detaches

him/herself from the proposition in question only to come back later to evaluate it (see

Tadros, 1989, on reporting and the prediction of evaluation), it is suggested in this

chapter that from the point of view of writer responsibility, the issue is not so simple.



118

An additional dimension to the degree of writer responsibility can be identified by

looking at the way the writer treats the source of information he/she has used. Thus

depending on the choice of attribution strategy, the writer can signal either involvement

or detachment (see Thompson, 1996b: 521 - 2).

In this area, the study borrows from Thompson and Ye's (1991) concept of writer's

stance. In choosing a reporting verb, the writer can show his/her own attitude towards

the validity of the reported proposition. There are three basic possibilities (NB in

Thompson and Ye's terminology 'writer' is the reporting writer and 'author' is the

reported writer):

(i) Factive: the writer portrays the author as presenting true information or a correct opinion;

(ii) Counter-factive: the writer portrays the author as giving false information/incorrect
opinion; or

(iii) Non-factive: the writer gives no clear signal as to her attitude towards the author's
information/opinion. (See Thompson and Ye, 1991, for a detailed discussion of writer acts).

The above notion is potentially useful for measuring the degree of writer responsibility

in attributed evaluation in that, by identifying the type of stance carried by a reporting

verb, the reader is in a position to correctly interpret the writer's attitude to the ascribed

evaluation by looking at whether the writer agrees, disagrees or does not say whether

s/he agrees with the source; and hence the degree of writer responsibility can be

determined. The categories are used by Thompson and Ye to classify reporting verbs,

but in fact they can be applied more generally to reporting as a whole. To illustrate the

point being made here, the paper suggests looking at attribution from two angles, which

can be termed attribution-delegated and attribution-detached.
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3.4.1 Attribution- Delegated

By this choice the writer makes reference to a source in order to agree with it, thereby

suggesting that although (s)he is not originally responsible for the proposition, (s)he

accepts its validity. Attribution-Delegated can be signalled either grammatically or

lexically. Examples of both are given below.

3.4.1.1 Grammatical Signalling

(a) The to-infinitive projecting clause

ST3.25: ALl
However, to echo Chomsky (1986:8), every child knows, unerringly, that this is not English
and no pedagogic grammar draws the learner's attention to such facts, which were, in fact, only
noticed quite recently.

(b) The as-clause

The writer can signal his involvement in a reported proposition through the use of the

'as' clause. This point is noted by Thompson (1994) who argues that:

if...you use a reporting adjunct with 'as', you show that you definitely
accept the truth of the reported message. in fact, in this case you are often
presenting the other speaker or writer as agreeing with your ideas rather
than the other way round (Thompson, 1994: 53).

Examples of the as-clause from my data are:

ST3.26: ALl
As Carter and McCarth y (1988:42) observe, it was Wilkins who reminded the ELT world in
1972 that 'Without grammar very little can be conveyed, without vocabulary nothing can be
conveyed' (Wilkins 1972: 111).

ST3.27: ALI8
As Holguist (1983) puts it, whereas formalist theories locate meaning in texts, dialogic theories
find it between writers and readers.
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3.4.1.2 Lexical Signalling: The Reporting Verb

Here the writer chooses an inherently positive evaluative reporting verb. For instance

point out expresses positive evaluation, indicating that the writer accepts the validity of

the proposition (compare Thompson and Ye's, 1991, 'factive' verbs). A few of the

reporting verbs in context are:

ST3.28: ALSO
Tarone (1985) has shown that attention to form has a clear effect on accuracy and
performance.

ST3.29: EC6
For instance, Quelch et at. (1987) pointed out that rebates on durables may be large in absolute
dollar value yet low in percentage-of-sale terms.

3.4.1.3 Explicit Positive Evaluation

By combining grammatical and lexical signalling, the writer can explicitly signal

attribution-delegated in the discourse through positive evaluation of the ascribed source

in a separate proposition. This explicit signalling may either be prospective or

retrospective. Examples ST3.30 and ST3.31 below are illustrations of prospective

signalling:

ST3.30: AL2
(1) The claim made by the advocates of the social, psychological, and affective position
(hereafter, the SPA claim) is clear. (2) As Long states, 'variables such as attitude, motivation,
empathy, self-esteem, ego-permeability, and perceived social distance enter into varied
combinations to impede [or to enhance] SLA...' (ibid.). (3) This claim has motivated over
thirty years of research. (4) Long is absolutely correct, however, that no principled way has
been found to weight the SPA variables, so that it would be possible to know 'just which of
these variables, in what combinations, and to what degree, are supposed to affect learning, and
why?'. (5) In this sense the claim is not precise. (6) Long is also correct in his observation that
there are serious problems in the measurement of SPA variables. (7) However, in the light of
the Quine-Duhem thesis, it might be useful to examine the alleged falsifying studies to see
what we would have to ignore (or believe) in order to agree that the SPA claim has been
falsified and to illustrate how difficult it is to make a case for falsification.

ST3.3l:AL35
I am in agreement with Besnier (1986), Biber (1986, 1988) and Brown and Fraser (1979) that
for an accurate understanding of how discourse works, we must consider the interaction of
multiple variables or co-occurring features.
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This explicitly positive evaluation may also be signalled through explicit evaluation of

the reporting even if the verb itself is non-factive as in:

ST3.32: AL18
Widdowson rightly observes that this treatment of linguistic forms wholly in terms of
representation presumes that linguistic signs and meanings they denote are isomorphic;
meaning is entirely circumscribed by the independent semantic value of the sign.

3.4.2 Attribution-Detached

This is the opposite of attribution-delegated in that here the writer cites a source from

which he detaches himself (disclaimer). This means therefore that its realization is the

opposite of that in Section 3.4.1 above. In the data used for this study, the most

common choice for signalling Attribution-Detached is the reporting verb.

Reporting verbs marking attribution-detached can either be counter-factive or non-

factive (compare Thompson and Ye, 1991). The former are inherently negative

whereas, by the use of the latter, the writer does not show any attitude to the ascribed

source. Non-factive verbs are those verbs which Tadros (1989) suggests predict

evaluation elsewhere in the text. Whereas by the choice of factive and counter-factive

verbs the writer is simultaneously involved in the evaluation of the ascribed

information, by the choice of non-factive verbs (s)he detaches him/herself from the

ascribed information and allows him/herself to evaluate the proposition elsewhere. The

two examples below illustrate non-factive verbs and counter-factive verbs, respectively:

ST3.33: EC3
For example, Kau and his associates conclude that there is no significant difference between a
mortgage insurance contract with 100 percent coverage and one that provides coverage for the
top 25 percent. Our results suggest this generalization cannot be confidently applied to
antideficiency jurisdictions.

ST3.34: AL25
The ability to explain such a gaffe is not an adequate excuse, and Owen points to what appears
to be an error of judgement in the omission of the word propose from this section of the
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grammar. He claims that it is an error of observation, but we would deny that, since the facts
could hardly have been missed.

In the first example, the writers use the reporting verb conclude which is non-factive in

that it does not tell us what the writers' attitude is towards the validity of the ascribed

proposition. It is only in the subsequent sentence that the writers negatively evaluate

this, thereby explicitly distancing themselves from it. In the second example, however,

the reporting verb claim is at the same time the co-writers' negative evaluation of the

reported source, from which they distance themselves not only through the counter-

factive verb claim but also explicitly saying so in the subsequent clause - 'but we would

deny that'.

In this section, the suggestion made is that it is not enough to identify the source of

information for the proposition but it is also important to be aware of the way the writer

treats that source - that is, whether (s)he delegates responsibility to the source or

detaches him/herself from it. This suggests that although it has been argued that

reporting implies detachment, the issue is more complex: there is a range of factors to

consider such as lexical signalling and evaluative propositions which accompany

reporting verbs and which may influence either writer detachment or involvement.

Figure 3.2 overleaf illustrates the varying degrees of responsibility in cases where

another source is specified. The figure demonstrates a basic picture of the effect of

source on writer responsibility.
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Higher	 WRITER	 REPORTEE

Responsibility

It is true. (I'm fully responsible)

1
It is true (X,l994). (I'm fully responsible and X supports me)

As X points out, it is true. (This is my opinion expressed through

N
	 X's words)

X points out that it is true. (This is X's opinion and I
agree with him)

X says that this is true. (This is X's opinion)

X claims that it is true. (This is X's opinion but
I don't necessarily agree with him)

Responsibility

Figure 3.2: The dine of Writer Responsibility as determined by the treatment of Source

However, the data indicates that in continuous discourse, the picture is even more

complex than Figure 3.2 suggests. To illustrate this point, I use a short stretch of

discourse (paragraphs 11 and 12) from a linguistics article based on the comparison

between two lectures in a botany laboratory by two teaching assistants (one English and

the other Korean): the comparison is based on the effect of the syntactic structure of

each of these in terms of discourse comprehensibility.

ST3.35: AL35
11. (1) In addition, a number of studies have examined the role of complex syntax in text
comprehensibility. (2)Anderson and Davison (1988). summarizing the findings from
readability research, note that a large body of evidence exists which suggests that complex
clause structures, when used appropriately, facilitate text comprehensibility. (3) This is
particularly so if the complex structures include lexical connectives. (4) Pearson (1975)
showed that children who are native speakers of American English prefer complex sentences
joined with explicit connectives (such as because) and actually understand them better than a
series of paratactic structures.(5) Irwin and Pulver (1984) found that for both elementary
school children and college students comprehension was greater for causal relationships
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expressed by hypotactic structures containing explicit logical markers than for paratactic
constructions. (6) Davison and Kantor (1982) examined the effect of revising text by splitting
hypotactic structures in native-speaker-produced text into a series of less complex, paratactic
structures. (7) They argue that, in many instances, the more complex structures not only
marked subordination, but also contained semantic information about the meaning relations
between the subordinate clause and the independent clause. (8) The simplified version which
presented the same basic propositional content in separate independent constructions failed to
make the meaning relationship among clauses explicit, leaving it to the reader to infer the
relationship, and thereby actually decreasing comprehensibility through syntactic
simplification.

12. (1) Anderson and Davison (1988) point out that text difficulty is not linked in a simple
ways to the complexity of the syntax used in a text. (2) They conclude:

if the context fits the complex structures and justifies its use, the structure may not
be difficult to understand. But in other cases there may be a mismatch between
features of a sentence and the context in which it occurs, and in that case, it may
well be difficult for a reader....

(3) In other words, if the complex syntactic structure is used to appropriately signal logical and
prominence relations in ways which match the listener's expectations, comprehensibility is
increased. (4) However, the mere presence of hypotactic structures does not guarantee
increased comprehensibility. (5) If the complex structures highlight the wrong bits of

information or signal relations in a confusing manner, if they are used in a way which does not
match audience expectations, hypotactic constructions can lower comprehensibility.

The two chapters above present the writer's support of the findings of previous

research. The following is a note summary of what is happening in the text in terms of

the averral and attribution of propositions:

si 1.1 - averred: prospective signalling.
si 1.2 - 'note' = factive: not in itself semantically, but in discourse used when the writer
is not going to disagree (Thompson, personal communication).
si 1.3 - averred in form but fairly clearly reported in substance. This is possible because
s2 = factive (i.e. delegated averral).
sll.4 - 'showed' = factive.
sll.5 - 'found' = factive.
sll.6 - 'examined' = non-factive (research - process verb).
si 1.7 - 'argue' = non-factive (normally predicts evaluation to come - Tadros, 1989)
si 1.8 - averred but reported: in the context of reporting research the writer seems to
accept the findings above because there is no overt evaluation to the contrary.
s12.1 - 'point out' = factive
s12.2 - 'conclude' = non-factive, but in the context of a report already signalled above
as factive.
s12.3 - 'in other words': signalling that the writer will now aver what she has so far
attributed.
s12.4 - 5 : the continuation of the averral: the writer's own argument is based on what
she has reported.
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The most obvious function of this stretch of text is that of reviewing past literature on

the topic in question, and hence the majority of the sentences are attributed to specified

sources. As has already been argued attributing a proposition implies limiting its

generality and thus diminishing the degree of writer responsibility. However, it has also

been argued above that even in attribution there are degrees of involvement with or

detachment from a proposition. In this stretch of text therefore the general impression is

that the writer is in agreement with the authors whose claims she has used to support

her own findings, which is signalled mainly through the choice of reporting verbs. First

the writer's explicit agreement with the authors (and consequently with the content of

their propositions) is signalled by factive verbs - 'note' (s 11.2), 'showed' (s 11.4),

'found' (sll.5) and 'point out' (s12.1). Reflecting the fact that the writer agrees with

the authors, some of the statements above are followed by a kind of averral which

seems to be a continuation of the reported propositions. An example is that of sll.3

which in the context of the text is a continuation of the report in si 1.2, though with no

explicit signal. This suggests that the writer is happy to incorporate the reported

authors' ideas into her text. There are however cases where the writer detaches herself

from the proposition through the use of non-factive (or neutral) verbs, for example,

'argue' (s 11.7) and 'conclude' (s 12.2). Even here there is no sign of negative evaluation

of the reported propositions. Sentence sll.7 is followed in si 1.8 by what appears to be

an averred statement but which in content seems to continue the argument in si 1.7

rather than contradict it. In s12.2 'conclude', though a non-factive verb, presents a

quoted version of the proposition in si 2.1 which has already been presented in s12.1 as

factive - i.e. 'point out'. This is followed by a clear signal of the writer's involvement in
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s12.3 'in other words' which is the writer's averral but continuing the argument as

though it were her own. The last two sentences are a continuation in which the writer

now takes over the discussion through the use of categorical assertions- and hence the

writer's acceptance of full responsibility.

3.5 Modification of Certainty

As has already been mentioned earlier in the chapter, the source of information and the

writer's treatment of that source provide only a partial explanation of the degree of

writer responsibility for evaluation in the text. Thus, it is not enough only to identify the

source or whether the writer grammatically or lexically signals agreement or

disagreement with such a source. It is equally important to be aware of the third

variable which affects writer commitment to the evaluation made in the text, that of

modality in the broadest sense (modification of certainty in Hunston's (1989) terms). It

will be argued below, for example, that even a non-attributed statement, although at the

highest level of writer responsibility dine, does not always guarantee full factuality of

information once it is subjected to modalisation. Conversely even information that is

attributed to a specific source of information can move up the factuality or writer

responsibility scale, as determined by the writer's choice of modification for it. Thus

modality can upgrade or downgrade the degree of writer responsibility in text.

The crucial role played by modality is captured by Lyons (1977) who looks at the

differences between categorical statements and their modalised counterparts and points

out that:

It would be generally agreed that the speaker is more strongly committed to
the factuality of "It be raining" by saying It is raining than he is by saying It
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must be raining. It is a general principle, to which we are expected to
conform, that we should always make strongest commitment for which we
have epistemic warrant. If there is no explicit mention of the source of our
information and no explicit qualification of our commitment to its factuality, it
will be assumed that we have full epistemic warrant for what we say. But the
very fact of introducing 'must', 'necessarily', 'certainly', etc., into the
utterance has the effect of making our commitment to the factuality of the
proposition explicitly dependent upon our perhaps limited knowledge (Lyons,
1977: 808 - 809).

In order to get a clear picture of the general effect of modification of certainty on a

proposition, it is important to look at various degrees of modification chosen to modify

certain propositions and then look at how the validity of the propositions is affected.

Figure 3.3 below illustrates the combined effect of both the presence of source and

modification of certainty on the degree of writer responsibility.

Looking at Figure 3.3, it becomes clear that although the more general the source of

information, the higher the degree of writer responsibility, modification of certainty can

affect this by either upgrading or downgrading the strength of this responsibility.

SOURCE	 +	 MODIFICATION	 RESPONSIBILITY

GENERAL	 NONE	 SETTLED	 HIGH
NONE

NONE (+ SUPPORTIVE
ATTRIBUTION)

NON-SPECIFIED
	

KNOWN

READER & 'I'

CERTAIN
'I' SELF-AURIB.

'MY TEXT' SELF-AURIB.
PROBABLE

OTHER(S) (DELEGATED)

OTHER(S) (DETACHED)
SPECIFIC	 POSSIBLE	 UNSETTLED	 LOW

Figure 3.3: The combination of source and modification of certainty on Writer responsibility
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As has already been mentioned, for example, even a non-attributed statement can lose

its categorical status once it is qualified by modification. Let us take one unmodified

sentence as an example from the data and assign it different types of modification and

see what effect this has on the status of the original proposition (see Figure 3.4 below).

The glossed examples in Figure 3.4 support the assumption already made that even

though the proposition is at the highest level of the source dine, when it is opened to

modification, such a proposition can move down the certainty-uncertainty scale and

therefore markedly affect writer responsibility.

ST3.36: AL5
In this case, the use of polite language to maintain a harmonious interpersonal relationship is
crucial.

WRITER RESPONSIBILITY

High

1.1
In this case, the use of polite language to maintain
a harmonious interpersonal relationship is crucial!
not crucial.

1.la
In this case, the use of polite language to maintain
a harmonious interpersonal relationship is known to
be crucial. (Known)

1.lb
In this case, the use of polite language to maintain
a harmonious interpersonal relationship is certainly
crucial. (Certain)

1.lc
In this case, the use of polite language to maintain
a harmonious interpersonal relationship is likely to
be crucial. (It is likely that; it is probable that;
probably) (Probable)

1.ld
In this case, the use of polite language to maintain
a harmonious interpersonal relationship might
be crucial.(it is possible that; possibly) (Possible)

Low

Figure 3.4: A dine of responsibility based on modification of certainty
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The reverse is true in that a proposition that has been attributed to a specific source

such as 'Others' can move up the certainty-uncertainty scale depending on the type of

modification chosen by the writer. However, a proposition attributed to a specific

source can never go beyond a certain level as the mere presence of source has already

restricted its status. This restriction is illustrated by the three examples below each of

which is followed by a glossed version with the modality changed to a higher certainty

type, or removed to make the attributed proposition a categorical one.

ST3.37: AL2
Schumann (1993) suggests that research might be conducted at this level by examining the
dream content of learners who are acquiring a second language in the target language
environment.

Schumann suggests that research will be conducted at this level by examining the dream
content of learners who are acquiring a second language in the target environment (Glossed
version = higher certainty).

5T3.38: EC19
The paper suggests that the combination of altruistic voting and campaign contributionsjiy
prevent the 'tyranny of the majority'.

The paper suggests that the combination of altruistic voting and campaign contributions
prevents the 'tyranny of the majority' (Glossed version = attributed categorical).

ST3.39: H3
We shall return in the conclusion to some general factors which we believe may have been at

ri in restraining nuptiality relations between the members of the various columns.

We shall return in the conclusion to some general factors which we believe are at work in
restraining nuptiality relations between the members of the various columns (Glossed version
= attributed categorical).

ST3.40: AL8
More specifically, I believe that the existence of adult-child differences is likely to arise from a
variety of factors other than (or iii addition to) a critical period.

More specifically, I believe that the existence of adult-child differences arises from a
variety of factors other than (or in addition to) a critical period (Glossed version =
attributed categorical).

What the glossed examples illustrate is that while higher certainty can increase the

degree of certainty for a proposition, the fact that the proposition is attributed does not
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allow for full writer responsibility. A good example is that of ST3.40 whose glossed

version presents the reported proposition as categorical 'arises' instead of the original

'is likely to arise' - here the writer's involvement has strengthened but the overall

responsibility is still low. This indicates that irrespective of its certainty level, an

attributed proposition can never reach the factual status and consequently the highest

degree of writer responsibility.

The examples above also illustrate another way in which the combination of source and

modification of certainty may affect writer responsibility: that is through modification

in the signal of source. This is typically done through the choices described earlier -

lexical modal verbs (e.g. ,iggest vs. point out). The effect can be seen by varying both

the reporting and reported clauses: if we take ST3.38, for example, we can show it four

times:

1.The paper suggests that the combination of altruistic voting and campaign contributions rnx
prevent the 'tyranny of the majority'.

2. The paper suggests that the combination of altruistic voting and campaign contributions
prevents the 'tyranny of the majority'.

3. The paper points out that the combination of altruistic voting and campaign contributions
may prevent the 'tyranny of the majority'.

4. The paper points out that the combination of altruistic voting and campaign contributions
prevents the 'tyranny of the majority'.

These are ordered in terms of increasing responsibility: by the time we reach the fourth

version, we have categorical contribution-delegated, which is very close to full writer

responsibility.
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A further variable is that of modality added to the signal of source - this is rarely found

with reference to author acts yet it is common in writer acts (Thompson and Ye, 1991:

375). Using their data, Thompson and Ye provide the following as a rare example of

modality added to the signal of source with reference to author acts:

Thus the claims that confusion in reading in a foreign language often
results from the predictions that are made by the reader being based on the
strategies associated with the native language of the reader (what Yorio
(1971) might call native language interference). [Alderson 1984:10]

Source: Thompson and Ye (1991: 375).

I have not found any example of this type in my data but I have found this combination

present in self-reporting. A similar example to Thompson and Ye's example in my data

is where the same "might call" is used in self-reporting:

ST3.41: H30
However, the first breath of criticism about our singular constitutional arrangements usually
prompts a version of what I might call the 'de Gaulle defence', accompanied by a hymn of
praise to the flexibility their lack of precision permits.

Another example is that where the writer is referred to through the more general term

'one' as in the following sentences:

ST4.42: EC24
For labor, one can reasonably assume that the flow of services is proportional to total hours of
work....

ST3.43: EC36
One might think that there is a fundamental inconsistency in constructing a model that must be
capable of exhibiting accelerating inflation when agents have rational expectations.

Another common occurrence of modality added to source (in which the writer is the

implicit source) can be found in "impersonal structures or agentless passives" in which

"the presence of a modal verb is normally a signal that the writer is the understood

agent" (Thompson and Ye, 1991: 375). Examples of this occurrence from my data are:

5T3.44: EC23
Alternatively, it might be argued that these results can be explained at least in part by the more
general hypothesis that the difference between cash equivalents of prospects evaluated in
isolation will be enhanced by a direct comparison between them.
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ST3.45: PSY25
From this line of research it may be suggested that problem-solving is primarily search-driven
for the novice but schema-driven for the expert.

In addition to a combination of source and modality, another important option for

restricting the generality of a proposition is by hedging, which has been shown to be an

integral part of academic discourse in Chapter 2 above. Hyland says about the role of

this phenomenon in discourse:

Hedging is an expression of tentativeness and possibility and it is central to
academic writing where the need to present unproven propositions with
caution and precision is essential (Hyland, 1996: 433).

Many writers have focused on hedging as realized through modality and personal

reference as has already been shown above. However, hedging may be realized in other

ways. The following show some examples of hedging in which modality is not directly

involved.

ST3.46: EC2I
As I envision it, exchange-traded perpetual claims on a cash flow such as a national income are
contracts, like future contracts, whose total standing value is zero; for every long position there
is an equal and opposite short position.

ST3.47: EC21
Very roughly speaking, we might think that the standard deviation of one-year change in price
of a claim on a cash flow might be the standard deviation of the ten-year percentage change in
the cash flow divided by the square root of ten.

ST3.48: EC24
The paper reports a somewhat lower estimate of 2.7 per cent total factor productivity growth
for the aggregate Korean economy during the period 1963-1982.

As can be seen above, the examples given work quite differently from modality in that

they restrict the generality of a statement not so much in terms of certainty but in terms

of the scope of its validity. Other expressions of hedging are 'some' and 'in many
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cases', which mean that the writer is not claiming that the proposition is true in all

cases - thereby restricting the generality of the proposition. For examples of hedging in

academic writing, see Hyland (1994); in scientific research articles, Myers (1989) and

Hyland (1996); and in medical journal articles, Salager-Meyer (1994).

3.6 Conclusion

After having outlined separate systems of analysis for source and modification of

certainty, it is worth bringing the two aspects together with a practical example to show

how they can work together to either upgrade or downgrade the strength of writer

responsibility. The following sample of text will help to illustrate this interdependence

of the two aspects in determining the degree of writer responsibility.

ST3.49: AL6
4.(l) Frederiksen and Collins (1989) introduce a concept similar to 'washback validity'. (2)
They use the term 'systemic validity', which they define as follows:

A systemically valid test is one that induces in the education system curricular and
instructional changes that foster the development of the cognitive skills that the test is
designed to measure. Evidence for systematic validity would be an improvement in those
skills after the test has been put in place within the educational system for a period of time
(1989: 27)

(3) However, to our knowledge, this form of validity has never been demonstrated, or indeed
investigated, nor have proposals been made as to how it could be established empirically rather
than asserted. (4) Moreover, it is not at all clear that if a test does not have the desired
washback this is necessarily due to a lack of validity of the test, as Morrow and Frederiksen
and Collins simplistically imply. (5) It is surely conceivable that other forces exist within
society, education, and schools that might prevent washback from appearing, or that might
affect the nature of washback despite the 'communicative' quality of a test. (6) This can then
be hardly attributed to a problem with the test. (7) Whereas validity is a property of a test, in
relation to its use, we argue that washback, if it exists - which has yet to be established - is
likely to be a complex phenomenon which cannot be related directly to a test's validity.

This excerpt has been taken from the fourth paragraph of an article by Alderson and

Wall (1993) which questions the existence of the notion of 'washback' in language

teaching and testing. The interrogative form of the title of the article 'Does washback



134

exist?' might be seen to denote lack of conviction by the authors (See Chapter 6 for the

importance of article titles).

Coming to the paragraph above, this is at the stage where the writers are reviewing

literature supporting the washback hypothesis. The paragraph is in general terms not in

support of the concepts of 'washback validity' (discussed in Paragraph 3 of the article)

proposed by Morrow (1986) and 'systemic validity' proposed by Frederiksen and

Collins (1989). It is important to see how both source and modification of certainty

work together in continuous discourse to affect the degree of writer responsibility.

First sentences s4. 1 and s4.2 are attributed to the quoted authors Frederiksen and

Collins, and the writers detach themselves from the concepts mentioned through the

use of non-factive reporting verbs - 'introduce', 'use' and 'define'. These non-factive

verbs predict evaluation to come later in the text. The evaluation in fact comes

immediately in s4.3 where the writers put forward a proposition in which there is a

great deal of negative evaluation of the cited sources; for example, systemic validity is

said to have never been demonstrated. Although this is a very strong criticism of the

concept, the generality of the proposition is restricted through a hedge 'to our

knowledge'. This is a form of self-attribution and indicates that the authors are

expressing a personal opinion, and that they are aware of the possibility of opposing

views on the subject and therefore have hedged their criticism. In the second part of

s4.3, there is a low-value modality ('could'). This appears in a report of what has not

been done (see Thompson and Ye, 1991, on negation with reporting verbs); and the

modality here serves to reinforce the writer's scepticism as to the possibility of such
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proposals being made. This personal stance in carried over by s4.4 in which the writers

still make reference to their own knowledge through 'it is not clear'. This expression

can also be seen as reader-inclusive in that it refers to perception modality (the effect of

perception modality on source has been discussed in Section 3.3.3.2 above). Here the

writers go on to detach themselves further from the related concepts of 'washback

validity' and 'systemic validity' by attaching a lexically evaluative item 'simplistically'

to the signal of attribution 'imply'. It is worth noting that this signal comes in an 'as'

clause, which is normally used to signal attribution-delegated, as mentioned earlier.

Here, however, the preceding negative, and the non-initial position of the 'as' clause

mean that the evaluative function is reversed and the signal indicates a disclaimer and

negative evaluation.

In s4.5 we see the phenomenon of reader inclusion continued through perception 'it is

surely conceivable' implying shared knowledge between the writer and the reader (see

Bernhardt, 1985). Reinforcing the invitation of the reader into sharing the

responsibility, the reported proposition is hedged through modification 'might' as in

'might prevent' and 'might affect'. In s4.6 the source of the proposition is non-

specified: this is signalled through passivisation 'this can hardly be attributed' implying

the inclusion of not only the reader but everyone else. In the last sentence s4.7 the

writers summarise the argument by yet again taking a personal stance through hedging

'we argue' (self-reference + non-factive verb). In this sentence there is also a great deal

of uncertainty going on - for instance, the hypothetical - 'if it exists' and a negative

evaluation of the notion of validity - 'which has yet to be established' (i.e. by you and

me and everybody) and that the writers' speculation that should washback exist it is
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likely (low certainty) to be a complex phenomenon. Thus their final word in the

paragraph on washback is simultaneously combative (they are directly contradicting

Frederiksen and Collins), restricted to being a personal view, and non-categorical. It

seems likely that the last two of these features are to a large extent determined by the

first.

In this paragraph, the writers distance themselves from the concept of washback

through explicit signals of source as well as various forms of modification (both

modality and hedging). The bringing in by the writers of the authors' claims was in

order to knock the claims down in preparation for the introduction of alternative

findings/claims. There is also a great deal of modification brought in through modality

and hedging to mitigate the writers' own claims which indicates both subjectivity of

opinion as well as signalling tentativeness and caution. This indicates the writers' lack

of conviction about the whole concept of washback, the evidence for which is

continued in Paragraph 5 of the article which I present below (NB. This is used simply

to support the argument about the writers' detachment from the washback hypothesis,

and not for the purpose of detailed analysis).

5. (1) It seems to us to be important to investigate the nature of washback first, and the
conditions under which it operates. (2) Only once we are able to describe what actually
happens, will we be in a position to explore what 'causes' these effects. (3) And only after we
have established causal relationships will we be in a position to explore whether we are
justified in relating washback to a test's validity. (3) Thus, talk of washback or systemic
validity is at best premature, and at worst ill-conceived.

To sumrnarise what the present chapter has tried to do, it is useful to step back and to

see the two dimensions of choice, generality and settledness, as relating to two different

aspects of the text, namely, SOURCE and MESSAGE. The former is an optional
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element of the message in that we can have a sourceless message (see the concept of

non-attribution above). The latter is however obligatory because we cannot have a text

without a message (proposition). Where the Source is signalled, the writer can say

whether it is reliable, unreliable or s/he can opt to remain silent on the matter (for

instance, through the use of a non-factive reporting verb). We have also suggested that

assigning a message to a source is a kind of hedging and therefore can on its own act as

some modification of the message. For the Message, there are two kinds of treatment:

the message can be either categorical or modified. Where it is categorical, the writer

accepts full responsibility; but (s)he declines that responsibility (with varying degrees)

depending on his/her choice of modification of certainty. All in all the source and the

message, and the way each is treated by the writer, looked at together, can give the

reader a clearer picture of the overall purpose of the writer's text.

The concepts of source and modification of certainty have been seen by many writers as

important negotiating aspects of scientific discourse. In terms of source, an important

pedagogical point has been made by Tadros (1993) in relation to the concepts of averral

and attribution. She argues that:

It is very important to alert students to the various voices they hear within
the same text - to the signals of their onset and offset. It is very important
that they should be able to discriminate between the author's voice and the
voices of those the author invites to take part in the creation of the text.
(Tadros, 1993: 113).

Tadros argues that many students have a problem of signalling the source of their

argument. She says that "they do not clearly signal when they have switched from

expressing their own views to reporting or vice versa, with the result that they may be

accused of at best ambiguity and at worst plagiarism" (ibid.: 113).
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In terms of modification of certainty, it has been argued in this chapter that

modification - modality and hedging - is an integral part of persuasion in the ARA. It

accounts for interactive aspects such as politeness, caution, modesty and signalling

certainty which are central to negotiating scientific knowledge.

The dimension of writer responsibility is crucial to the study of evaluation in that there

are many evaluations which go on in the text, some of which are conflicting. It is

important for the reader to know what it is that the writer is saying in the text and which

evaluation to associate him/her with. For instance the evaluation in a proposition that is

categorical will take dominance over that where the writer is hedging or where the

writer has attributed the proposition to another source. The distinction between

attribution-delegated and attribution-detached which has been used in this analysis of

the writer's treatment of source (Section 3.4) is useful in making observations about the

writer's intentions of bringing other sources (and their claims) into his/her own text (i.e.

to support own findings/claims or to refute the authors' claims in order to bring in

alternative ones). In this way, as readers we are able to know which proposition can or

cannot be attributed to the writer and why: this implies that it is possible to know for

which evaluations in the text the writer can be held responsible (i.e. those which appear

in propositions for which the writer accepts full responsibility).
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CHAPTER 4

EVALUATED ENTITIES AND PARAMETERS OF VALUE
IN ACADEMIC RESEARCH ARTICLES

4.1 Introduction

This chapter (based on Thetela, 1997) is concerned with the second dimension of

evaluation as proposed by the study - parameters of value in the ARA. Before going

into the actual analysis carried out in this study, it is useful to reiterate some of the

important assumptions on which this chapter is based. First as has been discussed, the

study assumes the existence of a specialised register of the ARA which is influenced by

aspects of ideology and genre of scientific investigation (see the hierarchical

relationship among register, genre and ideology by Martin, 1992, discussed in Chapter

2 above). If we take register to be "what you are speaking at the time, depending on

what you are doing and the nature of the activity in which the language is functioning"

(Halliday and Hasan, 1989: 41), it is reasonable to assume that the writer's choice of

evaluation should be harmonious with the register of the text and thus relatable to the

ideology of which it is an expression. This assumption is shared by Hunston (1989)

who sees evaluation as register specific and suggests therefore that when analysing

evaluation:

Rather than suggesting that some value-words are 'universal' and others are
'register-specific', however, it may be more profitable to deem all evaluation
register-specific, but to note that many registers share sets of value
judgements (Hunston, 1989: 185).

With the above theoretical basis underpinning the study, the central question should,

therefore, be: What are the desirable qualities (Value Orientation) within the ARA and
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how are they expressed? This question implies that in the ARA the things evaluated

and the terms in which they are evaluated are predictable.

Another assumption that has been made in this study is that evaluation in text is not

always explicitly signalled but can also be implicit. As has been discussed in Chapter 2,

evaluation is instantially created by the text and what is evaluative in one text might

not be evaluative in another - central to the identification of evaluation in text is that of

recognising the Goals of the text which are both personal and institutional (Hunston,

1989). Thus anything which helps towards the achievement of these goals has a

positive value whilst anything which detracts from that achievement has a negative

value (ibid.: 204). While the evaluation in this study is based on goals, it is important to

say that in this chapter I use for my discussion relatively non-problematic and explicit

cases of evaluation to support the points I am raising. Examples of implicit evaluation

are discussed in detail in Chapter 6 below.

This chapter employs a basically data-driven method of analysis. That is, I first look

for evaluation signals in the text for any frequent occurrences of the same patterns of

use. I use these frequencies (as well as my intuitions) to formulate some hypotheses

about possible categories of evaluation. Having set up provisional categories, I then go

back to the data to find whether there are other occurrences which do not fit into the

provisional categories. I use the odd occurrences to reformulate my hypotheses and thus

refine the proposed categories.

In this chapter I focus especially on which entities in a text are evaluated and in what

terms. This is closely related to Hunston's (1993b) exploration of the relationship
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between evaluation and ideology in scientific writing. My main aim is to investigate

the following:

(i) the 'things' in ARAs to which evaluation is attached;

(ii) the kind of qualities/values used to judge these 'things';

(iii) whether these qualities can be reduced to a small number of predictable

categories.

I am aiming at a broad but simple classification of the entities and values which in a

pedagogical context (i.e. in EAP) can then serve as a kind of check-list to help the

reader sort out the evaluations being made. This hopefully will enable the reader to

correctly identify the viewpoint being propounded in papers that (s)he reads. In

addition, these categories should reflect the ideological values which underpin the

whole process of the pursuit of knowledge in academic fields.

4.2 Evaluated Entity (EE) and Ascribed Value (AV)

The study uses two main concepts - Ascribed Value (AV) and Evaluated Entity (EE).

While AV refers to the evaluation which is bestowed on a 'thing', EE refers to the

'thing' in the 'real' world on which value is bestowed. It is important to stress that

the EE does refer to the language item used to refer to the real world 'thing'.

Making this distinction is important as ST4. 1 below illustrates:

ST4.l:PSYI
(1) Evidence from laboratory studies is, as usual, much less rich or ambiguous. (2) There
is evidence that the middle-aged have difficulty with laboratory problem-solving tasks
(Rabbitt, 1974). (NB. Italics and boldface type have been added for emphasis).

In the text above the expression of evaluation varies from s 1 to s2. In si, on the one

hand, the phrase much less rich or ambiguous is a negative evaluation of the entity

evidence. In this sentence, the EE is expressed by the subject while the AV is
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expressed by the complement. The grammatical structure of the sentence makes it

easy to separate the entity from the evaluation. In s2, on the other hand, the situation

is more complex. Here the lexical item evidence expresses both the entity and the

evaluation. Evidence can be seen as a label for real world entities such as figures,

statistics or tables. From the perspective of evaluation, on the other hand, the fact that

something is labelled 'evidence' and not a 'table', for example, is evaluative. If we

take into account that the major goal of scientific research is to establish facts,

evidence can thus be seen as positive evaluation because of its contribution to this

goal. Thus in this case there seems to be a 'fusion' of the EE and AV in the term

evidence which makes it difficult to separate the two as was possible in si. In order

to keep them separate in this chapter (as well as in the rest of the thesis), therefore,

italics will be used to identify evaluated entities while bold type face will be used for

all ascribed value. Thus evidence refers to an entity whereas evidence is the lexical

realization of ascribed value; where a term expresses both functions, the two fonts

will be used for identification.

4.3 Research-Oriented Evaluation (ROE) versus Topic-Oriented Evaluation
(TOE)

Of the evaluation signals identified in the texts, there were a significant number

which appeared contradictory to the overall evaluative trend of the research paper. In

order to find out how evaluation works through the text, it seemed reasonable to use

this contradictory evaluation as the basis for beginning to examine what kinds of

entities evaluation is attached to. Text ST4.2 below is used to illustrate this

examination.
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ST4.2: PSYI
(1) Evidence from laboratory studies is, as usual, much less rich or ambiguous. (2) There is
evidence that the middle-aged have difficulty with laboratory problem-solving tasks
(Rabbitt, 1974). (3) From the beginning of psychometrics it was recognized that test scores
change sharply during the lifespan, and early standardizations of tests took this into
consideration by 'age-weighting' scores of individuals aged 50 and over to estimate
equivalents for their young-adult 'Iqs'.... (4) Recent laboratory studies of complex tasks tend
to confirm, but also strongly qualify, these signs of very early change. (5) For example
Rabbitt, Barneji, and Szemanski (1989) gave individuals aged from 18 to 36 years 5 hours of
training on a complicated interactive video game, and found that average performance fell
with chronological age even when the effects of variance associated with IQ scores and with
previous experience at video games had been partialled out. (6) The interest of this result
does not lie in the demonstration of an 'early age-effect' but rather in the precise nature of
the change observed: (7) there was no evidence that age between 18 and 36 affected the rate
at which individuals improved with training, but because older individuals performed less
well, during their very first sessions of practice, and learned the game no faster than their
juniors they still lagged behind when training was stopped. (8) The importance of this result
is that it shows that age may affect the levels of performance which people attain at any
point during an unusually prolonged experiment, but without also altering the rate at which
they learn a complex skill.

It should be noted that to keep the analysis clearer at this stage, not all cases of

evaluation in the text will be used. From the text, entities can be seen to fall under

two major categories (Sets A and B) as illustrated by Tables 4.1 below and 4.2

overleaf.

SET A ENTITIES

SENTENCE ENTITY	 EVALUATION
sl	 evidence from laboratory much	 less	 rich	 or

studies	 ambiguous
s2	 evidence	 there is evidence
s4	 recent laboratory studies tend to confirm but also
___________ of complex tasks	 strongly qualify
s6	 this result	 interest
s7	 evidence	 there was no evidence
s8	 this result	 importance

Table 4.1: Research-oriented evaluation

In Set A the EEs, for example studies, evidence and results, refer to aspects of the

research process proper. Because these entities are directly related to the research

paper and its purpose, they can be seen as research entities and their evaluation, for

instance importance or interest, as research-oriented evaluation (ROE).
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SET B ENTITIES

SENTENCE ENTITY	 EVALUATION
s2	 diffIculty (way of coping) the	 middle-aged	 have
___________ _____________________ diffIculty
s3	 test scores change	 sharply
s4	 tasks	 complex
s5	 interactive video game	 complicated

____________ average performance	 fell
s7	 performance of	 less well

older individuals

older individuals learning no faster than their juniors
of games

___________ older individuals	 lagged behind
s8	 age	 may affect

experiment	 unusually prolonged

____________ skill	 complex

Table 4.2: Topic-oriented evaluation

Unlike those in Set A, the entities in Table 4.2 are very diverse in that they refer to

things which are related to the area described in the research paper, but which do not

constitute the research itself. For instance, the fact that the performance of older

individuals is evaluated in negative terms such as less well, lagged behind and

difficulty, is not a criticism of these individuals by the researcher and therefore it is

not negative in research terms. For the researcher, whether or not a subject performs

'less well' is neither good nor bad in itself: both 'good' and 'bad' performances are

equally interesting topics worth investigating. Because they do not refer to either the

process or outcome of the research investigation itself, Set B entities are seen as

topic related (where topic refers to the area under investigation rather than to the

investigation itself). Thus the value assigned to such entities is topic-oriented

evaluation (TOE). This distinction seems particularly relevant to History texts (see

Chapter 6 for more discussion).
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To help make the TOE-ROE distinction clearer, it may be useful to carry out a brief

analysis of ST4.3 below.

ST4.3: H8
(1) Brigandage constituted a violent response by the rural poor to their increasing destitution.
(2) Moreover, brigandage was also the most extreme form of resistance of the Italian
countryside to the growing power of the Napoleonic state, its increasing intrusiveness and
mounting pressure, particularly in the realms of taxation and conscription.(3) Indeed many of
the brigands were deserters who were afraid to return home and survived by robbing and
smuggling. (4) During the periods of massive rural discontent, as was the case in the summer
of 1809, brigands acted as a catalyst for major disorder in the countryside, leading crowds of
peasants in invading numerous towns, destroying state property and paralysing government
functions. (5) In that rural insurgency the rebels damaged the state's finances and defied its
political authority in many communities. (6) In an effort to eliminate the brigands' challenge,
state government responded by reinforcing and improving its repressive machinery,
including police, courts and harsher laws. (7) In sum, brigands' activity and state reaction to it
constituted an important reflection of the tensions that existed between the Napoleonic
authoritarian state and the agrarian Italian society.

In his description of the conflict between the state government and the brigandage in

Napoleonic Italy (1806-1811), the writer uses very highly evaluative language. On the

one hand, the brigandage is described in negative terms such as extreme, robbing,

smuggling, disorder, insurgency, defied and paralysing; while the regime is

associated with, for instance, eliminate, repressive and harsh. This choice of overall

negative evaluation presents a very negative view of the situation. In s7, however, there

is a shift from negative to positive evaluation carried by important and reflection.

This change in evaluation in fact signals a shift from TOE (sl-6) to ROE (s7). The

overwhelming negative TOE seems not to have any effect on the purpose of the

research signalled in s7 - this gloomy picture of the Napoleonic regime is evaluated in

research terms as an important reflection. Thus the two kinds of evaluation - TOE and

ROE - operate on different levels for different purposes in the text.



146

The distinction between TOE and ROE discussed above can be expressed simply as

the difference between 'writer observing the world' (TOE) and 'writer observing the

research' (ROE). In the latter the writer interacts with the research community by

reporting or interpreting the results of the research investigation. The distinction

implies that while ROE engages the writer and reader in a 'dialogue' for the

negotiation of the perspective from which the research should be judged, thus

contributing towards global evaluation, TOE works at a much lower (localised) level

to provide a justification for the more global type of evaluation. Because of this

localised function of TOE, it will not be analysed further in the present investigation

where the focus is on the research purpose.

4.4 Process versus Product in Evaluation

In order to understand the contribution of evaluation to the overall purpose of the

ARA, it is necessary to look briefly at the concerns of this type of genre. The ARA

can be seen to focus on three broad issues:

(i) The 'thing' being looked at (topic)

(ii) The way the 'thing' is looked at by the researcher (methods)

(iii) What the researcher 'finds' out about the thing (findings/results).

The three issues above are not intended to be seen as sequential - they do not refer to

sections of the text but to the kind of information in the text. Any one of the three

kinds can appear anywhere in the research article, although methods and findings

tend to come mainly in that order. This reflects the fact that the terms are used here in

a very broad sense. For instance 'method' refers to the whole process of

investigation: not just the physical 'doing' of the investigation but also the 'thinking'

involved in that investigation. 'Findings', on the other hand, refers to the

observations and interpretations of research results. For the purpose of this study,
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since topic refers to the 'aboutness' of the text, it is more related to TOE, which has

been excluded from the present analysis, and it will not be discussed in this section.

Instead the focus will be on methods and findings as two major kinds of information

in the research investigation. The following samples of text illustrate the distinction

between methods and findings.

ST4.4: EC6
Consider, for instance, the matter of post-promotional carryover. Measuring this effect is
important because negative carryover implies that forward buying has stolen sales from the
future.

ST4.5: PSY2
These data are consistent with a version of the right hemisphere reading hypothesis which
postulates that the right hemisphere lexical-semantic system primarily represents high-
imageability nouns.

In ST4.4 what is being evaluated as important is an activity noun, namely, measuring.

This entity can be seen to be related to Methods, or in Hallidayan (1985a) terms, the

"DOING" aspect of the research, hence it is a process entity. The evaluation of a

process entity is thus process-oriented.

Unlike in ST4.4, in ST4.5, the entity, data, does not contain any activity process. Data

is something in which there is no "doing" process involved but it is something that can

only be observed. This type of entity can be seen to be related not to the process but the

outcome of the research investigation, i.e. 'results' or 'findings'. The role of the

researcher here is not that of 'doing' but that of "KNOWING". The entity is thus a

product and the evaluation is product-oriented. The categorisation of research entities

into process and product becomes potentially useful in the examination of desirable

qualities in the ARA which is the subject of Section 4.5 below.
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4.5 Scales or Parameters of Value in the ARA

The process-product distinction above is important when examining the terms in

which entities are evaluated. In this section, the chapter aims at the following:

(i) to group evaluation into a small number of categories (scales) which can be seen

to characterise ascribed value in the ARA;

(ii) to show that the scales are related to whether the evaluated entity is product or

process; and

(iii) to find out how each scale of value is realized in the language, as well as

investigating some aspects of the role of grammar in determining these scales.

This part of the analysis is to a great extent based on semantic relations

between/among groups of evaluative terms. Some relations are relatively

straightforward, for example lemmas and synonyms, while others are more difficult

to pin down - these depending on context (and more specifically the goals) of the

research article. These semantic relations are further categorised on the basis of their

relationship with Product or Process. The analysis provides us with categories which

are as general and inclusive as possible.

Basing our analysis on the basic assumption that evaluation in the ARA is predictable,

we can reasonably assume that there will be a difference in evaluative terms for process

entities on the one hand and product entities on the other: we would expect, for

instance, methods to be evaluated as, for example, successful or useful whereas

findings can be evaluated as significant or interesting.
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The following evaluative terms are typical in the data:

ST4.6: PSY1
The importance of this result is that it shows that age may affect the 'evels of performance
which people attain at any point during an unusually prolonged experience, but without
altering the rate at which they learn a complex skill.

ST4.7: AL6
It is useful to try to separate out the factors, as below.

ST4.8: ALl
However, while this obviously dispels any suggestion that vocabulary learning is simple or
unimportant, the implications for pedagogy are less clear.

In the examples above, entities are evaluated as important, useful and less clear.

While important and less clear evaluate product entities, namely, result and

implications, useful evaluates process entities represented by the to-infinitive clauses

(see Section 4.6 below). The examples above seem to suggest a relationship between

evaluation and the product-process distinction of research entities.

On the basis of indications from the available data four broad scales of evaluation

seem to emerge.

4.5.1 Process-Oriented Categories

As has already been mentioned, the kind of evaluation in this category is that related to

the 'doing' process of the research investigation (methods). Process entities in the ARA

appear to be evaluated in terms of how useful and reliable the methods are as' research

'instruments' for the investigation of the topic in question.
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4.5.1.1 Usefulness

Among the common terms of evaluation of process entities is useful (also expressed in

terms such as usefully, use, usefulness, of use). From the data, useful can also be

expressed in other terms, which are either synonymous with it or have the same

discourse function as useful in the text. To illustrate this point, let us look at the

following examples:

ST4.9: AL6
It is useful to try to separate out the factors, as below.

ST4.10: H20
It is also important to distinguish between, on the one hand, the periodic bureaucratic
party purges and 'verification' campaigns which punctuated the internal life of the Russian
party and the Comintern apparatus from the late 1920s onwards and, on the other, the mass
terror of the years 1936-8 when literally no one was safe.

While it is clear that the above terms important and useful are not semantically

synonymous and may therefore not be seen as such in other discourse environments,

it is also clear that in the present genre they appear to have an important functional

synonymy of denoting the quality of usefulness in research. For instance, one can

argue that by evaluating to distinguish as important, the writer is by implication

saying that the process has a goal-achieving role and is therefore useful in that

respect. In the data used for this study, usefulness of methods comprises sub-

qualities such as goal-achievement, ability to evaluate theory, relevance in the

achievement of goal, applicability, explicatory power and appropriateness (see

Jordan, 1984, on the meaning of some evaluative terms).
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4.5.1.2 Control

While one can see the scale of usefulness as perhaps non-problematic and predictable

given the goal-achieving purpose of methods in research, there is a group of other

evaluative terms which despite not being directly related to usefulness appear to be

equally important in the evaluation of process entities. Here the writer expresses an

opinion about whether or not a process entity is reliable. This I refer to as the scale of

Control. The following are typical examples of the Control category:

ST4.Il: PSYI
It is now possible to derive from recent theoretical work by Schneider (1986) an interesting
new explanatory framework for qualitative differences between 'fluid' and 'crystallized'
abilities and for their differential resistance to ageing.

ST4.12: H24
At this stage it is not possible to summarize the results of this research programme, since
the detailed sectoral studies have not yet been completed.

ST4.13: PSY1
In order to be certain that we are, indeed dealing with a decrement in one system but not the
other, we have to demonstrate clear dissociations of function between them by discovering
specific tasks which affect each without affecting the other (see Baddeley, 1986). This is
easy to do when we are dealing with functions so disparate as peripheral hearing acuity and
memory efficiency....

ST4.14: PSY1
It is easy to see how progressive losses of component units of connectivity (degradation)
would increasingly limit a network's capability to provide, and to select between the large
number of alternative pathways which are optimal for initial learning of a novel task.

ST4.15: PSY1
Because of the obvious logistic difficulties in undertaking longitudinal studies most data on
rates of cognitive ageing have been derived from 'cross-sectional' comparisons in which two
or more different cohorts are compared.

ST4.16: AL6
Finally, as well as attempting to describe the washback that occurs, we need to attempt, at
some point in the future, to account for what occurs, and this is likely to involve widening our
hypothesis formulation and data collection to include explanatory variables derived from the
research literature in motivation and innovation. What this amounts to is a long-term and
relatively complex research programme. We believe that this is both inevitable and desirable.
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The Control scale appears to be of two kinds which can be explained by appealing to

the Source of the Control. On the one hand an entity is assigned the Control evaluation

on the basis of how well the researcher is able to keep a process under control. This

can be seen in the use of possible in ST4.11, easy in ST4.14 and difficult in ST4.15.

The second aspect of the Control factor in evaluation seems to be related to whether or

not something is beyond the control of the researcher(s) such as in the use of terms such

as inevitable in ST4.16 above.

The frequent use of the Control scale indicates the desire in scientific research for

control over the methods of achieving knowledge (or knowledge claims). One therefore

finds that if something is not under control, such as when it is difficult, it is negative in

research terms but when it is easy it has positive value.

Other examples of Control evaluation are, among others, complex, possible (where it

refers to hope that something can be controlled), simple, straightforward, fortunate,

sad, problem and common.

4.5.2 Product-Oriented Categories

Other entities of research often assigned value are those related to the research

outcome (results/findings). The evaluation of these entities is in terms of significance

and validity of the findings and their perceived contribution to current knowledge

about the topic in question.
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4.5.2.1 Significance

The data indicates that one of the most common qualities ascribed to results or

findings is that of their validity or relevance to research - Significance. One of the

main terms for the expression of this quality, not surprisingly, is significant. The

term significant appears to occur more frequently in the sections where the writer

interprets the results and implications of his/her research as in the following example:

ST4.17: ECI
Finally, following Bain and Elsheik (1980), we include a dummy variable for the firm's
membership of an employers' association. Whereas Bain and Elsheik found this to have a
consistently negative and significant effect, in our work it is insignificant.

The scale of significance can also be expressed in other synonymous terms as well as

in other terms which are contextually related to the term significant by sharing a

similar discourse function in research terms. Because of the various expressions of

Significance in text, the scale can be divided into several subcategories as below.

(a) Importance: appears to refer to whether or not and to what degree an EE is

important in our knowledge/understanding. Terms used to denote importance are,

among others: significant, important, crucial, central or equivalent. Examples of this

are:

ST4.18: EC1
One of the important features about the WIRS in this study is that it provides a wealth of
establishment characteristics which may influence the attitude of the union, employer and
other workers to an individual's membership decision.

ST4.19: PSYI
The importance of this result is that it shows that age may affect the levels of performance
which people attain at any point during an unusually prolonged experience, but without
altering the rate at which they learn a complex skill.

ST4.20 : PSYI
For age comparisons a crucial additional point is that when age groups were matched for
amounts of hearing loss, 70-year-olds showed much more marked 'knock-on' effects of hearing
loss on memory or comprehension of spoken prose.
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(b) Interest or equivalent: If something generates interest, it is worth pursuing and

therefore has a significant role in research.

ST4.21: PSY1
The interest of this result does not lie in the demonstration of 'an early age-effect' but
rather in the precise nature of the change observed: there was no evidence that age between
18 and 36 affected the rate at which individuals improved with training, but because older
individuals performed less well during their very first sessions of practice, and learned the
game no faster than their juniors, they still lagged behind when training was stopped.

ST4.22: PSY1
Lapidot (1987) ably summarizes a body of studies giving strong evidence of 'hemi-ageing'; i.e.
that 'right hemisphere' skills decline with age faster than 'left hemisphere' skills. While many
of the studies that Lapidot discusses are methodologically flawed, a more recent and
convincing large-scale study by Albert, Duffy, and Naeser (1987), which incorporates evidence
from brain scans to support correlations between local tissue changes and specific skill loss,
leaves this intriguing possibility open.

(c) Usuality: Here the significance of the EE is based on the present research findings

in relation to the existing body of knowledge. For instance, if unusual, the EE has some

significance for research. Examples of this are: remarkable, expected (as in 'this was

an unexpected result'), surprising, etc.

ST4.23: PSYI
The finding that, across all age groups, average 1Q test scores djffer between socio-econoinic
categories is unremarkable.

ST4.24: 112
But perhaps the most remarkable evidence against the 'fear thesis' is the testimony of
eighteenth-century women as revealed in their personal correspondence with one another.

ST4.25: EC6
Given the state of the automobile market in August 1987, however, the pattern of response to
the domestic automaker's end-of-year promotions is not as puzzling at it first seemed.

ST4.26: AL8
Firstly, it is necessary to observe that the correlations, even where significant, are rather low
when their variance overlap with other factors is calculated. This is not surprising, as the test
was designed to have low overlap between subtests.
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In these examples, the fact that the finding is unremarkable (ST4.23), the pattern is

not as puzzling (ST4.25), and the fact that low correlations are not surprising,

implies that these phenomena were as expected and therefore provide no new

information: thus there is no longer a need for research to produce such findings as

the latter are insignificant in research terms. On the other hand, the fact that the

evidence is remarkable (ST4.24) indicates that this result was not expected and

therefore is significant and needs pursuing.

(d) Worth Noting: Through this evaluation, the writer seems to appeal to the reader's

perception of worthiness (usefulness) and it is expressed through items such as worth

noting, notable, note or equivalent.

ST4.27: EC1
It must be noted though that there is considerable variation in union density where
recognition exists.

Despite their diversity in everyday sense, in the present context the evaluative terms

significant, important, interest and (un)remarkable are all based on the value of

the results in terms of the latter's contribution to existing knowledge.

4.5.2.2 Certainty

The second category of product-related evaluative items is that which is related to the

personal function of language, modality and modalisation, more specifically the

epistemic type. This parameter is referred to as Certainty. Many researchers on

academic discourse have pointed to the important role played by different aspects of

modality and modalisation in the writer's attempt to present scientific claims (see for

instance Myers, 1989, on politeness; and Hyland, 1994, on hedging in academic
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writing). Hyland argues that since scientific 'truth' is as much a social as an

intellectual category, the need to convince fellow researchers of the 'facticity' of

experimental results explains the widespread use of propositional qualification as a

strategic rhetorical option for researchers. He argues that:

Epistemic modality is therefore crucial in academic discourse as it
is a central rhetorical means of gaining communal adherence to
knowledge claims (Hyland 1994: 241).

In the context of evaluation, the writer's explicit expression of certainty commits

him/her to the validity/strength of the claim in question. Thus an expression of higher

certainty suggesting some movement towards scientific 'truth' has more positive

value whereas low certainty suggests lack of that confidence in the claim being made

and hence has less positive or even negative value. These issues have, of course, been

discussed in Chapter 3. In order to understand how they are relevant to the concerns

of the present chapter, we need to look back at Halliday's (1985a) notion of explicit

modality discussed in Chapter 2 above. Halliday makes the distinction between the

subjective and objective types of explicit modality. The two sentences below

illustrate the distinction:

(i) I think that he is lying.

(ii) It is obvious that he is lying.

In the first example, by the expression 'I think', the speaker attributes the proposition

'he is lying' to him/herself and implies that such a proposition is open to question. In

the second example, however, by employing the objective 'it' subject to introduce it,

the same proposition is presented as though it were not the speaker's opinion but a

state of affairs in the world, and not as open to question as in the first sentence. It is

objective explicit modality used to realize evaluation which is the focus of this study.
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The reason for taking this as the evaluation of certainty is that treating modality as a

real world attribute means that its function is assigning value to an entity. Thus the

above example of objective explicit modality can be presented as: It is obvious that

he is lying.

It is useful at this stage to briefly reconcile the discussion on evaluation of certainty

in this chapter to that of modification of certainty in Chapter 3 as both analyses are

based on the same choices - modality and hedging. In this study, certainty - expressed

through hedging andlor modality - is looked at from two main perspectives. On the

one hand, it is looked at in terms of the writer interacting or negotiating information

with the reader by expressing a degree of knowledge about something or

commitment to the truth of the proposition being advanced - and hence it is seen as

an expression of the degree of writer responsibility as discussed in Chapter 3. In the

present chapter, on the other hand, certainty is looked at from the perspective of the

desirable values in the ARA and the entities in the research world to which such

values are attached, and among those values is certainty: in science knowledge

(evaluated through expressions of certainty) is good while lack of it is bad, and hence

certainty is treated as a separate category of value in its own right. It should be

mentioned, however, that treating the two functions of certainty as separate does not

in any way suggest that the expression of writer responsibility, on the one hand, and

the assignment of certainty values, on the other, require separate choices of hedging

(and/or modality). I argue that in this type of genre, the same choice typically

performs the two functions simultaneously.
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In the data, the scale of Certainty can be seen to be divided into major subcategories -

truthfulness (from the perspective of the writer's perception) and consistency (from

the perspective of comparison with current knowledge in the field). The following

examples show the certainty value in context:

(a) Expression of Truthfulness

The subscale of truthfulness is concerned with an explicit objective evaluation of the

writer's own perception of the truth of his/her statement. In this scale words such as

clear, certain, obvious, true, possible, plausible, likely, reasonable, are, among

others, typical choices.

Examples here are:

ST4.28: PSYI
We know that at least 4Oms are required for transmission through the retina and the visual
pathway, and that muscle potentials occur some 50 ms before any overt movement begins. We
also know that individual neurons cannot fire faster than 1000 spikes per second.

ST4.29: PSYI
it is certainly true that amounts of slowing associated with peripheral deafness and with
loss of central efficiency can both, alike, be quantified in terms of bits per second. Indeed it
may also be true that the combined efforts of deafness, old age, and 1Q test score can
conveniently be expressed in terms of changes in position on a common 'resource plane'
(Navon, 1984) for which 'bits of information transmitted per second' may serve as very
convenient, and empirically plausible units of measurements.

ST4.30: H21
Summarizing to this point, it is evident that France's claim to the Province of Mosul did not
originate from a carefully laid plan to gain control of the petroleum resources of upper
Mesopotamia.

ST4.31: PSYI
An advantage of modelling decision processes in this way is that it becomes obvious that
information processing rate is by no means the sole performance characteristic in terms of
which the efficiency of a network can be evaluated.

ST4.32: EC1
It is not clear, then, that theory gives an unambiguous prediction about the effects on
membership of product market conditions, relative labour costs, the elasticity of factor
substitution and the supply elasticity of other factor inputs.
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ST4.33: H20
It is possible, after all, that Stalin's intentions in 1935 were less murderous than many
historians have assumed.

ST4.34: ECI
We are also concerned about the direction of causation in any such relationship and find it at
least plausible that unionization is a determinant of the firm joining an employers'
association.

ST4.35: PSY1
One specific implication of Rabbitt's (1989) results is that IQ scores may be reasonable
indices of levels of information processing capacity (in Navon's (1984) terms 'a high level of
resource' or a high 'system operating characteristic').

(b) Expression of Consistency

In addition to the clear expression of truth, there are other certainty terms which seem

to denote the consistency quality of an entity. It should be noted that in this study the

term consistent is regarded as an expression of certainty since the writer is claiming

that his/her finding is in line with the already 'accepted' research findings and thus

expresses confidence in its validity by evaluating it as consistent. Consistency can be

seen to involve conforming to the shared norms, expectations or knowledge of the

world. The value of certainty can be related to the importance of factuality in

scientific research, where certainty is desirable whereas lack of certainty is an

undesirable quality. Terms used here are, among others, consistent, follow (such as in

'It follows that...'), supports, confirm, vindicate, correlate and corroborate. As can

be seen, most of the terms used in the expression of consistency are comparison verbs

(see a discussion of these verbs in Chapter 5 below; and Thompson and Ye's 1991

category of 'writer acts').

The following are examples of the consistency subsc ale:

ST4.36: EC1
The influence of the workforce characteristics variables in determining union density is strong,
corroborating the findings of Bain and Elsheik (1980). Green (1990), using a conditioning
model for individuals, finds that individual characteristics are of limited influence on
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membership decisions once recognition is taken into consideration. This is consistent, in
conjunction with our results, with the predictions of Naylor (1989, 1990) that it is the
characteristics of the other workers in the workplace that are influential, rather than the
individual's own characteristics.

ST4.37:PSYI
Looked at in another way these data do indeed confirm that not merely the overall rate, but
the pattern, of cognitive aging may vary markedly between individuals as a result of the
differential resistance to age of 'crystallized' in contrast to 'fluid' abilities.

ST4.38: PSYI
Since Rabbitt and Goward (1990a) have found that declines in unadjusted IQ test scores
account for nearly all of the observed age-slowing CRT these two models are mutually
congenial.

ST4.39: PSYI
We know that at least 4Oms are required for transmission through the retina and the visual
pathway, and that muscle potentials occur some 50 ms before any overt movement begins. We
also know that individual neurons cannot fire faster than 1000 spikes per second. It follows
that ident ifi cation of a critical signal to respond from among all other concurrent visual
events, plus the programming and initiation of a specified response to it, must be achieved by a
neural pathway which cannot include a linear sequence of more than 40 neurons and synaptic
connections.

It has been argued in this study that certainty is an important scale in evaluating science

in that it is used to negotiate the level and strength of the knowledge claims made by

the writer so as to negotiate acceptance. One of the main functions of certainty signals

is to mark the tentativeness of results mostly in interpretation and discussion in order to

leave open the possibility of future research on the subject (See Chapters 2 and 7 on the

construction of knowledge; and see Myers, 1985a; 1989).

4.6 A General Discussion of Parameters of Value

Although there are clearly more delicate differences which could be explored

between the different terms in each category, the four scales of evaluation above

provide a very simple but generalisable picture of how evaluation works in text.

However, the basic simplicity of this type of categorisation is slightly complicated in

practice by Certain features of realization. The data shows that it is possible for an
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evaluative term to express more than one parameter of value, such as in the case of

important and possible.

To address this issue of apparent realization overlap, there is a need to look, first, at

the type of entity to which the evaluation is attached and, secondly, in some cases, at

the role of the grammatical structure in an evaluative sentence. The two texts below

illustrate this:

ST4.40: AL5
Because writers made substantial use of embedding, framing nearly one sixth of their
compliments with I think, I feel, or I found, it is important to consider the functions of these
syntactico-semantic clauses.

ST4.41: PSY1
The importance of this result is that it shows that age may affect the levels of performance
which people attain at any point during the unusually prolonged experience, but without
altering the rate at which they learn a complex skill.

In the first example, important is attached to the 'it' whose function is to anticipate

or predict the presence of a clause, in this case the to-infinitive clause, to follow (on

the function of the anticipatory 'it', see Quirk et aL, 1972; Winter, 1982; and

Halliday, 1985a). The whole clause is a process entity (i.e. 'to consider'). In the

second example, however, the term importance is not assigned to a process but to

this result which is a product entity.

The role of grammar in the realization of scales of value can also be illustrated by

two examples involving the term possible.

ST4.42: AL25
Arguably, it is quite possible to study the ergativity phenomenon without the benefit of a
large corpus, and indeed general explanations can and must be made in terms of causality
and agency.

ST4.43: ALl
Of course, it is possible that in this case an increase in corpus size will throw up some
examples in the present tense, thereby indicating the grammaticality of my example.
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In both expressions above, the bound clauses, the to-infinitive and the that-clauses,

are evaluated by the adjective possible. The difference, however, is that while in the

first example the 'it'-clause projects a to-infinitive clause carrying an activity process

to study, in the second example it projects a that-clause or, as Halliday (1985a: 243)

calls it, a 'fact' (see also Young, 1980, and Downing and Locke, 1992, on that-

clauses and impersonal projections). From the grammatical-functional perspective,

the to-infinitive clause above can be seen to imply the need for the process of

realization of study still to take place and thus refers to an unrealized status (and

hence a process). On the other hand, the that-clause can be interpreted as encoding an

existing idea or an observation as it does not contain any activity process. It is

important to stress that in the present data the meaning of the term possible with the

anticipatory 'it' is determined by the kind of clause attached to it. From the data I was

able to identify 61 examples of possible + to-infinitive clause and 74 cases of

possible + that-clause. In all examples of the possible + to-infinitive clause, the

evaluation could only be interpreted as that of control whereas in all the possible +

that-clause, the evaluation was that of certainty. Here is a very brief but

representative list of entities evaluated along the Control parameter, on the one hand,

and that along the Certainty parameter, on the other:

(a) List 1: Entities evaluated by it + (be) possible + to-infinitive = Control:

- to poii these enthusiasts
- to determine the size of the population
- to focus on the women who joined in Hesse Nassau
- to control the length of time....
- to explain a phenomenon without being able to predict it....
- to set up versions of the shirking model in which employment is increased
by an efficiency wage.
- to see how systematic decisions can be made....
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(b) List 2: it + (be) possible + that-clause = Certainty:
- that Stalin's intentions in 1935 were less murderous than many historians
have assumed.
- that children pronounce L2 better than adults because they have fewer
psychological inhibitions regarding the pronunciation of L2.
- that maximizing output is, in fact, an objective of policy but that, for some
reason, the authorities do not wish to disclose this.
- the occupational and class status of early members may explain the
attraction of the NSDAP.
- that from late 1938 administrative procedures normalized somewhat....
- that inaccuracy is the result of the competence - petformance
relationship....
- that downward sloping and inverted U-shaped patterns might arise....
- that although an increase in the wage increases employment it actually
increases unemployment.

4.7 An Overview of the Categories

If we set out the individual scales of value as shown in Table 4.3, the chapter can be

seen to have emphasised so far the differences between Process and Product. Process

entities are typically evaluated along the lines of Usefulness and Control whereas

product ones are evaluated along those of Significance and Certainty as summarised

in Table 4.3.

RESEARCH INVESTIGATION RESULTS OR FINDINGS
(DOING)	 (KNOWING)

Usefulness	 Significance

Control	 Certainty

Table 4.3: Process versus Product scales of value

However, the discussion of overlapping realizations in Section 4.6 above suggests

that we can also look at the categories from a perspective which highlights

similarities between the evaluative categories. The study shows that a research

related entity can be evaluated more broadly in terms of how worthy the entity is in
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terms of its contribution to research. From the process perspective this is along the

scale of usefulness, whereas the product entity is evaluated along the significance

parameter. This has been illustrated, in both cases, by the term important which

when used with the to-infinitive clause realizes usefulness, whereas with the nominal

group (e.g. the that-clause) it realizes the scale of significance. This overlap in terms

of lexical realization reflects the fact that the two are actually different manifestations

of the same value, which can be interpreted as the quality of Worthiness. Similarly,

the parameters of Control and Certainty are both concerned with reliability, the

former pertaining to control over methods and the latter to reliability of results. These

two have also been seen to have overlapping lexical realizations such as was the case

with the term possible. They can thus also be seen to be manifestations of the same

value, which can be interpreted as Fixedness. While Control can be seen as the

fixedness of 'doing' (including the thinking involved), Certainty can be seen as the

fixedness of 'knowing'. These similarities between the realizations of process and

product entities are illustrated by Table 4.4 below.

RESEARCH INVESTIGATION	 RESULTS OR FINDINGS
(DOING)	 (KNOWING)

WORTHINESS	 Usefulness	 Significance

FIXEDNESS	 Control	 Certainty

Table 4.4: Similarities between Process and Product scales of value
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4.8 Another Parameter of Value?

It may be surprising that I claim that, regardless of discipline, the ARAs share the

same values as well as similar lexical realizations of those values. Although it is not

possible to present quantitative data in a sufficiently economical form here, the data

shows that, in ROE, virtually all values and their realizations can be covered by the

four categories discussed. It should be mentioned however, that there are inevitably a

few exceptions of evaluation which do not easily fit into the framework established.

The most obvious of these odd cases are some (not all) evaluative disjuncts and what

may be called pre-research entities.

4.8.1 Evaluative Disjuncts

The important function of disjuncts in organising text and expressing evaluation has

been commented on by other researchers (e.g. Thompson and Zhou, 1996). However,

the data used for this study also indicate that their realization of evaluation differs

from that of the terms which have been used in the establishment of the four

parameters of value. Let us look at the following examples to illustrate this point.

ST4.44: H28
Unfortunately, it is still unclear how many groups refused to disband, as opposed to those
who complied with the wishes of the new authorities.

ST4.45: AL6
Sadly (but perhaps not surprisingly), Forbes provides no evidence to support his emotive
claims, nor does /'tadsen in his reply.

The two disjuncts above appear to function differently from the evaluation dealt with

by the suggested analytical framework. Although the terms unfortunately and sadly

and not surprisingly can be looked at from the viewpoint of positive and negative
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evaluation, and clearly represent the researcher's attitude towards research entities

(and are thus ROE), they do not have a direct relationship with the good or bad of

research entities in the same way as has been suggested in this paper.

It is worth noting first that in terms of positioning, the disjuncts do not form part of

the propositions which follow them. The importance of the disjunct positioning is

observed by Quirk et al. (1985) who argue that disjuncts:

have a superior role as compared with the sentence elements; they are
syntactically detached and in some respects 'superordinate', in that they
seem to have a scope that extends over the sentence as a whole (Quirk et al.,
1985: 612).

Secondly, and more importantly for our purposes, these evaluative disjuncts do not

say whether an entity (which appears in the proposition) is good or bad; the good or

bad in this case is that of the writer's feelings and not the entity itself. To answer the

question "why do you find the situation in the following proposition

unfortunate/sad?", one has to go to the proposition which follows; and the answer to

the question is therefore: Because 'it is still unclear...' or 'Forbes provides no

evidence...'. It is in the proposition proper that we find both the AV and the EE,

which fit in with the established scales of value. The disjuncts can thus be seen as

announcing research oriented evaluation but not actually giving it.

The discussion of evaluative disjuncts given above relates to the difference between

the personal and the scientific. While the disjunct refers to the good or bad in terms

of the writer's personal feelings, the evaluation which has been used for the

establishment of the scales is that which is concerned with the judgement of good or

bad in research terms. The fact that the evaluation carried by the disjuncts discussed

does not fit in the framework suggested can be explained by the fact that this kind of

evaluation is personal and not 'scientific'. In this genre, therefore, unfortunately can
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only announce rather than give evaluation: this subjective type of evaluation has to be

justified by the objective type - that from the research point of view.

From the difference between evaluation as represented by our four-part framework and

that by disjuncts, we can further divide ROE into what might be called CENTRAL and

INCIDENTALJPERIPHERAL, the former carried in the proposition and comments on

the good or bad of the research entity whereas the latter does not comment on the entity

but on the speaker/writer's feelings. Thus while the former type signals evaluation, the

latter only announces it.

4.8.2 Pre-Research Entities

Another example of evaluation which does not seem to fit in with the established

parameters is that which refers to those entities which are not exactly research in terms

suggested in this study. Let us look at the following examples:

ST4.45: PSY1
Lack of data leaves undecided the crucial question whether or not age changes in rates of
learning of cognitive skills are independent of age changes in the maximum attainable ceiling
performance.

ST4.46: PSYI
Thus a central issue in applied gerontology is that individuals must assess their own ageing in
terms of their interactions with changing environments and with the changing composition,
demands, and standards of the social groups in which they live.

Although crucial and central have been among the terms which are used to signal

usefulness and significance, in the two sentences above, they cannot be classified very

easily because of the nature of the entities they evaluate - question and issue,

respectively. The entities themselves are very difficult to classify as either process or

product as they seem to point to a stage before the start of the research. For example,
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before carrying out a research investigation the researcher has questions which need

answering or issues which need addressing and hence he starts the research and

publishes these in the paper - he decides on the methods (e.g. data, methodology) and

arrives at the results (conclusions, interpretations, etc.). It is the entities involved in the

actual research investigation itself (methods and findings) which have been used in the

proposed categories. It is because question and issue refer to a period prior to research

(i.e. they can therefore be seen as pre-research entities) that they are regarded as a

different category of entities which lies outside the scope of the present thesis.

4.9 Topic-Oriented Evaluation

Looking back at what the paper has done we can briefly mention the kind of evaluation

which has not been used in the categorisation framework, Topic Oriented Evaluation. It

is worth reiterating that it works on a different scale altogether and therefore the

categories established for the purpose of this paper would not work for TOE. For

instance when we look back at ST4.3 used to illustrate the difference between ROE and

TOE in Section 4.2 above, these evaluative items appear to be assigned to items such as

machinery (i.e. repressive machinery) and laws (i.e. harsher laws) in s6 which cannot

be easily be divided into either process or product categories in the same way as has

been done with ROE entities used for this study. The framework of our analysis was

established for a different type of evaluation on a different level from that of TOE and

therefore cannot account for TOE of entities which are non-research. In short, there is a

need for a different type of analytical framework for TOE which would be based on a

different purpose from the one in the present study.
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4.10 Conclusion

Having discussed the findings of this study, let us step back and briefly comment on

the evaluation network in the ARA. The study has indicated that of the two major

systems of evaluation, TOE and ROE, the former comments on any kind of entity

and employs a very wide range of value systems which makes it very difficult to

categorise. ROE, on the other hand, deals with types of entities as well as

ideologically driven values which have been used to establish generalised categories

of value across disciplines.

The analysis carried out in this chapter raises a few important points about the

categories of evaluation established. First at a broad level it is useful to emphasise

that the proposed categories applied to all the disciplines and hence I did not find it

necessary to set up different categories for any particular discipline. Having said this,

however, it is worth making a few observations about the two features on which the

categories were based - the Ascribed Values (AVs) and the Evaluated Entities (EEs).

In terms of the AVs it is noticeable that there is a very strong tendency for writers to

rely on a relatively limited choice of terms for the explicit evaluation of research

entities, as has been indicated by the examples of evaluative terms used in the

analysis in this chapter. For example, terms such as important, interesting, possible

and significant (including their lemmas) occur across the four disciplines. In terms of

the actual distribution of these evaluative terms, there are obvious variations;

however the variations appear to be directly related less to the discipline itself than to

the type of research paper (i.e. experimental and/or whether the paper is process or

product oriented). Of course different disciplines may tend to rely more than others

on particular approaches to research, and this may influence the frequency with

which certain values are invoked. For instance, a survey of the occurrence of the term

significant in a sample of ten articles from each of the disciplines showed the

following distribution: it appeared in 5 History articles, 7 from Applied Linguistics, 7
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from Psychology and 10 from Economics. A possible reason for the fact that the term

is found in all Economics articles is that the subject area relies heavily on statistical

analysis of the results of the experimental research, and the primary aim of such

analysis is precisely to establish significance. In History, on the other hand, writers

generally do not appear to feel a need to justify claims for significance on the basis

of statistics (even the one paper in the sample which refers to the significance of a

particular correlation does not use numerical data to justify the evaluation); and thus

this value is only one amongst several parameters that are likely to be invoked.

In terms of EEs, at the most specific level, there is a great deal of individual variety

which appears to be partly discipline-specific though it may again be more broadly

related to the predominance of experimental or non-experimental procedures. If a

paper is a report of experimental research, we would expect the evaluation of 'doing'

process methods as well as 'thinking' process ones. If, on the other hand, the paper

deals with the theoretical arguments for a particular position, one would expect the

evaluation of more 'thinking' process ones. To take another example, process EEs in

History are frequently pre-existing data sources, whereas in Psychology they are

primarily experimental methods. Nevertheless at the broadest level the categorisation

suggested above into Product or Process appears to hold good across all disciplines.

A further source of variation in the choice of evaluative terms is related to TOE.

First, although it is not possible to present all the data, the indication is that the TOE

values vary from one discipline to another. For example, History, being mainly a

narration of past events, uses strikingly evaluative lexis to provide vivid images of

such events. The following example is typical:

ST4.48: H20
From this time on, the Soviet security organs in the guise of Trilisser, Yezhov and their
subordinates were establishing their authority over an impotent, docile and doubtless
terrified Comintem hierarchy.
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Values such as impotent, docile and terrified are not common in, for example,

Applied Linguistics or Economics.

Secondly, there are differences among disciplines in terms of the balance of TOE and

ROE in a text. This is most striking in History articles again, where there appears to

be a very uneven distribution between TOE and ROE, with the former being the

dominant while the latter is typically concentrated in the introduction and conclusion

sections but very sporadic in the body of the article (see Chapter 6 for a discussion of

different options of writing a History research article).

Having suggested another way of looking at research-oriented evaluation and how it

works in text, it is worth looking back at the implications of this chapter. I have in

this chapter suggested that in terms of evaluating research the writer of an academic

research article can choose from a very small set of semantic/value options as well as

a relatively small group of lexical items through which to express these value

options.

The major values identified in this paper, Fixedness and Worthiness, can be seen to

be related to the ideology of science. The goal of scientific investigation is the

establishment of truth: that is, scientists have the desire to 'fix' the truth. In the paper,

the general categories of Worthiness and Fixedness can be related to this scientific

goal in that:

(a) Fixedness is related to the ultimate aim of establishing the truth. The fixedness

parameter can thus be seen to answer the question: How close are we to establishing

the truth?

(b) Worthiness can be seen in terms of contributing to the truth (Fixedness). This

parameter, therefore appears to answer the question: How much does the entity

contribute to fixing the truth?
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This chapter has focused on the description of the entities which are evaluated in the

ARA and the terms in which those entities are evaluated. The divisions between

process and product related categories and the terms in which they are evaluated has

suggested that the values of the genre are predictable and this suggestion of

predictability allows us to relate the categories transparently to the ideology of

science.
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CHAPTER 5

TEXTUALISATION OF VALUE: THE ROLE OF EVALUATION
IN THE ORGANISATION AND STRUCTURE OF DISCOURSE

5.1 Introduction

Before carrying out the analysis in this chapter, there is a need to reiterate important

assumptions which form the basis for the analytical framework in the chapter. First, as

has already been argued, evaluation is not external to the text but is shaped by it. This

assumption helps to explain why one lexical item might be identified as evaluative in

one text but non-evaluative in another. The second assumption is that evaluation is

'parasitic' on other systems of the language (see Thompson, 1996a). That is, in order to

express a point of view in a text, the writer exploits language systems such as the

lexicogrammar, discourse and rhetorical patterns. The purpose of this chapter,

therefore, is to examine how evaluation enters the text, that is, what structures or

resources are exploited in the expression of evaluation and how. This analysis is based

on the writer's textualisation of evaluation in the ARA. Because in the written text, the

writer and reader are not present to negotiate both the message and the point of view of

the text, successful textualisations enable the reader's comprehension of the intended

evaluation in the text (see Coulthard 1994b on textualisations of the writer's messages).

This chapter can thus be seen to deal with the textual dimension of evaluation.

As an interpersonal concept, evaluation is not necessarily tied to particular types of

constituent in the clause: any constituent can carry evaluation (Halliday, 1985a, 1994b).

This view is also expressed in Thompson's (1996a) argument that evaluation has no
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defined structure of its own - it is 'parasitic' on other systems; and this explains the

failure of attempts to categorise evaluation under any single classificatory system as has

been argued in Chapter 2. The analysis in this chapter is intended to show this feature

of evaluation by examining how the four major word classes of the language - the noun,

adjective, verb and adverb - can be used to express evaluation. Secondly, I examine

how these lexicogrammatical choices can work together to create a coherent evaluative

system which in turn contributes to the structure and texture of the text.

In carrying out this analysis, two important discourse concepts are useful - Harmony

and Scope. Harmony is concerned with the way in which through evaluation the reader

is able to comprehend the point of view expressed by the text through successful

processing of various evaluations which may be both conflicting and non-conflicting,

and how these work together towards the overall purpose of the text. For the analysis of

Harmony in this study, I identify various expressions of evaluation in a stretch of text

and examine their roles and relationships in the overall framing of the content of the

text.

Scope, on the other hand, refers to the extentlrange of information on which an

evaluative item comments. For the analysis of Scope, I identify how evaluation

contributes to the chunking of text into identifiable units of information, as well as how

the reader manages to identify these for better comprehension of the text. In a text,

some items have limited scope - commenting on small units of information - while

others have a broad scope - commenting on larger stretches of discourse. The claim in
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this study is that evaluations with larger scope do not only segment the text into

identifiable units of information but also signal the boundaries of such units.

It should be clear that Harmony and Scope are two interdependent concepts, the

difference being only in the perspective from which the text is analysed for evaluation.

While, on the one hand, the analysis of Harmony involves examining how through

processing different evaluations the reader is able to comprehend the text, thus treating

the text as a process of discovering meaning, that of Scope, on the other, involves

treating the text as a product made up of various yet interdependent segments of

meaning. Thus the analysis of Harmony can be seen as primarily process-based while

that of Scope is primarily product-based.

5.2 Evaluation and the Lexicogrammar

As has already been argued elsewhere, evaluation is in itself a difficult area to pin down

and its identification is not without problems. For instance, it is possible that while an

AV can be seen to be evaluating one entity, it can simultaneously be evaluating other

things via that entity. To try and gain a realistic picture of how evaluation works in text,

therefore, there is a need for a two-dimensional analysis: first, a microlevel dimension

which focuses on which constituent in the clause carries evaluation as well as which

entity is being evaluated at a particular point in the text; secondly, a macrolevel

dimension which examines how the individual cases of evaluation work together at

propositional and discourse levels to construct the global point of view in the text.
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5.2.1 The Adjective

The most natural way to describe something or assign an attribute to it is through the

adjective. For instance, in expressions such as 'a horrendous experience' and 'a

beautiful girl', the adjectives horrendous and beautiful are evaluative - because of our

knowledge of the real world values, we know that beautiful is good whereas

horrendous is bad. The following examples show the adjective in action in the data:

ST5.l: AL4
However, there are two more important arguments against restricting ourselves to the
observable, even in an extended sense of the term.

ST5.2: AL35
As we have already noted above, the clause is the significant semantic unit of sentence
function, so that a sentence can consist of one or more clauses.

In the examples above, the adjectives important and significant are attributes assigned

to the EEs - arguments and semantic unit, respectively: in Hallidayan terms, they are

interpersonal epithets (and, for the purpose of this study, evaluative). It is worth

mentioning at this point that, in the data, adjectives are not tied to any specific

categories of value (see Chapter 4 above) but are distributed fairly evenly across the

categories. It has been argued, however, that the grammatical structure within which an

AV appears can at times determine the category of the evaluation, such as the it-clauses

where, for example, if important comments on a that-clause it is product-oriented,

whereas if it comi-nents on a to-infinitive clause, it is process-oriented, the result being

evaluation of significance for the former and that of usefulness for the latter. Another

example of the influence of grammar on categories of value has been seen in the term

possible where 'possible + that-clause' denotes epistemic modality and thus realizes
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the certainty parameter whereas 'possible + to-infinitive clause' involves the idea of

ability and thus realizes the control parameter (see Chapter 4 above).

Another point related to the position of the evaluation within the clause is that of the

structural relationship between the AV and the EE. While the examples above show the

adjective as a premodifier within the nominal group, in the following example, the

adjective is part of the complement:

ST5.3: AL2
I would argue that such a strategy is perfectly reasonable, but an assessment of falsification
could not be justified.

This difference between the adjective as subject and as complement corresponds to the

traditional notions of attributive and predicative adjectives. The attributive-predicative

distinction is important for the analysis of evaluation at discourse level particularly

from the point of view of arguability. The two examples below illustrate this

distinction:

ST5.4: EC26

An important difference remains between Keynes and current
practitioners....

Subject	 Complement

ST5.5: EC26

The thematic contrast in the is 	 significant and consistent with the
General Theory	 evolution to a broader methodological

position, described in Section II.

Subject	 Complement
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In the first example, the adjective important pre-modifies the entity (noun) difference.

In the sentence the adjective is part of the Subject in the clause. In the second example,

however, the evaluation is predicated and therefore is part of the Complement.

The arguability status of the above evaluations (ST5.4 and ST5.5) can be illustrated by

turning the sentences into mini-dialogues using yes/no questions with negative

answers:

1.Question: Does an important difference remain between Keynes and current
practitioners...?

Answer: No, it doesn't remain.

2. Question: Is the thematic contrast in the General Theory significant and
consistent...?

Answer: No, it is neither significant nor consistent.

As the above examples show, the arguable part of the sentence is not the Subject but

the Complement. This corresponds to Halliday' s view that the Subject is the "entity in

respect of which the assertion is claimed to have validity" (Halliday 1994a: 76). The

Subject expresses the entity that the speaker makes responsible for the validity of the

proposition being advanced by the clause. Presenting evaluation as a part of the Subject

implies that it cannot be argued about. In Hallidayan terms, arguability is part of the

function of the Finite, this being part of the verbal group where polarity and modality

(and tense) are expressed. Thus in the above examples, the evaluation as part of the

Subject is presented as given, and to argue it would involve changing the basis of the

proposition expressed in the clause. This view is supported by Thompson (1996a) who

argues that in a proposition, the Subject can be seen "as non-negotiable as long as the

current proposition remains in play" whereas the Finite makes it possible to argue about
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(i.e. negotiate) the validity of the proposition (Thompson, 1996a: 45). For instance, in

the first mini-dialogue above, what is argued about is not whether the difference is

important but whether it remains whereas in the second example, it is actually the

evaluation significant and consistent itself that is in question.

The implication of the discussion above is that, in text, the kind of evaluation one

would expect to find in subject position (either through pre-modifying adjectives or

nominalisation of attributes - e.g. importance), is that for which there is mutual

agreement between the writer and reader - that which is part of the 'given' and not

'new' information (see Halliday, 1985a, 1994a on Given/New information in

Theme/Rheme choices). The reader will expect that attributes in subject position will

have been discussed and negotiated in the preceding discourse and are therefore part of

shared knowledge/accepted information prior to their being presented in subject

position.

5.2.2 The Noun

Although the primary role of the noun is that of naming something that is referred to in

the clause, it can also play an evaluative role in discourse. In fact one of the major ways

in which evaluation enters the text is through nominal choice. That is, the

speaker/writer can express a point of view by giving an evaluative name to a thing (see

Francis, 1986, 1994 on labelling). The data show a wide range of nouns which can

function as evaluation without any dependence on adjectival modification. The

following examples illustrate this function:

ST5.6: EC21
Economists have long appreciated the importance of the problems posed by missing markets
and the consequent difficulties for management of major risks.
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ST5.7: EC27
We think there are two main advantages to a reduced-form approach. First, the reduced form-
estimates give us the net effect of a nation's income on pollution.... Second, the reduced-form
approach spares us from having to collect data on pollution regulations and the state of
technology, data which are not readily available and are of questionable validity.

The nominal choices such as importance, problems, dfflculties and risks, in the first

example, and advantages, in the second, carry a high evaluative load. In the examples

given as well as in the rest of the data, evaluative nouns can be either nouns 'proper',

for example, problems or nominalisations, for example, importance. Let us look at the

function of an evaluative noun in text:

ST5.8: AL41
Generally, the presentation of hedges in published materials is not encouraging, with
information scattered, explanations inadequate, practice material limited, arid alternatives to
modal verbs omitted. This failure to adequately represent the importance of hedges therefore
inadvertently gives misleading information to students concerning the frequency of different
devices.

In this example, the evaluation failure is a nominalisation which summarises or

encapsulates the preceding discourse (see Sinclair (1987) and Tadros (1993) on

encapsulation in text). It thus serves as an evaluative label for the information in the

preceding discourse (see a detailed discussion on labelling in Section 5.5.1 below). It is

however worth noting that evaluative nouns in a text are not necessarily labels -

labelling is an additional function chosen by the writer of the text when need arises, for

example, to 'package' a stretch of discourse in order to enhance the reader's

comprehension of the text. Conversely, not all labels are evaluative. The following

examples illustrate the point:

ST5.9: AL52
This discussion demonstrates that task-based approaches to instruction are currently in a
transitional position.

ST5.l0: AL19
A failure to consider all three aspects of speech is reductionistic, and apt to lead to
misunderstanding of how speech is learned.
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In the first example, despite being a retrospective label which encapsulates preceding

information, discussion appears to be simply textual and not evaluative in function. It is

a neutral word which labels a stage/part of the ongoing discourse but is non-evaluative.

Conversely, in the second example, failure is an evaluative nominalisation yet it is

neither forward nor backward looking: it is thus non-labelling. The distinction between

evaluative and non-evaluative noininals/labelling suggests that although, as we shall

see below, there is a tendency for labelling and evaluation to go together, in principle

this need not be the case. The examples given above indicate that the choices of

nominals as evaluative, on the one hand, and as labels, on the other are independent

options dependent on the message that the writer wants to put across to the reader.

One important feature that is noticeable from the data and related to nouns in general is

what may be called 'embedding' of evaluation. This refers to 'evaluation within

evaluation'. This feature can occur both at lexicogrammatical and discourse levels. At

the lower level, this can be seen in cases of the Head and postmodifiers where the

evaluation in the Head is dominant and therefore subsumes that in the postmodifier. At

discourse level (and this is the most obvious in this genre) this is typically realized in

cases of labelling (either prospective or retrospective) where a label sets up the

evaluative framework for either the preceding or subsequent text and thus the

evaluation within the scope of the evaluative item (typically a nominal group) sets the

harmony for the whole stretch of text. An example is that of ST5.7 above in which the

label advantages is the all-embracing evaluation for the whole stretch in which such

advantages are discussed. (See a detailed discussion under Harmony or Labelling in

this chapter).
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5.2.3 The Verb

In the English clause, the verb is used to express an event. In systemic-functional terms,

it is the most important element in the experiential function of the language: in

transitivity terms the clause expresses our own experiences of the world, and the correct

interpretation of the clause in experiential terms is dependent on the process carried by

the verb. In the clause, the verb carries the experiential processes - Material (Doing),

Relational (Being), Verbal (Saying) and Mental (Sensing). It is also through the verb

that interpersonal aspects such as polarity are expressed (see Halliday 1985a, 1994a).

Because the verb primarily expresses. an  event and is not used as a descriptive word, it

appears to be a relatively unnatural way of expressing evaluation. However, in ARAs

some of the most important evaluations can enter the text through the verb. It should be

pointed out, however, that evaluation through the verb appears to work differently from

that through other constituents, as will be seen below. There appear to be a limited

number of verbs which can be used for the purpose of evaluation. This limitation

motivates the establishment of potential categories for evaluative verbs, which has not

been the case with the first two constituents.

From the available data, the bulk of the verbs used for evaluation are potential reporting

(or speech act) verbs, although there are a few others which do not fall under this

category. Here reporting is taken in its broad sense of somebody or something

communicating something. It should be mentioned here that the concept of reporting

also carries the idea of the effect or impression that the reporting verb has on the reader

(see Thompson and Ye's, 1991, classification of reporting verbs). As has already been
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argued elsewhere, reporting verbs in ARAs express the claims and findings of other

sources, be they other researchers or data (methods and findings).

It should be noted that most of the verbs used for this analysis are those canying verbal

or rneatad processes. As will be seen, however, there are also material process verbs

which are oriented to research (see the research outcome category verbs below).

Drawing on Thompson and Ye's (1991) classification of reporting verbs, evaluative

verbs in this study are classified into three categories on the basis of their discourse

function.

5.2.3.1 Discourse Verbs

This category of verbs are used to report or interpret the 'sayings' of other sources

(either researchers or data). These are typically verbal process verbs, e.g. argue,

conclude, claim, suggest, indicate, point out or the equivalent.

ST5.11: AL35
A number of authors have argued that in English, relative clauses and other hypotactic
constructions provide explicit cues regarding prominence relations anwng propositions.

ST5.12: AL28
The ability to explain such a gaffe is not an adequate excuse, and Owen points to what appears
to be an error of judgement in the omission of the word propose from this section of the
grammar. He claims that it is an error of observation, but we would deny that, since the facts
could hardly have been missed.

ST5.13: EC24
The results of this paper, as summarized in Table Xffl, suggest that this premise is largely
incorrect.

ST5.14: AL35
Anderson and Davison (1988) point out that text difficulty is not linked in a simple way to
complexity of the syntax used in a text.

ST5.15: EC25
Labour demand models predict unambiguously that female relative employment should have
fallen as a result of this, but it is very hard to reconcile this prediction with what was observed.
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ST5.16: EC22
Turning to the dynamic properties of the system, the result that the high inflation equilibrium
B* is stable implies that the system cannot generate accelerating inflation.

ST5.17: EC24
As Table I shows, one important area offactor accumulation has been labor input.

ST5.18: Hi
Others in Kennedy's administration saw the need to draft an agreement at Nassau which would
help Macmillan with the domestic political challenge from Labour, but the evidence indicates
that Kennedy was really the only one to draw the conclusion.

5.2.3.2 Comparison Verbs

This group of verbs reports on whether data or in some cases the 'sayings' of findings

of other researchers are consistent with the writer's own data and vice versa.

Sometimes the comparison is betweenlamong data other than the writer's own. Very

often these verbs weigh the consistency and relevance of previous or present data

against existing knowledge in the field as a whole. Examples of these are, among

others, support, vindicate and corroborate.

ST5.19: AL5
The data support the conclusions of other researchers that compliments tend to be quite
predictable (formulaic) in that speakers/writers make most use of a restricted set of syntactic
patterns and lexical terms.

ST5.20: AL35
The findings, shown in Table 1, replicate Tyler et aJ.'s (1988) and Tyler's (i992b) findings
that in the lecture situation, Chinese and Korean speakers use significantly fewer instances of
hypotaxis than do American speakers.

ST5.21: EC23
The comparative ignorance effect violates the principles of procedure invariance, according to
which strategically equivalent elicitation procedures should produce the same preference order.

ST5.22: AL5
In summary, these data offer a description of the syntactic choices these writers made to
express compliments in one written genre. Because the formulaic nature of compliments is
clearly evident, these findings tend to corroborate the claims of other researchers that
speakers rely most heavily on a restricted set of syntactic patterns.
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5.2.3.3 Research Outcome Verbs

The verbs used to evaluate research outcomes are not necessarily reporting ones - there

are also research outcome verbs which are non-reporting, these being related to

Thompson and Ye's (1991) research verbs. Examples of non-reporting research

outcome verbs are illustrate, facilitate, vindicate and prove. The following are a few

examples of research outcome verbs in context.

ST5.23: EC22
These figures reveal that it is demonstrably the case that models with rational expectations
can generate hyperinflation.

ST5.24: EC8
Although much more research is needed, our findings suggest that, because durable goods are
quite dfferent products from non-durables, knowledge about response patterns to nondurable
promotions is not readily recognizable to durable-goods contexts.

ST5.25: EC24
Table XV helps the reader to reconcile the moderate estimates of total factor productivity
growth found in this paper with the towering record of output for growth in the East Asian
MCs.

ST5.26: EC26
The advantage of this approach is that it facilitates the formal modelling of economic
relationships.

From the four examples above, reveal and suggest are reporting verbs while helps and

facilitates can be seen as non-reporting. While many of the reporting verbs such as

reveal, suggest, illustrate and demonstrate can also be seen as belonging to the

category of discourse verbs above, the decision to categorise them as outcome verbs is

determined by their function in the discourse - they are outcome verbs when they

emphasise outcomes of research in persuasive terms.

Unlike with other constituents where the identification of the EE is relatively easy, this

is not very easy where the evaluation is expressed by the verb. The complexity seems to
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arise from the availability of various options of looking at the EE. The first option is

that of the quoted source as EE. This has been seen in the case of discourse verbs in

which by choosing the reporting verb, the writer is at the same time signalling either

agreement or disagreement with the quoted source - for example, the difference

between claim and pointed out as has been seen in Chapter 4. The second option is

that of the proposition as ER This can be seen in it-constructions, where there can be

only one possible EE - the proposition. An example of this is 'It should be noted that

discourse analysis is an important field of language study' in which the EE is the

proposition in the that-clause. A third option which is common with comparison verbs

is that of both the cited source and the proposition as EEs. This is probably because

there is a comparison of two entities and it depends on which is more dominant in the

available context. For example, in ST5. 19 both the data and the conclusions of other

researchers that compliments tend to be quite predictable (formulaic) are compared and

seem to be of equal importance.

The categorisation of evaluative verbs above does not show any direct correlation

between verb categories and the parameters of value. Assigning categories of value to

verbs is dependent on a wider discourse context in which the verb appears. For

example, a comparison verb such as reveal in ST5.23 can be interpreted as expressing

the significance of result, whereas the same category verb facilitate in ST5.26

expresses the usefulness parameter.

The discussion above has suggested that the reporting verbs can be divided into

categories depending on whether the reported source is other researchers or data. Some
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verbal process verbs seem to be commonly attributed to both other researchers and

data, for example, suggest as illustrated by ST5.13 and ST5.24 above. It should be

noted however that there are more verbal process verbs attributed to other researchers

than to data. For instance a verb such as claim appears to be used exclusively with

reference to other researchers/people. With comparison verbs, the picture is different in

that most of the comparison verbs are attributed to data whereas very few are attributed

to people implying that there is more comparison of data (methods or findings) than of

people.

The last category - outcome verbs - provides an interesting departure from the first two

categories. In this group of verbs, there is virtually no reference to other researchers.

The verbs appear to be exclusively attributed to data. Despite the fact that these verbs

report findings which are the result of individual actions, in the ARA these findings are

typically de-personalised - the findings and conclusions are presented as arising from

the data themselves and not from researchers. Thus it appears more conventional when

reporting a finding to say, for example, "The results have proved that fossilization

exists" than to say, "I have proved that fossilization exists". It is also important to

realise that reporting research outcomes usually comes at a very late stage in the paper,

typically in the results, discussion and conclusion sections of the paper where there is

likely to be less personalisation than, for example, in the introduction or methodology

sections.

The distribution of the verbs between the two entities is determined to a great extent by

what is being evaluated at the time as well as at what stage in the text the evaluation is

being made. For example, the concentration of discourse verbs reporting other people is
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mostly found at the beginning of the text where the writer is reviewing previous

literature in order to support his/her own claims or to refute the cited claim in order to

put forward an alternative one. The discourse verbs are very few with reference to data

probably because data do not literally verbalise opinions or findings - people do. In a

few cases where data has been evaluated by discourse verbs, the latter are often used

metaphorically. On the other hand, the occurrence of fewer comparison verbs with

reference to other researchers implies that in ARAs comparison typically involves data

rather than people, while the virtual absence of outcome verbs with reference to other

researchers results from the generic convention of depersonalising findings. It should

also be mentioned that the majority of the outcome verbs are those involving present

research. Where outcomes of other research are alluded to, this is typically to support

the findings of the present research or to draw comparisons.

The above discussion of evaluative verbs can be summarised by Figure 5.1 below.

Type of Verb	 Reference	 to Reference to Data
OtherPeople	 ________________

Reporting	 ++	 +

Comparison	 +	 -i--i-

Outcomes	 -	 ++

Key: ++ Very common
+ Common
- Not found

Figure 5.1: The distribution of evaluative verbs in ARAs

The categories above are not watertight. As these verbs are basically divisions within

the broad category of reporting, it is not surprising that there is 'bleeding' from one

category to another (Thompson and Ye, 1991: 370). In addition to the problem of
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'bleeding', there are also a few verbs which cannot easily be fitted into any of the

established categories. The following are examples of these problem verbs:

ST5.27: EC22
Turning to the dynamic properties of the system, the result that high inflation equilibrium B* is
stable implies that the system cannot generate accelerating inflation.

ST5.28: EC26
This does not mean that economic material may not supply more elementary cases where the
method will be fruitful.

ST5.29: EC26
Any alternative hypothesis, leading to systematic errors in expectation may bias the die in
favour of some particular presupposition concerning policy.

The three verbs above are borderline cases and therefore difficult to handle. For

instance, although imply has been classified above as a discourse verb, it is not a verbal

expression in the sense of the other verbs in that category. It appears to express the

effect on the reader rather than a verbal activity. It can be seen to fall under the same

category as mean in the second sentence. Both verbs can be seen in the sense of the

scientific ideal of results speaking for themselves and can thus be interpreted as either

discourse or research outcome category verbs. Unlike the first two verbs, bias is a

completely different kind of verb because it comes as part of an idiomatic expression

'bias the die' whose meaning needs 'unpacking' - translating it from its idiomatic form

to its congruent normal meaning (see Hunston, 1989) - before any attempt at

categorisation. Because of the complex nature of language use, the realization of most

established categories is not always simple and straightforward and often results in odd

cases which do not fit into categories. Thus the conclusions and generalisations made

on the basis of frequent occurrences in this study are based on typicality rather than

absolute certainty.
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5.2.4 The Adverb

Among the many syntactic functions of the adverb, two seem to be relevant for the

analysis of evaluation. On the one hand, the adverb can appear within the clause as an

adjunct or a subjunct; on the other hand, it can appear outside the clause structure as a

sentence adjunct (disjunct).

5.2.4.1 Within the Clause

(a) Adverb as Adjunct

In this position the adverb can appear anywhere in the clause performing an adverbial

function (modifying the verbal group). Let us look at the following examples from

the data:

ST5.30: EC3
Doubling payoffs does not affect behavior. With monetary incentives the authors strongly
reject the fairness hypothesis.

ST5.31: EC23
Although these variables can be experimentally manipulated, as we did in the preceding
studies, they cannot easily be measured and incorporated into a formal model.

ST5.32: EC26
This is clearly demonstrated where Keynes gives instances where he feels the application
of Tinbergen' s method was and was not appropriate.

ST5.33: EC21
The existence of such markets for long-term claims on income flows appears to be such a
natural idea that many finance theorists erroneously try to model the real world as if such
markets had been around all along; many theoretical models effectively assume that the
dividend flow from investments equals total income.

In the first three examples, the adverb as an adverbial has no direct relationship with

the EE; since it modifies the verb which typically carries the main evaluation, the

evaluation in the adverb can best be described as supportive or secondary. There are,

however, a few exceptions where the adverb carries the dominant evaluation of the
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clause. This is evident in cases where the verb is not in itself evaluative. For instance,

in ST5.33, the adverb erroneously and not the verb 'try' carries the main evaluation.

(b) Adverb as Subjunct

In addition to being an adverbial, the adverb can also perform another function in the

clause - that of a modifier for an adjective or another adverb. From the data the

subjuncts are either intensifiers, classifiers or emphasizers. Let us look at the

following examples:

ST5.34: EC22
Our findings are broadly consistent with those reported in other studies.

ST5.35: EC22
A statistically significant relationship exists between concentrations of pollution and
current and lagged GDP only for lead, calcium, and arsenic.

ST5.36: EC36
Models in which the high inflation trap is found cannot do this and are therefore seriously
flawed.

ST5.37: ill
It seems fairly clear that US administrations have looked on Labour domestic policies with
a critical eye, much more so than on Conservative.

In the above cases the adjective provides the major evaluation of the clause with the

accompanying adverb modifying either the truth, the quality or the intensity of the

evaluation. In the first case the evaluation is consistent + modality which can be

interpreted as not strictly consistent. In the second example the adverb functions as

a classifier. Here the writer seems to be saying, 'The relationship is significant in the

strict scientific sense of the term' - i.e. in statistical terms. Jn the third example,

fairly modifies the intensity of the value clear by suggesting that the clarity in

question is not absolute.
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The data indicate that a large majority of adverbs typically express either the

Certainty or Control parameters of value. This could be related to the fact that the

adverbs which occur are largely expressions of modality or hedging. An example is

that of fairly clear above in which fairly modifies clear and thus expresses the

degree of certainty. In the same way as all modifications of certainty, this adverb also

indicates the degree of writer responsibility (see Chapter 3). Expression of Certainty

can also be seen in, for example, clearly and obviously above. The other parameter,

that of Control, can be seen mostly in cases of adjuncts such as easily above which

comments on ability rather than certainty. There are a few adverbs, however, which

cannot be related to any of the four parameters of value. These are adverbs such as

strongly in ST5.30 in which it is the verb which is the main evaluation . For instance

in this example the main evaluation is reject and not strongly: so the adverb just

reinforces the verb - and the adverb does not have a category of its own.

5.2.4.2 Disjuncts

Several writers of grammar have pointed out the evaluative function of the disjunct,

particularly the effect of its position in relation to the sentence on which it comments

(see for example, Leech and Svartvik 1975; Young 1980; and Quirk et al., 1972,

1985). Since syntactically the disjunct is an element of the sentence that lies outside

the subject matter of the sentence, the evaluation carried by the disjunct is not

restricted to a particular constituent but comments on the whole sentence which it

accompanies. For the purpose of the study, disjuncts can be divided into two

categories - certainty disjuncts and those which express personal feelings.



193

(a) Certainty Disjuncts

These disjuncts can be seen to work in the same way as some certainty adverbs, the

only difference being that they comment on the whole proposition instead of

individual constituents of the clause. Examples of these are:

ST5.38: AL4
Clearly, it is not enough to posit a given unobserved cause simply because it would explain
our phenomenon.

ST5.39: H29
This was certainly an exaggeration, for Georges-Picot had spent relatively little time in
Middle Eastern postings.

ST5.40: AL3
Is it possible though that an 'easy' topic like 'Susan visits the supermarket' can be easier to
understand under some conditions than under others? Obviously the answer is 'yes'.

ST5.41: EC23
Evidently, market setting is not sufficient to eliminate the effects of ambiguity and
comparative ignorance.

In the examples given, the disjuncts clearly, certainly, obviously and evidently

comment on the truth of the propositions. They can therefore be seen as expressing

the certainty scale of evaluation.

(b) Expression of Writer's Feelings

Unlike that of the certainty disjuncts above, this category seems to work differently in

that the disjuncts comment directly on the writer's feelings rather than on the content

of the proposition. Examples of this category are:

ST5.42: AL6
Sadly (but perhaps not surprisingly), Forbes provides no evidence to support his emotive
claims, nor does Madsen in his reply.

ST5.43: EC22
Therefore, a study of environment and growth should aim to be as comprehensive as
possible. Unfortunately, a paucity of data limits the scope of any such study.
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ST5.44: EC26
Ironically, this has largely arisen from the initial success of the Keynesian revolution,
although Tinbergen's early work hitherto was fulfilling a basic demand.

ST5.45: EC24
Once one accounts for the transfer of labor into manufacturing, one finds, surprisingly, that
with regard to labor productivity growth, manufacturing in both Singapore and Taiwan
actually underpeiformed the aggregate economy.

ST5.46: AL35
Another group of studies has attempted to determine the effects of text modifications on L2
listeners/readers. Many have been interested in the effect of syntactic simplification,
examining the basic hypothesis that the less complex syntactic structures will be easier for
NNSs to comprehend. Interestingly, the research has not provided much support for this
hypothesis.

Although this category of disjuncts can also be seen to comment on the content of the

subsequent proposition, this is done in an indirect manner. For instance,

interestingly in ST5.46 is an expression of the writer's personal feelings, and the

basis of these feelings is expressed in the subsequent proposition. While in the

certainty disjuncts, it is not possible to drop the disjunct and at the same time retain

the validity of the proposition, in the case of personal feelings disjuncts, dropping the

disjunct does not affect the validity of the proposition on which it comments. This is

due to the fact that the personal feeling disjunct evaluates the proposition by directly

evaluating the writer's personal feeling: the proposition comes in as the basis for the

feeling. In the example, the basis for the writer's feeling is provided by yet another

evaluation which is part of the proposition - ' the research has not provided much

support for this hypothesis'. It has been suggested in this study, therefore, that this

group of disjuncts announces evaluation rather than gives it (see Chapter 4 above).
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5.2.5 Negation

Another important grammatical resource through which evaluation can enter the text

is that of negation. Interlocutors can say whether they agree or disagree through their

choice of polarity. Through negation, the speaker makes a negative statement by

expressing the opposite or the absence of something. In the English clause negation is

typically expressed in the finite element of the mood choice (see, for example,

Halliday 1985a, 1994). Negative polarity can also be expressed in other ways than

through the finite. For instance, it can be expressed explicitly though the attachment

of suffixes or prefixes such as in unhappy or careless; or implicitly it can also be

carried by words such as hardly, seldom (Young, 1980) and so on; or what Pagano

calls covert negatives which are defined as "propositions expressing a negative

meaning but having a positive form" (Pagano, 1994: 250). For example, in 'Iforgot'

the verb forgot can be expressed explicitly as 'did not remember' (ibid.: 250). An

example of this type of negation from the present data is:

ST5.47: EC24
This view, however, ignores an equally remarkable record of factor accumulation.

In the above example, the verb ignore can be seen as canying a 'mental process +

negation' (i.e. take into account + not = does not take into account). This indicates

that the lexical verb may encode negation as part of its meaning. In the above

context, ignore makes a much stronger negative statement than 'does not'.

Before discussing how evaluation is realized through negation in this genre, it is

important to discuss very briefly the function of negation generally in order to

explore its relationship with evaluation. The function of negation at discourse level
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has been commented on by several researchers (e.g. Tottie, 1982, 1987; Pagano,

1994; Barton, 1995). Tottie (1982, 1987) sees two major functions of negation -

rejections andlor denials. Pagano (1994) argues that negation in text in which there is

only one producer, the writer assumes the roles of both the producer and receiver of

the text and thus anticipates the reader's questions - it is used for interactive

purposes. The author differentiates between two functions of the negation.

Example 1
In Trankle (1985), Expert System Adaptive Control (ESAC) is described. The system
consists of a self-tuning regulator augmented with three different expert system modules: the
system identifier, the control system designer and the implementation supervisor. A real
time version of the system has not been implemented.

Example 2
Anyone with a passion for hanging labels on people or things should have little difficulty in
recognizing that an apt tag for our time is the Unkempt Generation. I am not referring solely
to college kids. The sloppiness virus has spread to all sectors of American society. People go
to all sorts of trouble and expense to look uncombed, unshaved, unpressed.

Source: Pagano (1994: 253 -54).

According to Pagano, in the first example the writer denies what was expected while

in the second example, (s)he is aware of dubiousness of some parts which might

lead to possible misinterpretations and therefore the writer "point[s] to the

ambiguous stretches to cancel the potentially wrong interpretations" (Pagano, 1994:

254). Among researchers on the role of negation in discourse is Barton (1995) who

sees negation in terms of metadiscoursal functions especially in joining clauses. He

refers to contrastives as managing denials, reformulation of claims and making

counter-claims (Barton, 1995).



197

Coming back to the realization of evaluation through negation in text, negation can

function as evaluation in its own right or support other evaluations which it

accompanies.

5.2.5.1 Negation as Independent Evaluation

This refers to cases where there is no other signalling of evaluation in the sentence

except that of negation.

ST5.48: EC24
This study, however, does not include adjustments for the age, sex, or educational
characteristics of the working population in its estimates of labour input.

ST5.49: ALl
It is conventional to assert that pedagogic grammars have a quite different purpose from
linguistic grammars. At one level, this is obviously true - they are read by different people -
but it is also evident that applied linguists who have seriously considered the relationship
between description and pedagogy, and who have produced pedagogic material, do not in
fact maintain this separation of theory and practice.

The above examples show that negation can be evaluative in its own right without

being attached to an evaluative term. In the above examples it is found in the vicinity

of verbs such as 'include' and 'maintain' which are not explicitly evaluative in

themselves, but which do carry evaluation because of the negation.

5.2.5.2 Negation as Supportive Evaluation

This category is by far the most dominant in this type of genre. Here the negative

works with already existing evaluation to reverse the pole of value, for example,

from true to untrue, clear to unclear, certainty to uncertainty, and vice versa. The

following are typical examples:

ST5.50: EC22
Importantly, there is no obvious economic rationale for the exclusion of the functional
forms which imply this feature of the demand for real balances.
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ST5.51: AL34
There is insufficient space to explain completely how this table was derived, but it serves
some comment.

ST5.52: EC27
However, the available evidence does not support the hypothesis that cross-country
differences in environmental standards are an important determinant of the global pattern
of international trade.

ST5.53: EC23
Although these variables can be experimentally manipulated, as we did in the preceding
studies, they cannot easily be measured and incorporated into a formal model.

ST5.54: AL33
However, given the on-line delivery of monologue, it is perhaps not surprising to find that
the monologues studied do not always display closely-knit patterns of chain interaction such
as those defined by Hasan (1984) in her data.

In all the above examples, negation has been attached to already existing evaluation.

In ST5.52, for instance, the dominant evaluation is support to which negation not

has been added. Negation here reverses the evaluation and can therefore be seen to

play a supportive role.

The discussion above has indicated various ways in which evaluation can enter the

text through negation. From the examples given, the writer uses negation to make

comparisons between own data and previous research, for example in ST5.52

'evidence does not support the hypothesis'; or it can be used to reformulate or

clarify a position, for instance, does not include in ST5.48.

5.3 Evaluation and Propositions

So far the focus has been on individual constituents which carry evaluation. While

this is important as a starting point, we must bear in mind that a text is not just a list

of independent sentences but is made up of a series of linked propositions meant to
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put across the writer's intended message. It therefore seems logical to argue that the

most effective way of analysing evaluation in text is to examine evaluation signals

within the context of the propositions in which they appear. This is very important

since the proposition itself provides the context for the meaning of these constituents.

The discussion above has already hinted that evaluation can have either a limited or

broad scope depending on whether it is attached to an individual constituent in the

clause or to a proposition. From the data, evaluation can have as its scope a whole

proposition - or more than one - if it is carried by, for example, the it-clause,

disjuncts or labels.

5.3.1 The It-Clause

Here the evaluation is mediated by the it-pronoun. The importance of the it-clause

structure in evaluation has already been seen in Chapter 4 on adjectives in which the

anticipatory 'it' stands in for either the that-clause or the to-infinitive clause and thus

determines the parameter of value expressed by the evaluation in that clause (see also

Section 5.2 in this chapter on adjectives). The following are typical examples of the

it-clause:

ST5.55: H4
Thirdly, even if the economic issues are not raised, it is still possible that the occupational
and class status of early members may explain the attraction of the NSDAP.

ST5.56: AL35
Before proceeding to the discussion, it is important to address the issue of generalizability
of the results, since the discourse samples were obtained from only two speakers.

In the examples above the AVs possible and important evaluate the whole

proposition carried by the that-clause and the to-infinitive clause, respectively. It is
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through the mediation by the anticipatory 'it' that the scope of the above AVs

extends over an individual constituent in the clause to comment on a whole

proposition (cf. disjuncts).

5.3.2 Disjuncts

The discussion in 5.2.4.2 above has illustrated the difference between disjuncts and

other adverbs in the clause. While other adverbs have been shown to comment on

individual constituents of the clause, disjuncts have been seen as commenting on

whole propositions. It is the position of the disjunct outside the subject matter of a

proposition that extends its scope over the clause.

5.3.3 Labelling

Another way of evaluating the proposition is through a label. Here the writer

expresses evaluation by assigning an attitudinal label to an entity.

ST5.57: EC1
One of the important features about the WIRS in this study is that it provides a wealth of
establishment characteristics which may influence the attitude of the union, employer and
other workers to an individual's membership decision.

In this example the evaluation important is grammatically attached to the entity

features. However, this immediate EB is just a label which is later lexicalised by the

that-clause which follows. By evaluating a noun which serves as a label,features, the

AV important evaluates the whole that-clause mediated by the label and thus the

scope of the AV is extended. As will be seen in the discussion of Scope later, the

label may cover a much greater range of information when it is used to encapsulate or

prospect a large chunk of text.
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5.4 Evaluation Harmony

As has been stated, the ultimate objective of this study is to look at how evaluations

in the text work together towards the achievement of global evaluation (or purpose)

of the text. As has been done with previous analyses in this study, the analysis in this

chapter focuses primarily on examples of ROE and not of TOE. By looking at how

the various evaluations in the text can be interpreted by the reader as signals of how

the text hangs together, the analysis can be seen as a combination of Winter's (1977,

1994) clause relations and Sinclair's (1987, 1994) concept of encapsulation. A close

look at the backward and forward movement of evaluation from one sentence to

another in the framing of the text can help explain why the reader manages to pick

out the correct evaluation even when confronted by other conflicting evaluations in

the text. The short stretch of text below illustrates how the analysis of harmony can

be carried out.

ST5.58: ALl
(1) There is no doubt that computer-assisted corpus linguistics does reach some parts of
the language other grammars fail to reach. (2) The basic insight that grammar and lexis are
closely integrated is important linguistically and pedagogically, and the grammar provides
evidence to support it.

(3) But overall the description is disappointing. (4) Some of my arguments have been
supported by reference to COBUILD's own concordance data and it is clear that
availability of information does not guarantee accurate description.(5) This might
suggest that it is only the execution which is faulty, perhaps the result of inexperience or
urgency to complete within a specified time; such problems are curable, at least in theory.

(6) But I believe there are more fundamental difficulties. (7) This is the first grammar to
be written by grammarians who claim to have imposed on themselves a prohibition on
intuition and a single-minded reliance on computational analysis of a corpus - the
campaign for 'Real English'. (8) The reason for this is understandable. (9) What I want
to suggest is that the price of unearthing genuinely new insights into lexicogrammatical
patterning has been loss of control over the observational relevance and accuracy in
some parts of the description and the explanatory adequacy of others. (10) This is both a
linguistic point and a pedagogic point, and one I think Firth might have agreed with.
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The highlighted cases of evaluation in this text are a combination of conflicting poles

of evaluation, some being positive (e.g. important and provides evidence) while

some are negative (e.g. fail to reach and disappointing). The task facing the reader

is how to interpret the text in the way in which the writer intended it to be

interpreted. An attempt is made in this section to illustrate an approach to analysis

which explains how the reader manages to make sense of the text despite conflicting

evaluations in the text. Since Harmony works at a discourse level, whole propositions

and not individual constituents are considered for this analysis. It should be reiterated

here that the evaluation which goes on in the text is not always the obvious type and

that the evaluation is not necessarily provided by the semantic or dictionary meaning

of a lexical item but by the discourse context within which the item appears. As the

analysis of Harmony will illustrate, aspects such as the positioning of an evaluative

constituent in the discourse can affect the kind of evaluation being expressed.

In the text, the main entity being discussed and evaluated is computer-assisted corpus

linguistics/grammar (hereafter referred to as CACL). The text opens with a very

interesting evaluative statement in si, there is no doubt which can be interpreted as

a positive-negative statement in that although on the surface it appears as positive

evaluation, it predicts a negative shift to come. It may seem rash to make such a

definitive statement about the context and the evaluation prospected by this phrase,

but concordance evidence can be used in support of the interpretation of the phrase.

Out of 136 concordance cases of 'there + no doubt' that I studied, 82 are used at or

near the beginning of the sentence to set up an argument carried in the subsequent

that-clause. Of these, 63 are followed by a counter-argument introduced by
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contrastive markers such as 'however', 'nevertheless', 'yet' and 'but'. The following

are a few examples of this phenomenon from both the data and the concordance (note

the contrastive markers in square brackets):

1. Data examples:

ST5 .59:AL35
There can be no doubt that some aspects of these speakers' discourse are idiosyncratic;
[nevertheless], the fact that the production of clause types shows the same tendencies as
previous studies indicates that the results are representative.

ST5.60:AL 1
There is no doubt that previous grammars were vulnerable to the charge of distortion as a
result of chance observations. [But] in recognition of that fact, the more responsible
grammarians always acknowledged that their categories were flexible, or fuzzy-edged, and
that examples of category membership were not exhaustive.

2.Concordance examples (I am grateful to Collins Cobuild for the examples):

ST5.61: GWOO1O
There is no doubt also the need to transmit know-how [but] this must take second place, for
it is obviously somewhat foolhardy to put great powers into the hands of people without
making sure that they have a reasonable idea of what to do with them.

ST5.62: GW0263
There is no doubt that a ban will cost the arable farmer money (it won't cost the mixed
farmer any as he uses his straw) [but] there is also no doubt that the soil benefits from
incorporation by a build-up in humus.

ST5.63: GW0038
There is no doubt that this was a magnificent professional opportunity for me, in my role as
photo journalist, [yet] I felt I could not take it.

From the use of there is no doubt in s 1, it can be concluded that the expression is

more of a concessive statement than a categorically positive one. In this sentence,

CACL is assigned positive value by the AV does reach and is contrasted with other

grammars which fail to reach. In s2, CACL is said to provide evidence to support

the important insight of the close integration of grammar and lexis. However, this

positive value has been signalled as inside a concession there is no doubt, and thus



204

the reader expects contrary evaluation to come, and for this evaluation to carry more

weight.

In s3, the prediction of si is fulfilled when negative evaluation of CACL is

introduced through a contrastive marker 'but'. This shift in the pole of value is

further strengthened by the term 'overall' which suggests that the statement now

being made is a more general and therefore more 'weighty' evaluation that the

previous one. Here the description provided by CACL is negatively evaluated as

disappointing. The next sentence s4 consists of several expressions of value: the

sentence begins with the writer's positive evaluation of his own research: 'some of

my arguments have been supported by reference to COBUILD's own concordance

data'. Despite the seemingly positive value expressed by the sentence, overall this is

negative from the point of view of the main EE, CACL, since the arguments referred

to are against CACL. The fact that the evaluation is intended to be seen as negative is

reflected by the fact that the evaluation is linked by the additive 'and' (rather than

'but') to another negative evaluation of CACL - 'availability of information does not

guarantee accurate description' with the latter evaluation introduced through

expression of high certainty it is clear. The positive evaluation of the writer's own

research as opposed to that of CACL in s4 is presented as a basis for the negative

evaluation 'disappointing description' in s3.

In the following sentence, s5, a hypothetical-real situation is set up (see Winter,

1977, 1994; Hoey, 1986; and Hoey and Winter, 1986, on hypothetical-real in clause

relations). The hypothetical stretch is introduced by 'this might suggest' in which
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'this' anaphorically refers to the negative evaluation of CACL in s4: 'it is clear that

availability of information does not guarantee accurate description'. The

hypothetical situation which is set up by s5 is that 'it is only the execution which is

faulty' this resulting from 'inexperience or urgency to complete within a specified

time'. While this is a negative view of CACL, the negativity is however mitigated by

'only', indicating that not everything about CACL might be bad, thus restricting the

'damage' to a minimum. Although faulty execution, inexperience and urgency are

negatively labelled as problems, they are also evaluated as curable, albeit very

grudgingly, considering that the mitigation curable is qualified by 'at least in theory'.

Thus s5 as a whole appears to minimise the possible problems - the evaluation might

be said to be praising with faint damns.

However, since in a hypothetical-real relation the real is set up to either confirm or

deny the hypothetical, the evaluations within the Hypothetical stretch are alread y set

up as potentially reversible in the Real stretch to follow. Because in s5, the

hypothetical status is signalled strongly by the presence of the modal expression

'might', the reader can expect the Real stretch to more likely be a denial rather than

confirmation of the hypothetical situation. Taking this into consideration, it is not

surprising that the Real stretch in s6 is introduced by a contrastive marker 'but' to

reverse the grudgingly positive tone set up in s5. The main value in s6 which is

preceded by the writer's explicit subjective opinion 'I believe' comes in the form of

advance labelling there are more fundamental difficulties - with difficulties

picking up problems in the previous sentence (and see the discussion of advance
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labelling below). This advance labelling predicts (negative) evaluation to come later

in the text (see Tadros, 1989, 1994 on prediction in text).

Sentence s7 can be seen as the basis/justification for the negative evaluation in s6.

Here the writer signals possible disagreement with the authors of CACL by the

choice of the reporting verb claim to introduce the latter's defence of CACL: the

authors claim to 'have imposed on themselves a prohibition on intuition'. Taking

into account that scientific investigation should be based on verifiable data, intuition

is an unscientific approach to research and is therefore negative in this context. This

negative evaluation, however, is reversed by the grammatically dominant term

prohibition to make the nominal group as a whole positive (see Section 5.2 above

about the role of the nominal Head in embedded evaluation). In this case the negative

evaluation intuition is embedded within the positive dominant value carried by the

nominal Head prohibition. The second part of s7 also expresses positive evaluation:

'single-minded reliance on computational analysis of a corpus'. Despite positive

view expressed by the to-infinitive clause as a whole, by the choice of the reporting

verb claim, the writer detaches himself from such value, and such detachment

predicts evaluation (Tadros 1989). This prediction is carried forward (though not yet

realized) in s8 by the concessive evaluation understandable. The term

understandable in the sentence gives the impression that although he does not share

the views/reasons of the grammarians in question, the writer sympathises with the

latter's reasoning. This interpretation of understandable as concessive is supported

by the concordance data in which, out of the 102 cases of 'it + (be) understandable'

examined, 76 carry a sense of sympathy, commiseration or making allowances but



207

not total agreement. A few examples below illustrate the concession (I am grateful to

Collins Cobuild for the examples):

ST5.64: GW0224
The recent fuel crisis spread concern throughout the world that energy supplies were short,
and would remain so for a long time, quite possibly worsening. While understandable, this
reaction was rather paradoxical. There was almost no substantive basis for it since there was
no physical shortage of oil....

ST5.65: GW0240
Admittedly it is understandable that people who were despised for their racial origin
should react by saying that they were proud of it. But racial pride is not only stupid but
wrong, even if provoked by racial hatred.

ST5.66: GW0124
Having said that "taking the money" is understandable doesn't make it right! We shouldn't
be conned into playing one off against the other.

ST5.67: GW0240
Watson's behaviourism was a very understandable reaction to this state of affairs, and it
had some methodological advantages - like so many other theories which deny what they
cannot explain. As a philosophical thesis it was clearly wrong, even though unrefutable.

The examples above support the claim that understandable is not necessarily

positive but concessive. In the examples given, the surrounding context implies that

evaluating something as understandable typically does not mean agreeing with it.

For instance GWO 124 is a clear example of this - the writer argues that by saying that

'taking the money' is understandable does not mean that it is right. This implies

that understandable is midway between outright rejection and outright acceptance - it

is in this sense a concession.

Sentences s7 and s8 could be seen as a preparation for the point where the prediction

made in s6 is fulfilled in s9. Here the writer makes his major evaluation signalled by

'What I want to suggest' - a thematic equative + explicit reference to himself as

source of the evaluation to come, through 'I'. Even here one can see a continuing
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balance of positive followed by negative evaluation. While the writer admits that the

authors of CACL have attempted to unearth genuinely new insights (a positive thing

in itself), he suggests that this has been done at a price - loss of control over the

observational relevance and accuracy in some parts of the description and the

explanatory adequacy of others (this is negative evaluation).

The final sentence s 10 signals a switch from evaluation of the main EE, CACL, to

that of the writer's own research. Linked by the anaphoric pronoun 'this' to s9, here

the writer evaluates his major evaluation of CACL as 'both a linguistic and

pedagogic point'. Although the evaluation in this sentence is not explicit, it is

contextually determined. The statement appears to summarise the overall purpose of

the preceding discourse - to make a point: the word point here appears to be

synonymous to the goal/purpose of the writer's research, and is evaluative in that

respect. To strengthen the evaluation, the writer brings in an authority, Firth (whom

the authors of CACL claim to follow), to support his own evaluation.

From the text above, there are two important observations worth noting. The first is

that although the aim of the writer is to criticise CACL, he does not do this by using

outright negative evaluation. At some points there is also positive evaluation, but in

order that the latter should not be confused as the main evaluation, where it occurs it

is 'wrapped up' (or embedded) in negative value. Secondly, it is interesting that, at

key points in the text, the writer's major evaluations are introduced through personal

reference to the writer as source of that evaluation, for example, 'I believe' in s6 and

'1 want to suggest' in s9. In this particular text, the use of the 'I' Self-Attribution
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appears to be spread throughout the text. While in Chapter 3, it has been suggested

that 'I' Self-Attribution reduces the degree of writer responsibility, in the context of

the present paper, by accompanying vital evaluations, the self-attribution seems to

achieve the opposite: it signals the writer's awareness of alternative viewpoints and

therefore through attributing the evaluation to him/herself is making a tentative

conclusion and leaving room for alternative opinions or conclusions by other

researchers (see Chapters 2 and 3 on the discussion of self-reference as hedging).

In order to successfully comprehend the text and its evaluation, it is very important to

acknowledge the contribution of other linguistic and contextual signposts which help

in providing both cohesion and coherence to the text, for instance, cohesive markers

such as 'but' in s3 and s6. Successful textualisations enable the reader to make

appropriate inferential connections between clauses or propositions. One of the

important contributions to text connectivity is that of clause relations. Winter (1994)

defines a clause relation as:

the shared cognitive process whereby we interpret the meaning of a
clause or group of clauses in the light of their adjoining clauses or group
of clauses (Winter, 1994: 49).

In processing the meaning of the text above, relations such as concession(s 1 and s8)

and hypothetical-real (s5-s6) have been very important in our analysis of harmony.

For instance, a common example of the hypothetical-real situation in text is that of

the writer attributing a proposition to another source (Hypothetical) and later

evaluating it (Real). Concessive relations have been seen where two propositions are

compared - both are equally true but one is more important than the other (for

instance between si and s3, and between s8 and s9, in which the second is more

important than the first).
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From the analysis and discussion of Harmony in text, it becomes clear that the non-

harmonious evaluation is not to be taken as the main evaluation, since after its

introduction, the writer immediately knocks it down. In the text above, the positive-

negative value 'there is no doubt' in s 1 predicts negative evaluation in subsequent

sentences and also undermines the seemingly positive evaluations such as does reach

and provides evidence which are in conflict (or non-harmonious) with the evaluative

trend in the paper. Thus s 1 can be seen to set up a framework in which we expect a

switch from one pole of evaluation to the other. Since in this text, the first

evaluations after it are positive, we expect a switch to negative, though in principle

the switch could go the other way.

The point of the above analysis is that evaluation taken in isolation can often give a

false picture of what actually goes on in the text. For instance, it has been seen in the

analysis above that some of the poles of value are reversed once the evaluative

statements are looked at in the context of surrounding evaluations. A good example

has been that of s2 where CACL is given positive value by AVs such as does reach

and provide evidence. This positive pole is reversed once these are interpreted from

the perspective of the surrounding evaluations such as the dominant there is no

doubt in si. Thus from this dominant value which predicts reverse evaluation, the

reader expects the positive picture given in s2 to be reversed later in the text. This

supports one of the major claims in the study - the effect of evaluation is context

dependent.

The analysis of harmony presented above can be diagrammatically illustrated in

Figure 5.2 overleaf.
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Figure 5.2: An illustration of evaluation harmony in a sample of text
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5.5 Scope

So far the discussion has only used the concept of Scope in general terms. From the

allusions to the concept in the above discussion, it has been suggested that the

analysis of Scope can be used to illustrate how a text can be broken down into

identifiable units or segments of meaning. The analysis of Scope is useful in enabling

the researcher to identify the range of content commented on by any AV and to make

more informed guesses about how the reader manages to identify this range.

Unlike in the analysis of Harmony above, where the idea was to look at the ways in

which, through evaluations, the text hangs together, here the idea is to identify how

evaluation (in this case labelling) can help the reader to understand the text by

identifying segments of information in the text (cf. the distinction made by Halliday

and Hasan, 1976, between texture and structure).

As has already been suggested in the sections above, the grammatical characteristics

of an evaluative signal can affect the scope of the evaluation. For instance, Section

5.3 has illustrated the difference between evaluation commenting on a single

constituent in the clause and that commenting on a whole proposition, the latter

having a wider scope than the former. The following examples illustrate the

distinction:

ST5.68: AL4
As these examples illustrate, falsification is not a straightforward matter and is, in fact,
extremely difficult, if not impossible to achieve.

ST5.69: AL29
The important thing to grasp here is that Evaluation itself has a part of its consensus
structure the expectation of the basic clause relations of Reason/Basis, so that we could
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symbolize a common form of this text structure as an expected trio of Situation- Evaluation-
Basis/Reason for Evaluation which is illustrated below in example 12.

In the first example, the AV is an adjectival group in the complement slot of the

clause which comments on the entity falsification as not straightforward,

extremely difficult and impossible to achieve but does not go anywhere beyond the

clause. In the second example, however, the AV important comments on the whole

that-clause for which thing is only a pointer. Thus while the Former AV has a limited

scope, the latter's scope has been extended by means of the device of labelling.

5.5.1 Signalling Scope through Labelling

The data shows that labelling is the main strategy that the writer can use to comment

on larger stretches of text beyond a single proposition, thus extending the scope of an

AV. Labelling is described by Francis (1994: 83) as "one of the principal ways to

connect and organize written discourse". Francis looks at labelling from the point of

view of nominal-group lexical cohesion. According to her:

The main characteristic of what will be termed a label is that it requires
lexical realization, or lexicalization, in Its context: it is an inherently
unspecific nominal element whose specific meaning in the discourse
needs to be precisely spelled out (Francis, 1994: 83).

In order to identify a label in text, Francis suggests that:

any noun can be the head noun of a label if it is unspecific and requires
lexical realization in its immediate context, either beforehand or
afterwards (Francis, 1994: 88).

The identification is important in the analysis since it offers some criteria for

distinguishing a label from a non-label in discourse. Thus a noun or nominalisation

qualifies as a label if the reader has to look elsewhere in the text for its meaning. This
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meaning may either precede or follow the noun, and therefore, in a text, a label can

either be forward looking (prospective) - or backward looking (retrospective).

5.5.2 Advance Labelling

According to Francis (1994), an advance label functions as a signal to the reader as to

the perspective from which the writer wants subsequent information to be understood

and judged. The analysis of the text below illustrates how advance labelling works in

text (NB. the highlighted parts of the text identify openings of segments of

information).

ST5.70: AL4
(1) There are, however, a number of problems with the D-N model. (2) (a) For one
thing, it is intended only to explain individual events; (b) but usually scientists are
interested in explaining not individual events but regularities (Salmon 1989). (3) (There are
exceptions, of course, for instance the disappearance of the dinosaurs.) (4) (a) That is, we do
not want to know why Fred acquired X before Y so much as we want to know why learners
in general (or A-speakers rather than B-speakers) acquire X before Y; (b) but in a D-N
explanation this would be part of the explanans not the explanandum.

(5) Again, there are many phenomena that are neither logically necessary nor even
very likely, and yet are not by that token inexplicable.(6) To mention one often-cited
example, take paresis, a condition that occurs among persons who have passed through all
stages of syphilis without being treated, but only in one but four of such persons.(7)
Hempel's model cannot explain why Fred has paresis, since the probability is that he does
not have it, even though he has untreated syphilis.(8) One can see the relevance of this
problem to SLA theory, given that at best only a minority of learners completely acquire an
L2.

(9) Another problem with applying the D-N model to SLA is that the model requires
law, and we do not have any.(10) (a) Or if we do, they are to be found in our property
theory; (b) for example, all languages are structure-dependent. (11) (Keep in mind that a law
is much stronger than a generalization, in that only a law supports counterfactual statements.
(12) That is, if, for example, 'All the world's languages are structure-dependent' expresses a
law, it is equivalent to 'If X is a language it must be structure-dependent'. (13) Commitment
to a law of structure dependency is commitment to the claim that any hitherto undiscovered
language will be structure-dependent or else it will not be a language. (14) But if I express
the true generalization that all the coins in my pocket are dimes, there is no claim implied
that when I put a quarter into my pocket it will turn into a dime.) (15) (a) But in fact, as
Cartwright (1983:130) points out, this is a general problem; (b) even in the physical
sciences, 'covering laws are scarce'.

(16) A further problem is that, given the logical form of a D-N explanation, at least when
the covering law is a biconditional, as in the case of equations (if p then q and if q then p),
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there is nothing to stop us from explaining the pendulum's length by appealing to its period,
or explaining the storm by appealing to the barometer, which is clearly counterintuitive.

The article by Gregg (1993) from which the extract comes is very critical of general

scientific explanations of issues and problems involved in SLA research. In this particular

excerpt, Gregg attempts to show deficiencies of one of the scientific models of explanation -

the deductive-nomological (D-N) model of Hempel (1965).

The text begins with an advance label problems in si which is introduced through the

existential-there - 'There are... a number of problems with the D-N model'. The label

problems is an unspecific noun which is lexicalised in subsequent sentences. The

prospective labelling in si sets up the evaluative framework (in this case, a negative

framework) within which the subsequent stretch of information on which it

comments should be understood. The labelling evokes the reader's expectation that

(provided it is a well-written text) a discussion of the problems prospected by s 1 is

going to follow.

Following s 1 the text consists of a chain of negative evaluations assigned to the D-N

model, these negative evaluations labelled as problems (see highlighted parts of the

text). This chain of negative evaluations signals information chunks within the text.

These signals mark openings and closures of hierarchical units or segments of the

text. This can be illustrated by Figure 5.3 below.

are a number of problems
the D-N model (si)

the model explains only	 either logical necessity nor	 model requires law -
individual events - not
	

ikelihood is linked to 	 we do not have any
regularities (s2 - s4)
	 xplicability (s5 - sS)	 (s9 - s15)

Figure 5.3: Scope and Segmentation of text
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At the top level, the text can be seen to consist of a dominant member - si - setting

up subsequent units of information. The AV in si sets up broad units which are

further signalled by the repetitions of the AV problems - 'another problem' and 'a

further problem' (see s2-s8 and s9-s15).

Although in this text, labelling (including the repetition of the label) has been used to

segment the text into information units, there are other means of chunking the text,

such as, for example, the traditional notion of paragraph. In structuralist grammar, a

paragraph is believed to signal openings and closures of main ideas, the main idea

typically signalled by a topic sentence. Although in the texts used, paragraphs still

play an important function in role in chunking text (such as in the text above), from

the point of view of evaluation and relevance markers, the relationship between a

paragraph and evaluative segments is not well defined. Although in the text above

the chunking Ilabelling in the text above (ST5.70) coincides with the beginning of

paragraphs (i.e. sl for first paragraph, s5 for second paragraph, s9 for third paragraph

and s16 for fourth paragraph), this is not necessarily the norm - there are however

many cases where labelling is not linked to paragraphs (see, for example, the text

used in Chapter 7 for the illustration of the interrelationship between Scope and

Harmony - Appendix 2E).

Finally, it is important to recognise the overlap between the analyses of Scope and

Harmony. Though Scope is related to text structure while Harmony is related to

texture, both analyses are equally important in accounting for the reader's

comprehension of both the content and the point of view of the text. On the one hand,
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if we take si, 'There are, however, a number of problems with the D-N model' in

ST5.70, this advance labelling does not only mark an opening of a segment of

information (Scope) but it also Sets up the harmony for the stretch of text on which it

comments - whatever value is expressed within the limits of that stretch should be

interpreted against the harmony set up in si. Thus any disharmonious evaluation has

to be interpreted as not the main point. This implies that where there are markers of

segmentation, these also set up harmony for the text. Equally, if we take s6 of

ST5.58, 'But I believe there are more fundamental difficulties', which has been seen

as setting up the harmony for subsequent information, this can also be looked at,

from the point of view of Scope, as an advance label which signals the opening of a

segment of text on which it comments (see Figure 7.1 on the interrelatedness of

Scope and Harmony).

5.5.3 Retrospective Labelling

As the name implies, retrospective labelling is realized differently from advance

labelling. Francis (1994) argues that the major differences between advance and

retrospective labelling are that while the function of an advance label is "to tell the

reader what to expect" the retrospective label encapsulates a stretch of discourse.

According to Francis, the retrospective label:

indicates to the reader exactly how that stretch of discourse is to be
interpreted, and this provides the frame of reference within which
the subsequent argument is developed (Francis, 1994: 85).

While the latter type precedes its lexicalisation, the former follows it. The following

exemplify retrospective labelling:
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ST5.71: AL7
The pragmatic purpose of the writer's statements of situation and Problem in the canonical
form of such a methods text can be seen to establish common ground with the reader, prior
to the major communicative act of suggest/advise, which is realized as Response....This
useful concept of common ground, drawn from the work of Stalnaker (1978), Clark and
Marshall (1981), and Clark and Carlson (1982), is, however, challenged by Sperber and
Wilson (1982, 1986)....

ST5.72: PSY1
(1) Another, more direct, check on whether individuals vary in their rates of cognitive
ageing is to consider the statistical implications of a situation in which some individuals
show little or no change with age while others markedly decline. (2) In this age means of
scores on performance tests will, of course, decline across successive age groups but these
reductions in group means will be accompanied by correlated increases in variance between
individuals as increasing age spreads the group across a wider spectrum of performance. (3)
Figure 6 gives data for performance on digit span. (4) In tests of this kind it is crucial to
allow even the least able individuals to attain non-zero scores and to so avoid 'floor' effects.
(5) Accordingly individuals were first given lists of three, then of four, then of five digits,
and so on, until their span was reached. (6) Scores are total numbers of lists correctly
reported. (7) Given this expansion of the scale over which subjects are scored we see the
standard deviations of scores between subjects steadily increase while, in contrast, mean
scores steadily reduce with cohort age.

(8) Once again this picture of increasing diversity in ability against a trend of average
decline in competence suggests that individuals do, indeed, markedly vary in their rates of
cognitive ageing. (9) This is a very optimistic finding since it provides the first step
towards finding out what factors promote cognitive longevity. (10) The knowledge that
fortunate individuals who age unusually slowly do actually exist allows us to identify them,
and, by post hoc research on their biological and social histories, to recognize which factors
promote and which interfere with cognitive integrity in later years.

From these two examples, the labels 'useful concept' and 'optimistic findings',

respectively, point the reader backward to the preceding text. They retrospectively

package this stretch of discourse through the process of encapsulation. This not only

provides the reader with a summary of the preceding text but also makes clear the

point of view from which the information in the preceding text should be seen. The

preceding text is a build-up, as it were, of various evaluations some of which are non-

harmonious, but the retrospective label puts everything into the appropriate

perspective. In many cases a label marks a switch from TOE to ROE and in doing so

translates TOE into ROE. To illustrate this point, let us use ST5.72 above, which is
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from a Psychology article about cognitive ageing. The following are examples of

conflicting evaluations within TOE:

sl: some individuals show little or no change whereas others markedly decline;
s2: means of scores of performance will decline across successive age groups but these
reductions in group means will be accompanied by correlated increases in variance
between individuals;
s7: the standard deviations of scores between subjects steadily increase while in contrast,
mean scores steadily reduce with cohort age;
s8: this picture of increasing diversity in ability against a trend of average decline in
competence suggests that individuals do, indeed, markedly vary in their rates of cognitive
ageing.

While in the first three sentences (s 1, s2 and s7) , the evaluation is mainly TOE, s8

contains both TOE and ROE and it is here that there is a shift away from TOE

signalled by 'this picture...suggests...'. This shift from TOE to ROE is carried into s9

where there is evaluative retrospective labelling, 'This is a very optimistic finding'

in which finding encapsulates the preceding information whereas very optimistic

introduces evaluation of the ROE kind as well as interpreting the preceding

information which is now labelled as a finding. In this way, the retrospective label

can be seen to translate TOE into ROE.

From the above examples of retrospective labelling, we can conclude that by

summarising both the preceding discourse and the point of view, as well as checking

whether the reader has understood the harmony suggested, the retrospective label

indicates the end of the unit and predicts the beginning of another - hence it has a

topic-shifting as well as text-organising function (compare Francis, 1994; Hunston,

1994).
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As noted above, advance and retrospective labelling are not only useful in the

analysis of Scope but can be very important signposts to look for in the analysis of

Harmony. For instance, while advance labelling guides the reader by setting up the

dominant harmony for a subsequent section and thus signals how to interpret what is

to come, retrospective labelling summarises a stretch of text by checking whether the

reader has understood and correctly identified the overall evaluative purpose of that

stretch.

The discussion has indicated that while evaluation per se is not primarily

organisational in function, it shows a strong tendency to coincide with certain stages

of the text, more especially the beginning or the end of paragraphs or information

units, thus marking the boundaries of such stages. This is consistent with previous

findings such as those of Sinclair (1981), Hunston (1989) and Francis (1986, 1994) -

as a text is both an interactive construct it is important to show a point of view about

what is being put forward (see Sinclair, 1993 on encapsulation and Hunston, 1989 on

Relevance Markers).

It should be noted that this chapter draws a great deal from Hunston's (1989)

evaluation of relevance which basically deals with the textual function of evaluation.

However, there are two important areas of difference between the present study and

that of Hunston, more especially in terms of the analysis and emphasis. First, it has

been argued that in this study, evaluation is divided into two main categories - TOE

and ROE - the fact that all my categories and analyses are based exclusively on ROE

and that Hunston does not make such a distinction implies that the two studies deal
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with different categories of analysis. Another difference is that in terms of Relevance

Markers, Hunston focuses mainly on retrospective labelling whereas I take both

prospective and retrospective labels as equally important in exploring textualisation

of value. I also take into consideration other signals in addition to labelling - for

instance, in my study, Scope is not only signalled by labelling (this is made clearer in

Chapter 6 in which conceptual organisationlpatterning of text is as important as

explicit textual patterning).

5.6 Conclusion

This chapter has explored the textual dimension of evaluation from both a microlevel

and macrolevel perspective. First the microlevel analysis has shown that in ARAs the

realization of evaluation is dependent on the exploitation of virtually all constituents

of the lexicogrammar. The analysis has illustrated how any of the four main

constituents - the adjective, the noun, the verb and the adverb - can carry evaluation.

The data has also shown how another important discourse element, negation, can

express evaluation - negating or reformulating a claim simultaneously evaluates it.

This level of analysis reveals that the grammar of the clause also plays an important

part in providing a linguistic context for evaluation, enabling the reader to identify

the entity being evaluated as well as the value being expressed. For instance, a

modifying adverb has been seen as additional - evaluating the dominant evaluation in

the proposition. An example is that of an adverb modifying an adjective, for

example, extremely good where good is the major evaluation, thus reducing
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extremely to a supportive role. The it-clause structure, on the other hand, extends the

scope of the evaluative adjective over a whole proposition rather than a single

constituent in the clause.

The macrolevel dimension, on the other hand, has shown that despite the importance

of the microlevel analysis, very often evaluation remains ambiguous until placed

within the context of other evaluations going on in the text. The analysis of Harmony,

for example, has illustrated how one pole of value might be interpreted differently

depending on the surrounding evaluations to the contrary. An example has been that

of 'there is no doubt' which set up the harmony of subsequent evaluations so that

even the occurrence of conflicting evaluations in subsequent sentences became

unimportant. Scope, on the other hand, showed how evaluation can indicate the

beginnings and ends of information units, thus segmenting the text into identifiable

parts of information for better comprehension. Here the concept of labelling played a

major role in marking text (see Hunston, 1989, 1994; and Francis, 1986, 1994, on

relevance markers and labelling).

Finally, it is also very important to bear in mind that, in the analysis of textual

realizations of evaluation, there are other textual signals which, despite not being

related to evaluation, contribute a great deal to our understanding and interpretation

of how evaluation works in text. These are, among others, discourse markers such as

anaphoric reference, which could signal a link between evaluations, or contrastive

markers such as 'but' and 'however' which may signal a switch in evaluative pole.

Some of these have been used in the analysis of Harmony in Section 5.4 above.
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Although a detailed investigation of these signals lies outside the scope of the present

research, it is an important subject for future research.



224

CHAPTER 6

A MULTI-DIMENSIONAL ANALYSIS OF EVALUATION:
BRINGING IT ALL TOGETHER

6.1 Introduction

So far the study has focused on individual dimensions of evaluation - writer

responsibility, parameters of value, textualisation of value - establishing a different

framework of analysis for each dimension. This chapter combines these three

dimensions and examines how analysing a text for evaluation from this three-

dimensional viewpoint is potentially useful in providing a clearer picture of how the

writer attempts to get his point across by signalling the differences between local and

global evaluation as a step towards enhancing the reader's comprehension of the text.

Applying this three-dimensional analysis to an evaluative stretch of text can help us

describe evaluation in terms of its strength (who makes the evaluation as well as

how committed the writer is to the truth of the evaluation), what type of evaluation it

is (whether process or product-oriented evaluation, and its scale of value), as well as

how such evaluation is realized in the language of the text; and to interpret such

evaluation within the context of the surrounding evaluations in the text.

As has already been argued in the previous chapters, linguistic expressions of

evaluation form an essential component of discourse in that frequent indications of

attitude held towards the information given as well as towards the communicative

value of the discourse itself provide an invaluable contribution to the organisation of
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the content of a text. The contribution of evaluation to text organisation has been

observed by several researchers who have found evaluation to be a central element in

the rhetorical and discourse patterning of a text. Two of these patterns are Labov's

(1972) narrative structure and Hoey's (1979, 1983) Problem-Solution Pattern; and

evaluation plays an important role in organisational functions in discourse such as

Labelling (Francis 1994) and Relevance Markers (Hunston 1989, 1994).

So far the analysis in this study has been based on a bottom-up processing of the text

- first examining lower level cases of evaluation, and then looking at how they work

together in the overall discourse of the text - from clause, to proposition and to

discourse. In this chapter, however, I pursue a top-down model of analysis. I begin by

assuming that a text has an overall pattern determined by factors such as generic

conventions, the way in which the research was carried out, the purpose of the text,

as well as the individual writer's choices in presentation. I also make the assumption

that the writer and the ideal reader are conceptually aware of this pattern - the reader

brings to the text the knowledge of the type of text as well as expectations about the

text, while the writer attempts to enhance the reader's comprehension by providing

linguistic as well as contextual signals to help the reader process the meaning of the

text. In short, in this chapter I assume the existence of a conceptual pattern in the text

and then examine how this pattern is negotiated between the writer and the ideal

reader in the discourse and organisational structure of the text.

For descriptive purposes, I distinguish between pattern and organisation. I use

pattern, on the one hand, as an abstract term to refer to the conceptual framing of the
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text which exists in the mind of both the writer and the reader (this is based on the

awareness of genre and ideology of the text). Although ideally we expect the pattern

to be reflected in the actual stages of development of the text, this might not always

be the case, as will be seen in the application of Problem-Solution pattern to selected

texts below. Organisation, on the other hand, refers to what appears in the text - the

textual realization of the pattern.

Since the major concern is with text patterning and organisation, the analysis in this

chapter involves samples of whole texts. This is important for our understanding of

the movement and the cumulative development of evaluation as well as its function

in the expression of a global purpose of a text. The analysis emphasises the role of

evaluation in the overall framing of the text - what may be called macropatterns.

However, it is also important to remember that these in isolation cannot sufficiently

show how the internal networks of evaluation work in the build-up of such large

scale framing; where necessary, the analysis of internal or local framing -

micropatterns - will be carried out (compare with the interrelatedness of Scope and

Harmony). The term 'frame' here is used in the general sense of "the communicative

signals indicating how an utterance or action must be interpreted" (Besnier, 1992:

180). (For a detailed discussion on framing see, for example, Bateson, 1972;

Goffman, 1974; Fine, 1985).

In order to achieve as fairly balanced a picture of the value system of the ARA as

possible, it is necessary to look at representative samples from various disciplines as

there is a possibility that each discipline might show characteristic differences in
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terms of the kind of topics treated as well as ways of conducting research. For

instance, a typical History text is basically a narrated reconstruction of the past

whereas an experimental research article from Economics, for example, reports

research carried out - the methods, the results - as well as comments on the degree of

success of such a study. Although the major aim of the study is to look generally at

how evaluation in a whole text works, one of the things that may come out of this

investigation is an awareness of variations in terms of macropatterns. Although it is

not the main aim of the study to focus on variations, it is worth looking at these in

order to help explain the range of options open to the writer as well as to explore

these variations in the development of the evaluative resources available in the genre

as a whole.

It should be emphasised here that, unlike in Hunston's study (1989, 1994) where the

data shows a common macropattern of evaluation across articles, in my study I am

not expecting a single pattern to emerge. Unlike Hunston's data - experimental

research articles in biochemistry - my data is not only multidisciplinary but also

varies according to type (for example, experimental research, review and data

interpretation articles).

6.2 The Problem-Solution Pattern as the Underlying Discourse Pattern of the
ARA

6.2.1 The ARA and the Problem-Solution Pattern

I start from the premise that the typical pattern of the ARA can be broadly related to

the Problem-Solution pattern identified by Hoey (1979, 1983), Jordan (1984) and

Hoey and Winter (1986). According to Hoey (1979), a basic model of the Problem-
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Solution text consists of four main elements with each element representing the

answer to a question. A fifth element - Basis - is in a sense built into Evaluation and

is therefore not entirely a separate element from Evaluation (see a detailed discussion

of the relationship between Evaluation and Basis below).

PROBLEM-SOLUTION PAUERN

SITUATION: What was the situation?

PROBLEM: What was the problem?

SOLUTION: What was the solution/response?

EVALUATION: How successful was it?

BASIS: What is the basis for the evaluation?

Figure 6.1: The Problem-Solution model (modified from Hoey, 1979)

I should make it clear from the start that for the purpose of my study I use the

Problem-Solution model in an abstract sense as a useful way of looking at what an

academic paper is trying to do. I assume that a research paper is born out of the

realisation of what Swales (1981, 1990) calls a "Gap in the Knowledge" about a

particular topic - what can be called a Problem - and that the aim of the research

article is to "fill the Gap" (i.e. a Response or Solution). Most analyses of the

Problem-Solution texts place much emphasis on textual signals of identification of

the constituent elements of the pattern, and such identification is closely linked to

clause relations (Winter, 1977; Hoey and Winter, 1986). Although I am using the

Hoey-Winter model, I am not attempting to carry out a neat textual analysis by

mapping the pattern onto specific elements of the text using clause relations. Rather,

I am using Problem-Solution pattern as a conceptual framework of analysis which
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will enable me to describe the overall movement of evaluation through text.

However, where possible, I will use textual signals to illustrate some of the points

raised in the study - this will be applied particularly to the short texts with which I

will start my analysis. I am also not claiming that I will be able to use the Problem-

solution pattern as a template for all the texts that I examine. However, if the model

turns out to be applicable to one text but not to another it could be interpreted as an

important pointer towards differences between such texts.

Before demonstrating the potential role of the model in the description of text

patterning in the genre in question, it is best to try and relate more explicitly the

Problem-Solution model to aspects of Swales' (1981, 1990) Move Analysis of

research articles as well as suggesting relevant questions which such elements are

trying to address. Figure 6.2 overleaf illustrates this.

On the basis of the questions and their corresponding answers proposed in Figure 6.2,

it could be argued that the elements of the Problem-Solution pattern most relevant to

the discourse patterning of the ARA are Problem, Response and Evaluation.

Although Situation is a crucial element of the pattern, it is very often non-evaluative

and as such does not have an important role in the overall evaluation of the text.

However, in some cases the Situation element is expressed in an evaluative manner.

A good example is the presentation of a 'problematic situation' - both establishing

the field and simultaneously signalling a Problem (typically expressed by negative

evaluation) - what Hoey terms "Situation as Problem" (Hoey, 1983: 83). In this case,

the Situation is obviously important in the evaluative framing of the text.
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PROBLEM-
SOLUTION
PATTERN
SITUATION

ARA RHETORICAL PATTERN AND
CORRESPONDING QUESTIONS

Establishing the Field: What is the
current state of knowledge about the
topic?

PROBLEM Indicating the Gap in the Knowledge:
What is not known that needs
knowing/what has not yet been done
which needs doing about the topic?

RESPONSE	 Filling the Gap in the knowledge: What
is the present research doing 	 to
address/solve the current	 'lack' of
knowledge?

EVALUATION How successful has the research (i.e.
methods and/or findings) been in filling
the Gap? i.e. What is the contribution of
the research to the current knowledge

about the topic?

BASIS Justification of the research outcome:
i.e. On what grounds are the evaluations
based?

Figure 6.2: The application of Problem-Solution to the ARA
rhetorical pattern.

The three obligatory elements - Problem, Response and Evaluation - are very

important in the interpretation of the purpose of the text. Problem says that

something has not been done or is not known, Response what is or should be done,

while Evaluation is intended to persuade the reader to accept the writer's point of

view on the adequacy of the Response. In the text, typically the Problem is attributed

to either the reliability of the methods used to carry out research or the

validity/reliability of the results (which clearly relates to the Process and Product

distinction). The Response element describes the methods (i.e. data and

methodology) or the conclusions (results); and Evaluation permeates both Problem

and Response. For instance, the writer might evaluate Response by either expressing
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satisfaction with the methods or results, or suggesting new/improved methods or

new/improved interpretation of the findings. A good example of this phenomenon is

that of Hoey (1986: 191) where Evaluation is realized by an identifiable separate

element in the text:

ST6.l: (1) Charles was a language teacher. (2) His students came to him unable to write
coherently. (3) He taught them discourse analysis. (4) Now they all write novels.

According to Hoey's model (1) is Situation, (2), Problem, (3) Response and (4) is

ResultlEvaluation. As we shall see, however, in my data, it is often difficult to

identify separate elements in the text: for example, the way in which Response is

expressed is frequently evaluative in itself. This is consistent with Hunston's (1989,

1994) point about evaluation not being always overtly expressed in ARAs, but

diffused everywhere - anything which contributes to conventionally accepted goals

(for example, establishment of 'truth', etc.) is good, even if this goodness is not

stated explicitly.

In a Problem-Solution text, "so powerful is the expectation that a Problem-Solution

pattern will end with a positive evaluation of a Response that if it is undermined in

any way the effect is to discompose a reader quite markedly" (Hoey, 1983: 83).

However, if the Response is given negative evaluation, that signals another Problem

and the whole process starts all over again, usually until positive evaluation of the

Response is provided to signal the end of the discourse. This is described as a

multilayering phenomenon represented by the following recursive model by Hoey:
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Situation

'Ir

Problem

.1
Response

Negative	 Positive
Evaluation	 Evaluation

Figure 6.3: The recursive feature of Problem-Solution pattern (Hoey, 1983: 83)

This recursion occurs in the data that I have examined. However, it is not the only

way in which Response develops in text. Another way is in what can be called

Staged or Cumulative Response in which there is a detailed Response proceeding as

a series of stages each of which is given positive evaluation. This latter type of

Response will be illustrated in Section 6.3.1 below.

One aspect of the Problem-Solution pattern which has not been discussed so far is

Basis. In Hoey's model Basis is at times regarded as an optional element of the

pattern. For example, in his analysis of the 'Balloons and Air Cushion the Fall' text,

Hoey argues that Evaluation may take one of the three forms: "Evaluation

accompanied by Basis, Result accompanied by Evaluation, or combined

Result/Evaluation optionally accompanied by Basis" (Hoey, 1983: 78). In the ARA,

however, Basis appears to be central to the evaluative system of the text and therefore

it is as obligatory as the other three elements.
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In text, Basis can be expressed in two main ways. First, it can occur as a separate

element from Evaluation (and this is a 'normal' pattern) as in the following example:

ST6.2: EC23
This pattern of preferences is inconsistent with expected utility theory because it implies
that the subjective probabilities of black and of red are greater in the 50-50 urn than in the
unknown urn, and therefore cannot sum to one for both urns.

Here inconsistent evaluates the EE pattern whereas the because-clause provides the

grounds or justification (i.e. Basis) for Evaluation. In other cases, however, Basis can

be expressed as a replacement for Evaluation (and this is a 'marked' pattern). In this

case Basis is inherently evaluative, as demonstrated by the following example in

which the writer is introducing the term Ablocutionary Value:

ST6.3: AL7
Fifthly, the term itself: I introduce it above as a possible way of sa ying something more
informative than speech act theory at present allows about perlocutionary sequel
(unintended perlocutionary effect) by taking the perspective of the reader/hearer to account
for that person's own understanding and actions.

In this example, the underlined part of the sentence gives a reason or justification for

the introduction of the term (which is part of the writer's Response) but since it

indicates that the term is useful it is also evaluating this step of the Response. In this

case Evaluation is expressed by providing Basis. This interrelatedness between

Evaluation and Basis further buttresses Hunston's (1989) concept of Goals. Thus in

this case, the provision of Basis is good in that it indicates that the method helps

towards the achievement of the set goal(s).

This above fusion between Evaluation and Basis can be explained by the

phenomenon of multifunctionality. One of the main contributors to this phenomenon

is that of the very nature of Evaluation. In the data I use, Evaluation seems to
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permeate the other three elements - Problem, Response and Basis. While Problem is

inherently associated with negative Evaluation, Response and Basis may be seen as

inherently associated with positive Evaluation (or if it is to be interpreted as a

recursion of Problem, with negative Evaluation).

Given that at the highest level the function of the ARA is to provide a Response to a

research question (or Problem), it is not surprising that Response is often expressed

evaluatively. In the text, there seem to be two options in expressing Response. First,

it can be brought in as a separate element from Evaluation such as in the following

example:

ST6.4: H4
Further, using information from party records and their own accounts, it was possible to
determine the size of the population in 1925 both of the authors' birthplace and of their
residence when they joined the party.

In this example the two can be separated thus:

it was possible	 to determine the size of the population

Evaluation	 Response

In other cases, however - and these are the majority in my data, it is not possible to

separate Response from Evaluation since they can occur in the same clause or be

simultaneously expressed by a single lexical item - and hence Evaluation and

Response are fused. For example, Response might be expressed in the statement of

the aim of the paper in terms such as 'find', 'explain', 'discuss'. A good example of

evaluative Response is:

ST6.5: AL5O
The purpose of this article is to help students and teachers (especially those in non-English-
speaking countries) to better understand some of the problems and to recognize certain
possible solutions.
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While help announces Response, it simultaneously expresses positive Evaluation of

that Response - if the research could help both students and teachers, then that is a

worthwhile achievement.

The fusion between Evaluation and Basis, on the one hand, and that of Response and

Evaluation, on the other, necessitates the reiteration of the concept of Goals in

evaluation: Goals are either institutionalised (what desirable qualities are in the

genre) andlor explicitly expressed by the writer of the text. As noted above, in ARAs,

Evaluation is often expressed through a strong statement of Basis. For instance,

instead of the writer telling the reader explicitly that a method is good, s/he gives the

Basis for the choice of such a method such as in 'as a possible way...' above or what

the method can do in terms of enabling research abilities such as in 'it allows us to

choose'; and thus Basis is in fact functioning as Evaluation. In terms of Response, it

could be argued that words such as explain, discuss and indicate - which are often

used in the statement of Response - are not in themselves evaluative, but since in the

context of scientific investigation they are positive moves meant to establish the

truth, they are therefore positively evaluative (see Hunston, 1989, for a detailed

discussion on Goals).

In order to handle the overlap of functions described above, I see Response as

realized potentially by any one or more of three elements: Response Proper,

Evaluation and Basis - where Response Proper refers to the factual signalling of a

research event. For instance in the following example from an economics text (EC7):

'we focus on three central issues that seem particularly unclear', 'focus' is Response
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Proper. The diagram below illustrates the typical arrangement of the Problem-

Solution pattern in the ARA.

ISituatIj

--	 I

'I,

j onse1

Response Proper .-__{atiOn —41s

/\
[regativ1	 Ipositive 1

I.	 I
End: Left ]	 End of
for future	 discourse
research__________

Figure 6.4: The typical organisation of various elements of the Problem-Solution pattern in ARAs.

The dotted line from negative Response back to Problem in the above diagram

reflects Hoey's (1983) argument that the evaluation of Response can also be negative

and that "whenever a Response is negatively Evaluated, another Problem is normally

signalled, except where Negative Evaluation does not allow for any further Response

such as in the following, 'This killed him' (Hoey, 1983: 83). In ARAs, however, the

pattern may end with less extreme cases of negative evaluation. In this genre, it is

conventionally appropriate to present the article as not giving all the necessary

answers to a problem and this may be signalled by negative evaluation at the end of

the text. The following example illustrates this:

ST6.6: PSY1
Lack of data leaves undecided the crucial question whether or not age changes in rates of
learning of cognitive skills are independent of age changes in the maximum attainable
ceiling performance. Without this information we cannot address the practical question as
to how far cognitive decline in old age represents the effects of disuse of systems which can,
perhaps, be rehabilitated with practice, and how far it represents an irremediable change in
functional capacity. Until this is resolved our theoretical models will also remain
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inadequate because we do not know whether changes in learning and memory and changes
in maximum rates of information processing represent changes in functionally and logically
'modular' systems which may age at different speeds....

In this text, there is explicit negative evaluation that comes at the end of the discourse

which indicates the need for further research. In some texts, this is not so explicit -

the negative evaluation of the Response at the end of the text may be signalled by

raising questions such as in the following text:

ST6.7: H4
A related observation, and hence a fourth conclusion, is that in a Gau where the largest
number of males whose occupation is known were either a Bauer or a Landwirt (that is,
'farmer')... not a single farmer's wife joined up before 1928. Would it be wrong to assume
that the farmer's wife was the most traditional woman? And if 'prostitution, rape, abortion,
orgies, venereal diseases, and pornography epitomized traditional women's worst terrors',
and if those terrors were characteristic of the liberation of the Weimar Republic brought,
should we not expect rural women to have joined up? But they did not. Urban women did.
Does that mean that urban women were in fact more liberated to begin with, hence more
likely to know what the terrors of liberation were? Not one of them mentions these fears at
all, so we cannot confidently conclude that the women were traditional in terms of 'worst
terrors'.

The two examples above indicate that, although ideally we expect positive evaluation

of Response, it would appear that, conventionally, the research article will often not

claim complete knowledge but leave the field open for further research. Therefore

negative evaluation at the end of the discourse signals this need for further research.

6.2.1 Application of the Problem-Solution Pattern to Short Texts

In order to show the potential role of the Problem-Solution pattern in the description

of ARA structure and patterning, I demonstrate this analysis on short samples of

texts which in some senses are complete in themselves - abstracts and introductions.

The selection of these texts is based on the fact that they resemble miniature papers

by virtue of being summaries of whole papers; and very often their pattern and/or
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organisation can be mapped onto the papers they summarise. Here I examine three

abstracts from Applied Linguistics, Economics and Psychology and one introduction

from a History article.

I use ST6.8 as the first example for this analysis because the main steps of the

Problem-Solution model are easy to recover from the text.

ST6.8: AL4 Taking explanation seriousl y : Let a couple of flowers bloom

sO. (1) It is usually thought that one goal of a theory is to explain the phenomena within the
theory's domain. (2) Hence one criterion for assessing a putative theory of second language
acquisition (SLA), for instance, or of assessing SLA research conducted within a given
theoretical perspective, is the degree to which it can be seen as a successful contribution to
such an explanation.

(3) Unfortunately, a good deal of SLA research has been less than thorough-going in its
commitment to explanatory goals, making it harder to judge the value of the research in
question. (4) This paper discusses some of the issues and problems involved in scientific
explanation in general, and their relevance to SLA theory in particular. (5) The relation
between SLA and the property theory/transition theory distinction (Cummins 1983) is
examined, the inadequacies of the deductive-nomonological model (Hempel 1965) are
detailed, and an approach is outlined towards using Lipton's (1991) account of inference to
best explanation as a guide to evaluating SLA theoretical frameworks.

At the highest level, the Problem lies with the efficiency of many SLA theories used

in the explanation of Second Language Acquisition; and the Response is to give

suggestions on how this can be remedied. The text consists of Situation (sO. 1 - 0.2),

Problem (sO.3) and Response (sO.4 -0.5). Although the Situation section is not

overtly evaluative, it prepares the ground for the problem to come. For instance, the

opening it-clause introduces the subsequent reported proposition as a 'thought' which

implies a lack of firm scientific basis for such a proposition. The proposition in the

that-clause is attributed to a non-specified source through the reporting it-clause,

which detaches the writer from the proposition and thus predicts evaluation to come.
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This is different from saying, for example, 'One goal of a theory is to explain the

phenomena', in which case the proposition would have been categorical, committing

the writer to the validity of the proposition. In sO.2, which is a continuation of

Situation, the cohesive link 'hence' indicates a cause- consequence relationship

between sO. 1 and sO.2, with the latter being a consequence of the former.

It is in sO.3 that the Problem is introduced through the disjunct unfortunately which

announces negative evaluation to come in the subsequent clause. The negative

evaluation which is the basis of the writer's negative feeling is that much of SLA

research has been 'less than thorough-going , the result of that being to make it

harder to judge the value of the research in question. The entities 'research' and 'to

judge', suggest that the article is process rather than product oriented. Thus the

writer's focus is to validate methods rather than conclusions or findings.

Sentences sO.4 and sO.5 introduce the present research - the Response. The main

element in both sentences is Response Proper expressed in activity verbs such as

'discuss', 'examined', 'detailed' and 'outlined'. It is only in the last clause of the

sentence that there is an indication of Basis - 'using . ..as a guide to evaluating SLA

theoretical frameworks.' It should be noted that Evaluation here is not explicitly

expressed in a separate lexical term but is expressed by a strong Basis - if the

approach can be used as a guide, it is by implication a good approach - and hence the

two elements are merged. The pattern in this text is illustrated overleaf.
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1 Negative

J Evaluation

1 Positive
] Evaluation

SITUATION: sO.1-O.2

1
PROBLEM: S0.3

TEXTUAL SIGNALLING

It is usually thought....
Hence once criterion.. .is the degree to
which it can be seen as a successful
contribution

Unfortunately a good deal of SLA
research:
- has been less than thorough-going in its
commitment

- mak[es] it harder to judge the value of
the research in question

This paper discusses some of the issues
and problems... and their relevance....(0.4)
The relation...is examined, the
inadequacies...are detailed and an
approach is outlined.....(0.5)

using Lipton's...account of inference to
best explanation as a guide to evaluating
SLA theoretical frameworks. (0.5)

Figure 6.5: A sequential relationship among elements of the Problem-Solution
pattern in text

While in the above text it seems relatively easy to identify all the elements of the

Problem-Solution pattern, with negative evaluation for Problem and positive

evaluation for Response, in some abstracts some elements are missing. This not only

makes the point of the research harder to identify, but may also make it difficult to

map the abstract onto the texts they summarise. An example of one such abstract

comes from a Psychology text.

ST6.9: PSY25 Cognitive Psychology and Medical Diagnosis

sO. (1) The nature and acquisition of complex cognitive skills have been intensively
investigated over the past 20 years. (2) From such studies in non-medical domains it appears
that experts (a) generally remember new information in their field better than do the less
expert; (b) work forward to solutions, (c) form superior representations of problems; (d) are
superior in knowledge, not in basic processing abilities; and (e) require extensive practice
over a period of years to achieve expert status. (3) Studies of expertise in medical diagnosis
have found two major departures from the typical findings in other areas of expertise, viz.
that memory for new information seems best at intermediate levels of skill rather than at
high levels, and that a mixture of forward and backward reasoning (hypothetico-deductive
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inference) is common at all levels of skill in medical diagnosis. (4) These departures from
findings in other domains are explained by the special characteristics of both medical
knowledge and the diagnostic task.

The Problem involved here is that of a conflict between research in understanding

'the nature and acquisition of complex skills' in medical and non-medical contexts

In this abstract, however, only two elements of the Pattern are explicitly stated -

Situation (sO.l - 0.3) and Response (sO.4). In sO.l, the Situation is positively

evaluated through intensively investigated. What is interesting in this text is the

absence of an explicit Problem element. However, the fact there are 'two major

departures from the typical findings in other areas of expertise' and that the Response

indicates the need to 'explain' these 'departures' between medical and non-medical

contexts implies that there is a Problem. The Response explained here carries the

Response Proper and also, because in science explanation is a desirable value, it is at

the same time a positive evaluation of the Response. There is no indication of Basis.

It is worth noting that while the absence of Problem and Basis makes it harder to

identify the purpose of the research from the abstract, in the paper itself the picture is

different. There are many other signals to indicate the purpose of the text even in the

absence of explicitly stated Problem. Let us take the first paragraph of the

introduction and the first paragraph of the conclusion (Paragraphs 1 and 29 below):

sl.(l) Medical diagnosis is an important real-life activity in which the level of performance
can mean the difference between life and death. (2) Not surprisingly perhaps, skill in
diagnosis has often been regarded as something of an unanalysable mystery by both lay
people and medical professionals. (3) However, recent years have seen considerable
attempts to use cognitive-psychological methodologies and concepts to uncover the nature
of diagnostic expertise and its acquisition. (4) These efforts, which have been inspired by
the general success of psychological analysis of expertise in a number of domains, are
reviewed in this paper and likely directions of future research are outlined.
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s29.(1) Compared to other areas of expertise which have been subject to cognitive-
psychological investigation, medical diagnosis is a relatively complex domain in which
many different types of knowledge are involved and in which the problems are not very well
defined. (2) However, the expertise research maxims outlined in the Introduction hold up
well in the medical domain.(3) Two apparent discrepancies were: (a) that medical experts do
not always remember better and (b) that medical experts do not show a strong forward
direction of working. (4) These discrepancies were instructive and have been plausibly
explained.

The introduction is in many ways similar to the abstract in that it basically states the

Situation without establishing an explicit Problem. However, the Problem is implied

in sl.2 by the expression 'regarded as an unanalysable mystery.

The conclusion has more explicit expression of the Problem-Solution elements than

either the abstract or the introduction. A good example is that of a clear statement of

the Problem - the lack of consensus mentioned in the abstract as a 'departure', is here

explicitly described as a discrepancy in s29.3. Thus while Problem is 'missing' in

the abstract, it is present in the conclusion, possibly as a reminder of what the paper

has tried to respond to. It is also important to note that explained in the abstract

(sO.4) is repeated in the conclusion (s29.4) in the same role as Response/Evaluation.

The next abstract from an Economics article is much shorter - only two sentences

long - and works slightly differently from the two above.

ST6.lO: EC25 How do we know that real wages are too high?

sO.(l) It is a common belief that the existence of involuntary unemployment implies that
wages are too high and that wage moderation should be encouraged as a way to keep
unemployment down. (2) This paper argues for a reconsideration of this view by showing
that it is possible for a binding minimum wage to reduce unemployment or increase
employment even if there is involuntary unemployment.
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The Problem here is product-related in that it is a 'view' or according to the paper a

'common belief'. The suggestion is that the view needs reconsidering (i.e. it is

wrong) and therefore the Response is to 'show' the possibility of an alternative view.

First, the Situation set up by sO. 1 implies that there is a Problem even though it is not

very explicitly stated. It is implied in the prospective label common belief which is

set up by the fronted it-clause to introduce the main proposition in the that-clause.

Labelling something as a common belief suggests that it has no verifiable basis and

is negatively evaluated in that sense. This suggestion is supported in hindsight by

sO.2 which sets up the Response by arguing for a reconsideration of the view in

sO. 1. The fact that there is a call for a reconsideration suggests a knowledge gap

which the reconsideration is meant to address. In the same sentence the Response is

detailed by the reporting verb showing which is also evaluative. The reported clause

'it is possible. ..to reduce unemployment...' is the Basis for the Evaluation (see Figure

6.6 overleatTj.

In the above text we have identified elements of the Problem-Solution model as well

as variations in terms of their distribution. The variations indicate an element of

individual writer's choice as well as constraints from factors such as the accepted

conventions in the field, the purpose of the paper, for example, experimental versus

review of available literature.
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Situation as Problem
(sO. 1)

1

it is a common
belief....

1
Response

(sO.2)

Proper Evaluation	 Basis

	

4	 4	 4,

	

argues for a	 Iby showing I	 lit is possible....
reconsideration
by showing....

Figure 6.6: The application of a three- part Response to text.

Although all the three texts above have shown simple transitions between different

elements of the model, the picture changes when longer texts are involved. Here

Hoey's multilayering phenomenon in explaining the pattern of long Problem-

Solution texts becomes important. To illustrate this, I use a slightly longer text, an

introduction section of a History text (see Appendix 2C for a complete unanalysed

text).

ST6.1 I: H34 Ballads, libels, and popular ridicule in Jacobean England

si. (1) Very little is known about what it is like to live on the margins of literacy in early
modern England.(2) By far the majority of people in this society were illiterate in some
sense. (3a) Their inability to write has left the historian with few traces of their thoughts and
feelings and, (3b) although they were more likely to possess reading skills, it is very difficult
to assess the circulation or reception of most commonly known texts, either in manuscript or
print. (4) Much of the rich fabric of this partially literate and quasi-oral culture is
irretrievably lost.

s2.(1) In recent years a number of attempts have been made to penetrate the mental world of
ordinary men and women in sixteenth- and seventeenth-century England through the
medium of contemporary "popular literature".(2) Sufficient numbers of prints and
pamphlets, newsbooks and almanacs, broadside ballads and chapbooks are extant to invite
such investigation. (3) By paying attention to the price and print runs as well as to the form
and content of this material, inferences have been made about the markets to which it was
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directed and conclusions drawn about the milieux in which it circulated. (4) A humble
audience has been assumed and a "popular" culture imagined.

s3.(l) But such deductions are highly speculative. (2) Due to the paucity of evidence, it is
scarcely possible to contextualize any piece of this literature and to place it in the hand of an
actual recipient in a given time and place, much less to recapture the way in which it might
have been read or read, internalized and appropriated. (3a) Other than limited information
about a few hack writers, almost nothing is known about who created these texts; (b) other
than scattered glimpses of hawkers and chapmen, very little can be ascertained concerning
the scale and extent of their distribution; (c) other than the existence of a few celebrated
gentlemanly collectors, it is impossible to say precisely who read them and why. (4) In short,
we have the texts but not the contexts.

s4.(l) Thus important questions about cheap print remain unanswered, and perhaps
unanswerable. (2) Did broadsides and chapbooks regularly penetrate the lowest levels of
rural society, or were they fundamentally destined for urban environments, for the gentry or
the literate middling sorts? (3) To what extent were they didactic, instructing and
moralizing, fashioning the outlook and conditioning the responses of the recipients; in what
senses were they reflective, mirroring the cultural norms and illustrating the sensibilities,
beliefs and aspirations of their audiences? (4) Can they justly be taken to represent the
enshrining in text of an oral currency from village communities, or are they evidence merely
of the transmutation and popularization of more literate and learned traditions? (5) It is
uncertain, therefore, if and how print was consumed by the majority of English men and
women in this period. (6) But what is certain is that it was in no way produced by them,
other than in the sense that all consumption is a form of reproduction. (7) Studies of
ephemeral literature largely fail in allowing us to see the common people as creators of their
own cultural repertoire, as the authors of their own identities or the architects of their own
experience.

s5.(l) There are, however, ways in which to recognize those at the lowest levels of socicty
as more active agents in the construction of their forms of expression and to get closer to a
more demonstrably plebeian genre in story and song. (2) For it is possible to penetrate
beneath the level of print and recover something of the extempore rhymes, verses and
ballads which ordinary men and women frequently composed for themselves and sang or
recited among their neighbours. (3) Such things were occasionally preserved amid legal
records when they had as their subject an individual who believed the composition to be
personally libellous and who, in taking the case before the courts, was required to produce a
copy of it in evidence. (4) In the ostensibly unpromising source of proceedings at law,
therefore, can be found a "literature" explicitly by the people and for the people, dynamic
and contextualized. (5) Unlike in commercial productions, it is clear who invented or wrote
those songs, and the circumstances surrounding their creation are explicit. (6) It is possible
to know exactly where they were circulated and how they were disseminated among a
largely illiterate audience. (7) Born of identifiable situations and less bound by conventional
tropes than was much cheap print, they offer perhaps a more vivid and responsive insight
into popular attitudes and values, and one which can be positively tested against the
responses and reactions which they evoked. (8) Through such sources we can relocate the
usually silent majority as producers and initiators in the cultural process and gain an
immediacy of access to popular mentalities which it is rare to find.
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This text is process-oriented in approach since it focuses on validating methods of

research. In the text, the Problem seems to lie with lack of knowledge about what the

writer calls the 'partially literate and quasi-oral culture' of ordinary people in

Jacobean England. Although at the beginning of this text the Problem is expressed in

product terms in the sense that it is Certainty-related, as the text develops it becomes

obvious that the paper itself is process-oriented, as will be demonstrated below.

First of all, it is worth noting that the organisation of the text into paragraphs seems

to coincide with the various elements of the Problem-Solution pattern, with each

paragraph expressing a different element. The first paragraph expresses a problematic

situation signalled by the evaluation of Certainty in the opening sentence - 'very little

is known'. In the rest of the paragraph (s 1.2 - 1.4 inclusive) there is a development of

the Problem with evaluation of Certainty in sl.3a signalled in '...has left the historian

with very few traces...' and that of Control in 1.3b signalled in 'it is very difficult to

assess'.

The semantic function of Paragraph 2 is that of attributed Response which is process-

oriented, i.e. what has been done so far, for example, 'attempts have been made to

penetrate...' (s2.l), 'inferences have been made'(s2.3) and 'a "popular" culture has

been assumed' (s2.4). The Response is in itself non-evaluative, but the fact that it is

attributed rather than averred predicts evaluation.

Paragraph 3 presents Evaluation of the methods discussed in paragraph 2. Here there

is another combination of Certainty and Control parameters which is clearly signalled
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by the cause-consequence relationship, 'due to the paucity of evidence, it is scarcely

possible to contextualize...'. The Basis of the evaluation is given in the contrastive

relationship in s3.4 - 'we have the texts but not the context'. The negative evaluation

of methods here signals a recursive Problem.

The pole of value in Paragraph 3 is carried over into Paragraph 4, where there is a

restatement of the Problem. For instance, saying that questions remain unanswered

picks up 'very little is known' (si. 1) and a paucity of evidence as well as most of

the negative evaluation in Paragraph 3.

The Response comes in Paragraph 5, the longest paragraph of the introduction. While

in Paragraph 2 researchers are said to have used 'popular literature', the suggestion

here is that the most reliable data is that of rhymes, verses and ballads which were

composed by the people for their own consumption as well as that for their

neighbours - 'literature explicitly by the people for the people'. This process is

evaluated in positive terms such as 'there are ways to recognize', 'it is possible to

penetrate...', in s5.1 and s5.2, respectively. The implication is that improving the

methods of research will result in better results.

Irrespective of the pole of value, the dominant evaluations here are those of both

Certainty and Control: lack of control over methods (Process) results in lack of

certainty (Product). The main function of product-oriented evaluation here is to bring

to our attention the problems with Process. (This interrelationship between Process

and Product will be discussed in Section 6.3 below). Despite the text moving back
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and forth in terms of restatement of Problem because of the negative evaluation of

the first Response, the end result is that of positive evaluation of Response which

brings this part of the discourse to an end, thereby corresponding to Hoey's recursive

model shown in Figure 6.3 above.

While I have suggested that the majority of articles used in my study (about 182 out

of 200) follow a broadly Problem-Solution model, it should be noted that there are

other articles whose patterns are not necessarily Problem-Solution. The most notable

among these are 26 History articles and a few others from the other three disciplines,

more specifically State of the Art articles. A sample History article will be briefly

discussed in Section 6.4 below to exemplify this variation.

6.3 Process-Product Distinction Analysis of Whole Texts

In the analysis of the texts above, it has been argued that some texts are process-

oriented whereas others are product-oriented. The writer who chooses the process-

oriented approach is primarily focusing on validating methods while the one who

chooses the product-oriented option is primarily focusing on validating conclusions.

It should be noted that these are idealised models whose function is mainly to provide

a useful basis for describing the differences between the two types of articles. In

many of the texts, however, the two are combined: that is, good methods lead to good

conclusions, and/or good conclusions validate the methods used to reach them. As

has already been established in Chapter 4 above, the distinction between process and

product-oriented evaluation is based on the evaluated entity (EE) which in turn

determines the type of Ascribed Value (AV). To determine whether the text is
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process or product-oriented, therefore, there is a need to establish the main EE of the

text. The identification of the main EE of a paper is typically realized in the text in

key statements of Problem and/or Response; and where these are not explicitly

signalled as being key, the surrounding discourse context is a good indicator of which

statements are key.

The following extracts are examples of key statements which illustrate the process-

product distinction:

ST6.l2: H4
...but because it is no longer possible to poii these enthusiasts, we are left with but a few
ways of finding out why they seem in retrospect to have opposed their emancipation from
traditional patriarchal society and the inferior position to which they were assigned to it.

In this example, the main EE is introduced by no longer possible which evaluates

process-oriented EEs such as to poii and of finding out. This happens in the statement

of Problem. In the following example, however, it is expressed in the Response:

ST6.13: 1120
The aim of this article is to review recent Russian and western literature on the terror in the
Comintern, to examine old and new explanations of its origin and scope, and to indicate
future lines of research.

In this example, the Response is expressed in activity terms by the reporting verbs

review, examine and indicate, and the paper's main focus is to look at competing

opinions/findings arising from the literature on the Comintern. This suggests a

product orientation.



250

It should be emphasised that the difference between process and product-oriented

texts is primarily a semantic matter, in that it is used to establish the main purpose of

the paper and the types of EEs and AVs which will appear; it does not necessarily

suggest that the broader textual organisation of the two types will be affected by these

differences.

6.3.1 Product + Staged /Cumulative Response

ST 6.14: EC22 Economic Growth and the Environment (see Appendix 2B for a
complete text)

6.3.1.1 Macropatterning

This is an Economics experimental research article. It investigates the claim by

environmental groups that continued economic growth results in greater harm to the

earth's environment. In their research, the writers (co-authors) adopt what they call the

reduced-form approach to examine the relationship between per capita income and

various environmental indicators. The main finding of the paper is that there is no

evidence to support the claim that economic growth necessarily results in the

deterioration of environmental quality.

The three opening sentences of the text express Problem:

sl.(l) Will economic growth bring ever greater harm to the earth's environment? (2) Or do
increases n income and wealth sow the seeds for the amelioration of ecological problems?
(3) The answers to these questions are critical for the design of appropriate development
strategies for lesser developed countries

The questions raised in si. 1 - 1.2 imply that the Problem is that of lack of knowledge

about the topic; there is therefore a need for answers to provide the necessary

knowledge as expressed by s 1.3 where the answers are evaluated as critical. Taking
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the three sentences together, the findings (filling the knowledge gap) are presented as

more important than the methods, and hence the paper is product-oriented.

Despite this being a product-oriented text, Response is initially expressed as a

process. A statement of the aimlgoals (s4. 1) and the Attributed Response (s7. 1-7.2)

illustrate this point.

s4.(l) The main contribution of the present paper is that it employs reliable data and a
common methodology to investigate the relationship between the scale of economic
activity and environmental quality for a broad set of environmental indicators.

s7.(1) Unfortunately, a paucity of data limits the scope of any such study. (2) only in
recent years have the various aspects of environmental quality been carefully assessed and
only a small number of indicators have been comparably measured in a variety of
countries at different stages of development.

Although in s4. 1 the process to investigate is presented as the main contribution of

the paper, and the Attributed Response in s7.2 is presented in process terms -

carefully assessed and comparably measured - the major focus of the paper is on

product. The main conclusion explicitly expresses this major focus:

s4l.(l) Contrary to the alarmist cries of some environmental groups, we find no
evidence that economic growth does unavoidable harm to the natural habitat.

The evaluation no evidence is related to results - product - and not methods. The

function of the process can therefore be seen to validate the product. This is

expressed by the statement of Basis which justifies the methods used for the study:

s40.(1) While admittedly these measures cover relatively few dimensions of environmental
quality, our study is the most comprehensible possible given the limited availability of
comparable data from different countries.
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The above statement of Basis implies that the findings of the paper should be

accepted as valid and reliable because they are a result of good methods.

The main purpose of the paper can also be established by devising a question-answer

technique based on the concerns of the four elements of the Problem-Solution pattern

below:

What is the Problem?: The need for an answer to whether economic growth damages the
environment.

What is the Response?: To investigate the truth of the claim above
I-low is this done?: Use reliable data for this investigation

What is the Conclusion/Evaluation?: The claim is not true (i.e. there is no evidence to
support the claim)

What is the Basis for this conclusion?: The methods we have used to reach this conclusion
are the best available.

To examine how the text is organised in terms of evaluation, the Response section

(the longest in the paper) is used. First, the data section (paragraphs 6 to 17)

functions as an opening to the Response section. Here the writers (co-authors)

introduce the data as well as evaluate them. The Global Environmental Monitoring

System (GEMS) project on Air and Water quality is presented as the basic data used

for the study. The data is presented, its strengths and limitations are shown, and its

use in the study is justified. Two stretches of text - Paragraphs 7 and 17 - are used to

show the development of evaluation at this stage of the text.

s7.(l) Unfortunately, a paucity of data limits the scope of any such study. (2) Only in
recent years have the various aspects of environmental quality been carefully assessed and
only a small number of indicators have been comparatively measured in a variety of
countries at different stages of development. (3) Comparability and reliability are the
central aims of the effort spearheaded by GEMS, a joint project of the World Health
organization and the United Nations Environmental Programme. (4) For almost two decades
GEMS has monitored air and water quality in a cross section of countries. (5) These panel
data provide the basis for our research.
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It is important to note that Paragraph 7 above is a response to s6.6 which emphasises

the importance of a comprehensive study of environment and growth. Paragraph 7

therefore starts by expressing Problem in relation to availability of data signalled

through negative evaluations unfortunately, paucity and limits. Although in

Attributed Response (s7.2), there seems to be positive evaluation such as carefully

assessed, this occurs within negative framing such as only and 'a small number of

indicators have been comparably measured'. In s7.3 the data used for present

research is introduced in positive terms as having comparability and centrality as

its central aims. This positive view is further strengthened by reference in s7.4 to

'almost two decades' of 'monitoring' air and water quality by GEMS. The reliability

of the data used in the research is summarised in s7.5. In short, Paragraph 7 appears

to be furthering the aim stated in s4. 1- making a case for the reliability of data is used

for the investigation.

However, after this paragraph, the section continues by evaluating the data and the

summary of the evaluation occurs in Paragraph 17.

s17.(l) As we have noted, the GEMS data do not cover all dimensions of environmental
quality. (2) Besides the air pollutants that affect global atmospheric conditions, important
omissions include industrial waste, soil degradation, deforestation, and loss of biodiversity.
(3) While we view our inability to examine the effects of growth on these forms of
environmental damage as unfortunate, we believe that there is much to be learned from
studying how the many indicators of air and water quality respond to changes in output
levels.

In s17.1, there is an admission that the data used is not without loopholes , for

example, does not cover. This is followed in s17.2 by important omissions.

Sentence s17.3 introduces two conflicting evaluations through a hypotactic
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concessive relationship between two clauses. In the fronted clause which is

introduced by 'while', the evaluation is negative - inability to examine which is

evaluated further as unfortunate. The major clause, however expresses positive

evaluation introduced through the subjective 'we believe' - there is much to be

learned. As the second clause is the main one, the positive evaluation in it has

dominance over the negative one in the dependent clause. The pattern in this section

of the text can be seen as concessive in that despite the negative evaluation of the

data, it is still regarded as useful for research.

Central to the Response element is the methodology section which is predominantly

process-oriented. Unlike some Problem-Solution texts where the negative evaluation

of Response signals a step to a further Problem (see, for example, the analysis of

ST6. 16 below), here Response unfolds not only as one but as a series of Responses in

which the typical development is for one Response to be presented, positively

evaluated (with Basis), before another Response is presented, and the process is

repeated. The StagedlCumulative pattern is illustrated by Figure 6.7 below:

Problem

Response 1+
Positive
Evaluation and/or
Racic

(esponse 2 ^
Positive Evaluation
and/or Basis

Figure 6.7: Staged/Cumulative Response pattern
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The above pattern is exemplified in the paper by the following pairs of evaluative

stretches in which the first member of the pair (P1) expresses Response Proper while

the second (P2) carries positive Evaluation and/or Basis.

P1: s18.(1) To study the relationship between pollution and growth, we estimate several
reduced-form equations that relate to the level of pollution....

P2: s18.(3) We think there are two main advantages to a reduced-form approach.

P1: s21 .(2) Although our measures of pollution pertain to specific cities or sites on rivers,
GDP is measured at country level.

P2: s21 .(3) Since environmental standards are often set at a national level, using a
country-level GDP per capita (as opposed to local income) is arguably
appropriate.

P1: s21 .(5) We have included a cubic of the average GDP per capita in the preceding
three years to proxy the effect of "permanent income" and because past income is
likely to be a relevant determinant of current environmental standards.

P2: s21 .(6) As a practical matter, however, lagged and current GDP per capita are highly
correlated, so including just current (or just lagged) GDP per capita does not
qualitatively change the results.

P1: s22.(i') In estimating the relationship between pollution and national income, we
adjusted for the year in which the measurement was taken by including a linear
time trend as a separate regressor.

P2: s22.(2) We did so because we did not want to attribute to national income growth any
improvements in local environmental quality that might actually be due to global
advances....

P1: s23.(l) We included additional covariates besides income and time to describe
characteristics of the site where the monitoring stations were located and to
describe the specific method of monitoring.

P2: s23.(3) However, by including these additional variables, we are able to reduce the
residual variance in the relationship between pollution and income and thus
generate more precise estimates.

P1: s24.(l) We used a more limited set of covariates for the water pollutants because the
data set provided less information about the placement of the monitoring station. (2)
In addition to the GDP per capita terms and the time trend, we included the mean
annual water temperature in the river in which the monitoring station is located.

P2: s24.(3) This is a pertinent variable because, for many pollutants, the rate of dissolution
depends on the temperature of the water.

The Staged-Response pattern in the methodology section implies the existence of

embedded patterns - minipatterns - within the major pattern of a text which seem to

be based on the function and purpose of the individual stages of the text.
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6.3.1.2 A Three-Dimensional Analysis

Having looked at both the patterning and organisation of the text, it is worth

exploring how the different dimensions of evaluation are realized in the text and how

this three-dimensional analysis fits into the overall text patterning and organisation.

Chapter 3 above has already demonstrated the importance of the two variables -

Source and Message - in the analysis of writer responsibility in this paper. First, in

terms of Source, generally speaking there are more averred evaluations than

attributed ones, particularly in the first half of the text. For instance, in Sections II

and ifi (data presentation and methodology - Paragraphs 6 to 25), most of the

evaluation is averred. The categorical assertion in s7.1, 'Unfortunately, a paucity of

data limits the scope of any such study' is a good example of averred evaluation.

However, there are two important sources of evaluation in this text: the 'I Self-

Attribution' and 'My text Self-Attribution' (see Chapter 3 on averral and attribution).

Starting with the 'I Self-Attribution', this is realized by 'we' reference (reference to

the co-authors of the paper). The 'we' as Source should be distinguished from the

'we' as Actor which pervades the text but has no direct relevance to evaluation. An

example of the latter use of 'we' is: 'We have estimated equation (1) for each of the

pollutants described in Section II' (s26. 1). This use occurs where the author describes

research activities involved in the research for the paper - what Hunston (1989) calls

'narration of events'. The former kind of 'we' reference is that where 'we' is the

originator of the evaluation and/or plays other important evaluative functions in the

text. In the article, this occurs where 'we' functions as Senser, Sayer or Carrier in the
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clause (see Halliday, 1967 1985a, on participant roles in transitivity). Examples of

this phenomenon are:

s7.(3) While we view our inability to examine the effects of growth on these forms of
environmental damage as unfortunate, we believe that there is much to be learned from
studying how the many indicators of air and water quality respond to changes in output
levels.

S 18(3) We think there are two main advantages to a reduced-form approach.

s18.(8) Nevertheless, we think that documenting the reduced-form relationship between
pollution and income is an important first step.

S37.(3) We suspect that the eventual improvement reflects, in part, an increased demand
for (and supply of) environmental protection at higher levels of national income.

The above sentences appear in the data and methodology sections of the text at

points where the writers are evaluating the reliability of methods (data and approach).

In these examples, the self-reference is expressed by reporting clauses which include

perception verbs such as believe, think and suspect.

The use of 'we' as Source has important implications for the overall comprehension

of this text. It is interesting to look at where it occurs and its function in relation to

the proposition that is related to 'we'. First, all the above examples occur in the data

and methodology sections, particularly where the writers try and justify their choice

and use of either data (the GEMS data) or methodology (the reduced-form approach).

Taking into consideration that here the writers are aware of the need to convince the

reader of the validity and reliability of the methods, the 'we' reference can be seen to

have two functions. First, as a form of hedging, it can be seen to exercise caution by

indicating the subjectivity of the proposition. Second - and this is the most important

- it implies the writers' explicit awareness of opinion in a controversial area. Thus the

writers are aware that they are dealing with either data or an approach which other
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people might not agree with. This is different from simple caution which can be

expressed by the following rewritten version of s18.3: 'There may be two main

advantages to a reduced-form approach'. In this version, the proposition is not

attributed to the writers but it is modalised through 'may' which comments on the

degree of certainty of the proposition. The proposition is an objective modalised

statement whose function is that of expressing caution without subjectivity - this can

be related to Halliday's explicit objective modality (see Chapter 3 for a discussion on

the different effects of self-reference and modality on the writer's responsibility for a

proposition).

Another important phenomenon is that of the 'we + perception verb' which occurs in

the interpretation and/or evaluation of results, such as 'we find little evidence'

(s37.1) and 'we see' (s32.1). In the same way as has been argued above, this

personalisation of findings implies that the writers are aware of the possibility of

alternative interpretations of the findings and therefore claim primary responsibility

for the evaluation in a way which restricts the liability to the authors of the text

themselves. The same argument can also be said for cases in which 'we' functions as

Possessor of methods and findings.

s42,(l) Our findings are broadly consistent with those reported in other studies.
s43.(4) Our methodology does not allow us to reject these hypotheses....

This explicit self-claim to findings and methods is a further indication that the

primary responsibility for both entities lies with the present writers themselves.
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The second source, 'My Text Self-Attribution', occurs predominantly in the Results

section of the text. Examples of this kind of attribution are:

s26.(3) The tables in these appendixes also show the p-values for the three current income
variables....

s27.(9) The relative slopes of the curves therefore reveal the relative sensitivity of the
different pollutants to changes in income.

s28.(3) The mean residuals suggest that, in most cases, the assumed cubic functional form
does not do injustice to the shape of the observed relationship between pollution and GDP.

The textual sources accompanied by reporting verbs are given the responsibility for

the evaluation in the reported clause. As has been argued in Chapter 5, attributing

evaluation to textual sources implies a depersonalisation of findings which appears

to be a conventional strategy in the ARA - the writer delegates responsibility to the

text as an attempt to show the objective status of the findings. The fact that the

textual sources such as the table, estimates and results are evaluated through

reporting verbs such as show and suggest implies that it is the research itself and not

the writer as a person who is primarily responsible for the findings/conclusions.

The second important variable in the analysis of responsibility is that of the status of

the message - whether it is categorical or modified. In this text, the modification of

Certainty plays an important role especially in averred statements of evaluation. Here

examples from the Results section of the text are used for analysis (the modification

is underlined for emphasis):

s26.(6) It appears therefore that national income is an important determinant of local air and
water pollution.

s28.(4) We also see from the graphs that there are relatively few observations for most
pollutants at the upper extremes of income. (5) As a consequence, the shape of the estimated
relationship	 y be imprecisely estimated at these extreme points.
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s29.(7) Although the income variables are highly correlated, the lagged GDP terms to
have the lower p-values, perhaps indicating that past income has been a major determinant
of current pollution standards.

s33.(4) This latter result is çj.jt plausible, because fecal contamination does not stem from
economic activity per Se. (5) Since contamination can be controlled by the treatment of raw
sewerage, our result could be explained by a lagged response of treatment plant
construction to per capita income growth.

s35.(1) The results relating to total coliform are rather baffling.

s35.(5) We have no explanation for these findings. (6) Perhaps they reflect a spurious
relationship inasmuch as the presence of some types of coliform does not necessarily
indicate fecal contamination, and these bacteria have many nonanthropogenic sources.

Although the evaluative expressions above are not attributed but averred, they are

hedged. The use of epistemic modal expressions such as perhaps, y, and could

indicates lack of absolute certainty about the validity of the propositions being put

forward. The function of these hedged expressions is to exercise caution. It is

important at this stage to reiterate the different effects on a proposition by 'taking a

stand' as expressed by the 'we' self-reference and the modification of certainty

expressed by modality and hedging. If we take, on the one hand, 'we believe' in s7.3

and on the other, 'it appears' in s26.6, two different things seem to be going on. In

the former example, the writers seem to be saying, "We are 	 of the point we are

making, but we are aware that other views exist. However, we need to emphasize our

own point". Here the writers are neither being polite or exercising caution but they

are taking a position in the argument. In the latter example, however, they seem to be

saying, "We are not sure about the point we are making (or we want to appear

properly cautious)". In this case, lack of absolute certainty or the desire for caution is

the primary focus for the proposition.
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Concerning the value system in this text, it is important to relate this to the overall

purpose of the paper. In this paper, the aim is expressed in s4. 1, which is to employ

"reliable data and a common methodology to investigate the relationship between the

scale of economic activity and environmental quality...". Through this statement of

aimlgoal, the writers position the reader into taking as key those sentences whose

evaluations are related to reliability of data and methodology as well as the

conclusions of the investigation.

On the basis of this assumption, I will look at key evaluations of the entities (data,

methodology and findings) and look at in what terms these are evaluated. To do this,

I will briefly look at key evaluations in the data (Section II), methodology (Section

ifi), results (Section IV) separately and then look at how they work together in the

text as expressed in the conclusion (Section V).

In Section II, the main Problem referred to is that of related to data. This is expressed

by s7. 1: 'Unfortunately a paucity of data limits the scope of any such study'.

Recognising this problem, the writers suggest a Response - using alternative data

from the GEMS project. This is used on the basis of its central concerns of

comparability and reliability (s7.3) which seem to be desirable qualities in the

writers' research. However, this alternative data is also shown to have imperfections.

The following sentence expresses this:

sI 2.(2) The number of observations from lake groundwater stations is, however, too small
for any meaningful statistical analysis.(3) Therefore, we focus our study on the data that
describe the state of river basins.
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Looking at this stretch of text one sees s12.2 as negative evaluation of the previous

Response. Therefore s12.3 presents yet another Response - the choice of more

reliable data - that describes the state of river basins.

The examples given above demonstrate an interplay between the evaluation of

Control and that of Usefulness. On the one hand, Control is expressed by paucity

(s7.1) and too small (s12.2) - these two evaluations imply that the data are not

enough. Usefulness, on the other hand, is expressed in 'limits the scope' (s7.1) and

'[no] meaningful analysis' (s12.2) which imply that the data are therefore not useful.

it is i nporarrt to note that in both stretches Control precedes Usefulness and not the

other way round. This interdependence between Control and Usefulness is clearly

captured by Paragraph 17 which encapsulates the section:

s17.(l) As we have noted, the GEMS data do not cover all dimensions of environmental
quality. (2) Besides the air pollutants that affect global atmospheric conditions, important
omissions include industrial waste, soil degradation, deforestation, and loss of biodiversity.
(3) While we view our inability to examine the effects of growth on these forms as
unfortunate, we believe that there is much to be learned from studying how the many
indicators of water quality respond to changes in output levels.

In this example, Usefulness is expressed by negative statements do not cover,

important omissions and much to be learned whereas Control is expressed in

inability to examine. Usefulness appears to be dominant in the whole section. For

example, in s17.3, the Control parameter is expressed by the dependent 'while'-

clause, whereas Usefulness is carried by the dominant clause. The message that

comes out of the data section is that although the data's Fixedness (Control) has not

yet been established - 'our inability to examine...as unfortunate', its Worthiness

(Usefulness) can be argued for - 'there is much to be learned from studying...'. In
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this sentence, Usefulness appears a more dominant evaluation than Control and is

signalled as thus by the grammar of the clause.

Like the data, the methodology is primarily evaluated in terms of Control and

Usefulness. The section examines the strengths and limitations of the methodology -

the reduced form approach. Key evaluations here are:

si 8(3) We think there are two main advantages to a reduced-form approach.

s18.(7) A limitation of a reduced-form approach, however, is that it is unclear why the
estimated relationship between pollution and income exists. (8) Nevertheless, we think that
documenting the reduced-form relationship between pollution and income is an important
first step.

s23.(3) However, by including these additional variables, we are able to reduce the residual
variance in the relationship between pollution and income and thus generate more precise
estimates.

All the above examples comment on Control and Usefulness. Although unclear in

s18.7 could be seen as Certainty, its function is to comment on Control: it could be

interpreted as 'we cannot tell why'. An example of Usefulness are the advance label

limitation in s 18.7 (note that the EE is reduced-form approach, which is process)

while Control is carried by s23.3 with 'we are able to reduce...'. It is important to

note that even here Usefulness dominates Control. For example, while in s18.3 there

is only Usefulness, in the two latter examples both evaluations are expressed. While

in s18.7 the advance label advantages comments on the usefulness of the approach,

unclear comments on the Control parameter. This dual evaluation parameter can also

be seen in s23.3 where Control is expressed by we are able and Usefulness by the

expression more precise estimates.
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The results and findings, on the other hand, are evaluated along the Certainty and

Significance parameters. Examples of Certainty are:

s32.(4) .. .the consistency of the estimates across these different samples gives us some
added confidence in each one.

s33.(4) This latter result is quite plausible, because fecal contamination does not stern from
economic activity per Se.

s35.(l) The results are rather baffling.

whereas significance is realized in, for example:

s32.(l) ...we find a statistically significant beneficial relationship only for dissolved
oxygen...

s39.(l) Of particular interest are the estimated coefficients on the time variable.

Despite the dominance or product-oriented evaluation in the results, there are also a

few examples of process.

s26.(3) The tables in these appendixes also show the p-values for the three current income
variables, the three lagged income variables, and the six income variables together. (4) Tn
view of the strong multicollinearity between current and lagged GDP, as well as among
powers of GDP, it is difficult to infer much about the individual coefficients. (5) However,
in most cases the collection of current and lagged GDP terms is highly significant. (6) It
appears therefore that national income is an important determinant of local air and water
pollution.

Although in this extract the concern is with the results, especially the evaluation of

Significance expressed by show, significant and important, there is also the

evaluation of Control - difficult - in s23.4 which indicates how the problem with the

product affects process - to infer. The presence of the process evaluation in results

does not undermine the fact that the results will typically be evaluated in terms of

product-oriented value but indicates possible combinations of value statements

determined by the purpose of the message at that particular point in the discourse.
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The conclusion section appears to put equal emphasis on both process and product.

For instance, there is evaluation of Usefulness as in the following example:

s43.(4) Our methodology does not allow us to reject these hypotheses, or even investigate
the means by which income changes influence environmental outcomes.

whereas Certainty is expressed in:

s42.( 1) Our findings are broadly consistent with those reported in other studies.

This equal emphasis on both process and product could be due to the fact that the

conclusion typically summarises the whole paper and therefore comments on aspects

ranging from methods to findings. However, in many of the texts I have examined

the balance between process and product orientation is not always even - some

conclusions are dominated by evaluation of methods whereas others emphasise the

results. In the case of the present paper, the two strands have been kept in mind

throughout the paper, and it therefore makes sense to include both in the conclusion.

To summarise, evaluation here seems to vary in terms of what is being evaluated as

well as at what stage of the paper the evaluation comes. It has already been seen that

process-oriented evaluation dominates the methods section whereas the product-

oriented evaluation dominates the results. It is also important to say that Response

appears to be process-like because here the concern is about what has (not) been done

as well as what should be done. This seems to be consistent with Hoey and Winter's

Problem-Solution texts where Response is typically expressed in activity terms.

The previous chapters have emphasised the role of the lexicogrammar in evaluation

as well as how evaluation contributes to the structuring and organisation of the text.
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For instance, so far labelling has been implied to be a way of identifying key

propositions. It has also been argued that an evaluative label normally provides

framing for a stretch of text over which the label has scope. Two examples of

advance labelling, one from the methodology section and the other from the

conclusion section, show this technique in use. In both examples, the extent of the

scope of the label is signalled through enumeration (see Tadros, 1985, 1989, on

enumeration in prediction). The enumeration signals are underlined below for

emphasis.

s18.(3) We think there are two main advantages to a reduced-form approach. (4) First,
the reduced form estimates give us the net effect of a nation's income on pollution.... (5)
Second, the reduced-form approach spares us from having to collect data on pollution
regulations and the state of technology, data which are not available and are of questionable
validity.

s43.(l) Several points need to be emphasized concerning the interpretation of our findings.

s43.(2)First, even for those dimensions of environmental quality where growth seems to
have been associated with improving conditions, there is no reason to believe that the
process has been an automatic one.

s44.(l)Second. it is possible that downward sloping and inverted U-shaped patterns might
arise....

s45.(l) Finally, it should be stressed that there is nothing at all inevitable about the
relationship that have been observed in the past.

Although this is a very explicit way of signalling relevance and helping the reader to

make the correct inferences, not all propositions which seem to be key are labels.

This then raises the question on how the reader manages to identify key propositions

where there is no labelling. As has been argued, the writer and reader's shared

knowledge and expectations about the text pattern and discourse function are crucial

in the interpretation of the text. For example, for Problem-Solution texts, the reader
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is primed to look for Problem and Response, and thus suitable candidates for the

expression of these elements are 'picked up'.

As has already been demonstrated, the questions at the beginning of this text signal

Problem which predicts Response - the reader is therefore positioned to look for

answers to the questions in the text. Another example has been that of a statement of

Response (aim) in s4. 1 whose scope has been seen to extend across the whole text by

virtue of signalling an important goal of the paper. Thus taking this aim into

consideration, the ideal reader will look for statements which work towards the

achievement of this goal as candidates for important evaluations. To show how non-

labelling sentences can carry key evaluations and maintain text coherence, the three

sentences below can be seen as summarising the whole article.

PROBLEM: sl.l Will economic growth ever bring ever greater harm to the earth's
environment? Or do increases in income and wealth sow the seeds for the amelioration of
ecological problems?

RESPONSE: s4. 1 The main contribution of the present paper is that it employs reliable data
and common methodology to investigate the relationship between the scale of economic
activity and environmental quality...

CONCLUSION/EVALUATION: s37.1 To summarize, we find little evidence that
environmental quality deteriorates steadily with economic growth.

Based on the discussion above, it is now possible to refine a little the concept of

labelling. In the papers I have examined, labels typically occur more in the body of

the text than in either the introduction or the conclusion. To account for this

phenomenon, it is important to differentiate between the function of the introduction,

on the one hand, and that of labelling on the other. This could be done by using

clause relations analysis, especially that of General-Particular type by Hoey (1983).

While both the introduction and the label can be seen as general statements in
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relation to the texts they comment on, they work quite differently. The kind of

General-Particular relationship between the introduction and the body of the text and

that of the label and its lexicalisation, is that of Preview-Detail, with the former

constituting the Preview element of the Preview-Detail pair and the latter the Detail

element. According to Hoey, this relation can be tested by "whether or not the

passage can be projected into dialogue using the broad request 'Give me some detail

of x' or 'Tell me about x in greater detail' (Hoey, 1983: 138). Despite both the label

and the introduction constituting the Preview element, their relation with the rest of

the text works differently. For instance, while the introduction is self-contained in the

sense that its meaning is independent of the details in the body of the text, the label is

given meaning by the text over which it has scope - the label is meaningless in the

text until it has been lexicalised. The difference between the two is that while both

predict the Detail to follow, the introduction does not demand it whereas the label

demands it (see Hoey, 1983: 139, on the difference between predicting and

demanding the Detail by the Preview element). The fact that it is imperative that the

label be lexicalised demonstrates that labelling has a text structuring role whereas the

introduction does not. In the texts I have examined, labelling plays a major

organisational role in the body where fuller details of the paper such as discussions,

descriptions or analyses take place, and therefore there is a need to remind the reader

from time to time what to expect (prospective labelling) or what has expired

(retrospective labelling) in relation to where the discourse is at that point in time

(compare with Sinclair, 1987 on encapsulation in discourse). This does not mean that

there may not be labels in either the introduction and conclusion sections but that

such labels often have very short scopes in that both the label and its lexicalisation
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are within the same sentence. An example of this phenomenon is that of s4. 1 where

main contribution is an advance label of the evaluation in the that-clause within the

same sentence.

The analysis of the three dimensions that has been carried out here has several

implications for text patterning and organisation. It is clear that process and product-

oriented evaluations are interdependent, with one function validating another. As

demonstrated in the above text, to evaluate product, it may be useful to evaluate

process as well in that a good product is a result of a good process - the writers

persuade the reader to take their findings as valid partly by positively evaluating the

methods used to achieve such findings. This strategy is clearly summarised in s40.3:

'our study is the most comprehensive possible'.

The choices of patterns and organisation identified in the above text are by no means

the only ones. There are many other options as the analysis of the two articles below

will demonstrate.

6.3.2 Process + Body of Text as Basis

ST6.15: H34: Ballads, Libels and Popular Ridicule in Jacobean England (see
Appendix 2C for a complete text)

6.3.2.1 Macropatterning

The analysis of its introduction in ST6. 11 above has shown that this article is

process-oriented in that it aims at validating research methods. The discussion of the

introduction has indicated that even though the Problem is presented in a product-

oriented way - lack of knowledge - in s 1.1, the rest of the paper shows that it is



270

process-oriented, for example, the statement of Response in Paragraph 5. The

process-oriented approach in the introduction is carried on by the conclusion to the

paper - Paragraph 57. This paragraph is about the evaluation of the Response

suggested by the paper - to use ballads and libels to obtain information about the

lives and culture of ordinary people in Jacobean England. Examples of this

evaluation of methods are:

s57.(l) Verse libels offer valuable insight....
s57.(2) As such, they demonstrate some of the relationships....
s57.(3) They illustrate the common currency in popular ridicule....
s57.(4) They suggest those forms of behaviour most often labelled as deviant.., and point
out those individuals most disliked....
s57.(5) There is an anti-deferential tone to many of these compositions which allows us to
add another dimension to our appreciation of contemporary social relations.
s57.(6) To be sure, the elusive and ephemeral nature of such material makes it difficult to
recover, but it is also these qualities which give it an invaluable immediacy and
spontaneity.

From the examples above, it is clear that the major entity is not the knowledge as

suggested by the way the Problem is expressed in sl.1, but the methods needed to

achieve that knowledge.

This paper works very differently from ST6.14 above. What is immediately

noticeable is that the body of the text (paragraphs 6 to 56) is dominated by TOE. The

following paragraph exemplifies this:

s48.(l) Libels were obviously an effective way in which people might jeer, and so assault
and wound, their betters.(2) Historians generally tend to regard social relations in early
modern England as being characterized by a nexus of paternalism and deference. (3) In
normal circumstances, landlords, masters and figures in authority offered their protection to
the lower orders (more or less) in return for a tacit acceptance of the existing hierarchy of
wealth and power. (4) Sometimes this reciprocity was disturbed when the governors abused
their position, or when the governed expressed their grievances in the violent protest of riot
and rebellion. (5) But the evidence of libels suggests that another dimension might be added
to this rather polarized model.(6) Between the extremes of acquiescence and unrest there
was a whole dynamic of interpersonal tensions, an oscillating interplay of conditional
respect and cautious mutuality by which, in practice, people lived together across the gulfs
of inequality and negotiated the day-to-day configurations of their vertical relationships.
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In this paragraph, examples of ROE can only be found in s48.1 with obviously

expressing the certainty of the proposition that is otherwise TOE, a proposition

attributed to historians in s48.2 and evaluation expressed by evidence in s48.5. The

rest of the paragraph has a different orientation as expressed by EEs such as libels,

landlords, masters, figures in authority, the governors and the people, negative

evaluations such as jeer, assault, wound, abused, extremes of acquiescence and

unrest and tensions; and positive evaluations as in protection, acceptance, respect

and mutuality - all these express the 'good' and 'bad' in the world outside research

and are therefore TOE.

The dominance of TOE can be explained by the fact that the body is predominantly a

recount of past historical events. Given the Response as stated in Paragraph 5 - to

recommend the use of ballads and libels as a good method of research - the body can

be seen as providing all the useful information which can be derived from these

ballads and libels: their composition and composers, how they were used (e.g. to jeer

at or ridicule the undesirable members of society), and their effect on the lives of the

people in Jacobean England. The semantic function of the body can therefore be

interpreted as that of Basis. That is, in order to match or contradict the writer's

evaluations expressed by Paragraph 57 where verse libels are said to offer valuable

insights, demonstrate, illustrate and give an invaluable immediacy and

spontaneity, the reader needs the body of the text as evidence to such evaluations.
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It is important to note that although the body of the paper is dominated by TOE, there

are examples of ROE at intervals. Because of the paper being process-oriented, the

overall focus of ROE here is that of the validation of a method - the use of ballads

and libels. The following table exemplifies major EEs and AVs:

Sentence	 Evaluated Entity (EE)	 Ascribed Value (AV)

s9. I	 The case of George Hawkins	 provides a vivid, though by no means
_________ _____________________________ untypical example...

S 15.1	 The Star Chamber records	 yield important information
S 17.7	 The latter statistic	 is...the important one to bear in mind

SI 9.6	 the burden of proof 	 ensures that.. .both the circumstances
and the precise contents...can be

__________ ______________________________ retrieved

s20.1	 producing a copy...	 difficulty

s36.5	 Examples such as these 	 provide rare evidence
s47. I	 to	 gauge	 the	 audience it is sometimes possible

__________ response	 ____________________________________

s56.4	 the libels	 paradox

Table 6.1: EEs and AVs in paper H34

The above examples of ROE in the overwhelmingly topic-oriented text imply that the

writer is (presumably) reminding the reader at regular intervals of the overall purpose

of giving all this information. Although most of the EEs above are product (e.g. s9.l,

s15.l, s17.7 and s36.5), and thus their evaluation is product-oriented, it can be

argued that because their use in research is put forward as an efficient

method/approach to follow, the product is presented as a means towards an end - to

validate methods.

6.3.2.2 A Three-Dimensional Analysis

In terms of responsibility, in this paper there seems to be more averral than

attribution. In the body, for example, the events are presented as historical facts

without the writer disclosing his sources of information. Even at stages where the
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writer comes in to evaluate events, thereby switching from TOE to ROE, he seems

to prefer averral rather than attribution. There are very few cases where there are

textual sources mentioned, for example:

s47.(I) As these examples suggest, it is sometimes possible to gauge the audience response
to such ballads and libels in a way that is really allowed by cheap printed text.

The use of modality in the introduction has already been discussed under ST6. 11

above. In the body of the text, the expression of certainty seems to be important in

the interpretation of the historical facts, the movement from TOE to ROE. An

example here is:

s56.(1) It may have been the case that in prosecuting their assailants at Westminster, some
libel victims were seeking to exploit such official anxieties over subversion and disorder.

Other examples of modalised/hedged expressions are evaluative words such as

clearly (s18.1) and obviously (s48.1); and modal auxiliaries such as might (s48.6)

and modal lexical verbs such as prhaps (s49.4) - all of which indicate the writer's

caution in interpreting events that took place in the past.

Another form of expressing Certainty is that of hypothetical-real situations. An
example here is:

s23.(3) if, as is usually assumed, the basic skills of reading were learned before those of
writing, then this common form of defence suggests, as it was designed to do, that the
accused was incapable of framing a document.

In this example, there is an assumption being made. This is done by using the

hypothetical-real situation in which the truth of the hypothetical stretch (the if-clause)

is a condition for that of the real stretch (the then-clause). It should be noted that the

hypothetical stretch is in itself an assumption signalled by 'as is usually assumed',
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suggesting lack of absolute certainty by the writer, and thus reducing the degree of

certainty for whole hypothetical-real situation stretch.

Despite the paper being process-oriented, as in other texts both product and product-

orientation occur in the text, albeit performing different functions. Although

examples of all parameters of value can be identified, three parameters are dominant:

Significance, Certainty and Control. Let us look at the following:

s9.( I) The case of George Hawkins provides a vivid, though by no means untypical,
example of the way in which ordinary men and women in this period composed and had
written out extempore songs in order to publicize news or rumour, information or
entertainment. (Significance)

s19.(6) Fortunately, the burden of proof ensures that, in greater majority of cases, both the
circumstances and the precise contents of such documents can be retrieved. (Certainty +
Control)

s15.(1) For this reason, the Star Chamber records yield important information about the
way in which slander and libel were coming to be regarded in this period and about the
forms which they most often assumed. (Significance)

s17.(7) The latter statistic is, of course, the important one to bear in mind if one is
discussing the composers of libels. (Significance)

sl8.(l) Clearly, the practice of inventing ballads and songs in order to ridicule and shame
a rival or adversary was one well-known at all social levels. (Certainty).

s20.( 1) The difficulty in producing a copy of some libels was a consequence of the fact that
many of them were intended to be chanted or sung; they were transmitted orally to the
extent that some were never written down at all. (Control)

s35.(6) Examples such as these provide rare evidence of the penetration of cheap print at
the lowest levels of provincial society before the Civil War. (Significance + Certainty)

s47.(1) As these examples suggest, it is sometimes possible to gauge the audience response
to such ballads and libels in a way that is rarely allowed by cheap printed texts. (Control)

s56.(4) The paradox of the libels examined here is that they were usually a supremely
parochial phenomenon but one disputed and settled at the most elevated of all levels.
(Significance).
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As has already been said, the function of the ROE in the body of the text is that of

evaluating the information about the writer's suggested method - the use of the libels

and ballads. These are evaluated in product terms. According to the examples above,

they are dominated by Significance and Certainty. However, this translates to the

Control parameter. An example is that of s 19.6 where Certainty results in Control -

the burden of proof (Certainty) has the result that 'both the circumstances and the

precise contents of such documents can be retrieved (Control).

The above can be seen as supporting the fact that product validates process -

Significance and Certainty of the sources result in Control over methods.

In the conclusion, however, process-oriented evaluation is overtly dominant -

Usefulness and Control. Here the main EE is verse libels. These are evaluated in

terms such as offer valuable insight (s57.l), demonstrate (s57.2) and gives it an

invaluable immediacy and spontaneity (s57.6) - all these are Usefulness; whereas

allows us to add (s57.5), difficult to recover (s57.6) express Control.

In terms of textualisation, a striking feature here is the use of labelling, particularly

retrospective labelling, in the body of the text. This occurs at points in the text where

the writer is summarising the content of the text - bringing the past historical events

to the 'here and now' which can be seen as a movement from the autonomous to the

interactive plane (see Sinclair, 1981, for a detailed discussion on planes of discourse).

s35.(l) Libellers such as these were obviously adapting to their own purposes, perhaps by
inserting new names, ballads which they knew from printed broadsides. (2) This may have
been the case with George James, a serving-man from Lutterworth, Leics. (3) In February
1616 he was employed in the household of Warwickshire gentleman, Henry Bressye. (4) He
soon fell out with his mistress, however, who decided to lock away his livery coat, and in a
fit of revenge and resentment, he contrived a "libellous songe or dittye" against her. (5) It
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began with a well-known rallying cry, "Roysters give roome!", and James was able to claim,
quite plausibly, that his supposed "libel" was no more than a regular

songe or jygge and comedians which the servants to the late highe and mightie
Prince Henrie, Prince of Wales, did often, in the presence of his highnes and
manie nobles and peeres of this realime, act, daunce and singe as a jygge in the
end of their interludes and plaies, being a generall song without particuler
nomination or allusion to anie. Which said songe or joygge bath bene seene,
approved and allowed by the right worshippfull the Maister of the Revells to his
majestie.

(6) Examples such as these provide rare evidence of the penetration of cheap print at the
lowest levels of provincial society before the civil war. (7) They indicate how broadsides
might provide the basis for an extemporized song reworked and applied in a specific
context.

The retrospective evaluation in s35.6 - 7 coincides with an important summary of the

content of the whole paragraph. The paragraph is basically a recount of events and

the evaluation is mainly that of the TOE type. The function of this is to package the

text, to encapsulate the content of the text and in so doing signal to the reader how

that information should be understood and judged. The information is retrospectively

referred to as examples and these are given a positive attribute provide rare

evidence, suggesting the usefulness of the information given.

From the discussion of this paper, it has been suggested that the text is different from

others in terms of the distribution between TOE and ROE. It has been seen that ROE

is concentrated in the beginning and final sections, with TOE dominant in the rest

except at intervals where the latter is translated to the former through evaluative

summaries such as retrospective labelling. This pattern could be explained by

pointing that this is a History text whose main focus is recounting historical events

and that this is done through the traditional "storytelling" function which

characterises History writing. This will be discussed fully in the analysis of ST6. 17

below.
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6.3.3 Combined Process and Product + Cyclical Pattern

ST6.16: AL4O: A critical period for learning to pronounce foreign languages? (see
Appendix 2A for a complete text).

The article is a critical analysis of the 'Critical Period Hypothesis' (hereafter called

the CPH) as a heuristic for explaining adult-child differences in learning L2 speech.

According to the CPH, the lack of success in mastering the L2 pronunciation among

adults can be accounted for by neurological maturation or re-organisation which

takes place in the early teens. At around this age the plasticity of speech muscles

disappears, resulting in failure by an individual to reach the L2 native speaker level

of pronunciation. The writer argues that adherence to the CPH as a heuristic for

explaining L2 learning fails to take into account important environmental and social

factors which may account for adult-child differences in L2 learning. The paper's

conclusion is that there is no conclusive evidence to support the existence of the

critical period and that confining the explanation of adult-child differences in L2

learning to the CPH inhibits research into other testable hypotheses which might

explain the adult-child differences in learning L2 even better.

In terms of evaluation, it should be noted that the title of this article is in the form of

a question rather than a statement. In everyday conversation, a question demands an

answer. In written language however, the fact that a text is a monologue makes the

situation more complex. For instance, in written text, there is no face-to-face

interaction between the writer and reader. To ensure successful interaction with the

reader, however, through choices from the lexicogrammar and discourse, the writer

very often assigns various roles to himlherself and to the reader (see Thompson and

Thetela, 1995, on enacted and projected roles in written discourse). Despite the
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differences between spoken and written discourse in terms of interaction

management, in both situations a question predicts a response. In this case, therefore,

the question signals Problem requiring Response. In addition to predicting a

Response, the question, which is in the form of moodless interrogative clause,

implies the writer's scepticism about the existence of a critical period.

Unlike with the Fox paper where it was relatively easy to categorise the main focus

as either process or product, the pattern in this paper is much more complex in that

there is equal emphasis on both process and product. While at the highest level, the

main EE is the existence of a critical period, as signalled by the title, the paper

expresses a dual purpose in the concluding paragraph of the introduction:

s8.(l) The discussion leads to the conclusion that existing evidence does not provide firm
and conclusive support for the existence of a critical period for human speech learning,
and that assuming the existence of a critical period may inhibit the search for testable
hypotheses concerning the basis for observed adult-child differences in L2 pronunciation.

The conclusion is two-fold: first, 'existing evidence does not provide firm and

conclusive support' and secondly, 'assuming a critical period does exist may inhibit

the search for testable hypotheses'. While the former is product-oriented, the latter is

process-oriented. The two aspects of the conclusion seem to be equally important, this

equality being grammatically signalled by the additive 'and' which demonstrates a

paratactic relationship between the two propositions. This dual purpose runs through

the paper as the analysis of the introduction below will show.

The information in the paper is organised under sections dealing with specific issues

about the topic:

(i): literature in support of the CPH
(ii): literature providing evidence against the CPH
(iii):a critique of previous research's methods and findings
(iv): suggestions for alternative methods of investigation
(v):Conclusion
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The organisation of the paper can be summarised by the following diagram:

Product (interpretation	 Process (Methods of	 Improve Process in order to
of findings) is wrong BECAUSE doing research) is wrong THEREFORE achieve good Product

Figure 6.8: Overall organisation of AL4O

The organisation of the paper presented in the above diagram will be exemplified by

Sections 2, 3 and 4 below, with each section corresponding to each of the three

functions suggested by the diagram.

SECTION 2: THE PRODUCT IS 'WRONG'

SENTENCE EVALUATED ENTITY (EE) 	 EVALUATION (AV)

S9.l	 to question whether a critical	 many good reasons
_____________ period...truly exists 	 ________________________________

s12.2	 existing neurological evidence	 does not provide firm support for
_____________	 the existence of a critical period

s12.3	 evidence for a discontinuity in there does not seem to be
neural development...,	 evidence

sl3.3	 regarding the age at which cerebral there has been controversy
_____________ lateralization reaches completion 	 ________________________________
s13.7	 that lateralization per se would it has never been clearly
____________ impair language learning..., 	 established
s13.8	 a	 recent	 dichotic	 listening casts doubt....
_____________ experiment	 ________________________________

s14.2	 this expectation	 was not supported....

SECTION 3: THE PROCESS IS 'WRONG'

SENTENCE EVALUATED ENTITY (EE) 	 EVALUATION (AV)
SI 6.1	 the CPH	 presupposes an overly simple view
____________ ____________________________ of the speech learning process

sl7.2	 a failure to consider all three is reductionistic and apt to lead to
_____________ aspects	 misunderstanding....

s25. I	 previous studies examining the few if any...have been directly
_____________ role of affective factors 	 related to pronunciation

s26.5	 no existing research	 has clearly shown...nor provided
____________ ____________________________ unambiguous information
s30.1	 - comparing child to adult potential difficulty

subjects	 may be misinterpreted....
-differences in the rate of

____________ learning	 _______________________________
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SECTION 4: CHANGEJ IMPROVE PROCESS IN ORDER TO GET GOOD PRODUCT

SENTENCE EVALUATED ENTITY (EE)	 EVALUATION (AV)
s3 1.1	 - to control for all the potential it would be difficult if not

confounding factors... 	 impossible
-	 to	 provide	 unequivocal

____________ behavioral evidence...,	 it is probably impossible
s32.1	 one hypothesis	 could be tested
s35.5	 an issue	 should be investigated
s36.3	 to think that English learners of it seems reasonable

French will judge the acoustically
____________ different phone....	 ________________________
s38.2	 to determine whether English it would be useful

children are more likely to develop
anew category.... 	 _________________________

s38.3	 This	 could be done in two ways
s40. 1	 - Neither of the two broad has been adequately tested

'cognitive' hypotheses
- (but) both	 could be tested....

Table 6.2: Detailed organisation of AL4O

With the exclusion of the introduction (Section 1), each of the remaining sections is

dominated by a specific kind of evaluation. Whereas in the first section, the EEs are

predominantly interpretations of the findings, for example, evidence, controversy and

expectation, the two latter sections focus on process entities, for example, accepting, to

consider and oversimplification in Section 3, and to control, to think and to determine

in Section 4. While Section 3 concentrates on previous research - Attributed Response -

section 4 concentrates on present research - Averred Response. Although the latter

sections are process-oriented, the evaluation in the latter is very much modalised or

hedged. Examples of modality are 'would', 'could', 'should' and 'seems'. This implies

that the writer takes a careful approach in suggesting new methods needed for the study

of L2 speech learning research.

The focus of the analysis in this chapter will be that of its overall cyclical pattern.

This will be illustrated by analysing the introduction which effectively summarises
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the whole paper. For example, it covers aims/goals, methodology, results and

conclusions; and it can in fact be easily mapped onto the rest of the paper.

For an overview analysis of this pattern, two sentences, si. 1 and 8.1, will be used. The

choice of these sentences is based on their important positions in the text as well as

the roles they play in the discourse of the text. First, sl.1 is the opening sentence of

the text whereas s8. 1 can be seen to carry the overall evaluation of the text. Secondly,

the sentences express contradictory evaluations. The contradictory evaluation

between the two raises the question about the movement of evaluation through the

text - that is how the writer handles the shift from one evaluative stance to another in

the course of the text.

si .( 1) The results of many acoustic and perceptual experiments have provided empirical
support for the popular belief that the earlier an individual begins to learn a foreign
language (henceforth L2), the better will be his or her pronunciation of that language (e.g.,
Asher and Gracia 1969; Fathman 1975; Cochrane 1977; Williams 1979; Tahta et al. 1981;
Oyama 1982a, b).

s8.(l) The discussion leads to the conclusion that existing evidence does not provide firm
and conclusive support for the existence of a critical period for human speech learning,
and that assuming the existence of a critical period may inhibit the search for testable
hypotheses concerning the basis of observed adult-child differences in L2 pronunciation.

As an opening sentence, s 1.1 provides the background information about the topic as

well as evaluating that information. For example, the main proposition carried by the

that-clause defines the concept, the 'critical period', the existence of which is the

focal point of the paper. In terms of evaluation, there appears to be some ambiguity

of evaluative position - the sentence contains both negative and positive values.

However, on close examination, there appear to be two entities being evaluated. For

example, on the one hand, the results are evaluated as having provided empirical

support. It should be noted that in scientific investigation, empirical support is
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positive. On the other hand, there is the evaluation of the concept carried by the that-

clause which is evaluated through the advance label popular belief In this genre, a

belief is unscientific and therefore the label is potentially negative in that sense. From

the distinction above, this conflict between the negative and the positive values in the

same sentence suggests that the writer's criticism is not of the research findings - the

results, but of their interpretation. Overall the framing in the sentence can be seen not

as explicitly negative but as anticipating negative evaluation.

It has already been argued that s8.1 reflects the paper's dual purpose by expressing

two independent evaluations in the conclusion, one product-oriented and the other

process-oriented - the existing evidence does not provide firm and conclusive

support and 'assuming the existence of a critical period may inhibit the search for

testable hypotheses', respectively. However, unlike in sl.1, the evaluation in this

sentence is explicitly negative. Taking into consideration that sl.l expresses a more

or less neutral framing which anticipates negative evaluation, the evaluation in s8.l

might be seen as fulfilling that anticipation.

To demonstrate the movement of evaluation in a cyclical pattern, I use the term

"stance" based on Biber and Finegan's definition of "the lexical and grammatical

expression of attitudes, feelings, judgements, or commitment concerning the

propositional content of a message" (Biber and Finegan, 1989: 93). Thus negative or

positive lexicogrammatical evaluations of the CPH will be interpreted as signalling

either positive or negative position/stance (or in some cases neutral stance) vis-à-vis

the main EE - the CPH.
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STANCE 1: Negative Anticipation: As has been argued sl.1 as an opening sentence

sets up the negative frame from which the rest of the text hangs for harmony.

STANCE 2: Attributed Response (Positive Evaluation)

This stage of the text is found between sl.1 and s5.1. Here the writer reviews

previous literature in support of the CPU. Positive evaluation can be seen in the

choice of lexical terms such as the following:

sI .(4) These findings have inspired research....

s2(l) ... there seems to be widespread agreement among L2 researchers that adults lose
some important aspect of speech-learning ability that children still possess.

s2.3 The CPH makes two important predictions.

s3.(l) The literature abounds with statements in support of the view that adults are less able
than children to learn new forms of pronunciation because they have passed a 'critical
period'....

s4.(l) Walsh and Diller (1981: 12) recently provided specific new arguments concerning
possible neurological basis for 'difficulty' in eliminating foreign accents after childhood

s4.(5) These conclusions are consistent, they suggested (1981: 8), with the view that the
identification of speech sounds depends on the existence of feature 'detecting' neuronal
circuits which are established early in development and do not evolve with experience.

s5.( 1) The possibility of a neurally-based loss of 'plasticity' finds prima facie support in
the loss of ability for further song learning observed in certain avian species - a phenomenon
known as 'crystalization' (Marler and Mundinger 1971; Studdert-Kennedy 1981)....

Despite evaluating the Response in positive terms, the writer detaches himself from

the evaluation by attributing the evaluation to previous research. This is typically

realized by reporting. Most of the reporting verbs used are predominantly neutral (or

non-factive). Examples of such verbs are 'demonstrated' (s 1.2 and s 1.3), 'asserted'

(s3.2), 'concluded' (s3.3), 'speculated' (s3.4), 'argued' (s3.5), 'claimed' (s3.6),

'noted' (s4.2) and 'suggested' (s4.5). This choice of fairly neutral verbs to report

other research further supports the detachment of the writer from the attributed
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Response and allows him to come in later to evaluate such research (see Tadros,

1985, 1989, on the argument that detachment predicts involvement).

Besides reporting verbs, there are other signals of attribution. First, there is reporting

without the use of reporting verbs, for example, 'according to Walsh and Diller' in

s4.4; and nominalised reports such as 'in support of the view...' (followed by the

that-clause). Secondly, there is attribution through passivisation such as 'is known to'

(s5.5 and s5.6), is used to rationalize empirical studies' (s6.1), and 'was accepted as

a fact' (s6.4). Although the source here is unspecified, the passive implies the

writer's lack of commitment to the proposition expressed.

The above discussion points to the fact that although attributed response is positively

evaluated, the detachment of the writer predicts a reversal in the pole of value to

come.

STANCE 3: Negative Evaluation Averred

The writer's highest responsibility can be seen in the Averred Response in s5.2,

where after a long period of detachment the writer comes in to make the first

categorical negative evaluation of the CPH.

s5.(2) However, Walsh and Diller's hypothesis concerning the role of innate neural 'feature
detectors' would be accepted by few speech-perception researchers today, and is
inconsistent with research pertaining to the perception of L2 phonetic contrasts by L2
learners.

s6.(4) Thus Mack - like many before her - appeared unwilling to interpret her evidence as
possible counter-evidence against the CPH, because the CPH was accepted as a fact, rather
than viewed as a hypothesis.
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The switch from positive evaluation attributed to negative evaluation averred fulfils

the prediction of negative evaluation set up in sl.1.

STANCE 4: Negative conclusion (with Basis)

The conclusion of this paper as expressed in s8.1 has already been seen to be

negative. Since this is the evaluation of Response in the paper, the negative pole at

the end of the text leaves open the topic for further research. This negative ending

can be seen as taking the reader back to the Problem. It would seem that the writer is

saying there are no answers yet because recommended methods for the study of L2

speech learning - 'testable hypotheses'- are not yet in place.

The cyclical development of evaluation in the introduction can be summarised by the

diagram below:

_____________I

Anticipation of
	

Negative Evaluation
Negative Evaluation
	

Averred

Negative Conclusion1

Figure 6.9: Cyclical patterning of the CPH text

h terms of organisation in the text, it is clear that while large scale cohesive markers

are virtually absent in the introduction, the rest of the article is organised not only

under subheadings but under several markers of relevance such that of labelling,

particularly advance labelling. This organisation makes it relatively easy to identify
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parts of the content of the text. An example of a good relevance marker is that of s9. 1

which sets up the harmony for the whole of Section 2 (paragraphs 9 to 15).

s9.(l) I believe that there are many good reasons to question whether a critical period for
speech learning truly exists.

The good reasons above are relexicalised in the form of listing or enumeration : first

(s9.2), second (sll.1), third (s12.1) and fourth (s14.1).

There are other sentences which have broad scopes even though they are non-

labelling. The following are examples of non-labelling sentences with broad scope:

s17.(3) More specifically, I believe that the existence of adult-child differences is likely to
arise from a variety of factors other than (or in addition to) a critical period, because the age
of L2 learners is inevitably confounded with other conditions that co-vary with
chronological age.

s3 1 .(4) A more important reason, perhaps, is that accepting the CPH may impede the
development of specific hypotheses that can be tested.

While the scope of s17.3 extends over the rest of Section 3 (Paragraphs 18 to 30).

that of s3 1.4 extends over the rest of Section 4 (Paragraphs 32 to 40). While both the

above sentences are non-labelling, they have an organisational function in that the

relationship with the subsequent text over which they have scope is that of the

Preview-Detail relationship. This illustrates how even without explicit signalling of

structure the reader can still identify the harmony between various parts of the text.

According to Hoey:

The Preview member may contain no clues that it is part of a relation
with a subsequent Detail member, or it may contain a clue in the form of
listing, the extreme form of the latter being enumeration, which normally
demands Detail to follow (Hoey, 1983: 138).
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In the organisation of Sections 3 and 4, the clue in the Preview member (s17.3 in

Section 3 and s3 1.4 in Section 4) of the Preview-Detail pair is the nominal group. For

s17.3, it is "a variety of factors..." which is picked up by the list of subheadings:

3.1. Developmental factors
3.2. L2 input
3.3. Motivational and affective factors
3.4. Social factors
3.5. Incomplete learning

While the word 'factors' is repeated in 3.1, 3.3, and 3.4, in 3.2 and 3.5, it is implied

rather than stated. In s3 1.4, the clue is "testable hypotheses" which is picked up in

subsequent sentences such as in "One hypothesis that could be tested" (s32.1), "A

related hypothesis" (s34.1); and by the concluding sentence:

s40.(l) Neither of the two broad 'cognitive' hypotheses just outlined has been adequately
tested to date, but both could be tested in a series of focused experiments comparing adults
to children.

In all the Detail members, the term 'hypothesis' including its post-modification 'that

could be tested' are repeated.

Although the paper itself has been seen to be divided into functional stages signalled

by different kinds of evaluation (whether process or product), overall the paper is still

very complex to categorise. The fact that key evaluations in the text - for example,

the opening sentence of the text, the conclusion in the introduction (s8. 1) and that of

the whole text (Paragraph 41) - express a dual purpose by giving equal importance to

both process and product means that the paper can only be described as a

combination of both. This dual purpose in the body of the paper is expressed by the

concluding paragraph:
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s41.(2) The conclusion is reached that the CPH represents an assumption regarding inherent
differences between L2 learners of different ages, rather than a testable hypothesis
concerning the nature of speech learning.

s41 .(4) It was further concluded that the CPH, while it represents an idea which is perhaps
'good to think', may in the long run impede progress in the, field of L2 speech learning
because it makes certain hypotheses which can be tested appear unwarranted.

The conclusions in s4 1.2 and s4 1.4 above are treated as independent of each other.

This is signalled by a repetition of the term 'conclusion' and the fact that s41.4 is

expressed as independent by 'further'. The implication of this dual purpose for the

reader is that in this text one would expect all sorts of evaluations going on at the

same time - Usefulness, Control, Significance and Certainty - and that all are of equal

dominance in the text.

6.4 Are There Alternative Patterns in the ARA?

The analyses and discussions of selected articles have so far suggested that the majority

of articles follow the Problem-Solution pattern. However, from the selected data, there

are certain articles which cannot be easily classified as Problem-Solution using the

same criteria discussed in this chapter. The majority of such articles are from History

where, out of 50 papers, 26 in many ways deviate from the Problem-Solution pattern.

Text ST6. 17 will be used here to illustrate this deviation.

ST6. 17: Hi: Labour or Conservative: Does it matter in Anglo-American Relations (see
Appendix 2D for a complete text).

The title of the text is very important and suggestive in that it is in question form. As

has already been argued in the previous text, the question suggests Problem since it
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implies the need for an answer. Even before reading the text itself, the reader is already

positioned to expect a Response to the question.

The paper is divided into 56 paragraphs without any subtitles (e.g. Introduction,

conclusion, etc.). In terms of the content, the paper is a recount of historical events and

not a discussion of the research proper (i.e methods or findings) in the same way as it

has been the case with the texts analysed above in which the Process-Product

distinction has been used as the basis for the identification of the Problem-Solution

elements of the texts. The opening paragraph of the paper illustrates this point.

sl.(l) In the political tradition of the Western liberal democracies, both moral convention and
prudence dictate that one state should not interfere by either comment or action in the internal
political affairs of another. (2) Respect for the individual, and by extension for an independent
nation-state, has much to do with the moral aspect of this, especially when one is dealing with
a properly elected democratic government. (3) The values of free government and
individualism necessarily complement each other. (4) Both demand the kind of respect which
will allow their unique integrity to remain intact. (5) The prudential grounds for avoiding
involvement in the domestic affairs of another state, for example by expressing a clear
preference for one political party over another, are twofold. First, by doing so a state invites
retaliation of a kind. (7) Secondly, bilateral affairs may be rendered more difficult if the party
for which a preference has been expressed does not gain power.

In the criteria which have been used so far to identify elements of the Problem-Solution

pattern, this paragraph could be seen as Situation in that it provides the setting for the

whole paper. However, as the text develops, it becomes difficult if not impossible to

identify other elements - for example, there is no explicit statement of Problem or

Response, which have been very important in the decision of whether a text is process

or product-oriented. This is different from the History text, ST6. 11 above, in which

'very little is known' (sl.1) is an explicit statement of Problematic Situation. What is

immediately noticeable about the present text is that its focus is on the topic under
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discussion - the 'aboutness' of the paper and not on the research involved in the making

of the paper itself. For instance, there is no mention of data, methodology or indeed any

aspect of the investigation procedure. This means that the evaluation here is

predominantly TOE and not ROE. For its evaluation, the paper uses highly vivid

descriptions of historical events as in the following stretch:

s9.(l) For a while Mr. Kinnock, the Labour leader, behaved more prudently than Reagan and
declined to comment on this obviously partisan statement, but the temptation was too great and
in the end he even suggested that the Conservatives had prompted Reagan to make his remarks.
(2) This drew from Mrs Thatcher a riposte defending the President, which was laudable in its
loyalty to their mutual friendship, but of questionable validity regarding conventions of what is
normally permissible in such situations.

In this stretch for example, attributes are given to entities such as Mr Kinnock's

behaviour which is described in terms such as prudently, Mr. Reagan's statement as

obviously partisan, while Mrs. Thatcher's response is termed a riposte and is

described as laudable but of questionable validity. The EEs and AVs here are those

of the TOE type. The problem with this text is that the model of analysis used so far in

the identification of the Problem-Solution pattern has been based on ROE and not

TOE. Applying the same model to the text therefore would demand the use of other set

of criteria for identifying the Problem-Solution elements, and hence it would mean a

different analytical framework from the one used for this study.

Although the evaluation in the present text is predominantly TOE, there are instances

of ROE which come in at certain stages of the text. The following is a good example:

s49.(l) One of the most sinister aspects of the Wilson period has recently come to light during
the so-called Spy-Catcher Affair, with allegations from the British and American personnel
that Wilson was a Soviet agent. Such allegations are quite preposterous, but James Angleton,
Chief of CIA counter-intelligence at the time, and Peter Wright, a senior British intelligence
officer, were party to them. Whether they had any real impact on the quality of Anglo-
American relations it is difficult to assess, but they were undoubtedly potentially dangerous
and what is more, it is difficult to believe that even Peter Wright (author of the book Spy-
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Catcher) paranoia could extend to making similar accusations against a Conservative Prime
Minister.

This switch from TOE to ROE signalled by 'it is difficult to assess' and 'it is difficult

to believe' shows the need for the writer's intervention by expressing a point of view

about the content, the indication that even within a clearly storytelling recount of

historical events there is still a need for the 'I-You' communication between the writer

and the reader (compare Sinclair's (1985) features of plane-change - from the

autonomous to the interactive plane through reporting).

Although the argument here is that the Problem-Solution pattern does not seem to be

applicable in this text, this has implications for reconstruction of meaning in ARAs. If

one takes the element Problem, for instance, it would appear that in the 26 articles the

option taken is that of focusing on the topic instead of talking about the research.

However, if one takes the view that the ARA is written to fill a 'gap' in knowledge, it

appears that in History it is not always necessary to explicitly state the 'gap' - the

Problem is probably understood even if it is not explicitly spelt out as in other

disciplines.

The difference between the Problem-Solution pattern option (as in the Fox paper) or

the present predominantly TOE text implies two options in writing History, both of

which are conventionally acceptable - focusing on the research aspect of History, which

I will refer to as 'talking about' History or focusing on the content and leaving the

research aspect implicit, which I refer to as 'doing' History. The differences between

'talking about' and 'doing' History can be explained by reference to rhetorical studies
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in History (e.g. Baudel, 1980; Hughes, 1964; Gay 1974; Struever, 1985; Nelson and

McCloskey, 1987). Many researchers on the rhetoric and writing of History see the

discipline as both an art and a science. They argue that this dual nature determines the

writing of History itself. Among others, Hughes (1964) and Baudel (1980) look at the

different approaches to the writing of History - the traditional storytelling function

(History as an art, or 'doing' History) and the contemporary analytic methods (History

as a science ,or 'talking about' History), what Baudel (1980) calls two kinds of History

- the narrative and analytic history. The differences in writing History therefore reflect

the two approaches. However, the researchers argue that the advent of contemporary

history meant a movement from the traditional storytelling nature of History to

scientifically-inclined writings. Hughes and Baudel argue that a dilemma for the writer

of contemporary History is to move along with the modern methods of natural science

while preserving the traditional pre-science identity. In Hughes' (1964) words:

the historian's supreme technical virtuosity lies in his fusing the new
method of social and psychological analysis with his traditional storytelling
function. If he can keep the "how" and the "why" moving steadily
alongside each other .. .then he is a writer who understands his business
well (Hughes, 1964: 77).

According to Baudel, contemporary history can be seen as a synthesiser of the social or

human science in that it seems to treat topics related to the neighbouring social science

disciplines such as econon-iics, sociology, anthropology, and linguistics - and situating

these within the study of time (Baudel, 1980: 69). The changes in topic resulted in the

change in methods of investigation and thus a change in the rhetoric of History to

incorporate the new methods.
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The two ways of writing History - 'doing' and 'talking about' History - demonstrated

by the Fox (ST6.11 and ST6.15) and Dobson's (ST6.17) articles above - illustrate two

main ways of indicating the Gap in the knowledge in History. While in both cases the

gap is accepted, it is, however, not always explicitly stated. In the first case,

exemplified by those articles which conform to the Problem-Solution pattern (e.g. the

Fox paper), the gap is related as being either in our sources or in conflicting possible

interpretations, in which case the focus is likely to be on research. Alternatively, the gap

may be simply in our knowledge of what happened (e.g. the Dobson paper) - in this

case an accurate record of the events fill that gap.

6.5 A Three-Dimensional Viewpoint Interpretation of a Sample of Text

As has been argued in this chapter in particular, in order to understand the overall

evaluation of the text, it is important to see choices made from each of the three

dimensions within the context of other choices made from the other two dimensions.

Thus in order to interpret the point that the writer is making in a text, it is necessary for

the reader to know, for example, the source and strength of the claim, and the kind of

value being assigned as well as being aware of how the evaluation is expressed in the

language.

For most of this chapter, I have been working at a fairly general level in order to be able

to show the movement of evaluation through whole papers. However, it will be useful

to conclude the discussion in this chapter by illustrating in detail how the choices from

the three dimensions can be looked at together clause-by-clause for the correct
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interpretation of what is going on in the text. For this type of analysis, I will use a short

stretch of text from the CPH text (AL4O) on which an overall analysis has already been

done (see Section 6.3.3): this will allow me to situate the clause-by-clause choices

within the context of the evaluation in the paper as a whole. The section that I will be

focusing on is paragraph 13, reproduced here for convenience:

sl3.(l) Probably the most important evidence offered by Lenneberg (1976) in support of a
critical period was that children, unlike adults, are capable of complete recovery from certain
types of aphasia as the result of shifting language functions from the dominant to the non-
dominant hemisphere after a trauma has occurred. (2) However, Snow (1986; see also Snow
and Hoefnagel-Hohle 1982) has reviewed more recent evidence suggesting that complete
recovery from aphasia does not occur, even in young children. (3) There has been controversy
regarding the age at which cerebral lateralization reaches completion. (4) Arguments have
been advanced that it occurs at the age of five or at the age of twelve. (5) Both of these ages
have, as a result, been proposed as marking the end of a critical period for speech learning. (6)
However, evidence reviewed by Studdert-Kennedy (1984) and Snow (1986) suggests that
hemispheric specialization for the kinds of sequential processing important to speech
production is evident at birth. (7) In any case, it has never been clearly established that
lateralization per se would impair language learning by either hemisphere (Oyama, 1982a). (8)
Moreover, a recent dichotic listening experiment casts doubt on the assumption that degree of
lateralization (as assessed by the magnitude of the right-ear advantage) is related to L2
proficiency (Schouten et al. 1985).

The paragraph comes in the section of the paper entitled 'Arguments against the CPH'.

In this section, the writer is going through the 'many good reasons' (s9.1) for

questioning the validity of the CPH. Paragraph 13 deals with issues relating to cerebral

lateralisation, and is constructed in a way which reflects the organisation of the paper as

a whole: it begins with stating an argument in favour of the CPH and then proceeds to

show why the argument is of dubious validity (cf. the analysis of the introduction to the

paper in 6.3.3).

As has already been seen, the CPH text is an argumentative text whose main purpose is

to discuss and evaluate alternative explanations of certain phenomena. This means that

the EEs are primarily propositions as opposed to, for example, an experimental
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research paper in which the majority of the EEs might well be experimental procedures.

To handle the type of analysis that I wish to undertake here, therefore, it is useful to

begin by extracting from the text the propositions being argued about (i.e. evaluated).

This involves modifying the text in some cases to separate the propositions from the

evaluative stretches. Figure 6.10 below shows a list of the propositions (labelled P1 to

P7). It should be mentioned that s13.3 has no separate proposition to be evaluated since

it has a different function in the discourse - it is primarily metadiscoursal and can be

seen as introducing a new topic in the ongoing discourse of the paragraph (this is

illustrated in Table 6.3). The discourse markers showing logical relations between the

propositions are included, since they relate both to the propositional content and to the

evaluative frame in which that content is presented.

From Figure 6.10, it noticeable that the propositions are primarily non-evaluative in

terms of ROE. Explicit evaluation only occurs in P5 in which hemispheric

specialization is said to be important and evident - these relate to significance and

certainty, respectively. It is also worth noting that with the exception of P6 in which

there is the use of modalisation 'would' (which can be seen as hedging of certainty), the

propositions are basically categorical. The evaluation in the paragraph is essentially

going on in the framing or matrix clauses, as is illustrated in Table 6.3 on page 298.



296

SENTENCE	 PROPOSITION

s13.l P[ropositionhl children, unlike adults ,are capable of
complete recovery from certain types of
aphasia as the result of shifting language
functions from the dominant to the non-
dominant atmosphere after a trauma has
occurred.

HOWEVER
s13.2	 P2	 complete recovery from aphasia does

not occur, even in young children.

s13.4	 P3
Icerebral lateralization] occurs at the
age of five or at the age of twelve.

s13.5	 P4	 both of these ages mark the end of the
critical period for speech learning.

HOWEVER

s13.6	 l	 hemispheric specialization for the
kinds of sequential processing
important to speech production is
evident at birth.

IN ANY CASE

s13.7	 P6

lateralization per se would [not]
impair language learning by either
hemisphere.

MOREOVER

S13.8	 P7
degree of lateralization (as assessed
by the magnitude of the right-ear
advantage) is [not] related to L2
proficiency.

Figure 6.10: A sequential list of propositions at a stage in the CPH text.

Let us first look at the evaluation in the text proposition by proposition - bearing in

mind the overall evaluative context ('Arguments against the CPH') to which we will

return later.

In si 3.1 the writer begins by evaluating the evidence offered by Lenneberg. This is

positively evaluated in terms of its significance in research - it is the most important
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evidence. Although the evaluation is sourceless, the degree of writer responsibility is

downgraded through the modality 'probably' indicating the lack of absolute

commitment to the truth of the proposition being advanced. This may be interpreted as

the writer defending his own claim against the possibility that others (including

Lenneberg) might not agree that this is the 'most important' evidence. The proposition

itself, which constitutes the evidence, is attributed to a specific source but is presented

as positively evaluated for certainty (it is evidence). The proposition therefore appears

within a double evaluative frame, the first relating to the place of the proposition in the

arguments (most important), and the second to its certainty status. Another

proposition (2) is introduced in s13.2 through the contrastive however which signals a

counter-argument. This counter-argument is that which has been reviewed by Snow,

and is evaluated by the writer as more recent evidence. Here the writer, although

evaluating it positively as recent, still detaches himself from it both through attributing

it to someone else and choosing the neutral verb suggest to report it, thereby signalling

that its validity is only a possibility and not absolute certainty.

The next sentence s13.3 does not have a proposition in it, which is the reason for its

absence from Figure 6.10. It appears to have a different function: it can be seen as

having a metadiscoursal role in that it is an advance label which introduces a new topic

- that of different views about the age at which cerebral lateralization reaches

completion. These views are expressed in P3, P4 and P5. The evaluation is averred here

rather than attributed: this can be seen as a function of the statement's role as

metadiscourse. The term controversy suggests lack of consensus and therefore

expresses negative certainty. In P3, the source for the proposition is not specified, but it
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is attributed; in addition, the writer calls the findings arguments and not facts - thus the

proposition that cerebral lateralization occurs between the age of 5 and 12 is not yet

accepted knowledge. The evaluation here can therefore be seen as relating to certainty

but it is left open and hence the writer detaches himself from the proposition. The next

sentence carries this lack of definite certainty further by suggesting that the ages

mentioned in s13.4 are 'proposed'. Here we know that a proposal is not a fact even

though it is positive in the sense that it might be proved right or wrong, and therefore

the evaluation here is still that of certainty but the writer's attitude remains neutral, a

further signal of writer detachment. Again, no specific source is identified but the

proposition is attributed away from the writer.

CLAUSE	 EVALUATIVE CLAUSE	 SOURCE + MODIFICATION	 CATEGORY	 +
ID.	 _________________________ ______________________ POLE OF VALUE
s13.l	 - Probably the most important evidence None 	 + Probable	 Significance (+)

is P1

- Lenneberg offered evidence [= P1] in Specified Other + Categorical 	 Certainty (+)
support of a critical period

sl3.2	 - Snow (1986...) has reviewed more None	 + Categorical	 Certainty (+)
recent evidence

- evidence suggest[s] that P2	 Other(s)	 + Possible	 Certainty (Neutral)

s13.3	 There has been controversy [with None	 + Categorical	 Certainty (-)
regard to the age of cerebral
lateralization completion]

sI 3.4	 - Arguments have been advanced that Other(s) + Possible 	 Certainty (Neutral)
P3

s13.5	 - [it has] been proposed [that] P4 	 Non-Specified + Possible 	 Certainty (Neutral)

sl3.6	 - Studdert-Kennedy (1984) and Snow None 	 + Categorical	 Certainty (Neutral)
reviewed evidence

- evidence...suggests that P5	 Other(s)	 + Possible	 Certainty (Neutral)

s13.7	 it has never been clearly established None (+ Supportive Attribution) + Certainty (-)
that P6 (Oyama, 1 982a).	 Known

sl3.8	 a recent dichotic experiment casts None (+ Supportive Attribution) + Certainty (-)
doubt... (Schouten et al. 1985)	 Categorical

[people have made] the assumption Other(s) 	 + Possible	 Certainty (Neutral)
that P7

Table 6.3: A Three-Dimensional Analysis of a stage in the CPH text
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The next sentence s13.6 is introduced by a contrastive marker however which suggests

yet another introduction of an alternative proposition. Here the proposition advanced is

evidence reviewed by Studdert-Kennedy and Snow which suggests that 'hemispheric

specialization is evident at birth', thus contradicting the propositions in s13.4 and s13.5.

Even here the writer still leaves his options open in that the evidence is said to suggest

this, indicating possibility and not fact. It is noticeable that there is a kind of small-scale

pattern emerging, by which propositions with which the writer disagrees (P1, P3, P4)

are directly attributed to others (not necessarily specified), whereas propositions with

which he agrees (P2, P5) are presented in the frame of a categorical report of research

actions of others ('reviewing evidence') before the propositions comprising the

'evidence' are presented as attributed to the evidence rather than directly to the

researchers carrying out the review.

An important transition in the nature of the evaluation begins in s13.7 where there is a

shift from attribution to averral with the use of Supportive Attribution. In this sentence

and also in s13.8, the writer comes up with strong expressions of negative certainty

while at the same time providing the source of his evaluation in the form of

parenthetical, supportive attributions. In s13.7 there is negative evaluation of certainty

signalled by 'it has never been clearly established and in s13.8 'a recent dichotic

experiment casts doubt'. Thus recent is positive evaluation of the experiment but the

main evaluation here is that of negative certainty because the experiment does not

support the proposition that 'degree of lateralization. . .is related to L2 proficiency',

which is further labelled an assumption suggesting that the proposition is not yet

acceptable as scientific fact.
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If we now look at the movement of evaluation through the paragraph in context, it is

clear that there is a repeated switch from propositions which are to be negatively

evaluated to propositions which are to be positively evaluated. However, this is not

done in a simple way ('X wrongly says ... but the truth in fact is ...'), but through a

subtle interplay of different signals. The first derives from the context: the title of the

section warns the reader that any proposition in support of the CPH is being introduced

at best concessively, and will be followed by a counter-proposition. This means that the

clause-level evaluation can appear to be neutral or even positive for much of the time.

There are small differences in the way that agreed and contested propositions in s13.1 -

s13.6 are attributed to other sources, which reflect the discourse-level evaluation; but it

is only as the paragraph moves to its conclusion that the writer shifts towards overtly

negative evaluation for which he takes full responsibility (with other sources mentioned

only as supportive authorities). The effect of this delaying of explicit negative

evaluation is to give the impression of even-handedness and a solid, impartial basis for

the final evaluation.

It is worth noting that all the evaluation has related to certainty except the first AV

(most important). This evaluation of significance serves a special role in the

paragraph: by establishing the evidence in favour of the CPH as significant (for its

proponents), the writer indicates to the reader why it is worth contesting. The

contestation is carried out in terms of certainty; the fact that the evidence is significant

makes the negative evaluation of it in terms of certainty more damning for the CPH.

Thus the initial evaluation of significance, given with almost full acceptance of
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responsibility by the writer, acts to relate the discussion at a metadiscoursal level to the

general aims of the paper at this point.

6.6 Conclusion

In this chapter, I have attempted to bring together the three dimensions of evaluation in

the analysis of whole texts. This three-dimensional analysis has been used to explore

the ways in which the three dimensions work together to highlight the main purpose of

the text. The analysis and discussion in this chapter have not only indicated the

complexity of the phenomenon of evaluation but have also supported the approach to

the analysis of evaluation through the three perspectives proposed in this study.
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CHAPTER 7

CONCLUSION

7.1 Introduction

Part of the conclusion to this study has been covered by Chapter 6 through the three-

dimensional study of samples of whole text in order to explore the cumulative

development of evaluation towards an overall purpose of the text. In the chapter,

evaluation has been shown to contribute to the organisation and patterning -

signalling elements of the Problem-Solution pattern which has been seen as the main

model of patterning the ARA. I do not wish to re-examine these findings in the

present chapter as they have been reasonably dealt with in the relevant chapter.

In this chapter, instead, I intend to summarise the work done on evaluation in this

thesis with the intention of exploring its contribution to the work that has already

been done on written discourse as interactive, particularly that on evaluation. I start

by summarising the overall approach to the study of evaluation as presented in this

thesis - the major assumptions and analyses as well as the main findings of the

investigation. Secondly, I recapitulate some of the important theories of written

discourse as interactive which have contributed to the present study - the notion of

multifunctionality in Halliday's systemic theory and Sinclair's model of discourse

structure, Hoey's Problem-Solution pattern and the ideological (and genre-based)

approach to the ARA. Thirdly, I explore the theoretical implications of the present

study for some of the above theories of discourse. Finally, I look at pedagogical



303

implications of the study and at the same time make some recommendations for

future research.

7.2 The Study of Evaluation

One of the main points raised by this thesis is that of the complex nature of

evaluation which is evident in the various definitions and perceptions about its

realization as has been discussed in Chapter 2. On the one hand, evaluation is

commonly seen as an expression of personal opinion, attitude or point of view based

on the evaluator's beliefs and assumptions about the proposition advanced (e.g.

Simpson, 1993). In this approach alone, there is a diversity of opinion about how

attitude is expressed in language: attitude as 'good' or 'bad' signalled through

attitudinal lexis (e.g. Cruse, 1986) and deviant grammar (e.g. Labov, 1977, Hunt and

Vipond, 1986); attitude as modality signalled by expressions of probability and

obligation (the narrow view of modality as in Hafliday, 1985a); and attitude as a

combination of modality and 'good' or 'bad' - the broad view of modality expressed

in Biber and Finegan's concept of stance which forms the basis of Hunston's (1989)

approach, and my own approach to evaluation as discussed in this thesis.

On the other hand, the phenomenon of evaluation has been defined from an

ideologically (and genre) based point of view in which it is seen as an expression of

the value system of a particular ideology, the view shared by many researchers in

sociological studies of science (e.g. Latour and Woolgar, 1979). Since the present

research is based on the ARA as a specialised genre of scientific writing, this
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ideological view of evaluation has been found to be equally crucial in the study of

evaluation.

This dual-nature of evaluation in itself can be used to explain the difficulty of any

attempt to restrict evaluation to any single classificatory system. At present, there

does not seem to be a systematic way of identifying evaluation as a linguistic

category to distinguish it from non-evaluation. For instance, if, on the one hand,

evaluation is seen as an expression of a personal point of view then every sentence in

the text is evaluative in one way or the other since every syntagmatic (as well as

paradigmatic) choice made by the writer reflects a point of view. As Stubbs (1996)

points out "Because one way is selected (often unconsciously), it follows that

utterances always encode a point of view" (Stubbs, 1996: 197). This view is shared

by systemic linguists who see language as a system of choices (Martin, 1992);

dialogical studies also emphasise that text construction is motivated by the intention

to mean (Sinclair, 1985). If, on the other hand, evaluation is an expression of the

value-system of a particular genre, the problem of identification remains unresolved

since, as argued by Hunston, "If evaluation is an assignment to a value-system, then

again no choice by the writer is neutral with regard to an ideological mind-set"

(Hunston, 1989: 356).

Rather than attempting to relegate evaluation to any individual system as a linguistic

category, I have in this study taken Hunston's (1989) approach to evaluation which

proposes seeing "a whole text as a single realization of evaluation" (Hunston, 1989:

356). From this view, the purpose of the research article is to realize certain goals:
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those set by the writer of the article as well as those which are imposed on the writer

by the demands of the genre (what Hunston calls institutional goals). Evaluation from

this perspective is based on the achievement or non-achievement of those goals. The

former is good while the latter is bad. The approach to evaluation proposed in this

study is based on the underlying assumption that the ARA is a knowledge-bearing

genre. Through the ARA, the writer-researcher initiates or responds to an ongoing

scientific-academic debate and (s)he does this by presenting knowledge claims in an

argumentative manner in order to persuade the reader (a community of researchers)

to accept not only his/her findings but also his/her assessment of such findings.

Using a basically descriptive approach, I have proposed three dimensions of

evaluation which I have analysed from three different analytical frameworks. Before

revisiting the actual dimensions themselves, it worth pointing out that in my study, I

distinguish between two kinds of evaluation based on the function of the evaluation

in the ARA - research-oriented evaluation (ROE) and topic-oriented evaluation

(TOE). The ROE-TOE distinction is based on the assumption that the research paper

has two main functions - simply reporting the phenomena in the natural world and

negotiating the interpretation of such phenomena. Interpretation is what has been

referred to as the construction of knowledge (i.e. scientific facts and claims). Thus

while the truth of the existence of the phenomena in the natural world cannot usually

be challenged, the interpretation or value of such truth is negotiable. In a research

paper TOE and ROE evaluate different entities - the former evaluates events, states,

people and things in the natural world whereas the latter evaluates entities more

specifically associated with the research world, i.e. methods, findings, ideas, and so
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on. From this perspective, therefore negotiation between the writer and other

researchers takes place within ROE and not TOE. Two examples from a History

article (H2) below are used as a reminder of the ROE-TOE distinction.

(1). The result I have found is around 15 maternal deaths per 1000 births, which
corresponds well with Schofield's national findings. (ROE)

(2). Until this revolution in obstetric methods, obstructed labours usually entailed the
death of a child, and posed much greater risks to the mother than did live births. (TOE)

While in the first example, the evaluation corresponds well evaluates a research

entity result, in the second example the evaluation is not that of research entities - for

example, obstructed evaluates an entity in the real world (i.e. labours) and therefore

it is of the TOE type (see Chapter 4 for a detailed discussion of ROE and TOE).

Because my study focuses on the role of evaluation as expressing the purpose of the

article, my findings in this study have been derived exclusively from ROE and not

TOE. It is from ROE that the three dimensions of evaluation proposed in this study

have been derived.

The first dimension - writer responsibility - involves interaction between the writer

(in this case the researcher) and the reader (a community of researchers) particularly

in negotiating statements from the point of view of 'factuality' as defined by Almeida

(1992):

factual statements are considered to express true facts about the world if
these facts have been accepted as part of a culture's or society's
knowledge base, i.e., what is commonly considered to be a fact in this
sociocultural grouping. Methodologically, this theoretical position links
our perception to what constitutes a fact to our understanding of the
epistemological assumptions that pervade a culture (Almeida, 1992:
237).



307

The factuality (or externality) of a statement is evaluated by the writer through

choices from source and modification of certainty. Thus a non-sourced categorical

assertion is higher on the factuality dine than a sourced modalised statement

(compare with Latour and Woolgar's, 1979, classification of claims along the dine of

facticity and Hunston's, 1989, concept of status). One of the assumptions in this

study is that the higher the factuality of a claim, the higher the degree of writer

responsibility for that claim; conversely, the lower the level of the claim, the lower is

the degree of writer responsibility.

To recapitulate what I mean by writer responsibility in this study, it is useful to

compare it with a similar category by Hunston - that of status. While for both studies

the terms refer to basically the same phenomenon, the studies differ in terms of

purpose and emphasis. To Hunston, the term status refers to what she calls the

"thingness" assigned to a proposition or information - examples are an assumption, a

speculation or a proposal (see Hunston, 1989: Chapter 4) - which is measured along

the certainty-uncertainty parameter based on three intersecting variables - writer

activity, whether or not the statement refers to knowledge or non-knowledge claim,

and whether or not it is categorical or modified. In my study, I examine the same

thing from a different angle - from the point of view of writer-reader negotiation of

statements made in the text. From the perspective of source, I focus on whether or

not the writer is accepting responsibility for the validity of the proposition advanced

by the text. I suggest that by averring a statement, (s)he is accepting primary

responsibility whereas by attributing it the responsibility lies with the cited source.

The actual degree of responsibility is however dependent on a combination of source
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and choices from other systems such as the lexicogrammar. Through choices from

modification of certainty, on the other hand, the writer may be indicating the level of

his/her own degree of certainty about the truth of the proposition or may be admitting

that the point being made at the time is controversial and therefore requires a

cautious approach: this caution may be signalled through choices of modality (or

hedging) such as 'perhaps' or through a combination of source and modality such as

in 'In my opinion' or 'I believe that' (see Chapter 3 for the analysis of writer

responsibility). In short, the difference between my approach and Hunston's is that

while she is focusing on the statement itself, I am focusing on why the writer is

making such a statement and how (s)he anticipates challenges to such a statement by

assigning either source or modification (or both) to it. To illustrate writer-reader

negotiation through responsibility, we can take the point made in this study as well as

by several writers on the rhetorical structure of the ARA - that of a heavy

concentration of modalised or hedged statements as one moves towards the end of

the text - i.e. in discussion and conclusion sections (see Hunston, 1989). In my study,

I see this as an indication of the writer's conscious choice based on the awareness

that as one gets away from objectivity of accessible facts, (s)he is more likely to be

challenged for claims being advanced and thus needs to negotiate the acceptance of

his/her own value judgements through signals of certainty and personal intervention,

which leads to the use of conventionally accepted forms of 'fuzzy' language (see

Channell, 1994). In other words, I see the writer's choice of source and modification

of certainty as motivated by the need to persuade others to accept his/her point of

view. The writer-reader based analysis of facticity of propositions explains the use of

the term writer responsibility as opposed to Hunston's status.
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The second dimension - the parameters of value - involves both the type of entities to

which value is assigned and the type of values assigned to those entities (the EEs and

AVs, respectively). The interpretation of this dimension is not directly linguistic but

is based on the knowledge about the value-system of that genre (in the present study,

the ARA) in which interaction takes place. It is thus closely linked to ideological

(and genre) conventions as has been seen in this study in the discussion on the

ideology of science in Chapter 2. Basing my analysis on the ideology of the ARA, I

have used common occurrences of the type of EEs (whether process or product) and

AVs to suggest a simple categorisation of the parameters of value of the ARA - and

hence I proposed the parameters Usefulness, Significance, Control and Certainty -

which characterise the genre. Of course, lexical expressions might differ - e.g.

important and interesting may express the same parameter of value (e.g.

significance) depending on their grammatical realizations - for instance both terms

express significance if their EE is packaged in the that-clause, for example, 'It is

important that...' and 'It is interesting that...' (see Chapter 4 on relevant examples). I

have also shown that the four parameters can be grouped under general categories of

Worthiness and Fixedness on the basis of their different manifestations according to

the EEs to which they are attached.

The third dimension - the textualisation of value - involves the realization of the first

two dimensions in the language of the text. This dimension has been analysed in

terms of the related concepts of Scope and Harmony. On the one hand, Scope is

related to the organisational aspects of the text in which evaluation plays a part. One

of the main features of Scope discussed in this study is that of labelling - advance and
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retrospective labelling - the former prospecting what is to come in the text whereas

the latter encapsulates what has already passed in the text. It has been argued in

Chapter 6, however, that labelling is not the only feature of Scope: contextual (or

rhetorical) features such as a question in the title might predict or prospect the

Response to come later in the paper and therefore the scope of the question may be

seen as extending over the whole paper. Scope has also been shown to signal

boundaries between/among information units in the text - and hence it has a text

structuring function. Harmony, on the other hand, relates to the point-by-point

coherence of the text. Unlike Scope, it shows how various parts of the text fit

together. Given that a text normally consists of conflicting evaluations and yet still

retain its coherence, the study indicates that different evaluation harmonies may run

through a text, but need to arrive at a resolution at key points - for example, at the

end of a section or at transition points within the text. Thus in a text a particular kind

of harmony is associated with a change of section even though at that point Scope

may not necessarily be explicitly signalled.

While I do not want to go into a detailed analysis of the relationship between Scope

and Harmony, which has been done in Chapter 5, it will be useful to summarise very

briefly the relationship by using an extract (paragraphs 2 to 6) from the Discussion

section of a Psychology text (see Appendix 2E for a complete section). The text is a

research article based on the experiment to test the hypothesis that the right

hemisphere of the brain mediates the reading of some patients with acquired

dyslexia. The paper is based on several experiments done on JG, a pure alexia patient
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whose reading ability is tested using the Transcranial Magnetic Stimulation (TMS)

on the right hemisphere.

The main point of this section is set up by the opening sentence of Paragraph 2

through advance labelling. The relationship between this sentence and the rest of the

text can be illustrated by Figure 7.1 below (note that in this diagram, the ring

represents Scope whereas the line joining the rings represent Harmony; the largest

ring reflects the largest scope in the text).

2.1 . ...there are several potential objections to the data.

4,

)	
2.2: ... one possible criticism is that the words presented in conjunction

with stimulation of the right hemisphere were more difficult for JG.

)	 4.1: Another possible objection to the interpretation offered above is
that the leading impairment associated with right hemisphere stimulation
is attributable to disruption in visual processing leading to a failure to

adequately register visual information.

5.1: Another issue concerns the nature and processing impairment
which underlies JG's reading deficit.

Figure 7.1: An illustration of the structuring of Paragraphs 2 to 6 on the basis of scope

The above diagram illustrates the chunking of text into several units of information

which is first set up in s2. 1 through advance labelling 'there are several objections',

which predicts a list andlor discussion of the 'objections' mentioned. This prediction

is fulfilled by the enumeration of the objections in s2.2, s4. 1 and s5. 1 as illustrated in

Figure 7.1 above. Although the sentences s2.2, s4.1 and s5.1 create separate

boundaries of information units, they are related in terms of meaning, hence they are

harmonious. First of all, the harmony can be seen in the labels themselves which



312

introduce the sections. While s2.l sets the main harmony through the label

objections, the sections are referred to in synonymous terms as highlighted in the

illustration above. For example in s2.2 the first unit referred to as criticism, in s4.1

the term objection is repeated; whereas s.5. 1 prefers a general term issue.

There are however, other signals of harmony between and among information units

in this section of the text. I would like to illustrate the interrelationship between

scope and harmony by looking at Paragraph 4 of the Discussion section.

4 (1) Another possible objection to the interpretation offered above is that the reading
impairment associated with right hemisphere stimulation is at i utable to disru tion of
early visual processing. (2) Several lines of evidence ar a i St this possibility. (3a)
First it should be noted that the omissions or failure o respo d o stimuli were never
encountered; (3b) as this type of error is obse ed with TM -in uced visual deficits
(Amassian et al., 1989), the absence of these rrors in this expe me t suggests that the
reading deficit observed with the right h isphere stimulation wa not attributable to a
disru tion o visual eature re istrati or inte ration, (4) Second, he similarity between
the errors profiles observed in periments 1, 2A and 2B sugg ts that the reading
disruption was not attributable to a visual deficit; in light of the late al placement of this
stimulating coil, one might expect that the lateral or temporal portion of the visual field
would be most likely to be adversely affected by the TMS. (5a) If this ere so, one might
expect stimulation of the right hemisphere to be associated with impair d registration and
identification of the initial letters of the stimulus; (3b) as previously note , however, under
all conditions, including right hemisphere stimulation, visual errors tend d to involve the
end of the word. (6) Last, although introspective reports may be 	 sleading, it is
noteworthy that JG as well as controls explicitly denied that TMS induced visual loss.

The opening sentence s4. 1 can be seen as what has traditionally been regarded as the

topic sentence for the paragraph. Its relationship with the rest of the paragraph is

however that of Contrast. For instance while in the sentence the main claim is that

'the reading impairment ... is attributable to disruption of early visual processing'

the rest of the paragraph negates this. The negation is first set up by s4.2 'several

lines of evidence argue against this possibility' where possibility is an

encapsulation of the proposition in s4. 1. The sentence s4.2 is an advance label which

provides harmony for the rest of the paragraph by positioning the reader to expect a
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list of the lines of evidence denying the suggestion in s4. 1. The lines of evidence

introduced in s4.2 are listed numerically - 'first'(s4.3), 'second' (s4.4) and 'last'

(s4.6). In addition to listing, the contrastive relationship is carried over by the

negation 'not attributable' (see the underlined sections of the text in s4.3a, s4.3b

and s4.4). While there is conflicting evaluation between the opening sentence and the

rest of the sentences in the paragraph, the last sentence s4.6 which is introduced by

'it is noteworthy' restates the negation of the proposition in s4. 1: it can be seen as

resolution of the harmony for the whole paragraph and thus marking the closure of

the information unit represented by the paragraph.

The discussion indicates that while scope focuses on the 'packaging' of the text into

various Units of information, the evaluation carried in the signals of scope (e.g.

labels) simultaneously provides the harmony for the text over which it has scope.

Based on the analysis above, the interdependent concepts scope and harmony can be

related to Halliday and Hasan's (1976) concepts of structure and texture - while

scope has a structural function, for instance marking the boundaries between/among

information units, harmony brings the units together and thus maintains the texture of

the text.

Having summarised the position of the present study on evaluation, it is important to

stand back and look again at some of the major theories/approaches on interaction in

written discourse - Halliday's systemic theory, Sinclair's discourse structure, Hoey's

Problem-Solution Pattern and the ideological/genre-based view of the ARA - with a

view to examining, on the one hand, their contribution to the approach to evaluation
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taken by the present study and, on the other hand, the implications of the present

research to some of those theories.

7.3 Evaluation and Systemic Theory

7.3.1 Evaluation and the three Metafunctions

Having analysed evaluation from the perspective of three dimensions, it might seem

tempting to equate these dimensions with Halliday's three metafunctions -

interpersonal, the ideational and the textual functions. In order to avoid this

temptation, it is important to reiterate the point made in this study - that evaluation is

unambiguously interpersonal. However, to understand this interpersonal role of

evaluation, it is necessary to look at the context within which evaluation takes place -

this involves taking into consideration the contribution of the experiential and textual

functions in shaping the evaluative environment of the text. I am not claiming in this

study that the value system is either experiential or textual in terms of grammar: any

attempt to relate the dimensions of value and the metafunctions from the

lexicogrammatical perspective is bound to be controversial. I am instead looking at

the relationship from the semantic or contextual viewpoint - exploring what aspects

of the real world influence interpersonal choices, and consequently, evaluation.

7.3.2 Evaluation and Context

According to Halliday' s approach the three features of Context of Situation - Field,

Tenor and Mode - determine each of the three metafunctions - Experiential,

Interpersonal and Textual, respectively. This relationship is illustrated by Figure 7.2

overleaf.
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CONTEXTUAL DETERMINES! METAFUNCTION DETERMINES! REALIZATION IN
FEATURE	 REFLECTS	 EXPRESSES	 TEXT

Mood, Modality (or
Tenor	 Interpersonal	 Evaluation)

Field	 Experiential	 Transitivity

Mode	 Textual	 4	 Theme

Figure 7.2: Halliday's linear relationship between the features of Context of Situation and
Metafunctions

This linear relationship between contextual features and metafunctions illustrated by

Figure 7.2 above explains a common practice by many 'Hallidayan' linguists to

associate evaluation with Tenor (e.g. Eggins, 1994). For these linguists, Tenor is not

only responsible for all "the social role relationships played by interactants" (Eggins,

1994: 63) but also for the linguistic realizations of the interpersonal meanings.

While in this study, I do not question the influence of Tenor on interpersonal choices,

particularly on evaluation, I however see evaluation as taking place within a context

much broader than can be explained solely from the point of view of Tenor. Figure

7.3 (overleaf) illustrates how I see the relationship between evaluation and the

Context of Situation.

According to Figure 7.3, evaluation occurs within a broader context in which the

three features of Context of Situation - Tenor , Field and Mode - all play a part. First,

the dimension of writer responsibility is related to Tenor in that it focuses on

evaluation as central to writer-reader interaction: it deals with the negotiation of role

relationships between interactants and these affect meaning choices in text. For

example, the discussion on writer responsibility in Chapter 3 has shown how

interpersonal considerations such as modesty, caution and politeness, can influence
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ways of evaluating things, for example, the use of modality and hedging in

argumentation and also the need to validate claims in the research paper by appealing

to established knowledge through citations of source of information - and depending

on the purpose of attribution, the choice of an appropriate reporting verb is important

(see Thompson and Ye, 1991, on the evaluative meaning of reporting verbs).

MODE: Textualising
	

FIELD: Assigning value
value
	

to entities

scope and
	

parameters
harmony	 of value

EVALUATION

writer
responsibility

TENOR: Negotiating with
the reader

Figure 7.3: The context of evaluation from a systemic-functional perspective

Secondly, the evaluation is related to Field in the sense that the interpretations of the

proposed parameters of value are dependent on the writer and reader awareness of the

accepted value systems of a particular genre - the entities and the terms in which they

are evaluated (according to my study, the EEs and the AVs). Thus in order to

categorise evaluation under any of the parameters, the awareness of Field is crucial -

the nature of the social action taking place. In the present genre, the social action
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taking place is that of constructing knowledge by persuading the scientific-academic

community to accept the findings of the research as well as the writer's own

evaluation of such findings: the values available are those 'imposed' upon the writer

by the conventions of the academic community and the rationale of the genre.

The third dimension - textualisation of value - is Mode dependent in the sense that it

is concerned with the role of evaluation in discourse structure and texture. As the

study has indicated, particularly in Chapters 5 and 6, there are preferred ways of

expressing evaluation in the ARA: at lower levels, projections are typical explicit

signalling of evaluation (see Hunston, 1993a). At the higher level, evaluation can be

seen to have an important role in discourse organisation, for example, the 'general -

specific - general' pattern as suggested by Hill et al. (1982) which is illustrated by the

distribution of verb tense, voice and 'person' markers in the IMRD structure of the

ARA (Heslot, 1981).

The discussion on the context of evaluation reaffirms the argument made earlier

about the complexity of evaluation as a phenomenon which defies any attempts at

systematic classification. It also supports one of the major assumptions made in this

study (and supported by Hunston, 1989 and Francis, 1986) - that evaluation is

context-specific. It is reasonable to assume that different contexts will call for

different ways of evaluating (i.e. in terms of writer-reader negotiation of claims;

entities and values; and the realization of evaluation in the language). This context-

dependency of evaluation can also be explained in terms of the goals of the text -

from the point of Tenor, the text is argumentative, purposeful and persuasive; in
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terms of Field, the text expresses ideologically acceptable values; whereas in terms of

Mode, the evaluation is made in particular ways acceptable in that genre. This view

has important implications for Halliday' s linear relationship between the Context of

Situation and the metafunctions to which I now turn.

7.3.3 Implications for Halliday's Model of Analysis

While the thesis emphasises evaluation as an interpersonal feature, which is thus

related to Tenor, in terms of its interactive role, the discussion above has shown that

it is also related to Field in terms of being an expression of the value system of the

genre, and related to Mode in terms of its realization in the language of the text. This

view of evaluation as impacted on by all three features of Context of Situation may

be illustrated in Figure 7.4 below.

CONTEXTUAL	 IMPACTS ON METAFUNCTION
FEATURE	 OR REFLECTS

Tenor

Field	 INTERPERSONAL i	 Evaluation

Mode

Figure 7.4: The impact of Context of Situation on the Interpersonal function
(evaluation)

Figure 7.4 above shows how all the three features of Context of Situation affect

interpersonal choices (and, consequently, evaluation). Although it is not my intention

to discuss the relationship between the three contextual features and the two other

metafunctions - experiential and textual - it may be useful to extend the relationship



319

illustrated in Figure 7.4 above to reinforce the general point about the complex

relationship between context and metafunctions - see Figures 7.5 and 7.6 below.

CONTEXTUAL	 IMPACTS ON	 METAFUNCTION
FEATURE	 OR REFLECTS

TENOR

FIELD 4	 P EXPERIENTIAL 4	 P Transitivity

MODE

Figure 7.5: The impact of Context of Situation on the experiential metafunction

CONTEXTUAL	 IMPACTS ON	 METAFUNCTION
FEATURE	 OR REFLECTS

FIELD

MODE	 TEXTUAL 4	 Theme

TENOR

Figure 7.6: The impact of the Context of Situation on the textual metafunction

The implication of the above diagrams can be made even clearer by using a simple

image of how the writer and reader approach the text. The writer, on the one hand,

approaches writing within a particular context of which (s)he is aware when writing

a paper. Within such context, (s)he negotiates with the reader - an aspect of Tenor. In

this negotiation process, the writer has to select the type of values according to the

Field in which the text is being written and also has to textualise the evaluation in

ways in which are acceptable in that Field, hence the Mode dependency. The reader,

on the other hand, starts from the text and the text itself constructs the Context of

Situation. By responding to negotiation with the writer the reader is responding to
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the Tenor aspect, by understanding the values (s)he sees the Field, and by

understanding the way the text is written (s)he is responding to the Mode.

The argument above on how the three features of Context of Situation impact on the

metafunctions as illustrated in Figures 7.4, 7.5 and 7.6 brings the three functions of

language even closer together than has originally been thought. This explains why in

many contexts the meanings between the metafunctions, particularly between the

interpersonal and ideational/experiential functions tend to overlap. It is therefore not

always easy to refer to exclusively interpersonal or experiential meanings of

language. This problem of exclusiveness of meaning has been observed by many

writers and there is evidence of emerging research which challenges the notion of

tight boundaries between the metafunctions as has been suggested by Halliday. An

example which was mentioned in Chapter 2 was that of Hunston's (1989) scepticism

about Halliday's distinction between experiential and interpersonal epithets in which

she argues that in many contexts the boundaries between the two tend to blur. Even

though Halliday seems to emphasise the existence of boundaries between the

metafunctions, in his analysis of a spoken discussion among an adult and three nine-

year old schoolgirls, he finds many overlapping features across the metafunctions and

admits that:

There are relatively few absolute clearcut categories in language; there
are many tendencies, continuities, and overlaps. Many actual instances
can be analyzed in two or more different ways, none of which can be
ruled out as impossible..." (Halliday, 1985b: 54).

All in all the context of evaluation indicates that while evaluation is an interpersonal

function, interpersonal choices in language are affected by all the features of the
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different contexts in which they are used. In terms of Tenor the roles and relationship

between the interactants, for example, a particular way of persuasion - choosing the

level of the claim through source and modification of certainty; in terms of Field -

evaluating the appropriate entities and using the acceptable terms (i.e. parameters of

value); and in terms of Mode - whether and how evaluation should be explicitly

stated.

7.4 Revisiting some Theories of Written Discourse as Interaction

Having explored the implications of this study for Hallidayan systemic theory, it is

now worth looking very briefly at the contributions of some of the theories of

discourse to the present study as this might help us see how the study fits in with

current research on interaction in written discourse, and particularly, that on

evaluation.

7.4.1 Sinclair's Discourse Structure

Sinclair's theory of discourse discussed in detail in Chapter 2 is mainly a theory of

discourse structure motivated by interactive goals. Sinclair sees written text as

purposeful and directional and its development as an accumulation of meanings

working towards a specific goal. This view is used in the present study in which

evaluation in a paper is seen as cumulative and working towards one main purpose.

Sinclair's three-faceted theory of discourse organisation - planes of discourse, averral

and attribution and encapsulation - has made an immense contribution to the analysis

of the role of evaluation in text organisation and patterning described in this study.
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First, in Chapter 3 on writer responsibility, the concepts of averral and attribution are

used to differentiate between the evaluation made by the writer him/herself and that

attributed to other voices in the text (compare Thompson's 1996b concept of voices

in the text). Thus factual statements are typically averred whereas non-factual ones

may be attributed. My approach to attribution can be seen as a refinement of

Sinclair's model in that it suggests seeing attribution as a dine based on the writer's

purpose and signalled in the grammar of the clause - not every attributed statement

signals total avoidance of responsibility. For instance, a statement may be attributed

to another source in order to support the present writer's claim or to refute the

validity of the claim made by the cited source. In my study, I have proposed two

basic kinds of Attribution - 'Attribution-Delegated' and 'Attribution-Detached'- the

former referring to the writer's agreement with the cited source whereas the latter

refers to the writer's disagreement with the source. The writer's involvement with or

detachment from the cited proposition has been shown to be signalled by means such

as the choice of a reporting verb - for example, 'found that' and 'pointed out' with

reference to the source may signal involvement whereas 'claim', and 'speculate' may

signal detachment from the cited proposition (see Thompson and Ye, 1991, on

evaluation in reporting verbs); or other grammatical structures such as the as-clause -

an example of this is 'As Sinclair argues...' in which the choice of the 'as' structure

indicates the writer's agreement with Sinclair's argument (see Chapter 3 on

attribution).

Another important contribution of Sinclair's theory is that of planes of discourse,

particularly the concept of plane-change. According to the features of the interactive
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plane, for example prediction, prospection and other interactive functions, this plane

can be seen as metadiscoursal and having a text structuring function (Sinclair, 1981).

Since the interactive plane emphasises language as negotiation between the writer

and reader, evaluation (or at least ROE) has been seen in this study as based

primarily on the interactive plane. One of the features of academic text (and it is not

unique in this) is that plane-change may be made explicit, by 'pulling out' the

evaluation into a separate clause, with 'it' representing the whole proposition

following. For example in the sentence below from a History article (H20) "It is

probably true that the 'political class' among the émigrs was more susceptible than

ordinary citizens", the 'it' pronoun has pulled out the evaluation probably true on

the interactive plane into a separate clause, and the pronoun represents the 'that-

clause' that follows. In other words, this is a very clear case of language talking about

itself - the proposition is 'packaged' so that it can be encapsulated in the pronoun

'it', which then forms part of a metadiscoursal, evaluative statement.

In Sinclair's dynamic model of discourse, the notion of posture described as "a

movement from one state of affairs to another " (Sinclair, 1985: 15) is potentially

useful in explaining the developmentl movement of evaluation through the text.

Sinclair describes successive sentences in the text as representing various postures.

He argues also that posture is not necessarily realized by single sentences but can be

realized by whole chunks of text (Sinclair, 1985). As the discourse develops, postures

may change or be maintained. From the point of view of evaluation the notion of

posture may be used to describe movement in the text from one evaluative position

(stance) to another and thus account for the existence of conflicting evaluations in the
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text. But it needs to be complemented by the idea of a 'temporary' posture based on

the assumption that in some ways the reader knows that a posture is going to be

negated or changed later in the text. The analysis in this study, especially that of

evaluative patterning in Chapter 6, has indicated that when discussing current

knowledge on the topic (i.e. summarising previous literature) at the beginning of the

text, the writer normally evaluates this positively. However at this point in the text,

the reader knows that the positive posture is only temporary and predicts negative

evaluation to come - the indication of a 'gap' in the knowledge. An example of the

first two paragraphs from a History text (H2) illustrate temporary posture:

1 .( 1) For the twentieth-century historian it is always open season on early modern attitudes.
(2) Much has been published on such topics as the magical belief systems of early modern
men and women; their lack of romantic love; and their indifference to children. (3) Such
studies seem to suggest a radical difference between our own sensibilities and those of our
early modem ancestors.

2. (1) The attitudes of women towards childbirth have often been approached within this
framework. (2) A consensus has developed, according to which women in the seventeenth
and eighteenth centuries were racked by fears of giving birth. (3) As we shall see in a
moment, the historiography is actually more complex than this.

From the text above, one can see two main postures : the first posture is that from

si. 1 to s2.2. Here the posture is that which can be seen as giving positive evaluation

to previous research; while the second posture is that in s2.3 marked by the

metadiscoursal phrase 'as we shall see in a moment' which introduces a 'gap'

through 'much more complex'. On seeing positive evaluation of previous research

at the start of the text, the reader who is familiar with the conventional organisation

of such texts knows that it is temporary (and concessive) and therefore expects a

reversal of that posture somewhere in the text. Otherwise if the previous research was

to be presented as having achieved everything, then there would have been no need

for another research article in the first place. Thus postures may be presented and



325

removed to be replaced by other postures which keep on changing in the build-up to a

final posture at the end of the text (see the analysis of the introduction of the CPH

text in Chapter 6).

7.4.2 The Problem-Solution Pattern

The study has used Hoey's (1979, 1983) Problem-Solution pattern as a practical way

of exploring the semantic and rhetorical patterning of the ARA. Unlike in the original

model where Hoey and Winter's clause-relations analysis is primarily used to offer a

textual model of realization of the pattern, my approach has placed more emphasis on

the conceptual pattern underlying the text itself. The use of this as a general pattern is

based on the function of the ARA in research: the reason for research is the

realisation of a 'gap' (Problem) and the purpose of the research paper is to 'fill' that

gap (Response/Solution), and hence the ARA can be seen as a Problem-Solution text

at the most general level.

In this approach, evaluative statements have still been used as signals of functions of

the various stages of the text: for instance negative evaluation to signal Problem and

positive evaluation to signal Response. Through the Problem-Solution model of

analysis, discourse functions of different sections of the IMRD structure of the text

have been explained and different mini-patterns have been identified: for instance,

the Process-Product distinction and the Staged/Cumulative pattern in some of the

Method sections (see Chapter 6).
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The concept of Problem-Solution as the underlying pattern has been used to explain

how readers are primed to interpret possibly conflicting signals: for example, they

'expect' a 'gap', so positive evaluation at the start of a paper is likely to be seen as

temporary or not the main point - the negative evaluation will come along soon. It is

also possible to relate Problem-Solution (more especially Solution) with goals of the

text - the reader expects solutions to be suggested and evaluated.

Another important observation made from using the Problem-Solution pattern is that

of differentiating between text types more especially based on differences of carrying

out research in the four disciplines used as data sources. A good example is that of

the 26 History articles which deviate from the common pattern mainly because of

different ways of presenting a research paper in History. The mainly narrative History

papers are not Problem-Solution in that their evaluation is basically TOE, which has

not been used in the analysis of the three dimensions of evaluation proposed in the

present study.

7.4.3 The Research Article: Ideology and Genre

The ARA has been described in this study as a knowledge-bearing genre in which

evaluation is both personal and ideologically-oriented. What the study has done in

one sense is to reaffirm the argument by sociologists (e.g. Bazerman, 1984) and

linguists (e.g. Hunston,1989) that scientific fact is not objective: it is a product of a

negotiated consensus among researchers based on whether acceptable theories,

models and other research methods were used by the producer of the research article
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as well on the researcher's interpretation and evaluation of his/her new information

expressed in the researcher's knowledge claims.

On the other hand, the study has brought evaluation to the centre as an integral

negotiating strategy for the construction of knowledge claims. The value-system of

the ARA imposes on the writer the rules or conventions of what to evaluate as well

as how to evaluate it. The establishment of simplified categories of evaluation in

Chapter 4 - Worthiness and Fixedness which are further divided into Significance,

Usefulness, Control and Certainty - enables us to identify what is judged as

evaluative in the ARA which differentiates it from other genres. For instance, the

categories of Worthiness and Fixedness indicate that the broad view of modality used

to define evaluation in this study is appropriate in science: for instance Worthiness is

related to the notion of 'good' or 'bad' whereas Fixedness is related to Certainty (the

narrow view of modality). The fact that both are terms of evaluation in the ARA

supports the view that good and bad and certainty are two sides of the same coin. As

has already been argued in the study, given the goals of scientific investigation,

certainty is good whereas lack of certainty is bad for research. This explains the

reason for relating certainty to writer responsibility as well treating it as a separate

parameter of value in its own right (see Chapter 4).

7.5 Pedagogical Implications

After looking at the contributions of various theories of discourse to the present

study, it is equally important to explore the possible contributions of the study to

language teaching. Before going into pedagogical implications for the present study,
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however, I should reiterate that originally the purpose of my study on evaluation was

pedagogical. My initial purpose in carrying out this research was to investigate how

the interpersonal function - and evaluation in particular - can help me in the teaching

of reading and writing to students following an EAP course at the National

University of Lesotho. This had been motivated by my recognition of problems faced

by the students in writing academic essays, as well as writing project papers which

are compulsory in the final (i.e. fourth) year in most of the disciplines. Talking to

lecturers at various inter-faculty (and inter-departmental) meetings about the writing

problems of the students, it struck me that most of the problems students have apart

from grammatical ones could be put under the category of evaluation at least in the

broad view of evaluation that has been taken in the present thesis (i.e. handling

citations, and expressing one's own point of view, failure to persuade the reader,

etc.). My initial ambition in this study was therefore to be able to design teaching

materials which would address the problems shown. However, as my research

progressed I was drawn away from this pedagogical goal by the awareness of the

complexities of the phenomenon of evaluation which made me realise the importance

of studying how evaluation works in text, without which knowledge designing

materials for teaching evaluation would be an impossible task. The findings of my

research therefore are as a whole not yet pedagogically applicable. However, given

the emphasis of various studies that evaluation is an important phenomenon in the

production (including interpretation) of text, it follows that the awareness of

evaluation and its function in text is crucial for the teaching of EAP and ESP reading

and writing. In this section, therefore, I intend to make suggestions about the

potential usefulness of simplified versions of some of my findings (as well as those
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derived from Hunston, 1989) for the development of writing and reading pedagogy in

both EAP and ESP classrooms.

7.5.1 Writing Pedagogy

It is important, however, to note that there are already many pedagogical models

based on various theories of interaction in which even though evaluation is not

emphasised but is nevertheless subsumed. For example, cognitive studies in college

composition writing such as those of Flower and Hayes (1981) have emphasised that

a written text is an end-product of the decision-making processes which take place

prior to writing. Examples of research in such studies are think-aloud protocols

(Flower and Hayes,1981) and pause-protocols by Matsuhashi (1982) in which writers

have to say what they are doing in the process of writing, and it becomes clear that

this involves a great deal of evaluation. A similar view has also been expressed by

dialogical studies on writing (discussed in Chapter 2) in which text construction is

seen to be motivated by interpersonal factors such as purpose and audience. One

example of dialogical studies discussed in Section 7.4, is that of Sinclair in which

the concepts of plane-change, averral and attribution, encapsulation and posture have

been shown to play a crucial role in the study of evaluation and to have a pedagogical

relevance by virtue of providing a descriptive framework of how the learners can

actually look at each sentence or paragraph (or larger sections) as making an

additional contribution to several meanings in the text and how these meanings work

together in the build-up towards a global goal of the text.
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Studies such as those mentioned above have resulted in a proliferation of

pedagogically applicable models for the teaching of writing (and reading) in

academic settings. Given the major work already going on in the teaching of writing,

I suggest that evaluation could be used to reinforce such work. For instance, in the

teaching of openings and closures of information units (i.e. relevance markers,

prospection and encapsulation) suggested by Sinclair (1986, 1987), students should

be sensitised to the role of evaluation in such structures. For example, in teaching

paragraph writing, in which traditionally the emphasis has been on the role of the

topic sentence, it would be useful to make students aware of the importance of

signalling not just the 'content' to be presented but also a point of view in such a

sentence - this could be extended to beginnings and closures of units as well as at

transitional stages of the text. In these cases, the concepts of scope and harmony

would have great potential usefulness.

In academic writing, specifically, learner-writers should be sensitised to features of

the academic genre which according Bartholomae (quoted in Hunston, 1989) is a set

of 'peculiar ways of knowing, selecting, evaluating, reporting, considering and

arguing' (Hunston, 1989: 375). It is this 'peculiarity' of features of academic writing

which should be emphasised in order to help orient students' writing towards the

model emphasised by sociological studies in science as well as genre-based research.

For instance, learners should be made aware of the style acceptable in academic

writing which distinguishes it from other genres, for example, literary texts. The

students should be aware of the purpose of academic writing - the traditional

emphasis on 'objective content' view of the ARA needs changing through emphasis
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on the argumentative and persuasive nature of the genre as suggested by sociological

studies of science. In this regard, the students should be made aware of the

communicative goal in writing, the target audience and the latter's knowledge topic

and aim the text to meet the writer's needs - they should therefore be sensitised to the

important role of evaluation in this endeavour. Moreover, the learners should be

made aware of the constraints of the genre and thus should make choices within the

limits of what is acceptable in the genre.

The concept of acceptability in academic writing should be explained from the point

of view of the expectations of the discourse community. One aspect of the study

which could be used to guide the learner-writers would be that of the four parameters

of value - students should be sensitised to the constraints guiding the options for

making value judgements in academic writing. This approach could also be extended

to the choice of appropriate reporting verbs such as those suggested in Thompson and

Ye (1991), thus learning scholarly rules of handling citations in text.

7.5.2 Reading Pedagogy

From the perspective of reading, the teachers should emphasise the importance of

understanding not only the content but also the angle from which the writer wants

that content to be interpreted and judged. It is important for EAP and ESP teachers to

use professional academic writing - the academic research articles - to sensitise

students to models of well-written academic texts. These texts can be used in the

teaching of various types of reading comprehension . For instance, the teachers could

emphasise features such as evaluative nominalisations, the use of impersonal

constructions, and reporting verbs, as well as the overall development of the text such
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as the hour-glass model of Hill et al. (1982) discussed in Chapter 2, at the same time

emphasising the motivation for such choices. This would particularly be useful in L2

situations in which the 'myth' of strict objectivity in academic writing in which a

complete removal of the writer's personality from the text is still prevalent.

In order to improve the students' awareness of the role of evaluation, students should

be made to look for the purpose of the paper and therefore the ROE-TOE distinction

could be used as an important step towards identifying the point of view as opposed

to the general content of the text. That is, if the student cannot assign an instance of

evaluation to the ROE categories, such evaluation will probably be TOE, and thus

not directly relevant to the overall purpose of the research paper. If and when

students are able to separate the content from the purpose of the text, the next step is

to use this to improve their own writing skills in the EAP classroom and beyond.

The identification of ROE could also be used to help students handle conflicting

evaluations. Here the concepts of Scope and Harmony can be used as guidance. For

instance, in a situation where there are conflicting evaluations, there will be a need to

identify the dominant evaluation which is very likely to be carried either through

organisational features such as advance labelling or encapsulated by retrospective

labels or suggested by various signals of harmony such as meaning relations between

and among clauses or various sections of the text - for example, markers of contrast

such as the hypothetical-real relations, general- specific relations and so on which are

very useful in solving ambiguities resulting from conflicting evaluations in text.
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7.6 Implications for Further Research

The study has emphasised that evaluation is genre (or register) specific. Following

on the work of Swales (1990) and the approach by Hunston (1989), it can be

suggested that the characteristic nature of evaluation in the ARA based on categories

of Worthiness and Fixedness differentiates the ARA from other genres. The

implication of this therefore is that similar analyses could be carried out in other

genres in order to find out how the value-systems of those genres work. Pioneering

work in this area can be seen in Hunston (1993a) who compares texts in academic

and non-academic settings in relation to the use of projections in evaluation.

Secondly, the work done in Chapter 6 on the conceptual framework of Problem-

Solution Pattern (Hoey, 1983) used to explain the major pattern of the ARA has

indicated variations between texts probably influenced by different ways of doing

research in different disciplines. For instance the fact that many History texts could

not fit in the Problem-Solution model does not in any way undermine their status as

effective ARAs but shows that they are different. The evaluation in these papers is

predominantly TOE. Since the analysis in this study is based on ROE, it would be

interesting for future studies to do similar work on the role of TOE in ARAs.

Finally, since the motivation for conducting the present research was pedagogical in

that it was a result of the awareness of the problems faced by the students at the

National University of Lesotho in academic reading and writing, there is a need to

develop the study further with the hope that some of its findings might eventually be
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used in the designing of materials for the teaching of reading and writing in EAP and

ESP in L2 situations like my own.

7.7 Summary

The study of evaluation in this thesis can be seen to have done two main things - to

reaffirm some of the major assumptions on evaluation and the ARA derived from

established research and to extend those assumptions in certain aspects. First, the

study has re-emphasised the major argument advanced by both sociological and

linguistic research on the ARA - that scientific knowledge which is mainly

communicated in the forum of the ARA is not as objective as traditional studies have

made us believe. While it is acknowledged that scientific activity is based on

objective and empirical research on natural phenomena, the findings of such research

are encoded in language and presented as new information by the researcher-writer to

other researchers in the field who can either accept or reject it. In order to ensure

acceptance the writer has to show that acceptable scientific theories and practices

have been followed as well as persuading the researchers to accept new information

in the form of knowledge claims. Evaluation is an integral part of this persuasion.

The second reaffirmation is that of evaluation as context-specific as suggested by

Francis (1986, 1994) and Hunston (1989, 1993a, 1994). The analysis in this study

about the dual nature of evaluation has shown how as an interpersonal phenomenon it

is impacted on by the three features of the Context of Situation and therefore we

assume that different contexts determine different ways of evaluation. This

assumption implies that the value-system of one genre is likely to differ from that of

other genres. For example, while moral goodness (e.g. observing and adhering to
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conversational rules such as turntaking) is a desirable value in conversation, in the

ARA, different values are emphasised (e.g. relevance). Pioneering work on the

differences of evaluation among genres is that of Hunston (1993a) on the study of

evaluation in academic and non-academic texts.

The main contribution of the present work on evaluation is that of the ROE-TOE

distinction in text which is potentially useful in differentiating between the writer-

reader negotiation and the general content of the text. Through this distinction I have

been able to look at what things are assigned value as well as the terms in which that

value is expressed in the ARA. The simple categories of Significance, Usefulness,

Certainty and Control can be used as a guide to the value system of the ARA - the

good and bad in research terms - as opposed to good and bad in the world outside

research.

Evaluation as has been seen is a very broad and complex field and as such there is

still need for extensive research both from the theoretical and practical standpoints.

As has already been said my immediate concern is to trans'ate my work into

pedagogical use for my benefit as well as others in my teaching situation - this is still

a long way from being achieved.
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APPENDIX 2B: AN UNANALYSED COPY OF EC22

ECONOMIC GROWTH AND THE ENVIRONMENT*

GENE M. GROSSMAN AND Air' B. KRUEGER

We examine the reduced-form relationship between per capita income and
various environmental indicators. Our study covers four types of indicators: urban
air pollution, the state of the oxygen regime in river basins, fecal contamination of
river baalns, and contamination of river basins by heavy metals. We find no evidence
that environmental quality deteriorates steadily with economic growth. Rather, for
most indicators, economic growth brings an initial phase of deterioration followed
by a subsequent phase of improvement. The turning points for the different
pollutants vary, but in most cases they come before a ceuntiy reaches a per capita
income of $8000.

I. INTRODUCTION

Will continued economic growth bring ever greater harm to
the earth's environment? Or do increases in income and wealth
sow the seeds for the amelioration of ecological problems? The
answers to these questions are critical for the design of appropriate
development strategies for lesser developed countries.

2 Exhaustible and renewable natural resources serve as inputs
into the production of many goods and services. If the composition
of output and the methods of production were immutable, then
damage to the environment would be inextricably linked to the
scale of global economic activity. But substantial evidence suggests
that development gives rise to a structural transformation in what
an economy produces (see Syrquin [1989]). And societies have
shown remarkable ingenuity in harnessing new technologies to
conserve scarce resources. In principle, the forces leading to change
in the composition and techniques of production may be suffi-
ciently strong to more than offset the adverse effects of increased
economic activity on the environment. In this paper we address
this empirical issue using panel data on ambient pollution levels in
many countries.
3 Examination of the empirical relationship between national
income and measures of environmental quality began with our

aWe thank the Ford Foundation, the Sloan Foundation, the John S. Guggen-
heim Memorial Foundation, the Institute for Policy Reform, and the Centers of
International Studies and of Economic Policy Studies at Princeton University for
financial support. We are grateful to Peter Jaffee, who tutored us on the various
dimensions of water quality, to Robert Biason, who provided us with the GEMS/
Water data, and to seminar participants at the O.E.C.D. Development Centre and
the Institute for International Economic Studies in Stockholm, Sweden, who gave
us helpful comments and suggestions. Special thanks go to James Laity, whose
research assistance was simply extraordinary.

- c 1995 by the Prea.dent and Fellows of Harvard College and the Massachusetts Institute of
Technologe.
The Quarterly Journal of Economics. May 1995
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APPENDIX 2C: AN UNANALYSED COPY OF 1134

PAST AND PRESENT	 NUMBER 145

BALLADS, LIBELS AND POPULAR
RIDICULE IN JACOBEAN ENGLAND

( Very little is known about what it was like to live on the margins
of literacy in early modem England. By far the majority of people
in this society were illiterate in some sense. Their inability to
write has left the historian with few traces of their thoughts and
feelings and, although they were more likely to possess reading
skills, it is very difficult to assess the circulation or reception of
most commonly known texts, either in manuscript or print. Much
of the rich fabric of this partially literate and quasi-oral culture
is irretrievably lost.

z In recent years, a number of attempts have been made to
penetrate the mental world of ordinary men and women in
sixteenth- and seventeenth-century England through the medium
of contemporary "popular literature". Sufficient numbers of
prints and pamphlets, newsbooks and almanacs, broadside ballads
and chapbooks are extant to invite such investigation. By paying
attention to the price and print runs as well as to the form and
content of this material, inferences have been made about the
markets to which it was directed and conclusions drawn about
the milieux in which it circulated. A humble audience has been
assumed and a "popular" culture imagined.'

3 But such deductions are highly speculative. Due to the paucity
of evidence, it is scarcely possible to contextualize any piece of
this literature and to place it in the hand of an actual recipient in
a given time and place, much less to recapture the way in which
it might have been read or heard, internalized and appropriated.
Other than limited information about a few hack writers, almost

'See, for example, Victor E. Neuburg, Popular Literature: A History and a Guide
(London, 1977); Peter Burke, Popular Culture in Early Modern Europe (London,
1978), cbs. 5-6; Bernard Capp, Aitrology and the Popular Press: English Almanacs,
1500-1800 (London, 1979); Margaret Spufford, Small Books and Plensan: Histories:
Popular Fiction and its Readership in Seventeenth-Century England (London, 1981);
Bernard Capp, "Popular Literature", in Barry Reay (ed), Popular Culture in
Seventeenth-Century England (London, 1905), pp. 198-243; J. A. Sharpe, "Plebeian
Marriage in Stuart England: Sortie Evidence from Popular Literature", Trans. Rry.
lust. Soc., 5th ser., xxxvi (1986), pp. 69-90; Tessa Watt, Cheap Print and Popular
Piety, 1550-1640 (Cambridge, 1991).
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APPENDIX 2D: AN UNANALYSED COPY OF 11

AJon P. Dobson

Labour or Conseivative : Does It Matter in
Anglo-American Relations?

In the political tradition of the Western liberal democracies, both
moral convention and prudence dictate that one state should not
interfere by either comment or acti ' n in the internal political affairs of
another. Respect for the individual, and by extension for an
independent nation-state, has much to do with the moral aspect of
this, especially when one is dealing with a properly elected democratic.
government. The values of free government and individualism
necessarily complement each other. Both demand the kind of respect
which Will allow their unique integrity to remain intact. The
prudential grounds for avoiding involvement in the domestic affairs
of another state, for example by expressing a clear preference for one
political party over another, are twofold. First, by doing so a state
invites retaliation in kind. Secondly, bilateral affairs may be rendered
more difficult if the party for which a preference has been expressed
does not gain power.

2. Thus, in relations between states, certain kinds of fictions have come
into being: namely that all are of equal standing in the state system; and
that diplomatic relations can be carried out in a non-partisan way. The
Soviet Union might condemn the US for its exploitative capitalism,
but it would regard it as improper openly to express a preference or to
promote the electoral fortunes of one American political party at the
expense of another. Such conventions have an even stronger binding
power between friendly states like the US and Britain.

3 Since 1940, Britain and the US have been very close, and despite
periodic difficulties have had, and continue to have, the closest co-
operation of any two states in the fields of intelligence and nuclear
technology. Also, for much of the post-war period they have worked
together in managing the international economy. Quite clearly these
matters are sensitive and highly political. Furthermore, the close

Journal of Contemporary History (SAGE, London, Newbury Park and New Delhi),
Vol. 25(1990). 387-407.
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APPENDIX 2E

PSYI9: Coslett, H.B. and N. Monsul. 1994. 'Reading with the right hemisphere: evidence
from Transcranial Magnetic Stimulation'. Brain and Language 46: 198 - 211.

Discussion Section

1.(1) As predicted by the hypothesis that JG's reading is mediated by the right hemisphere,
TMS over the right parietal lobe disrupted oral reading whereas stimulation of homologous
regions of the left hemisphere did not. (2) These data support the claim, initially derived
from a series of neuro-psychological investigations, that JG's reading is supported by the
right hemisphere. (3) More generally, these data demonstrate that the right hemisphere may
be involved in the reading of at least some patients wit acquired alexia.

2. (1) Prior to a more general discussion, there are several potential objections to these data
which should be considered. (2) As the stimuli presented in the two experiments were
drawn from the same pool of words but were not identical, one possible criticism is that the
words presented in conjunction with stimulation of the right hemisphere were more difficult
for JG; thus, although the stimuli employed in the two experiments contained an equal
proportion of words of high and low imageability and frequency, one list might have
contained a disproportionate number of words which JG was simply unable to read.

3. (1) To assess this possibility we compared his performance on the 28 words presented in
conjunction with TMS in Experiment 1 to his performance on the baseline administrations
of the entire 80-item corpus; a similar calculation was performed for the stimuli presented in
conjunction with TMS in Experiment 2. (2) In baseline administrations, JG correctly read
82% of the 28 words presented in conjunction with TMD in Experiment I and 76% of the
24 words presented with TMS in Experiment 2. (3) Thus, as JG performed equally well in
the baseline condition with the critical experimental stimuli used in Experiments I and 2,
differences in stimulus difficulty do not account for the difference in performance with right
and left hemisphere TMS.

4. (1) Another possible objection to the interpretation offered above is that the reading
impairment associated with right hemisphere stimulation is attributable to disruption of early
visual processing leading to a failure to adequately register visual feature information. (2)
Several lines of evidence argue against this possibility. (3) First, it should be noted that
omissions or failures to respond to stimuli were never encountered; as this type of error is
observed with TMS-induced visual deficits (Amassian et al., 1989), the absence of these
errors in this experiment suggests that the reading deficit observed with the right hemisphere
stimulation as not attributable to a disruption of visual feature registration or integration. (4)
Second, the similarity between the errors profiles observed in Experiments 1, 2A and 2B
suggests that the reading disruption was not attributable to a visual deficit; in light of the
lateral placement of this stimulating coil, one might expect that the lateral or temporal
portions of the visual field would be most likely to be adversely affected by the YMS. (5) If
this were so, one might expect stimulation of the right hemisphere to be associated with
impaired registration and identification of the initial letters of the stimulus; as previously
noted, however, under all conditions, including right hemisphere stimulation, visual errors
tended to involve the end of the word. (6) Last, although introspective reports may be
misleading, it is noteworthy that JG as well as controls explicitly denied that TMS induced
visual loss.

5.(l) Another issue concerns the nature and processing impairment which underlies JG's
reading deficit. (2) Although the data do not permit one to fully characterize the processing
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deficit, they do not provide certain constraints. (3) As argued above, several lines of
evidence suggests that the impairment was not attributable to early visual processing
deficits. (4) Additionally, the fact that JG produced responses, even if incorrect, suggests
that the deficit did not affect speech output procedures (Pascual-Leone, 1991). (5) Rather,
the predominance of the visual errors argues for a disruption in a lexical-semantic system.

6.(1) One possible objection to the contention that TMS causes a disruption in JG's putative
right hemisphere lexical-semantic system is that JG does not produce errors in which the
stimulus and response are related in meaning but not sound or visual form (e.g., the response
"king" to queen); a number of investigators have, in fact, argued that "semantic" errors are
characteristic of right hemisphere reading (Coltheart, 1980; Saffran et al.' 1980). (2) One
possible explanation for the absence of semantic responses which were semantically related
but visually dissimilar to the stimulus were rejected because of an inconsistency between
semantically based response and partial letter information (see Marshall & Newcombe,
1973). (3) This speculation is supported by JO'5 response to the stimulus "dogma" which
was presented in conjunction with stimulation of the right hemisphere; although JG's initial
response was "fact", he added, after a pause, "no, I saw a 'd'; was it dog?"

7. (1) Although no effect of left hemisphere stimulation was observed in JO's performance,
one cannot exclude the possibility that the left hemisphere may have contributed to his
reading. (2) Disruption of language function with left hemisphere TMS was not observed in
our controls and, to our knowledge, has only been achieved with rapid, repeated TMS which
has been demonstrated to induce speech arrest (Pascual-Leone et a!., 1991). (3) As the left
hemisphere clearly plays an important role in normal reading, what counts for the failure to
disrupt reading with single left hemisphere stimulation? (4) One possibility is that the failure
is attributable to experimental variables such as insufficiency magnet strength, improper
selection of the time interval between word onset and TMS, or an inappropriate site of
stimulation. (5) As these variables were held constant, these factors are unlikely to explain
why JG' s reading was disrupted by stimulation of the right but not the left hemisphere.

8. (1) An alternative account of the observation that left hemisphere stimulation fails to
disrupt reading in normal subjects is that the left hemisphere may support multiple reading
procedures (Patterson & Shewell, 1987; Coslett, 1991), perhaps with different anatomical
substrates (Coslett, Gonzalez-Rothi, & 1-leilman, 1984). (2) If, in fact, the left hemisphere is
able to derive the pronunciation of words by means of different procedures supported (at
least in part) by distinct anatomic regions, a localized, transient cortical disruption may
disturb one (or more) but not all of the putative reading mechanisms and therefore not
abolish reading. (3) The right hemisphere, in contrast, is thought not to support a nonlexical
reading mechanism but to support only a single, semantically mediated reading procedure
(Zaidel & Peters, 1981; Coltheart, 1983). (4) Additionally, it would seem reasonable to
assume that the putative right hemisphere reading system is less well elaborated than that of
the left hemisphere system which presumably mediates normal reading in most individuals.
(5) Thus, for both these reasons, right hemisphere reading might be expected to be less
resistant to disruption with TMS.

9. Heretofore, TMS has been found to have its greatest utility in evaluation of the motor and
sensory function. "higher" cognitive functions, to accomplish the same objective, have often
been regarded as resistant to this manipulation. These data demonstrate that the TMS may
indeed contribute to the understanding of the anatomic localization and psychological
fractionation of complex behaviors.
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