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ge\if_l()pment and Applications of a Polynomial Method for Three-Dimensional Analysis
. Pigos

Human locomotion is a complex and highly integrated form of activity. For this reason the
accuracy of three-dimensional analysis is a significant factor for kinematic analysis of movement.
Different techniques for three-dimensional reconstruction have been introduced, and the Direct Linear
Transformation 1s the most frequently used. A polynomial method was developed to overcome the
different shortcomings of previous methods concerning the calibration procedure and the accurate
reconstruction outside the calibrated area.

To date, 16mm film has dominated as the medium used to record movement, but with the
rapid development in technology, it is anticipated that video will be increasingly used for data
collection in sports biomechanics. Therefore, the developed method has used video systems for 3-D
reconstruction and kinematic analysis.

The developed method was examined for the 3-D coordinate reconstruction using spatial
points with known 3-D coordinates. A small calibration plane (2.1 m W x 1.1 m H), relative to the
calibrated volume, was implemented. The projection of any point on the calibration plane, viewed from
two cameras, was computed using a first degree polynomial model constructed from local calibration
points. Three-dimensional coordinates are computed using intersection techniques.  The absolute
mecasurement error ranged from 0.04% to 0.07% (of the field of view) in the X axis, from 0.05%
to 0.06% in Y and from 005% to 0.07% inZ for control points inside the calibrated area
(internal) and from 0.15% to 0.51% in X, from 0.16% to 042% mm Y and from 0.15% to 0.46%
in the Z axis for control points outside (external). The measurement error is significantly reduced
compared to other video or film systems. Furthermore, this polynomial method allows linear
extrapolation for coordinate reconstruction outside the calibration area and, therefore, is particularly
useful in applications requiring large filming areas. In this method, there is no need to survey the
camera locations and no assumptions are required for the internal camera parameters.

Panning techniques are the most appropriate methods for the analysis of athlete’s movements,
when these occurs in a large volume. The measurement error was considerably reduced compared
with previous film or video panning studies, when the polynomial method was applied using the
panning technique, ranging from 0.053% to 0.095% of the field of view. The image deformation
correction algorithm used overcomes the effect of the recording angle during panning.

The accurate asscssment of angular measurements was examined using the Biomechanics
Workstation (BmWs) system and the developed polynomial method. The accuracy of BmWs when
the zoom facility is implemented was also examined. A calibration plane with 19 markers was
recorded in an underwatcr and an indoors environment. Five 90° angles formed by three non linear
calibration points were used in the accuracy estimation of the above methods. The mean angular
measurements for both environments ranged from 89.983° to 90.000° wusing the polynomial method,
from 90.761 to 89.842 wusing the BmWs without zooming and from 90.700° to 90.090° using the
BmWs with zoom facility. It was concluded that the polynomial method was superior to BmWs
and produced accurate angular measurements in every screen location. Furthermore, there was no
difference in the accuracy between the angular measurements in different environments when the
polynomial method was used.

The analysis of dynamic images for the determination of skeletal deformation and joint
kinematics using videofluoroscopy has been frequently implemented. However, image deformation is
introduced in different stages of videofluoroscopy, reflected in the accurate reconstruction and
consequently in kinematic analysis of dynamic images. The polynomial method, incorporating an image
deformation correction method, was examined for the reconstruction of spatial points usin
videofluoroscopy. Different angles between image intensifier and calibration plane were used, as weﬁ
as different sets of calibration points. The results indicate that the absolute mean error was
considerably reduced compared with previous studies. The different amount of image deformation
produced in every screen location has been effectively corrected. The number of calibration points
affects the accuracy of the reconstruction. Thirty calibration points is the minimum number of
calibration points required using this polynomial method, when the angle between object and X-ray
ranges from 90° to 60°.

Determination of the optimal movement using accurate reconstruction methods affects athlete's
performance and prevention of injurics. The knee kinematic parameters determined using the
developed polynomial method, were within the range reported in previous studies. The estimated
kinematic parameters for level and downhill running were: 20.9° and 17.4° respectively for the flexion
angle in the footstrike, 36.2° and 43.1° for the peak flexion angle during the stance phase and
7.1 rad*s' and 7.4 rad*s’ for the peak flexion angular velocity. ‘

It can be concluded that the polynomial method presented is an accurate and easily
implemented method for three-dimensional reconstruction and kinematic analysis. The main advantages
of the method are the simple calibration procedure, image deformation correction and possibility for
accurate reconstruction outside the calibrated volume.
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INTRODUCTION

Biomechanical analysis has a widespread application in the examination of
human movement. Different techniques and standardized processes from other
disciplines, such as mathematics, physics, anatomy, physiology and computer science,
apply equally to biomechanics (Chaffin and Andersson, 1991). Ditferent terms such
as Biokinematics (concerning purely geometric descriptions of motion); Biodynamics
(with special reference to the mass and forces); Bionetics (defined as the study of
the structure and function of biological systems, see Hatze (1974)) have been used
by researchers in an attempt to define this discipline. The term Biomechanics
identifies the study of mechanical aspects of the structure and function of biological
systems (Miller and Nelson, 1976; Subotnick, 1985; Enoka, 1988). Kinesiology is the
subdiscipline of biomechanics which embraces the whole area of human movement

(Miller and Nelson, 1976; Enoka, 1988; Winter 1990). It can be classified into

kinematics and kinetics. Kinematics considers the motion of the whole body or body
segments independent of the causes of these movements (Miller and Nelson, 1976;
Robertson and Sprigings 1987; Cavanagh, 1990). In the study of Kkinetics, the forces

that result in the movement of the body or segment are examined (Gagnon et al.,

1987, Enoka, 1988). Kinematic characteristics of a motion include the position and

both linear and angular displacements, velocities and acceleration. Forces, energy and

power are Kkinetic characteristics.

In examining any athletic or human movement, one must be aware of the
limitations of data collection procedures. Movements can be captured by an
observant eye. The eye is certainly an adaptable device, but it does have

limitations. It is relatively slow, it can only concentrate on a small proportion of
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the great variety of visual information, and its usefulness is also limited by the
small capacity, short - term memory to which it has access. Consequently if the eye
1Is to be employed, efforts must be made to compensate for the weaknesses of this
method of analysis, to establish good visual search strategies, to minimise the data
gathered, and to organise memory aids. Therefore, where the properties of
movement are to be determined with accuracy, the eye ceases to be adequate and
other recording techniques must be applied. The data collection process in
biomechanics is highly dependent upon technological advances and the rapid changes
in this field, which are still taking place (Smith, 1975; Atha, 1984; Robertson and
Sprigings 1987, Dainty er al., 1987, Chaffin and Andersson, 1991; Yeadon and Challis,
1994). These changes facilitated the development of hardware, software and their
applications. Furthermore, the development of rigorous data processing and analysis
procedures has changed the whole concept of what should be valid in interpreting
both collected raw and mathematically derived data. Continual advances in the field
of microelectronics and high technology provide new instrumentation and techniques
which offer more accurate and specific information for any kind of analysis. New
sensors and recording techniques permit the measurement and evaluation of human
movement parameters in a fraction of the time (Smith, 1975; Atha, 1984; Robertson
and Sprigings 1987, Dainty et al., 1987; Chaffin and Andersson, 1991). In recent years,
such performance data has allowed applied biomechanics to be highly qualitative,
in order to improve movement performance, prevent or reduce the risk of injuries

and offer significant assistance in the rehabilitation from injuries. For instance, the

extensive development of applied biomechanics in the field of exercise physiology

and sports medicine have provided reliable evaluation and prediction methods for the
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functional assessment of joints, physical strength and flexibility (Miller and Nelson,
1976; Davis et al., 1988, Andriacchi, 1990; Cappozzo and Gazzani, 1990; Chao and
An, 1990; Paul, 1990), or the most appropriate joint rehabilitation treatment (Grimpy,
1985; Burnie and Brodie, 1986; Baltzopoulos and Brodie, 1989).

Due to the complexity of human movement, a large and accurate data-base

1s required for statistical evaluations and the total analysis of movement. The field
of kinematic analysis has been enriched with a plethora of studies in two
dimensional (2-D) analysis, considering the movement in one plane, and more
recently with three dimensional (3-D) analysis, using the reconstructed image
landmarks obtained from two different views. While some activities may be
justifiably examined in two dimensions, the majority of analyses are three-
dimensional, despite the increased information and processing requirements (Atha,
1994; Dainty et al., 1987; Yeadon and Chalis, 1994).

Different 3-D methods have been introduced, but the most frequently used
1S the Direct Linear Transformation (DLT) presented by Abdel-Aziz and Karara
(1971), which permits arbitrary camera placement, but requires that calibration points

with known locations to be distributed throughout the activity space. The limitations
in the calibration procedure (Chalis and Kerwin, 1992; Chen et al., 1994; Yeadon and

Chalis, 1994) and the inadequacy of the method for accurate reconstruction outside
the calibrated volume (Shapiro, 1978, Wood and Marshall, 1986; Chen er al., 1994)

have resulted in the development of modifications to the DLT method (Miller et al.,

1980; Hatze, 1988) and polynomial methods (Andriacchi et al., 1979; Woltring, 1980;

Dapena et al., 1982; Fioretti et al., 1985, Woltring and Huiskes, 1990).

In the present study, an altermative 3-D method for kinematic analysis is
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introduced using video systems for the recording and analysis process, which can

effectively overcome the shortcomings of previous studies in calibration procedure,
deformation of the image and accurate reconstruction outside the calibrated volume.

Chapter 2 is a review of the literature, examining the development and
present state of research and considering the instrumentational, methodological and
mathematical limitations of previous 3-D studies.

The development of a linear polynomial method for 3-D kinematic analysis
using a simple calibration structure and a correction technique for the image

deformation, when video systems are used, is presented in Chapter 3. In this
Chapter the reconstruction error of points outside the calibrated volume, is also
estimated.

Since many human movements, especially in sports events, occur in a large
field, a method to record the entire movement space is required. The rotation of
the camera(s) about a vertical (panning) or horizontal axis (tilt) is the most
frequently used technique to overcome the above shortcomings and has been applied
for two and three dimensional analysis (Dapena, 1978; Chow, 1987; Gervais and
Wronko, 1988; Hay and Koh, 1988; Gervais er al., 1989; Yeadon, 1989; Chow, 1993;
Yu er al., 1993). In Chapter 4 the polynomial method presented in Chapter 3 was
used to determine the 3-D coordinates of spatial points when a panning technique
1s applied.

A modification of the polynomial method proposed in Chapter 3, for 2-D
analysis is implemented in Chapter 5 to determine angular measurements underwater
(for swimming applications) and indoors. The polynomial method was compared with

the respective values of angular measurements produced using the Biomechanics
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Workstation (BmWs).

An application of the polynomial method in the field of joint kinematics for
sports medicine or rehabilitation applications, is presented in Chapter 6. The method
was implemented for the calibration of a videofluoroscopy system (continuous X-rays
recorded on video), for image deformation correction and for measurement of joint
kinematics.

Gait analysis techniques have been applied to a wide variety of human
locomotion problems. Accurate 3-D kinematic analysis of the lower limb is a
significant factor for the prevention of injuries and improvement of athlete's
performance. In order to demonstrate the application of this method for kinematic
analysis of movement, the 3-D polynomial method has been applied in kinematic
analysis of level and downhill running. Joint kinematics and a comparison of the
results with other published studies in the same field are presented in Chapter 7.

The development of a computer program and detailed explanation of the
function of the software procedures implemented in the above studies, is presented
in Chapter 8.

The detailed description of the computer program is presented in Appendix
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INSTRUMENTATION IN KINEMATICS

The classical recording instrument of motion is the camera. It has been used
for recording not only of the slowest but the fastest of movements. As the
technology in the field of recording methods progresses, more sophisticated and
automated techniques are being developed (Mitchelson, 1975; Leo and Macellari,
1981, Cappozzo et al., 1983).

The most frequently used technique in bioinstrumentation for the measurement
of kinematic variables is cinematography. Recording frequencies in excess of 10,000
frames per second may be achieved with modem high speed cameras (Hennig, 1988).
For most applications in biomechanical movement analyses, frame rates from 100
to 400 Hz are appropriate (Smith, 1975). High quality camera lenses should be used
to reduce lens distortion of the film image (Phillips et al., 1984; Wood and Marshall,
1986). With the use of a good quality zoom lens, maximum image size can be
achieved. For the accurate determination of the film data points, it is important
to have high quality film analyzers and digitizers. A quality analyzer should provide

film magnification in excess of 25 times the film size and should register each
frame precisely in the grid for consistent analysis (Dainty et al., 1987). The resolution
(the ability of a system to distinguish fine detail in a screen that is being
recorded) achieved using this system is high (usually measurement error ranges from
less than 0.1 mm to 0.5 mm) and consequently, produces accurate results in

movement analysis. However, cinematographic analysis is time-consuming, and

therefore tends to be confined to the study of transient phenomena, since

quantification of movements over longer periods is rarely practical (Atha, 1984;
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Hennig, 1988, Nike Sports Research Laboratory, 1991). Furthermore, results are never
immediately available for inspection, thus, there is no feedback of information and
serious recording faults may pass unnoticed until the film has been developed and
viewed days later. A serious problem in cinematography is the synchronization of
the cameras during the recording procedure, reflected in the increase of measurement
error  (Miller er al., 1980).  Different techniques have been used to effectively
overcome this source of error, such as the flash bulb (Noble and Kelley, 1968;
Ben-Sira er al., 1978, Miller et al, 1980), or the electric sweep-hand clock technique
(Elliot er al., 1986). For perfect shutter synchronisation, the cameras should be phase-
locked (Yeadon and Challis, 1994). The developing and replacing costs of filming,
have also become important considerations. Film stock can be used only once, so
erroneous and outdated material is not re-usable. In addition, artificial light is
required for indoor filming.

Optoelectronic  systems (i.e. CODA-3, EXPERTVISION, SELSPOT II,
WATSMART, ELITE) are generally comprised of passive or active light-emitter(s)
attached to the point of interest on the body, a remote receiver and a

microprocessing system designed to compute the displacement function of the body
(Mitchelson, 1975; Leo and Macellari, 1981; Cappozzo er al., 1983). When the image

of an infrared light source is projected and focused through a lens onto the surface
of the photodetector, current will originate from this point. The resolution of the

sensors is very high and the distortion produced by the sensors lens is negligible

(measurement error 1: 32,000 and standard deviation less than 1: 10,000 for stationary
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markers) (Furnee, 1990). This type of system permits instantaneous analyses and is
able to determine a large number of points (14,400 in Ball and Pierrynowski,
1988a). In spite of the excellent technical data produced, the reflecting lights
present a problem that must be seen as a severe limitation. Optical reflection from
a single marker may produce more than one light image on the photodetector and
this will result in erroneous outputs. Furthermore, any measurement system that
comes in direct contact with the subject (such as the optoelectronic systems), may
hinder the normal movement pattern and so this must be considered. These systems
can be used only in laboratory conditions.

In classical cinematographic studies, such as aerophotogrammetry (Yeadon,
1989), cameras of which the internal characteristics are completely known (metric
cameras) are used. The internal characteristics are so-called parameters of interior
orientation: position of the image plane with respect to the optical axis and the
image distortion. Other characteristics of this camera are the fixed focus and the
diaphragm shutters located within the lens. Although metric cameras may be
available, they are often considered too expensive for routine use in biomechanichal

analysis. In biomechanics, both cinematographic and optoelectronic non-metric

cameras are usually implemented (Winter er al., 1974; Woltring, 1974; Shapiro, 1978,;
Karara, 1980; Woltring, 1980; Dapena et al., 1982; Fioretti et al., 1985). A non-metric
camera’s interior orientation is completely or partially unknown and frequently

unstable. The advantages of non-metric cameras (compared with the metric) are: the
flexibility of the focusing range; their usual smaller size, lighter weight, handling;

orientation in any direction; availability of film, and considerably reduced price.
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Interfacing video cameras with computer systems has provided a method of
acquiring kinematic data much more rapidly and conveniently than the above
systems. It allows instantaneous feedback of the subject’s movement during data
collection, using TV monitors and also immediate playback and picture “freezing”
of the recorded data, for the analysis process (Winter, 1979; Atha, 1984). The camera
tubes are more sensitive compared with cinematography systems (have variable speed
shutters to accommodate the various light levels) and so can be used in low light
conditions. However, retro-reflective markers and an intensive light source must be
used when the contrast of landmarks to background is not sufficient, affecting
digitization accuracy, or for recording high speed movement. Furthermore, the running
cost for video systems is low because the video tapes are re-usable. This allows
mistakes in the recording procedure to be erased and tapes containing outdated data
to be used again. Furthermore, additional information from other sources (EMG,
force platform, other video) or text can be included or superimposed on the same
video tape, before or after the recording task. This permits simultaneous analysis
of different kinematic parameters of the same movement in different planes. Block

(1982) highlighted the contribution of video systems in the reduction of injuries.

Generally video systems permit a sampling rate of 25 Hz (30 Hz in USA),

with ability to increase the recorded frames to 50 per second (60). However,

modern high speed video is available at rates in excess of 1000 Hz (Shapiro et al.,

1987). The SP-2000 video system has a framing rate of 2000 Hz and can record
continuously for one minute to produce 120000 frames of data (Paisley, 1981). Winter

et al. (1972) provided an early system of video scanning for examining slow human
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motions such as gait. Recently improved video systems use reflective points for
digitizing purposes (i.e VICON). The introduction of the mechanically shuttered and
the strobe-effect non-mechanically shuttered video cameras provide a less costly
option. With a shutter to control exposure times, this type of camera, although still
limited to 50 (or 60) frames per second, can provide adequate output for
biomechanical analysis of movements including walking, running and jumping, but
may not be appropriate for highly detailed studies requiring investigation of impact,
such as in tennis, or the rapid action of any limb, such as the movement of the
arm durtng ball release in throwing.

The low resolution of video systems compared with cinematography presents
another limitation. The resolution in video systems is determined by the number of
pixels or lines which make up the screen display. When the number of pixels
or lines 1is increased, higher screen resolution is achieved. The horizontal and the
vertical screen axes have different number of pixels or lines. Different graphic
adaptor cards for the standard IBM - compatible computers provide a choice of

different resolutions (Ohlsen and Stoker, 1989). Recently new types of video systems

(high definition video cameras) have been introduced with higher resolutions,

minimizing the limitation of the video systems due to the low resolution (Hennig,

1988; Kerwin and Maybery, 1993).
Previous studies compared the accuracy in coordinate reconstruction produced

by video and cinematography systems, in two and three-dimensional coordinates
reconstruction (Shapiro et al, 1987, Kennedy eral, 1989; Kerwin and Templeton,

1991, Angulo and Dapena, 1992). These studies indicate that film systems are more
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accurate than video, but this difference is not significant considering the
measurement error as a percentage of the field of view in a large filming volume
(Kennedy er al., 1989). Consequently the use of video or cinematography systems

depends on the requirements of each study.

SMOOTHING TECHNIQUES - ERROR REDUCTION
Type and sources of error
Two main types of error can be identified: measurement error and computing

error (Hatze, 1990). The measurement error may be classified into systematic and
random error (D’Amico and Ferringo, 1992). Systematic measurement errors introduce
artificial signal (noise) into the data which may be difficult to detect and eliminate.
This type of error is produced by the high frequency components included into the
main signal of the observed data. These are difficult to eliminate effectively since
these oscillations (cased by artificial high frequency components included in the signal)
are in the frequency range of the signal to be analyzed. An important source of
systematic error is the linear and non-linear lens distortion of the cinematographic,
optoelectronic and video systems (Shapiro, 1978; Andriacchi et al., 1979; Winter, 1979;
Miller et al., 1980; Woltring, 1980; Wood, 1982, Hatze, 1990; Chaffin and Andersson,

1991). Lens distortion is either radial which causes displacement of image

coordinates radially to or from the centre of the image field; or tangential which

causes displacement of image coordinates in a direction perpendicular to radial lines
from the centre of the image field resulting in “pin-cushion” or “barrel” distortion

(Woltring, 1975). Both types of lens distortion deform the image and therefore
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affect the accuracy of movement analyses. In many studies the error produced (by
lens distortion) in the analysis process, is higher in the periphery than in the centre
of the screen (Woltring, 1975; Atha, 1984; Phillips er al., 1984; Wood and Marshall,
1986, Pigos and Baltzopoulos, 1992). However, Whittle (1982) has reported no clear
accuracy differences in the different locations. Therefore, various techniques have
been developed in order to reduce lense distortion (Andriacchi er al. 1979: Miller et
al., 1980; Woltring, 1980; Hatze, 1988).

Another source of systematic error is the shift of body markers positions
with respect to anatomical landmarks. This could be caused by the movement of
additional equipment placed on the skin near the markers during the recording
process, or a faulty perception of where an anatomical point or joint centre lies
(these factors vary with movement) (Ronsky and Nigg, 1991).

Random error is produced primarily by the digitization process (D’Amico and
Ferringo, 1992), but is also caused by film deformation and movement of the
camera or projector. This type of error is usually assumed to be additive, normally
distributed with a mean error of zero (zero-mean noise) and independent of the

main signal (McLaughlin et al., 1977).
The topic of computing errors is an important section of numerical

mathematics. Computing errors result mainly from the conversion (analog to digital),

truncation and rounding of numbers, and from algorithmic approximations

(mathematical models) in the computing process.
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Smoothing Techniques

Since applied biomechanics has emerged as an important of human movement
analysis, specifically in sport activities to permit the distinction between movement
of high-level performers, accurate measurement of human movement is required.
Therefore, the measurement error must be eliminated or reduced by incorporating
appropriate correction algorithms. There are several different methods for data
smoothing utilized in biomechanics. In the past, researchers have used manual
plotting methods to draw smooth curves connecting the average point for every two
neighbouring data points (line of best fit). These procedures have evolved into a

more sophisticated form using digital computers and appropriate software.

Polynomial smoothing

When smoothing method using different order of polynomials, the basic
assumption is that the trajectory signal has a predetermined shape. However, the
selection of the appropriate order of polynomial is a significant limitation of this
method. In many studies an arbitrary order is choosed, usually third or (fifth

(Zernicke et al., 1976). Moreover, the polynomial smoothing method produces highly

over-smoothed and unrealistic second derivatives (Pezzack et al., 1977; Hatze, 1981).

Splines

Reinsch (1967), Greville (1969), McLaughlin et al. (1977) and Woltring (1985)

introduced the use of spline functions to smooth experimental data. A spline function

consists of a number of polynomials, all of low degree, which fit through groups
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of N data points and join at points called "knots” in such a way as to provide
a continuous function with continuous derivatives (Wood, 1982). It is a piece-wise
differentiable polynomial function satisfying certain continuity conditions on the
derivatives of the data points (Vaughan, 1982). When using this method, the degree
of the spline, the required accuracy of the fit (least-squares criterion), and the
number and position of the knots must be specified. That means that the
investigator is required to select a parameter that controls the extent of smoothing.
This parameter is reported as the smoothing factor and specifies how close the
curve is to the original data (Phillips and Roberts, 1983). A smoothing factor that
s too low results in undersmoothing of the data, whilst a smoothing factor that
is too high has the opposite effect. The most frequently used spline polynomials
are the cubic (third order polynomials) and the quintic spline (fifth order
polynomials). According to previous studies (Hatze, 1981; Vaughan, 1982) cubic are
inferior compared to quintic spline.

The difference between the spline and the polynomial smoothing method is
that the least square error using spline, may be varied continuously as an input
parameter by the operator whereas using polynomials, it is restricted to a given

value.

Fourier series

This method is based on the assumption that any periodic waveform can be
presented as sum of sine and consine functions with increasing frequency. In order

to analyse a periodical signal, the frequency content must be expressed in terms
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of the fundamental frequency (Winter, 1979; Wood, 1982). The first sine and cosine
terms represent functions describing one cycle in the total time period and
subsequent terms represent functions whose frequencies are multiples of the
fundamental frequency. These functions are called harmonic components of the signal

(Winter, 1979; Wood, 1982). A fourier filter cuts off any high frequencies (noise)
that are above the selected cutoff frequency and thus the filtered signal will then
be composed by the low frequency harmonics. In practice this is achieved by
multiplying the high frequencies (above the cutoff frequency) by 0.0 and the low

frequencies with [.0.

Digital filter

Another smoothing method is the digital filter method. Filtering of any
"noisy” signal is achieved through the selective rejection, or attenuation, of certain
frequencies. Thus, in this method only the lower frequency components of the signal
pass unattenuated. With this technique, there is a problem with the selection of the

cutoff frequency, especially when there is a region where the signal and the noise
overlap. If the cutoff frequency is too high, a high percentage of noise is allowed

to pass through and if it is too low, the noise is drastically reduced, but at the

expense of increased signal distortion.

It is evident (Winter, 1979; Wood 1982) that using the above techniques in

order to minimize the measurement error, the higher-frequency noise can be severely
reduced but can not be completely eliminated. The evaluation of  smoothing

techniques has been reported in several studies with different conclusions (Hatze,
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1981; Lanshammar, 1982; Vaughan, 1982; Garhammer and Whiting, 1989). It can be
concluded that the type of smoothing method adopted should depend upon the data
being analysed. Digital filters have been frequently implemented for human
movement analysis and especially in gait analysis (Williams and Cavanagh, 1983; Winter,
1983; Buczek and Cavanagh, 1990; Hamill ez al., 1992; van Woensel and Cavanagh, 1992).

For this reason digital filters were implemented in the present study.

TWO AND 3 DIMENSIONAL TECHNIQUES
2-Dimensional - Single plane technique

In a 2-dimensional (2-D) recording and analysis procedure, the kinematic
characteristics (i.e position, velocity, acceleration) are analyzed by assuming that the
entire movement pattern occurs in a single plane, perpendicular to the camera axis.
For this recording method, a single camera, in conjunction with a simple calibration
structure for vertical and horizontal scaling are sufficient to provide movement data
analysis. Furthermore, the mathematical models required are generally simple. Two
dimensional linked segment models and inverse dynamics methods have been used
in biomechanics, in order to provide kinetic and kinematic analyses of human
movement. The appeal of single-plane motion recording lies in the immediacy of
an attractive representation of the movement sequence. The most significant
disadvantage of the 2-D technique is that it allows analyses only in a preselected

single plane of movement (Winter et al., 1974; Dainty et al., 1987; Yeadon and Challis,

1994). Thus, although normal running or walking can be well presented in a single

plane, if the runner has any limb rotation, the two-dimensional procedure is
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inadequate for accurate analysis.

3-dimensional - (Space) technique

In contrast to the rather simple 2-D methods, three dimensional (3-D) analyses
require significantly greater measurement sophistication. Humans use two eyes to
view objects in space. Working together, the eyes establish depth perception, in
order to provide three dimensional images. A similar procedure is required for 3-D
image reconstruction. With the use of 3-D procedures, non-planar movements can
be estimated with accuracy. Thus, measurement errors, such as the perspective error,
are minimized. The move from two to three-dimensional analysis involves a
considerable increase in the data to be handled, and this is an important problem
which must be overcome. In 3-D analysis, all joint and mass centre locations must
be resolved with respect to a reference axis system. The movements are defined
using a 3-D Cartesian coordinate system. A Cartesian coordinate system is comprised
of three perpendicular axes: X, Y, Z with a common origin. Generally two or more
cameras must simultaneously record individual segment markers. Accurate 3-D

analysis can not be performed by the limited information provided by a single

camera (Winter et al., 1974, Miller et al., 1980; Whittle, 1982; Atha, 1984). However,
the three dimensional procedures demand greater time to set up the (usually)
complex calibration structure and additional equipments (camera(s), measurement
equipment) (Yeadon and Challis, 1994). In the analysis process more sophisticated
mathematical models with the incorporation of more complex computing programs

were required (Smith, 1975; Dainty, et al, 1987, Ball and Pierrynowski, 1988a).
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Improvements in accuracy for 2- and 3-dimensional procedures may be gained
in a number of ways: through better data collection hardware (camera design, high
quality lenses); assessment of improved data recording procedures (camera placement,
use of multiple cameras); and improved techniques for the collection (calibration
methods, different type of recording equipment) and analysis of kinematic data (using
mathematical models).

Human activities often combine directional changes with simultaneous twisting
or bending in space. It is evident that the use of 2-D recording procedures for
three-dimensional movement are only appropriate for a small range of movements
and generally present significant problems in interpretation (Bergemann, 1974; Winter
et al., 1974; Smith, 1975; Dainty et al.,, 1987). The easy implementation of single
camera and the simple mathematical models required in a 2-D technique, has
deceived many investigators to use the 2-D technique. In the majority of these
studies many parameters are estimated using scaling techniques. The measurement
error in these studies is high and consequently inadequate for accurate movement

parameters estimation. Consequently, the 3-dimensional analysis can be applied in a

wide variety of human movement and it is more accurate than 2-D analysis.

CLASSIFICATION OF 3-DIMENSIONAL KINEMATIC TECHNIQUES
Several three dimensional reconstruction techniques are available. These will

be categorized in this thesis according to the instrumentation implemented and the

analysis technique.

Number of cameras
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Although, more frequently two or more cameras are used, some researchers have

developed 3-D single-camera procedures.

3-D single-camera technique

Miller er al. (1980) have reported a 3-D single-camera technique which can
determine the kinematic parameters using three (at least) body markers of known
3-D coordinates relative to the origin of the calibration structure. However the

results from the implementation of two cameras (placed left and right relative to the
filming area) indicated that the accuracy using only either the left or the right-hand
camera (for the estimation of 8 markers) was significantly lower than these of both
cameras. Similarly, Bourgeois (1983) used a method for estimation of kinematic and
dynamic parameters pertinent to crawl swimming using only one camera. However,
this method is only valid when the 3-D coordinates of at least one marker are
known relative to the inertial coordinate system. In addition, it was assumed that
the shoulder motion was parallel to the long side of the swimming pool, where
the camera had been positioned.

The mirror technique is a different type of 3-D single-camera method. In this
procedure a plain mirror is placed in such a way that the object and its image
by the mirror, can be recorded by a single camera (Bernstain, 1967). Although this
method has the advantage of the perfect synchronization in the recording procedure,

is limited because of the mirror distortion and it can be used only in a laboratory

environment.
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Multiple-camera 3-D techniques
Stereographic technique

In this technique two photogrammetric cameras are positioned side by side
a known distance apart and on the same level, with their optical axes horizontal,
parallel and perpendicular to the baseline. The three dimensional coordinates of any
point can be determined by the effective lens-image distance, the baseline of the
cameras and the measured coordinates of the image (Bullock and Harley, 1972).
This technique requires metric cameras with precisely known (and preferably the
same) internal characteristics. However, these cameras are still and very expensive,
and consequently this method can not be widely implemented.

Fioretti et al. (1985) have described an alternative stereophotogrammetry method
using a highly accurate polynomial model with non metric cameras. The accuracy
of the model was tested using two parallel planar calibration grids forming an area
of 200 x 200 x 88.75 mm. However, this method requires ideal cameras (with known
inter-camera distance) and the model has been empirically produced and consequently
is a black box approach, more appropriate if the observation volume is sufficiently

small (smaller than 0.5 m’).

Direct Linear Transformation (DLT) method

In 1971, Abdel-Aziz and Karara developed the DLT method that allowed the

use of non-metric cameras. Although, the initially developed method required the
use of still cameras, with the development of computer methods, the procedure can

be applied using any type of cinematographic, optoelectronic or video camera. The
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innovation in the DLT technique is the concept of the direct transformation from
comparator coordinates into object space coordinates, thus by passing the intermediate
step of transforming image from a comparator system to a photograph or screen
coordinate system. The position and orientation of the cameras are estimated using
control points mounted on various types of three-dimensional calibration structures.
Two linear equations with 11 unknown parameters (for each camera) are used to
define the camera coordinates and subsequently the position of every point using

the U, V coordinates of its image.

LX LY L,Z L,
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where : X, Y, Z are the coordinates of the point (must be determined) in space.
U, V are the digitized coordinates of the point.
L.(i=1.11) are coefficients called transformation coefficients.

oU, 0V are nonlinear systematic error.
AU, AV are random errors..

Therefore, a minimum of six non-planar control points must be detectable by
each camera, for the solution of the DLT mathematical expressions. Additional
parameters were used in order to express the linear (symmetrical) and non-linear
(asymmetrical) lens distortion, With later studies only one parameter is required

(Karara, 1980) for modelling lens distortion and film deformation.
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The evaluation of the DLT method and its applicability in high-speed
cinematography using two cameras was investigated by Shapiro (1978). A 3-
dimensional calibration structure formed by 48 calibration (control) points with known
coordinates relative to an origin (centre of the base) was used, but only twenty
of them were selected to estimate the 11 DLT parameters. The average measurement
errors were approximately 4 mm for X and Z axes, and S mm for Y. In the
dynamic test the acceleration of the ball in free fall ranged from -9.5 m/sec? to -

10.0 my/sec’. Miller er al. (1980) examined the DLT method and determined directly

the position of a rigid body without using a 3-dimensional calibration structure.
This method can be applied using only one camera and three (at least) points, with
known coordinates relative to a local coordinate system attached to the body.
However, this method can not be easily applied outdoors and further, accuracy can
be improved by the use of multiple cameras.

The determination of any point using the DLT method is limited outside the
calibrated volume (extrapolation technique) when a small calibration structure relative

to a large filming 1s used. Wood and Marshall (1986) have used different control
point configurations, different camera positions and mathematical procedures for lens
distortion correction, and concluded that poor accuracy is achieved when the DLT

technique is used for extrapolation. Furthermore, it was reported that better results
were produced when the ratio of the distance between the cameras and the base

of cameras and object was approximately 1:2, than with 1:1; and that more accurate

results were obtained without correction for non linear distortions, when few control

points were used.
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Two modified (linear and non-linear) DLT methods were presented by Hatze
(1988). In order to examine the accuracy of the 3-dimensional reconstruction using
the two modified DLT algorithms and compare them with the results produced using
the DLT technique a three dimensional rectangular calibration frame was constructed.
In this method the calibration coefficients were constrained so that the orientation
matrix of the object-to-image coordinate system to be orthogonal. The accuracy was
improved using either linear or non linear algorithms compared with the DLT
method. The non linear algorithm produced an accurate polynomial approximation
of the control points inside the calibrated area (internal) but very low for the
control points outside (external). The linear modified DLT method was accurate in
the estimation both of the internal and the external control pomnts. Further, in this
study lens distortion correction was effectively achieved.

Another modified method of DLT is presented by Ball and Pierrynowski
(1988b) using optoelectronic devices. In this study three different stages for the
reconstruction of 3-D coordinates are used. The advantage of this method is that the
3-D calibration structure can be removed from its initial position, covering large
filming areas. The new position, relative to the initial, can be determined using

singular evaluations (for the 3 rotations and 3 translations). The error introduced

when 3-D coordinates of points are outside of the calibrated area is minimized
using nonlinear equations. However the absolute measurement error reported was 10.2

+ 5.8 mm, for a total of 3149 markers. Furthermore, the number of calibration
points to be digitized is much greater than for a single calibration frame for the

same level of accuracy.
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Direct Linear Transformation method was used by Kennedy et al. (1989) in
order to compare the accuracy of film and video systems. The results of this study
supported the validity of video analysis and the DLT method (measurement error
0.24% and 0.29% for the film and video respectively). Similarly, accuracy estimation
for a wider field of view was investigated by Angulo and Dapena (1992). In this
study low accuracy was reported in the determination of the external markers
(measurement error 1% and 1.3% for the film and video system), confirming the
results of Wood and Marshall (1986).

The requirement for implementation of large 3-dimensional calibration structures
(rather unwieldy in non-laboratory environments) for accurate analysis when the
movement analyzed is performed in wide field of view, have resulted in the
investigation of more convenient and flexible calibration designs. Challis and Kerwin
(1992) examined the reconstruction accuracy using different calibration objects with
different 3-dimensional forms and calibration points. They concluded that it is more
appropriate to surround the space in which the activity is to take place than to
have control points inside the space, although there may exist other control point
configurations which could result in high reconstruction accuracy.

The accuracy of the DLT method for 3-D reconstruction using video systems
was also reported by Chen eral. (1994). The results indicate that the best accuracy
was achieved when the control points were evenly distributed throughout the
calibrated volume (Yeadon and Challis, 1994). They also demonstrated that the

measurement error is decreased as the calibration points increased and that the

accuracy is reduced in the periphery of the calibrated volume (due to the lens
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distortion). The measurement error of the points outside the calibrated volume ranged
from 1.2 mm to 14.9 mm (the distance of external points form the calibrated area

ranged from 0.3 m to 0.9 m).

Other 3-dimensional techniques

Noble and Kelley (1969) used three cameras to determine the three
dimensional coordinates of a moving ball in a path of a right circular helix. Two
cameras were placed in the horizontal plane, 90" out of phase with one another.
The third camera was positioned directly above the apparatus with its optical axis
facing down the axis of revolution of the cylinder. The synchronizing of the
cameras was achieved using a flash bulb. The determination of the coordinates of
the ball was achieved using scale factors. The accuracy of this method was very
low (mean error 35% of the criterion value in acceleration).

Bergemann (1974) emphasized the significance of camera placement for
accurate reconstruction. In this method, two cameras were placed in the horizontal
plane with their optical axes intersecting at a common origin. For the placement

of the cameras, standard surveying equipment was used. Scaling techniques were

used for the determination of the camera positions. Equations were derived to
calculate the position of several arbitrary points on a coordinate grid. The 3-D
coordinates of any digitized point is determined as the intersection points of the

cameras optical axes. A similar technique was reported by Van Cheluwe (1975), tor
the estimation of the errors caused by misalignment of the cameras.

Van Gheluwe (1978) reported a technique involving camera placement in any
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position relative to the subject being filmed. The main advantage of this method
1s the explicit mathematical reconstruction of the position of the cameras in space,
using the known actual and the image coordinates of certain reference points. A
three dimensional calibration structure (calibration “tree”) was positioned in the
filming area in order to provide appropriate information for the camera orientation
and subsequently coordinate determination of any point included in the calibrated
area. Although, the accuracy of this procedure was acceptable for 3-D reconstruction
(measurement error ranged from 2.0 mm to 0.0 mm) there is no information
concerning the points chosen for the reliability test. Furthermore, there is no

appropriate algorithm for lens distortion correction.

An alternative technique for 3-D reconstruction using a simple and flexible
2-dimensional calibration structure, and optoelectronic cameras was presented by
Andriacchi et al. (1979). The 3-D coordinates of any point are estimated as the
intersection point of the two camera optical axes. A second degree polynomial was
utilized to determine the projection of any point on the calibration plane, viewed
from the camera. The coefficients of the projected point on the plane were
determined by minimizing the sum of the squares of the error between the
approximate and the actual location of the calibration points (least square regression
analysis). This portion of the calculation contains the calibration and image
deformation correction. The average measurement error at 45 test locations was

decreased with the increase in number of the calibration points (4.5 mm for 29
point cluster, 5.6 mm for 19 and 5.7 mm for 10) and when the distribution of the

calibration points was in random locations throughout the calibration structure. This
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method is adequate for the reconstruction of internal points, it is particularly useful,
when a large degree of optical and electrical distortion is presented and does not
require the assumption of a theoretically perfect camera. However, it is not adequate
for the estimation of external points due to the non-linear algorithm used.
Furthermore, using this type of camera, the coordinates of each camera position
must be in a known position relative to the global origin using surveying or
manual measurements.

A similar 2-dimensional calibration structure was utilized by Woltring (1980).

The implementation of this method requires a plane which is free to rotate about
an axis. This plane was positioned and filmed at various angular positions
(throughout the observation field) thus constituting a 3-D calibration area. The 3-D
coordinates of any point were determined via the fractional linear transformation,
similar to the mathematical expression used in the DLT technique. This method may
be sufficient for the study of movements that cover relatively small volumes, but
Is not appropriate for large filming areas, because it would require filming of the
calibration plane in a large number of overlapping positions, or use of an a very
large calibration grid.

A techmque for 3-D reconstruction which permits the determination of
coordinates in large filming volume, was developed by Dapena et al (1982). In this
method the determination of the 3-D coordinates of the point (within the large area)
can be accomplished without the stress deformation and transportation problems

associated with the use of a large calibrated 3-dimensional structure in the DLT

method. The calibration of the cameras is achieved by the use of two calibration



Review of the literature Page 34

crosses and a set of vertical poles apart from each other to form a calibration area
of a large volume (approximately S m x 5 m x 1.5 m), of unknown exact shape, but
at least one known length. For the validation of this method using a calibration
grid, only 15 points of the calibration grid from the total 24 available was used.
The root mean square error averaged 0.5% (of the calibrated volume) in X and
Z, and 0.7% in Y axes. Three different lenses were tested in the same procedure

with no significant difference in the improvement of the reconstruction accuracy.

This method did not provide any lens distortion correction technique in order to
minimize the image deformations in a large filming area. Furthermore, the corrected
version of this procedure produced a measurement error of 1.1% (Dapena, 1985).
Whittle (1982) developed a method for 3-D kinematic analysis using a
television system, connected to a digital computer. Two television cameras which
were positioned in four different placements (working together as a convergent
stereopair), and a 3-D calibration structure were used to view the subject. The
synchronisation was achieved by one camera’s internal synchronisation generator.
Different calibration structures were used to estimate the magnitude of the error due
to the optics and scanning system, and the accuracy for relative measurement (the
error in measuring the distance between two or more points). The position of any
point was estimated by the point at which the lines from the two camera views
intersect. Two calibration procedures in the horizontal plane (for X, Y point
coordinates) and the vertical plane (for Z) were also used. The error in measuring

a distance between two spatial points ranged from 1.0 mm to 3.8 mm.

Woltring et al. (1989) reported a method which the calibration procedure



Review of the literature Page 35

accomplished using four markers on each body segment. Although in this method
the calibration procedure is simple and not time consuming, the disadvantages are
the requirement of a rigid marker configuration and the decreased accuracy of the

method for the large field of view. The measurement error using this method has

not been reported.

PURPOSE OF THIS STUDY

[t is evident that there are limitations in the accurate 3-D reconstruction
using the above methods (in calibration and analysis). The importance of the accurate
reconstruction in Kinematic analysis of human movement have resulted in the
extensive 1nvestigation of more adequate methods. A polynomial method for 3-D
coordinate reconstruction which can be implemented for kinematic analysis of every
human movement and is also accurate for analysis in large field of view is

proposed.
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ABSTRACT

A number of different algorithms for three-dimensional (3-D) kinematics have been
reported, but the most frequently used is the Direct Linear Transformation (DLT) technique.
However, the inadequacy of the DLT method for large filming areas has resulted in the
development of a number of DLT modifications. The purpose of this study is to evaluate a
polynomial method for the correction of image deformation and 3-D coordinate
reconstruction using video systems for large filming areas. A small calibration plane (2.1 m
W x 1.1 m H), relative to a calibrated volume, with 47 calibration points was used. The
projection of any point on the calibration plane viewed from two cameras is computed using

a first degree polynomial model constructed from local calibration points. Three-dimensional

coordinates are computed using intersection techniques. The absolute measurement error

ranged from 0.04% to 0.07% (of the field of view) in the X axis, from 0.05% to 0.06% in

Y and from 0.05% to 0.07% in Z for control points inside the calibrated area (internal)

and from 0.15% t0 0.51% in X, from 0.16% t0 0.42% in Y and from 0.15% t0 0.46% in the
Z axis for control points outside (external). The measurement error is significantly reduced
compared to other video or film systems. Furthermore, this polynomial method allows linear
extrapolation for coordinate reconstruction outside the calibration area and therefore is

particularly useful in applications requiring large filming areas.
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INTRODUCTION

Biomechanics research, including kinematic analysis of human movement,
requires accurate three-dimensional (3-D) analysis. Although simple planar movements
can be represented adequately using 2-D kinematics, the complexity of human

movement in three dimensions requires a 3-D approach in the majority of kinematic

investigations. However, these techniques require a complicated and time consuming

calibration procedure, additional recording equipment and more complex steps in the

analysis process (Dainty et al., 1987).

The measurement of kinematic parameters is accomplished using one (Miller
et al., 1980; Bourgeois, 1983), two or more (Noble and Kelley, 1966; Whittle, 1982;

Williams and Cavanagh, 1983; Wood and Marshall, 1986; Woltring er al., 1989;
Cappozzo and Gazzani, 1990) video, film or optoelectronic cameras. The use of one
camera for 3-D reconstruction is appropriate only under restricted conditions and the
accuracy is improved with the use of two or more cameras (Miller et al., 1980;
Whittle, 1982; Atha, 1984).

Recently, video systems have been used for the recording and kinematic

analysis of human movement. Whittle (1982) developed a 3-D method for kinematic

analysis using a television sysiem connected to a digital computer and the

measurement error ranged from 0.7 mm to 5mm. This was determined as the error

in reconstructing a distance of 150 mm formed by two reflective markers. Shapiro

er al. (1987) presented a system for the manual digitization of video images. In this
study the measurement error was 0.79% of the actual distances between sets of

points, which ranged from 25.5cm to 210 ¢cm, marginally higher than those observed

in cinematographic analyses. Similar results were reported in studies that compared
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digitization accuracy between video and cine systems (Kennedy et al, 1989; Angulo
and Dapena, 1992). Angulo and Dapena (1992) specifically examined the measurement
error in a wide field of view. These studies indicate that film systems are more
accurate than video, but this difference is not significant when considering the
measurement error as a percentage of the field of view (especially in large filming
areas). The advisability of the use of video systems depends on the requirements
of each study. Although the relatively low sampling rate (compared to
cinematography systems) and the limited resolution (Dainty et al., 1987) remain a
disadvantage for the use of video systems, the ability to review the movement at

once and the low running costs, are significant advantages, which resulted in their

widespread use in movement analysis (Atha, 1984). In addition, the technology in
this field is progressing, with new types of video systems being developed having
higher sample rates and resolution (Paisley, 1981; Henning, 1988; Furnee, 1990; Kerwin
and Maybery, 1993).

A number of different 3-D coordinate reconstruction algorithms have been
reported, but the most frequently used is the Direct Linear Transtormation (DLT)

technique. However, the problem with the construction of an appropriate 3-D

calibration object (Challis and Kerwin, 1992; Chen et al., 1994; Yeadon and Challis,
1994) for the DLT method has resulted in the development of a number of DLT
modifications (Miller et al., 1980; Dapena et al., 1982; Hatze, 1988) and polynomial
methods (Andriacchi et al., 1979; Woltring, 1980; Fioretti et al., 1985; Woltring and

Huiskes, 1990), in order to facilitate the calibration and recording procedure and

improve coordinate reconstruction accuracy.

Furthermore, in order to overcome the significant limitation of the complicated
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calibration procedure (construction of a large 3-D calibration object) and minimize
the measurement error produced using the DLT method for large filming areas
(Shapiro, 1978, Wood and Marshall, 1986), alternative approaches that can be
implemented in a large field of view have been developed (Dapena er al., 1982;
Hatze, 1988; Yeadon, 1989). The measurement error produced by video systems using
the DLT technique for large fields of view is relatively higher than cinematography
systems (Angulo and Dapena, 1992).

The accuracy in 3-D reconstruction is also significantly affected by the

different amount of optical distortion produced by video lenses (Woltring, 1975;

Shapiro, 1978; Whitlle, 1982; Atha, 1984; Phillips et al., 1984; Fioretti et al., 1985), which

must be compensated by incorporating appropriate correction algorithms (Andriacchi

et al., 1979; Miller et al., 1980; Woltring, 1980; Wood and Marshall, 1986; Hatze, 1988;
Hatze, 1990; Woltring, 1990; Woltring and Huiskes, 1990).

The purpose of this study is to evaluate a polynomial method for 3-D
coordinate reconstruction using video systems. This method allows extrapolation for
coordinate reconstruction outside the calibrated area and therefore is particularly

useful in applications requiring large filming areas.

METHOD

Three-dimensional coordinate reconstruction through the application of this
method is achieved using a calibration plane and at least two cameras. The 3-D

coordinates of any point are determined as the intersection of the lines formed by

the positions of (at least) two cameras and the projections of the point on the

calibration plane from the two camera views (Fig. 3.1). The projection of any point
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on the calibration plane viewed from a camera, can be calculated using different
degree polynomial models. The formulation of a first degree polynomial model
consists of the following equations:

X, = a,+ta,x+asy (1)

Y, = b, +b,x+b,y (2)
A second degree polynomial model has the following form:

X, = a,+a,X+a;y+a Xy +asxi+agsy’ 3)

Y, = b +bx+b,y+b,xy+bsx*+bgy’ (4)

where X, Y, are the coordinates of the projection of any digitized point on

the calibration plane mapped from the 2-D x, y camera image coordinates.
Consequently, three or more calibration points with known X, Y coordinates are
required, in order to evaluate the polynomial coefficients a,.a; and b,..b, using the
first degree polynomial and six or more calibration points to evaluate a,.a, and
b,..bs using the second degree polynomial (Andriacchi er al. 1979).

The 3-D camera position (coordinates relative to the calibration plane) is
determined as the intersection point of (at least) two lines formed by two points
(camera determination points) with known 3-D coordinates (4X;, .4Yj» «0Zj» j=1,2) and
their projections on the calibration plane (X, *,Y; j=1,2) (Fig. 3.2). The projected
coordinates (*°,,X;, *,Y;, j=1,2) of the two camera determination points are estimated
by equations (1) and (2) or (3) and (4) depending on the polynomial model. The ? ,Z

coordinate of the projected image is the same with the ““Z of the origin.
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Figure 3.1. The 3-D reconstruction of a control point (CP) as the intersection
point of two lines formed by the positions of two cameras and the
projections of the point on the calibration plane from the two

camera views.
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Figure 3.2. The determination of the camera position as the intersection point
of two lines formed by two points (camera determination points)
with known 3-D coordinates and their projections on the calibration
plane.
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a - ————a

The general expression of any point on line L, (the line passing through the
first camera determination point and its projection on the calibration plane) has the
form (see Fig. 3.2):

CotXsPeaYieZy) + t ((caXy - "X - PeaY )it - PeaZ)) (5)

Similarly the general expression of any point onL, is:

(pchZ!pchhpchZ) tS ((cdxz - pcdxz)i(chZ - pchz)!(chZ B pchZ)) (6)

where

t,s : scalar factors

PaXts Ped Y15 PeaZys PoaXss Py Yy, Pyl i the  projections of the two  camera
determination points on the calibration plane.

dX1s cd Y 1s cdlrs caXas ca Y25 caler the known 3-D coordinates of the two
camera determination points

The camera position is the intersection point of these two lines and therefore

can be described by the following equations:

Camx = l:'cd)(l +1 (cdxl - l)cc:l)(l) = pc;dxz ts (cdxz - pchZ) (7)
camY = pchl +1 (chl B pchl) = pch2 + S (chz - pchZ) (8)
CamZ = F'm:t:lZl +1 (chl B Pcdzl) = pchZ + S (chZ - pchZ) (9)

The scalar factors t and s can be evaluated from the overdetermined system
of linear equations (7) - (9). Subsequently the 3-D camera position (,,X, Y, camd)
can be determined by replacing the scalar factors t and s in equations (7) - (9).
This procedure is repeated for the total number of cameras (usually two).

The 3-D coordinates of any point, are defined as the intersection of the lines

formed by the positions of the two cameras and the projections of the point on
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the calibration plane viewed from the two cameras (Fig. 3.1). The projections (* X,
", Y;) are determined as described above using equations (1) and (2) or (3) and (4).
The intersection of the two lines (3-D coordinates of the digitized point) can be
determined by solving the overdetermined system of equations with respect to t; and

Sjl

3 X = camxl M tj (P X - camxl) = camxz + Sj (pcpx' - cﬂmxz) (10)

Y Cp~ )

: Y, = cmnYl + tj (P Y - camYl) — camY2 + Sj (pcij B cumYZ) (11)

) cp

R‘-‘PZj N C*““Zl * tj (PCPZj ) Cﬂmzl) = camZZ + Sj (pcpzj B camZZ) (12)
where

"o X “oYi %Z;: the 3-D coordinates of any digitized j=1..N point.

cam s cam Y 15 camZels cam?S2s cam Y25 camlrn - th€ 3-D coordinates of the two cameras

The calculation of the 3-D coordinates is achieved using least square
techniques, because the formed lines do not intersect (Huntington et al.,, 1979; Biichi
et al., 1990), due to the systematic (errors in the polynomial mapping of the camera
image coordinates onto the calibration plane, signal “noise” and asymmetrical lens
distortion) (Woltring, 1975; Andriacchi et al., 1979; Miller er al., 1980; Woltring, 1980;

Hatze, 1981; Hatze, 1990; Woltring and Huiskes, 1990) and random errors (operator

digitization error) (Hatze, 1990; D’'Amico and Ferringo, 1992).

POLYNOMIAL MODEL COMPARISON

The measurement error, in determining the projected coordinates on the

calibration plane, by applying the different polynomial models was examined using
a calibration plane (3 m wide and 2.5 m high), formed by four (black colour)

surveying poles with five white markers (22 mm X 15 mm) on each, a total of 20
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planar calibration points (Fig. 3.3).
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Figure 3.3. The formed calibration plane and the two camera positions.

The distances between the calibration points on every pole and the surveying
poles were 0.5 m and 1 m respectively (measurement error <0.5 mm). In the
digitization procedure the calibration plane was assumed to be the plane formed by
only the top four markers on every pole. The other four points were outside the

volume formed by the camera’s position and the calibration plane. These four
external points were used in the assessment of the accuracy of the method outside
the calibrated area, and they will be referred to as ‘external control points’. Control
points on the calibration plane will be referred to as ‘internal control points’. For

reasons of analytical convenience, the origin of the system was selected to coincide
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with the internal lower-left marker of the calibration plane. Horizontal and vertical
linear alignment of calibration and camera determination points was achieved using
a Wild N20 level instrument. The distances between the surveying poles and the
points on every pole were measured accurately by a Rabone Chesterman Digi-Rod
4000, an electronic digital measuring device, with measurement error of the actual
distance <0.5 mm. A S-VHS Panasonic F-15 camera, fitted with WV-LZ14/15E

lense, was used to videotape the calibration plane and control points. Two different

recording angles (the angles between the camera optical axis and the calibration
plane) of approximately 90° and 60° were selected, in order to examine the effects
of different recording angles on the determination of the X, and Y, coordinates,
using first and second degree polynomials. In this procedure the camera position
is not required. A S-VHS Panasonic AG-7330-B video recorder was interfaced to
an Intel 82486 based computer using a PC-TV adaptor (II) provided by Vine Micros
Ltd. The image was displayed on TV monitor (Sony PVM -2130QM). A coded

Pascal version of the described algorithm was used to digitize and analyze the

recorded data.

The criterion for the selection of the most appropriate mathematical model,
was the difference between the known coordinates of the control points on the
calibration plane and their coordinates determined by the polynomial models
(equations (1) and (2) or (3) and (4)). Both internal and external control points,

relative to the calibration plane-camera volume, were used for the evaluation of the

polynomial methods. Some of the calibration points were also used as control

points, (points whose spatial coordinates are to be reconstructed), a common practice

in studies of 3-D kinematic method evaluation (Miller et al., 1980; Wood and
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Marshall, 1986; Hatze, 1988).

Initially, a first degree polynomial was implemented using different numbers
of calibration points distributed throughout the calibration plane. The use of a linear
algorithm was based on the assumption that a first degree polynomial can produce
acceptable reconstruction accuracy for the internal, as well as, external markers.

The first degree model produced accurate overall results when the camera
optical axis was approximately perpendicular to the calibration plane (angle 90°, using
6 calibration points). The measurement error (mean of absolute error values + SD),
using the total of 16 internal control points was 4.3 + 1.6 mm and 2.5 + 1.5 mm
in the X and Y axis respectively. With the increase of the camera optical angle
(60°, 6 calibration points) the measurement error was increased (55.7 + 29.7 mm and
46.3 + 428 mm in X and Y axis respectively). The measurement error using the
total number of internal control points, was slightly reduced with the increase in
the number of calibration points (55.7 + 29.7 mm, 52.5 + 16.3 mm and 50.6 + 20.7

mm in X axis and 46.3 + 42.8 mm, 359 + 359 mm and 384 + 326 mm in the Y
axis for 6, 9 and 15 calibration points respectively). Inaccurate results (at the 60°
angle, using 15 calibration points) were produced for the external points (81.1 + 17.1
mm and 105.2 + 664 mm in X and Y axis respectively). These results indicate that
a first degree model fitted to all the calibration points is inadequate to represent
the relationship between global and video coordinates due to perspective, 1mage
distortion and digitizing errors (Shapiro, 1978; Andriacchi et al., 1979; Woltring, 1975,
Miller et al., 1980; Woltring, 1980; Whitlle, 1982; Atha, 1984; Phillips er al., 1984,
Fioretti et al., 1985; Wood and Marshall, 1986: Hatze, 1988: Hatze, 1990; Woltring and

Huiskes, 1990).
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A second degree polynomial was also tested for the estimation of the
projection coordinates on the calibration plane. The accuracy for the 90° recording
angle was similar to the first degree polynomial model (measurement error 3.0 + 1.3
mm and 2.1 + l.1 mm in X and Y axis respectively). The measurement error, using
six calibration points and the total of 16 internal control points, at the 60°
recording angle, was very large (maximum measurement error 1559 + 173.4 mm and
260.1 + 215.1 mm in X and Y axis respectively), but by increasing the number of
calibration points, the measurement error was decreased for every screen location
(8.7 +49 mm and 8 + 3.6 mm in X axis, and 8 + 3.6 mm and 7.5 + 4.1 mm in Y

axis for 9 and 15 calibration points respectively). However, the measurement error

(using 15 calibration points) for external points was very large (12.6 + 5.6 mm and
73.3 + 336 mm in X and Y axis respectively).

The comparison of the measurement error produced by the first and second
degree polynomials indicates that the second degree polynomial is more accurate
overall. The reason for this is that the 1image of calibration plane is represented
as a curved surface rather as a plane because of the video lense distortion.
Consequently, the second degree polynomial is more appropriate to fit through the
image of calibration points. However, the measurement error produced using second
degree polynomial is high and unacceptable for accurate 3-D reconstruction.
Coordinate reconstruction using local calibration points

In order to reduce this error, the polynomial models were used 1n

combination with a sorting procedure for the calibration points. This sorting

technique was used for selection of the three (for the first degree polynomial) or

nine (for the second degree) closest calibration points (according to their distance
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from the projection of any digitized point) from a total number of calibration points
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Figure 3.4. The local calibration planes for the determination of the projection
on the calibration plane of any digitized point using a first degree

polynomial.
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Figure 3.5. The local calibration planes for the determination of the projection
of any point on the calibration plane using a second degree
polynomial.
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available. These calibration points formed a local plane which it is used for the
determination of the polynomial coefficients (see figures 3.4 and 3.5). A control
procedure is necessary to ensure that the selected calibration points (for the first
degree model) are not collinear and form a local plane. Consequently, the projection
of any digitized point on the calibration plane was calculated from a local plane
(and not a global plane fitted to all calibration points). Thus accomplished the
correction of the effects of perspective error associated with acute recording angles
and of optical distortion produced by the video lenses at different screen locations.
Implementation of this modification reduced the measurement error significantly

for both internal and external control points, using either first or second degree
polynomials. Twelve calibration points in total (the three central markers from every
surveying pole) and twenty control points (twelve internal and eight external) were
used for the implementation of both polynomial procedures using a 60° recording
angle (Fig. 3.6). The upper and lower marker of every pole was used as an external

control point. The reason for this modification of the calibration procedure was to

examine the reconstruction accuracy of external control points, using the two
polynomial methods, when a small calibration plane is used, relative to a large field
of view. The error was determined from 10 repetitions of a single frame in order

to allow a better estimation of the overall measurement error using this method.
The first degree polynomial produced less measurement error for both internal and
external control points and the mean error from 10 repeated digitizations of a single

frame is presented in Table 3.1.
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Table 3.1. The mean measurement error (:+ standard deviation) in mm, with

first and second degree polynomial models and 60° camera angle
using the sorting technique.

Ist degree polynomial 2nd dégree polynomial

I N N I =
1.1 + 07 4.1 + 2.3 1.7 + 1.0 71 £ 2.9

EXTERNAL POINTS

® INTERNAL AND

CALIBRATION POINTS
camera 2
& & &
0.5m
o o
e i\ B
[
1 Global origin
Y camera 1

Figure 3.6. The formed calibration plane for coordinate reconstruction error
measurement using local calibration points.
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This polynomial model comparison examined the use of the Ist and 2nd
degree polynomials fitted to all the calibration points for the estimation of the
projection of any digitized point on the calibration plane. The results presented
indicate that these models are not acceptable when fitted to all calibration points.
The modification, using the sorting method in order to use only local calibration
points, improved significantly the measurement error. Since the first degree model
produced more accurate results for the estimation of the projection coordinates, it

was subsequently used for 3-D coordinate reconstruction.

3-D EXPERIMENTAL PROCEDURE

For the assessment of measurement error in 3-D coordinate reconstruction,
using this polynomial method, a simple 3-D calibration structure was used. This
consisted of a calibration plane (with dimensions 2.1 m Wide (W) X 1.1 m High (H))
and two camera determination points in known positions relative to the calibration
plane. A calibration plane with relatively small dimensions was used because the
dimensions of a calibration plane placed between the camera and the movement,
could be considerably reduced, compared to the calibrated volume (Fig 3.7). Thus,
a planar calibration object with small dimensions is easier to implement and
transport (as a prefabricated or an assembled product) than a large 3-D object.

The calibration plane was formed by a prefabricated structure using aluminium
square tubes (Fig. 3.8). Forty seven black markers (22 mm X 15 mm) were mounted

on the square tubes throughout the calibration plane. The position of every marker

was precisely measured from the lower left marker (origin) of the calibration plane

(measurement error <0.5 mm). Two additional square tubes (0.5 m length) were
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positioned perpendicularly on the calibration plane. The edge points of these square

tubes were used to determine (equations 7 - 9) the 3-D camera position (camera

determination points). \
/ \
~ Calibrated volume
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e
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Figure 3.7. The dimensions of a calibration plane positioned between the

camera and the movement could be considerably reduced compared

to the dimensions of the field of view.
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Figure 3.8. The calibration structure used in the 3-D experimental procedure.
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3-D reconstruction procedure inside the calibrated volume

A pole with 4 markers (control points) was fixed in two random (non-
parallel) positions in front and two random positions behind the calibration plane.
Furthermore, six survey poles, with two markers on every pole, were placed in
three known positions (relative to the origin) in front and three positions behind the
calibration structure as illustrated in figure 3.9. These positions of the poles were
inside the volume (internal) formed by the two camera optical views and the
calibration plane. Furthermore, 10 intemmal control points on the plane, with known
3-D coordinates were used. These internal control points were distributed in different
locations throughout the calibration plane (Fig. 3.10).
3-D reconstruction procedure outside the calibrated volume

Ten survey poles with two control points on each (20 in total) were fixed
in different surveyed positions in front, behind, and on the level of the calibration
plane outside the calibrated volume as illustrated in figure 3.11. The projections of

these control points on the calibration plane were outside the area covered by the

calibration points viewed from both cameras for positions 4,5, 6 and 7 or from at
least one of the cameras for all the other positions.

The distances of the surveyed external control points from the closest
calibration point ranged from approximately 2.1 m to 2.5 m for the control points
behind, from 1.6 to 2 m for the control points in front of the calibration plane,
and from 0.8 m to 0.4 m for the control points on the level of the calibration
plane.

The internal and external control points were used to determine the

reconstruction error for movement occurring in front and behind the calibration
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plane.

Horizontal and vertical linear alignment of calibration and control points
(internal - external) was achieved using a Wild N20 level instrument. The distances
between the surveying poles and the points on every pole were measured accurately
by a Rabone Chesterman Digi-Rod 4000, electronic digital measuring device. Two
S-VHS Panasonic F-15 cameras, fitted with WV-LZ14/15E lense, were used to
videotape the calibration plane and control points. The recording angles (the angles
between the camera optical axis and the calibration plane) were approximately 50°
for both cameras. The focal length and therefore the field of view, was sufficient

to identify markers of 22 mm X 15 mm, at a distance of approximately 15 m from

the camera.
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Figure 3.9. Top view of experimental set-up for the determination of measurement
error inside the calibration volume. Lines P1-P4 represent the
approximate positions of the control distances and points 1-6 the vertical
positions of the poles with surveyed control points.
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Figure 3.10. The distribution of the calibration and the internal control points on the
calibration plane, used for the determination of measurement error of
control points inside the calibrated volume.
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Figure 3.11. Top view of the experimental set-up for the determination of measurement
error outside the calibration volume (extrapolation). Points 1-10 represent
the vertical position of the poles with surveyed control points.
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Figure 3.12. The distribution of the calibration points on the calibration plane, used
for the determination of measurement error of control points outside the
calibrated volume.

RESULTS

Three different digitizing procedures, each consisting of ten repeated
digitizations of the corresponding single frame from each camera (to minimise
operator digitising error) and a computer system with the appropriate software were
implemented.

Measurement error in internal control points and distances.

Sixteen calibration points and 10 internal control points on the calibration

plane (different from the calibration points) were used for the assessment of

measurement error, when control points were on the level of the calibration plane.
The field of view in the level of the calibration plane was approximately 3 m W
by 2.5 m H. The mean absolute measurement errors for the internal control points,
ranged from 0.7 mm to 2.7 mm in the X axis, from 0.6 mm to 2.6 mm in Y,

and from 0.6 mm to 3.7 mm in Z (Table 3.2).
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Table 3.2. The mean measurement error (+ standard deviation) in mm, and
relative to the horizontal lenght of the field of view for internal
control points on the calibration plane (see figure 3.10).

X (mm) +SD Z (mm) +SD
1.8 + 0.6 22 5 1.3
2.7 £ 0.9 17 £ 1.2
0.7 + 0.8 09 + 1.2

2.1 + 0.6 26 + 14 3.8 + 0.4
1.7 + 1.0 25 + 1.2 24 + 1.6

POINTS

~ | T
N | —

U

1.3 + 0.6 0.6 + 0.3 2.5 + 1.3
1.5 + 1.3 2.6 + (0.9 1.4 + 1.2
1.0 £ 0.5 20 + 0.9 0.6 + 0.9

1.6 + 1.2 1.9 + 1.3 1.7 + 0.3

1.8 + 0.5 1.9 &+ 1.2
1.5 (0.04%) 1.8 (0.05%) 1.9 (0.05%)

g,
~J

P10
MEAN (%FOV)

For the determination of error in the volume in front and behind the
calibration plane, the same number of calibration points and 28 in total internal

control points were used. These consisted of the twelve control points mounted on
the six surveying poles (two points on every pole) and the 4 points on the pole
placed in two random positions in front and two behind the calibration plane
(sixteen in total), forming two distances of 0.5 m. Control distances have been
extensively used for the estimation of the 3-D reconstruction accuracy In previous
studies (Andriacchi er al., 1979, Angulo and Dapena, 1992). The average field of

view was approximately 25 mW by 2 mH in the level of the surveying poles in

front and 45 m W by 3 mH behind the calibration plane. The mean absolute

measurement errors for the surveyed control points ranged from 3.2 mm to 1.3 mm
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Table 3.3. The mean measurement error (+ standard deviation) in mm, and
relative to the horizontal lenght (width) of the field of view for
internal control points infront and behind the calibration plane at

different positions (see figure 3.9).
T I
MEAN (FoV) 2.6 (0.06%)
INFRONT —

POLE 4 1.5 + 1.2 1.6 + 0.8 1.8 + 1.1

POLE 5 13 + 0.9 17 + 0.8
MEAN (FoV) 1.6 (0.06%) 1.6 (0.06%) 1.7 (0.07%)

In the X axis, from 24 mmto 14mm in Y and from3.0mm to 1.5 mm in Z
(Table 3.3). The mean absolute measurement errors for the distances ranged from
1.4 mm to 2.3 mm, when the survey pole was positioned in front and from 2.3 mm
to 3.1 mm when it was behind the calibration plane (Table 3.4).
Measurement error in external control points.

Fifteen calibration points forming a calibration plane 1.0 m W X 0.55 m H (Fig.
3.12) and 20 external control points (Fig. 3.11), were used for the determination of
measurement error outside the calibrated volume (extrapolation). The average field

of view was approximately 3.3 m W by 25 mH in the level of the calibration

plane, S5 m W by 4 m H in the level of the surveying poles behind the calibration
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