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ABSTRACT The social interaction is one of the necessary skills for social robots to better integrate into
human society. However, current social robots interact mainly through audio and visual means with little
reliance on haptic interaction. There still exist many obstacles for social robots to interact through touch:
1) the complex manufacturing process of the tactile sensor array is the main obstacle to lowering the cost
of production; 2) the haptic interaction mode is complex and diverse. There are no social robot interaction
standards and data sets for tactile interactive behavior in the public domain. In view of this, our research
looks into the following aspects of tactile perception system: 1) Development of low-cost tactile sensor array,
including sensor principle, simulation, manufacture, front-end electronics, examination, then applied to the
social robot’s whole body; 2) Establishment of the tactile interactive model and an event-triggered perception
model in a social interactive application for the social robot, then design preprocessing and classification
algorithm. In this research, we use k-nearest neighbors, tree, support vector machine and other classification
algorithms to classify touch behaviors into six different classes. In particular, the cosine k-nearest neighbors
and quadratic support vector machine achieve an overall mean accuracy rate of more than 68%, with an
individual accuracy rate of more than 80%. In short, our research provides new directions in achieving low-
cost intelligent touch interaction for social robots in a real environment. The low-cost tactile sensor array
solution and interactive models are expected to be applied to social robots on a large scale.

INDEX TERMS Tactile sensor array, touch behavior, event trigger, tactile perception, machine learning.

I. INTRODUCTION
The human skin is the largest organ in the human body.
It may perceive temperature, pressure, abrasion, texture and
other complex information. Furthermore, it may, based on
skin-to-skin touch, facilitate interaction, and affection, e.g.,
hugging, caressing and hand-shaking. Emotional contact
plays a fundamental part in human relationship development,
interpersonal communication and emotional support [1]–[5].
There is sustained interest to replicate the functionality of
the human skin on social robots. Robots endowed with the
sense of touch may find diverse applications in augmented
reality, mixed reality, telemedicine, health surveillance, smart
wear, machine interaction and others [6], [7]. Especially,
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with the intensification of global aging, service-oriented com-
panion robots with social interaction functions and skills
will receive more and more attention. Currently, research
is primarily focuse on vision (facial expression, expression
in eyes, hand gestures, postures, attention), audio (natural
language, voice commands) [8]–[10], the combination of
vision and audio [11], psychocardiogram of human-robot
interactions [12], and brain-machine interface for human-
robot interaction [13]. Apart from those, Vengadesh, A. et al.
achieved the interaction between cleaning robots and human
based on the color of light [14]. Although the research on
touch-based interaction has shown to be effective in machine
interaction and telemedicine [15]–[17], it has yet received
widespread attention. The tactile perception of social inter-
active robots can obtain a more efficient interaction, espe-
cially in virtual media consumption or emotional remote
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FIGURE 1. Common tactile sensing mechanisms: Piezoresistivity,
capacitance, piezoelectricity, triboelectricity and iontronic.

FIGURE 2. Flexible TSA structure (a) and FEE module, ADP module (b).
The TSAs are assembled on the inner surface of the ABS shell of the
social robot.

companionship [2]. Moreover, it also has unique advantages
over traditional interaction methods (e.g., visual-based). For
example, tactile perception can also obtain information on the
stiffness, roughness, hardness, texture, etc. of the object being
touched [18].

The main tactile sensing principles currently used
are [19]–[27]: Piezoresistive Type, Piezoelectric Type,
Capacitive Type, Triboelectric Type, Iontronic Type, Elec-
tromagnetic Type, e.g., Refer to Fig 1 for a diagrammatic
description of the common mechanisms of tactile sensors.
To increase the sensitivity of the sensors, most of the work
in this domain is focused on the design and development of
tactile sensors based on highly complex processing and novel
materials. The common practice is to resort to the use of new
materials and micropatterned structures [28]. However, the
preparation of materials and the manufacture of sensors are
particularly sophisticated, unstable and very costly [29]. As a
result, large-area sensor arrays are not mass-produced and
still in the laboratory exploration stage. This limits their large-
scale application in tactile interaction for social robots.

In terms of human-robot interaction (HRI) applica-
tions, compared to the more common multi-layer complex
structure, Sohn, K. S. et al. adopted the single-layered
piezoresistive MVCNT-PDMS composite film to achieve
very simple macroscale e-skin neither with nanoscale dimen-
sions nor macro-patterns [30]. Correll used FPC at 10.8 ×
10.8 cm2 to construct 64 sensor arrays based on the principle
of infrared reflection, and carried out classification of six
types of touch gestures [31]. Lukowicz et al. carried out the
production of textile fiber tactile sensors and their application
to the classification of limited emotional touch gestures [32].
Do et al. researched different touch gestures and how they
may be mapped to different emotional states [33]. MacLean
used the sense of touch on tactile creature and their expected
response to explore how human beings communicate emo-
tions. He used nine commonly used touch gestures and intro-
duced the touch dictionary [34]. There is also research on
the use of smartphone screens to collect interactive data [35],

and to predict cognitive states [36]. A more prominent report
is on the iCub robot developed by the Italian technological
research institute [37]–[39], which uses a low-cost solution.
Shimoga in his research pointed out that hand gestures at
relatively low speed while passing through large (hand) area
does not require the presence of highly precise pressure level.
Hence, low-tech method may cater to the applications in
human-robot social interaction [40]. This provides a new
idea in the applications of tactile sensing. Tactile perception
applications, which are based on tactile sensing, are still in
their infancy, e.g., machine learning-based intelligent tac-
tile perception [41]. Naya et al. applied k-nearest neighbors
(KNN) principles on pet-like robot tactile interface to classify
touch modality. Gastaldo et al. used support vector machine
(SVM) to process tactile mode information [42], [43].

The development of robot tactile perception system (TPS)
is a systems engineering, and there are many challenges [42]
in materials, electronics, telecommunications, signals pro-
cessing, pattern recognition, etc. The main challenge lies in
the high cost of tactile sensing array, complex manufacturing
process, as well as the fact that the research is still ongoing,
and a number of problems are still unresolved, e.g., unit
consistency problem of the array device, modular excita-
tion problem, and signal crosstalk problem [16]. Due to the
complexity of tactile interaction modeling, it is rare to find
research reporting on the standard model of touch behavior
in a real interactive environment for social robots.

To Summarize, the current constraint on the general appli-
cations of tactile sensing array is mainly due to the relative
complications in the manufacturing process of sensing array,
which happens to be in the development stage. There is no
tactile interaction model that satisfies the real social interac-
tion environment, which refers to the interaction between the
two parties without touch time and area constraints through
various interaction modes with appropriate touch intensity.
In the process of real social interaction, the interaction is not
limited in time. Moreover, this interaction with limited time
has weak robustness and reduces the actual tactile interaction
applications [32]. As such, this paper looks into the research
on low-cost tactile sensing arrays, related front-end electron-
ics (FEE) modules, touch behavior as well as perceptual
algorithms and modeling for breakthroughs in social robot
interactions.

The novelty of this paper is two-fold. First, the low-cost
tactile sensor array (TSA) on social interaction robots is
produced with acrylonitrile butadiene styrene (ABS) shell.
Second, we construct six models of touch interaction behav-
ior from a real social interaction application; the use of a
single touch event to depict the basic characteristics of touch
behavior and for carrying out the perceptual classification.

The key contribution of this paper is three-fold. First, we
propose a low-cost tactile sensing array that may be manufac-
tured for a social robot whole body with ABS shell. We also
carry out experiments to verify the feasibility of a low-cost
process in social interaction robots. Second, we develop a set
of FEE software and hardware modules. Third, we construct
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event-based six touch interaction behavior models from a real
social interaction environment without assumptions of fixed
touch time and interactive objects. Furthermore, we carry
out perceptual modeling and classification on these models,
enhancing the robustness and adaptability of the social inter-
action system.

The rest of this paper is organized as follows. Section II
introduces the development of tactile sensors, including sens-
ing principles, sensor array modeling simulation, FEE, and
sensor examination. The experiment setup is described in
Section III. In Section IV, we discuss tactile perception clas-
sification, including feature model, touch behavior modali-
ties, sensor array data preprocessing (ADP), and high-level
abstract feature modeling. The results and discussion of our
tactile perception system experiments are given in Section V.
Finally, a summary of our research work and future work are
concluded in Section VI.

II. TACTILE SENSOR HARDWARE
A. PRINCIPLE
Capacitive sensing is one of the most commonly utilized prin-
ciples in robotic tactile sensing. It is attractive to researchers
due to its high sensitivity and high resolution [30], [44], [45].
The TSAs are designed by the principle that the overall capac-
itance is changed by the touch pressure of the plate capacitor
resulting in different spacing, dielectric and effective areas
between two polar plates. The formula is written as,

C = ε
A
d

(1)

where ε represents dielectric constant, A is the effective
overlapping area between two conductive plates, and d is
the distance between the two plates. The pressure applied
to the sensor is measured by the change of A and d . In this
study, the two capacitor electrode plates are composed of
a body capacitor and a flexible plate. The electrode arrays
are produced by the commercialized flexible printed circuit
(FPC) process, capacitor electrode plates are constructed by
a combination of polyimide (PI) and copper-tin materials.

B. SIMULATION
In order to understand the relative change relationship of self-
capacitance and mutual-capacitance when a touch occurs,
facilitate the FEE array signal readout design, according
to the symmetry of array structure, the influence of model
complexity and computing performance, the TSA simulation
uses a 2×2 array for analysis, utilizes boundary element
method [46] and physical field interface for modeling, and
uses steady-state source for extracting lumped parameter
arrays only with surface meshing. The movement of human
finger or palm models are utilized to research the principle
of capacitive position sensing. The shifting of the mesh is
realized by applying the interface of a deformed geometric
physical field, which simulates the approach of human fin-
gers or palms [47]–[50]. Two structural models are applied
in this paper. First, the testing object is oriented towards the

FIGURE 3. Self-capacitance and mutual-capacitance simulation of TSA,
the TSAs are modeled using a 2 × 2 array. The responses of test objects
progressively closing to a single contact and multiple contacts are
simulated. (a) The area of the test object is equal to the area of four array
terminals; There is no relatively change because the change is uniform
when the object is progressively closing to the array terminals; (b) The
area of the test object is equal to the area of one terminal; When the test
object is progressively closing to the center of one array, the four array
terminals have a large relative change. In (a) and (b), it is notable that the
y-axes represent the change of self-capacitance and x-axes represent the
distance.

FIGURE 4. The structure of the FEE of TSA.

center of the array and its area is equal to the area of this
2×2 array. Second, the testing object is oriented towards
the center of one contact of the array and its area is equal
to the area of this contact. These two structures are shown
in Fig. 3. Since the absolute capacitance of electrodes may
drift for long periods of time, it is more accurate to measure
the relative change of the capacitance between electrodes
during the post array signal detection, as shown by the black
curve in (b). This method is also used for the embedded FEE.

C. FEE MODULE
The architecture of FEE of TSA is shown in Fig. 4, which
is responsible for array excitation and signal detection.
We select low-cost and small encapsulated STM32F046 as
the core processing unit of MCU. The MCU is responsible
for not only signal excitation and detection of the array drive
detection module but also the real-time switching controlled
by the array channel switching module in terms of specific
scanning strategies. The integrated capacitive digital conver-
sion (CDC) chip of FDC2114 @TI is applied to the array
drive detection module. The array drive detection front-end
adopts an integrated anti-interference design to meet different
application requirements, such as robots with limited internal
space.

The completed TSAs are a passive component. By LC
oscillatory excitation, it monitors the parameters of touch

80988 VOLUME 9, 2021



S. Lin et al.: Event-Triggered Low-Cost TPS for Social Robot’s Whole Body Interaction

behaviors, such as touch intensity, touch time, touch direc-
tion, touch area, etc. The capacitance changes when the tac-
tile sensor array receives touch behaviors, resulting in the
change of oscillation frequency. When the weak frequency
change is detected by the FEE, corresponding digital values
are computed by frequency digital conversion for back-end
transmission and processing.

CSENSORx + C =
228

2

L ∗ (2π ∗ 2 ∗ fREFx ∗ DATAx)2
(2)

where C is the parasitic capacitance, fREFx is the excitation
frequency, L is the fixed inductance, DATAx is the result of
CDC. Based on this principle, the FEE readout circuit is built,
consisting of a CAN communication circuit, a multi-channel
scanning circuit and an oscillation excitation/detection cir-
cuit. MCU is applied for the unified scheduling of each circuit
module. The relative change of the simulation of measure-
ment array units is used to suppress the long-term drift of
the sensing capacitance. This testing strategy is utilized to
screen and filter array signals, reducing the negative effects
caused by the long-term drift of the signals. Since the CDC
chip only has the ability to drive 4 channels simultaneously,
it is expanded to a 4 × 8 array by employing an external 4 ×
8 multi-channel switching chip which is encoded to 2 × 4 ×
4 channels. This configuration achieves a balance between
frame rate and channel capacity.

D. EXAMINATION
In this study, the basic sheet of TSAs is composed of 16 touch
points with a total area of 25 cm2. Each contact has a diameter
of 5 mm and the distance between adjacent centers of the con-
tacts is 7mm. The test platform is the pressure tester (model
ZQ-21A-2) of Dongguan City ZHIQU Precision Instruments
Co. The TSA-FEE module has the frame rate of 8 Hz, 32
(2× 16) channels, and 12 bits resolution per channel and the
ability of single-ended (2 × 4 × 4 channels) and difference
(4× 4 channels) drive/detection with 250 pF detection range,
5 fF sensitivity, and CAN (1 Mbps) communication. It has
the interface of FFC 16 pins, the power supply of 5 Vdc /
0.03 Amax and the geometric size of 24 mm × 45 mm,
as shown in Fig. 2 (right). The test results are demonstrated
in Fig. 5. Table 1 shows a comparison with the publicly
reported iCub robotic tactile arrays at the Italian Institute of
Technology.

III. ASSEMBLY AND EXPERIMENT SETUP
The TPS of social robot architecture and communication
architecture is shown in Fig. 6 in this paper. The top layer
consists of a PC computing endpoint layer and data storage,
and it is responsible for not only handling the high-throughput
concurrent data processing and storage tasks of the lower
layer endpoints, but also responding to requirements of the
lower layer nodes in real-time. The machine learning clas-
sification algorithm is implemented at this layer node. The
connection between the top layer and the middle layer is
connected by RS485 fieldbus. The middle layer is composed

TABLE 1. The comparison between the tactile sensor array designed in
this paper and a published one.

FIGURE 5. Testing curves of the tactile sensor arrays, with linearity R2 ≥

94%, dynamic range 0.1kPa – 30kPa, sensitivity 0.15 pF·kPa-1·cm-2.

FIGURE 6. The architecture of TPS for social robot which equipped with
whole body TSA-FEE.

of tactile ADP computing node, which is responsible for
extracting and screening high-throughput data. The middle
layer and the array drive/detection layer are connected via a
CAN field serial bus. The array drive/detection layer consists
of 21 FEE modules, each FEE mounts two basic sheets of
TSAs. The tactile array data under different touch modali-
ties are collected by FEE and uploaded to the ADP module
through the CAN bus. Subsequently, the ADP module trans-
mits the preprocessed tactile array data to the PC computing
node through the RS485 bus.

The TSAs and FEEs are mounted on the inner surface of
the ABS shell of the social robot. The assembly positions are
distributed on the top of the robot’s head, left and right cheeks,
back of the head and forehead, left and right arms and thighs,
and they are coded one by one, as shown in Fig. 7. Since the
shell material of the social robot is ABS with a high elastic
modulus, the touch intensity information becomes undesir-
able when using this installation method for suppleness and
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FIGURE 7. The assembly scheme of TSA-FEE of social robot. CAN bus is
connected by a star network.

TABLE 2. Descriptions of touch behaviors and corresponding mapping
values.

beauty. In summary, the touch features used in this paper
consist of 4 categories, namely touch time, area, direction
and location. The baud rate of the single array drive detection
front-end is 8×32×12 = 3072 bps, so the total baud rate is
64.512 Kbps. A lot of noise information is mixed in these raw
data and increases the burden of communication bandwidth.
In this study, we utilize the IIR filtering algorithm which is
similar to the moving average filter, except that the previous
data is not stored.

Avg [i] =
(Avg [i− 1]× N )− Avg [i− 1]+ val[i]

N
(3)

where N is the power of 2, and val[i] represents the value of
the current moment.

During the experiment, several touch modalities were pre-
defined according to the touch interaction gestures commonly
used in daily life as shown in Table 2, in which we select
general touch modalities to avoid extreme situations. The

FIGURE 8. The touch direction is described by four quadrants and ten
directions, namely, clockwise, counterclockwise, from left to right, from
right to left, from up to down, from down to up, from upper left to lower
right, from lower right to upper left, from lower left to upper right and
from upper right to lower left.

touch direction is pre-defined for 10 types of touch directions
as shown in Fig. 8. In order to improve the adaptability of
the sensor array to different palm areas, large-scale array
sensing was realized through array splicing in the experiment.
In the tactile interaction experiment of this paper, a series of
predefined touch behavior actions (Table 2) are performed
on the TSAs through the palm or finger, such as pressing
and touching, and then the corresponding touch behavior
data is collected and preprocessed to extract the touch time,
area, direction and location. The tester can touch the whole
body of the social robot equipped with the touch sensor
array (Fig 7) for any length of time, and the palm area of
the tester is not strictly required. In order to simplify the
model, only the tester can use one-handed operation in a
single touch event. This is because modeling with multi-
ple hands is complicated. The vector group X = ¯x ij , i =
(1, 2, 3, 4) , j = (1, 2, · · ·N ) consists of these four features
and samples (A total of 1,000 samples were collected in this
experiment, divided into adult male and female groups, of
which 500 samples were in the male group). The vector group
is classified by classification algorithms such as KNN, SVM,
and tree. See the description of each part for details.

IV. TACTILE PERCEPTION CALSSIFICATION
A. CHARACTERISITICS DESCRIPTION
Based on the assembly scheme of TSA of the social robot
and the tactile interactive mode in a real social interaction
environment, the tactile characteristics are categorized into
four dimensions (time, direction, area and location). The
details are shown in Table 3.

In the process of real social interaction, the interaction is
not usually restricted with a time limit and the palm area of
each tester is also different. Moreover, this interaction with
limited time has low robustness and reduces the actual social
tactile interaction applications [32]. Therefore, we introduce
event-based single touch events to describe and test the touch
behaviors of both sides in this study. Especially, the touch
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TABLE 3. Four types of primary tactile characteristics.

time is defined by the number of frames contained in a touch
behavior. This strategy is different from those studies using
the time limit interaction.

A single touch event is detected by analyzing whether there
is touch data occurring in two consecutive frames. If there
is touch data in frame n and no touch data in frame n + 1,
the frames before frame n are defined as a single touch
event. Moreover, each characteristic dimension is extracted
and collected based on this single touch event. Therefore,
the touch time, area, direction (such as from left to right, from
up and down), location and touch mode are then extracted.

The single-touch event is defined as: n is defined as the
number of frames, i, j are defined as intra-frame positions,
and the correlation coefficient of two consecutive frames is
defined as,

Ccovn = Xn+1 − Xn,Ccovn ∈

 1
0
−1

(4)

where Xn represents the matrix composed of xn(i,j). A sin-
gle touch event is defined when as only Ccovn is trig-
gered with an edge (′′0→ 1′′ represents a single touch event
occurred or ’’0→−1’’ represents the end of a single touch
event). If frame is not empty (Xn 6= 0), it is labeled as 1, oth-
erwise, it is labeled as 0. For saving transmission bandwidth,
only after a single touch event and preset trigger threshold for
each channel are triggered simultaneously, the FEE transmits
a combination of the filtered 12 bit tactile array data (DATAx,
as shown in Equation 2) and -1/1 flag to ADP through the
CAN star network.

The description of intra-frame features:
D1: Average of all contacts per frame;
D2: Maximum value of all contacts per frame;
D3: Standard deviation of all contacts per frame;
D4: Maximum distance from frame center in each frame;

Dx =
1
N

∑N

n=1
Dx (n) (5)

std (Dx) =

√
1

N − 1

∑N

n=1

∣∣Dx (n)− Dx ∣∣2 (6)

where x = 1, 2, 3, 4, andN is the number of frames contained
in a single touch event.

B. ARRAY DATA PREPROCESSING
Except that the touch time and touch location can be directly
obtained from the TSA and FEE, the touch direction and

FIGURE 9. Visualization of partial touch samples containing three touch
characteristics (time, area and direction), showing that the features are
not linearly separable.

touch area are high-level abstract features that can be obtained
by preprocessing the original array data. The direction of a
single touch event is estimated by a centroid algorithm (the
touch direction definition is shown in Fig. 8). The centroid of
a touch array per frame is computed by averaging the matrix
formed by the coordinates of this touch location, as shown
in the formula (7). Therefore, the movement of centroids
between frames determines the direction and step length of
this single touch.

(x̄i, ȳi) =

∑km
j=k1

(xj, yj)

m
(7)

where km represents the coordinates of m touch locations per
frame, and i represents the ith frame of a single touch event.

The touch area is calculated by the summation of the
Euclidean distance between non-zero touch locations and
their corresponding centroids per frame. The formula is
written as,

A =
∑
i

√∑km

j=1

(
xj − xci

)2
+
(
yj − yci

)2 (8)

where
(
xci , yci

)
represents the centroid of the touch location

in ith frame.
The characteristics of tactile arrays (time, direction, area

and location) form four-dimensional vectors. These vectors
further construct a Nx4 matrix based on the sample size,
N . Due to the large amount of data in multi-channel tactile
arrays, the corresponding matrix is also very large. There-
fore, the data transmission, storage and feature extraction are
extremely difficult and complicated. To address this problem,
we use the principal component analysis (PCA) for dimen-
sion reduction. Fig. 9 shows the visualization of partial touch
samples containing three touch characteristics (time, area and
direction).

V. RESULTS AND DISCUSSIONS
A. PERCEPTUAL CLASSIFICATION
In practical modeling, touch behaviors are affected by the
conditions of different experimenters. The combinatorial

VOLUME 9, 2021 80991



S. Lin et al.: Event-Triggered Low-Cost TPS for Social Robot’s Whole Body Interaction

TABLE 4. The results of 10 classification methods for six types of touch
behaviors.

modeling of multiple touch methods will be more difficult.
However, there is no internationally recognized standard,
and the existing models are still not robust in a real social
interaction application [32]. Due to the restriction of the AI
algorithm interpretability [51]–[56], we use 10 classification
methods, such as tree, linear discrimination, Bayesian, SVM,
and KNN [57]–[59], to carry out the perceptual classifi-
cation for the established models of touch behaviors and
single touch events in this paper. The classification methods
also combine PCA and K-fold cross-validation approaches
where K is 7, N of KNN is 10 and the sample size is 1000.
Table 4 and Fig. 10 give the classification results of 10 clas-
sification algorithms for six types of touch behaviors. They
indicate that cosine KNN, weighted KNN and subspace
KNN achieve the best performance on the results of random
momentary tapping. Cosine KNN and quadratic SVM out-
perform other algorithms with overall mean accuracy rates
of more than 68% and with individual recognition rates of
more than 80%. For example, the recognition rate of quadratic
SVM on palm momentary sliding reaches 83% and the rate
of cosine KNN on the random momentary tapping reaches
more than 95%. Although other algorithms perform better
in the results of some individual touch behaviors, quadratic
SVM and cosine KNN achieve better overall classification
and recognition accuracies than others.

B. DISCUSSIONS
From the classification accuracies of 10 algorithms, it can be
seen that the overall classification results are not very good

FIGURE 10. The confusion matrix of six touch behaviors using quadratic
SVM (a) and cosine KNN (b), respectively.

(TABLE 4 and Fig 10). This is largely due to the selected
model (including feature model, touch model and classifi-
cation model). In order to simulate real social interaction
applications as much as possible, we do not pre-specify the
tester’s touch time and the tester’s palm area in feature mod-
eling [32]. In addition, due to the way the TSAs are installed
on the inner surface of the ABS shell of the social robot,
touch intensity information cannot be obtained (Although it
is very important). Furthermore, in terms of touch directions,
only 10 directions are pre-defined, but in the testing process,
the tester is not required to strictly follow the pre-defined
touch directions for testing, all of which are to be as close
as possible to real social interaction applications. To avoid
some extreme touch modes during the test, we chose six
touch modes, and the tester is required to strictly abide by
the agreement.

Nevertheless, we observe that quadratic SVM and cosine
KNN are superior to other algorithms on the overall per-
formance of six touch behaviors [57]–[59]. This also indi-
rectly verifies some of the conclusions obtained by previous
researchers [42], [43]. This may be caused by the following
reasons:

(1) The entire process of KNN algorithm is regarded as
an optimization problem by optimizing the objective function
through continuous iteration. The objective function of KNN
is written as,

J =
∑k

j=1

∑n

i=1
Dist(xi, µj) (9)

The objective function shows that two factors (k-value and
distance measure) have crucial effects on clustering results.
For the distance-based clustering algorithms such as KNN,
the distance measure is utilized throughout the algorithm.

Distcos(X ,Y ) =

∑d
i=1 xiyi√∑d

i=1 xi
2
√∑

i=1
dy2i

(10)

As shown in the above formula, cosine distance reflects the
similarity in terms of the cosine value between two vectors.
It calculates the difference between two vectors in direction
and is insensitive to absolute values (correcting for possible
measure inconsistencies). At the same time, in the case of
touch behavioral characteristics, especially touch direction,
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the focus of data is on the directional information between
feature points.

(2) Since the feature of touch samples is not linearly sepa-
rable in the original space (as shown in Fig. 9), we apply SVM
to achieve classification by transforming the data into a high-
dimensional space using kernel functions. However, the curse
of dimensionality can appear when the dimension number is
excessively high. The touch behavior data does not present
visual features, but its features are similar to those of text data.
The recognition accuracies demonstrate that all SVM with
kernel functions achieve good overall performance. Since the
excessively high dimension of kernel functions may cause
overfitting, the quadratic SVM outperforms other kinds of
SVM in all six behaviors. However, the underlying reasons
for the superior performance of quadratic SVM and cosine
KNN on the overall classification results of the six touch
behaviors are still a scientific problem for AI interpretability.
Currently, black box testing is the most common approach to
explore the performance of AI algorithms [51]–[56].

The results of touch behavior classification indicate that
quadratic SVM and cosine KNN have great advantages in
recognizing the above six types of touch behaviors. The mean
recognition rates of these two algorithms are above 68%, and
the individual recognition accuracies of some touch behavior
types are more than 80%. In particular, the recognition rate of
palm momentary sliding (quadratic SVM) is 83% and that of
randommomentary tapping (cosine KNN) is more than 95%.

VI. CONCLUSION AND FUTURE WORK
In this research, we look into the low-cost industrial devel-
opment of tactile sensor arrays with the principle of capac-
itive sensing. The architecture of these arrays is designed,
and its simulation is used to reveal the relative change of
capacitance and guide the reading design of the FEE mod-
ule. We develop customized FEE embedded software and
hardware module and ADP module, install TSAs and FEEs
to the whole body of a social robot wrapped in an ABS
shell, design the TPS for social interaction robot, created
several common social touch interaction models and four
feature models, and use ML methods to classify them for
testing the tactile interaction of social robots in a real social
interaction environment. In terms of the tactile perceptual
algorithms, the social touch interaction models and math-
ematical models are designed from the extraction of basic
touch characteristics (time, area, direction, location). In order
to simulate real social interaction applications as much as
possible, we do not pre-specify the tester’s touch time and
the tester’s palm area in feature modeling, all of which are to
be as close as possible to real social interaction applications.
The 10 algorithms including tree methods, SVM, and KNN
are selected and tested using K-fold cross-validation. As a
result, quadratic SVM and cosine KNN show superiority on
the overall classification performance of six touch behaviors
under the absence of key touch intensity information. They
achieve average recognition rates of more than 68%, with
individual recognition rates of more than 80%.

The currently developed low-cost TSAs are difficult to
obtain more touch information, such as touch intensity, based
on the capacitive principle and installation method, and not
yet fully flexible and stretchable, which causes the failure to
fit the social robot ABS shell well, resulting in a decrease
in electric field intensity and sensitivity, and classification
effect is not ideal. Furthermore, the TPS cannot achievemulti-
functional and multi-parametric real-time perception. Fur-
thermore, the result is obtained based on limited samples and
machine learning algorithms. These perceptive algorithms
have yet been combined with other technologies, such as
visual and audio perceptions.

For future research, we could focus on four directions:
(1) The research on flexibility, stretchability and versatility
of low-cost tactile sensor arrays. For example, recognizing
temperature and intensity (such as using strain sensing princi-
ples to monitor the deformation of an ABS shell) from tactile
interactive behaviors. (2) Using small sample learning algo-
rithms or increasing the number of samples to obtain more
datasets. By collecting the touch patterns of children with
autism using the rehabilitation robots, we can further verify
the feasibility of the protocol. In addition, since some children
with autism have weak cognitive abilities and simple touch
interaction patterns, we can combine the professional diag-
nosis as a clinical trial of touch interaction for children with
autism to determine whether robots with whole-body tactile
perception interaction can improve the tactile interaction abil-
ity of these children. This approach may promote the use of
robots with whole-body tactile perception interaction in the
rehabilitation of children with autism. (3) Create a publicly
available dataset of natural tactile features. This dataset has
privacy protection and can satisfy the testing requirements of
different tactile sensors and different sensing features in natu-
ral touch interaction scenarios. This is a [N ,M ]-dimensional
dataset where N represents the number of samples and M is
the number of sample features, such as the number of features
corresponding to various gestures, the number of features
corresponding to the combined interaction of multiple touch
behaviors, and the number of features labeled with various
touch emotions. (4) The research on multi-sensory technol-
ogy, such as the combination of tactile, visual and audio
perceptions, exploring themulti-view interaction behavior for
achieving more intelligent machine interaction applications.
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