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Dear Editor,
I read with great interest the publication “A

radiomics-based decision support tool improves lung
cancer diagnosis in combination with the Herder score
in large lung nodules”.1 In this multi-centre study, the
authors describe the implementation of a decision
support tool based on classification models of malig-
nant large lung nodules, using clinical and radiomics
predictors.

While I appreciate that this decision support tool
may represent an improvement over existing clinical
models, I would like to outline some issues in the
modelling and validation of the tool reported in the
above publication. The goal of this letter is to promote
theoretically sound approaches to data analysis based on
rigorous statistical principles, and as such, it is in no
way intended to single-out the authors of the manu-
script or to undermine their intellectual integrity.

The concerns I will raise are unfortunately all too
common, and I have seen similar issues in many papers
published in top rank journals.

Statistical issues in radiomics model
development
Data splitting is a widely used technique,2,3 since it
guarantees nearly unbiased results. However, it greatly
reduces the sample size for both model development
and model testing (reducing the efficiency of all statis-
tics). The split may be fortuitous; if the process were
repeated with a different split, different assessments of
predictive accuracy may be obtained.2,3 In the present
case, considering the limited sample size, the clustered
structure, its high dimensionality, and the presence of
an external data set (which allows one of the most
stringent forms of validation), it’s difficult to justify the
70%/30% split in favour of an efficient resampling
approach.2,3 Furthermore, a procedure like nested cross-
validation may be necessary if feature selection is
deemed important (see further below).
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The authors split the data according to “Study ID”,
but it is not clear from the text whether this ID also
includes information about the institution to which the
patients belong. It is important to recognize that there
are at least two levels of clustering in the data: Institu-
tion, Patient (with multiple observations per patient,
with potential serial correlations due to the longitudinal
acquisition of CT scans), and possibly scan vendor and
reconstruction kernel. Some of these clusters are nested
(patient within institution, assuming patients haven’t
moved institutions between a scan and another), and
others may be crossed (e.g. if an institution has more
than one scanner). Clustering structures can detrimen-
tally affect the calculation of the test statistics (and
resulting p-values) of the fitted models unless robust
covariance clustering techniques (e.g. sandwich esti-
mators), or more complex models (e.g. linear mixed
effects models) are adopted2,4; in the most extreme
cases, statistics which looked significant may not prove
to be as such after clustering, thus increasing the
probability of type-I errors.2,4 There is no suggestion in
the paper that clustering structures have been handled
in the fitting of the radiomics and clinical models. In
general, all calculations that involve estimates of vari-
ability (confidence intervals, standard errors etc.) must
account for clustering, when the estimators assume in-
dependent observations.2,4

The authors used univariate logistic regression to
screen for useful predictors. To quote Prof. Harrell2

“[Univariable screening] is just a form of forward step-
wise variable selection in which insignificant variables
from the first step are not reanalysed in later steps. It is
thus even worse than stepwise modelling as it can miss
important variables that are only important after
adjusting for other variables. Overall, neither uni-
variable screening nor stepwise variable selection in any
way solves the problem of “too many variables, too few
subjects,” and they cause severe biases in the resulting
://doi.org/10.1016/j.ebiom.2022.104344
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multivariable model fits while losing valuable predictive
information from deleting marginally significant
variables.”

Although the authors applied the B–H procedure to
mitigate the issue of multiple testing, it does nothing to
address the other problems of univariable screening, as
outlined by Prof. Harrell2

- All R2 (and similar statistics) are biased high.
- The F and χ2 statistics don’t have the claimed
distribution.

- The standard errors of regression coefficient esti-
mates are biased low, and confidence intervals are
falsely narrow.

- The procedure is made arbitrary by collinearity.
- The regression coefficients are biased high and need
shrinkage. For a positive association, it can be shown
for example that Е[β̂

⃒
⃒p<0.05, β̂ >0]>β.5

The authors’ concerns about “potential issue of
collinearity between the Brock, Herder and PET status,”
and results “suggesting a high level of collinearity be-
tween Herder and PET status” reinforce the arbitrari-
ness of the univariable screening procedure, and the
potential unreliability of the findings.

If one really insists on using p-values to screen pre-
dictors, a reasonable threshold that does allow for
deletion of some variables is α = 0.5 (quite far from the
authors’ use of α = 0.05).6

Incidentally, it’s not clear why the B–H procedure
(which controls the false discovery rate) was used, and
not the Holm procedure, which controls the family-
wise error rate, and is thus more stringent in con-
trolling type-I errors. The consequence of this choice
is that there is a decrease in type-II errors, in favour
of an increase in type-I errors; but since no justifica-
tion is provided, it’s hard to tell whether this was
intentional.

The authors correctly applied cross-validation (CV)
after univariable screening for features on the training
set (this step is usually a source of errors when applied
to a full data set), however it should be noted that such a
two-step procedure is statistically inefficient, and a
nested CV procedure (where feature selection happens
inside a CV loop) is generally to be preferred.3,7 As
previously mentioned, the existence of an external vali-
dation test set (which provides the most stringent form
of validation) makes the use of data splitting redundant
and wasteful of data.2,3

It should be noted that the radiomic features
extracted by the TexLab 2.0 software based on
segmented images (manually or automatically, e.g. by
nnUNet), are intrinsically affected by uncertainty. Said
uncertainty can negatively affect a model when the
features are used as predictors8,9 (see below for further
comments.) Inference on model parameters and esti-
mation of confidence limits on model predictions
require quantification of input uncertainty to be
reliable.2,8

Assessment of the model’s performance is incom-
plete, as the authors only report the discrimination2

(i.e. the model’s ability to separate subjects’ out-
comes) in the form of AUC (and sensitivity, specificity
etc.), but no mention at all is made of calibration/reli-
ability2 (i.e. the model’s ability to make unbiased esti-
mates of the outcomes.) It is quite simple to see that a
naïve model that outputted 51% for all positive out-
comes, and 49% for all negative outcomes, would have
a perfect discrimination ability (AUC = 1, sensitivity
100%, specificity 100% etc.), but it would be completely
unreliable and pretty much useless as a decision sup-
port tool. Calibration graphs (i.e. predicted vs.
smoothed observed probabilities), Brier score (in its
many shapes) etc. are all useful and they must always
be reported.2 For example, in the above case the Brier
score would be approximately 0.25 (assuming for the
sake of example, equal classes’ prevalence), which
practically corresponds to a “coin toss” prediction
(despite the model showing a perfect AUC). Assess-
ment of calibration may reveal that, despite a reason-
able AUC, recalibration2 may be necessary to effectively
use the model as a decision support tool.
Statistical issues in clinical model development
The same considerations as above apply mutatis mu-
tandis, with the following additional comments.

It’s not clear why patients with no recorded PET data
were considered PET negative; is it safe to assume that
this data is MAR2 (Missing at Random) or MCAR2

(Missing Completely at Random)? In the absence of
such guarantees, a safer approach is to use imputation
procedures.2,10

As previously hinted, a subtle issue in the fitting and
validation of the combined clinical-radiomics model, is
that using the output of the LN-RPV model as a pre-
dictor for the clinical-radiomics model is equivalent to
observing LN-RPV with measurement errors repre-
sented by the uncertainty associated with the co-
efficients of the LN-RPV model.8 The magnitude of this
measurement error is directly related to how reliable is
the estimate of the covariance matrix of the model’s
parameters (which would at least in principle allow to
estimate the variance of the output of the LN-RPV
model). Ignoring clustering and using univariable
screening casts doubts on the reliability of the estimates,
thus indirectly affecting the quality of the clinical model.

The measurement error should not be ignored as it
may result in biased estimates of the parameters of the
clinical-radiomics model, and unreliable estimates of all
standard errors, with attendant negative impact on
www.thelancet.com Vol 94 August, 2023
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inference. Special regression analysis techniques must
be employed to account for measurement error.8,9

The same considerations as described for the radio-
mics and clinical model development apply to the fusion
models.

Auto-segmentation
The estimates of the performance of the Dice score
should account for the clustered nature of data in the
calculation of the standard errors. Neglecting serial
correlations (which seem likely in this case, considering
that nodules may grow and/or shrink in time) may
produce falsely narrow standard errors. Similar argu-
ments can be applied to the calculation of the ICC and
attendant p-values.

Furthermore, due to nnUNet being an inherently
non-identifiable black-box model, it may be practically
impossible to estimate the uncertainty of the model’s
parameters, which as previously noted may indirectly
affect the performance of the radiomics model if used as
a pre-processing step to the extraction of the radiomics
features (which are themselves affected by uncertainty).
Reproducibility of the radiomics model in presence of
auto-segmentation as reported by the authors is reas-
suring, but care is necessary when applying automated
black-box models.

Conclusions
I hope this letter will help the research community in
improving the quality of their data analysis and
encourage them in seeking the help of expert statis-
ticians if there are any doubts about the formal val-
idity of the statistical procedures. In this context, it
www.thelancet.com Vol 94 August, 2023
is always useful to remember the words of Prof. G. P.
Box:

“Remember that all models are wrong; the practical
question is how wrong do they have to be to not be
useful.”
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