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Abstract

Scanning transmission electron microscopy (STEM) is a well established tool for identifying

the complex structures of materials with atomic resolution, as well as the structure of biological

specimen. The STEM is a multi-signal acquisition tool, capable of characterisation through a

variety of techniques and strategies. Despite these benefits, STEM is limited to a subset of

materials which are resistant to the electron beam itself, and there exists a much larger set

of materials which change their underlying structure due to electron-specimen interactions.

Typically, the beam current is reduced to overcome these limits. This reduces the signal-to-

noise of the acquisition, and ultimately makes interpretation difficult.

One solution to this problem is to consider the use of compressive sensing to reduce the beam

exposure for sensitive materials. By reducing the number of acquired probe locations, the data

can also be acquired much faster, leading to more efficient characterisation of materials.

One mode which is of particular interest is 4-dimensional STEM (4-D STEM), where a wide

range of images can be constructed from one dataset. This method, however, is limited by the

readout speed of detectors and the volume of data which is acquired to gather results.

It is demonstrated in this thesis that multi-dimensional STEM acquisition, such as 4-D STEM,

can be improved through compressive sensing and computational imaging approaches. The

methods are also applied to STEM simulation, as well as standard 2-D STEM to improve image

quality. The thesis also demonstrates the first acquisition of sub-sampled 4-D STEM data,

showing increased acquisition speeds for frame rate limited detectors.
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1 | Introduction

(Scanning) transmission electron microscopy (S/TEM) is a powerful tool for analysis of com-

plex materials on the nano-scale and below. This is fundamentally down to brighter, smaller,

and more coherent electron probes thanks to the development of aberration correctors [6]. This

has allowed for higher resolution in typical imaging regimes, as well as the development of

atomically resolved analytical methods such as electron energy loss spectroscopy (EELS) and

energy dispersive x-ray spectroscopy (EDS). All of this is excellent when the samples consid-

ered are beam stable, yet there are a host of samples which cannot remain in their intended

state under these intense probes. These beam-sensitive samples are therefore limited in signal-

to-noise ratio (SNR), resolution, and analysis possibilities– solutions to this are therefore high

priority in the development of STEM methods.

Ultimately, the problem comes down to electrons. There is a tight-rope which must be

walked to acquire (i) high enough signal for accurate analysis and (ii) low enough signal that

the sample remains undamaged. The most common solutions to this problem are to either

reduce the probe current sufficiently (i.e., minimise the number of electrons incident on the

sample per second) or lower the dwell time (i.e., the amount of time the probe is stationary at

a location) such that (ii) is satisfied, with (i) being compromised significantly. This reduction

in SNR (especially if too low) will lead to loss of resolution in analysis, which could lead to

unreliable characterisation or lack thereof.

There are other more exotic solutions which can be employed when analysing beam-sensitive

samples. For example, cryogenic electron microscopy (cryo-EM) began development over 40

years ago [7], and aims to reduce the negative influence of the beam by suspending the sample

in a cryogenic state. At lower temperatures, the reaction rate is slower for the conversion of

the sample to beam induced radicals. This means that exposure can be prolonged beyond that
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which would be observed at room temperatures. However, performing cryo-EM experiments

adds a layer of complexity and cost which makes some existing STEMs unsuitable.

Another potential solution is the application of computational or signal processing tech-

niques. These methods aim to utilise state-of-the-art developments in signal processing to

improve imaging at low dose. One class, known as image inpainting, aims to use the theory

of compressed sensing (CS) to significantly reduce the amount of acquired data by filling-

in the missing information from the sub-sampled data. This can now be considered as two

problems– firstly how to acquire sub-sampled data, and secondly how to reconstruct the sub-

sampled data.

CS-STEM is a maturing technique within the field. Its origins lie in the necessity to balance

(i) and (ii) above such that beam-sensitive samples can be imaged with higher resolution than

current methods permit. By only positioning the electron probe at a sub-set of the intended

locations, the total electron dose can be significantly reduced. Furthermore, the time-to-acquire

is reduced by the same factor which means that stage drift and other instabilities have less

effect upon the final image. However, STEM was not designed with these methods in mind,

and as such the ability to acquire a sub-sampled image requires an external scan generator. The

job of the scan generator is to modify the scan coil voltages appropriately so that the probe can

be positioned wherever the user intends. The signal(s) is then acquired, reshaped, and then

sent through to an inpainting algorithm.

There are several ways to inpaint missing data such as interpolation based methods, dic-

tionary learning with sparse coding methods, or deep learning methods. In STEM, often there

is no one way of analysis which suits all cases, and the user must decide which method will

yield the best analysis of their data. The same ideas should be employed when inpainting, as

the results of different methods can vary on a case-by-case basis. In this work, two inpainting

techniques are considered– a dictionary learning and sparse coding algorithm known as the

beta process factor analysis (BPFA), and a kernel based interpolation technique with sparse

regularisation called regularised local means inpainting (R-LMI). The later was developed as

part of this work as an immediate solution to the time-restrictions of the BPFA method, how-

ever this issue has been solved by Jack Wells, as part of their research [8].

Although CS-STEM for standard imaging such as high-angle annular dark field (HAADF)

has been shown to work well, the development for multi-dimensional STEM techniques re-
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STEM

Figure 1.1: Visualisation for the summary of this work. This work aims to cover three main
topics, (i) application of compressive sensing methods to STEM, (ii) application of compressive
sensing methods to STEM simulation, and (iii) application of compressive sensing methods to
4-D STEM. Asterisks indicate novelty in this work.

mains lacking. Four-dimensional STEM (4-D STEM) is a popular, yet demanding technique

within the field. In this method, a 2-D convergent beam electron diffraction (CBED) pattern

is acquired at each location on a 2-D scanning grid, hence 4-D STEM. This means that data

acquisition can quickly become a challenge to acquire, store, and process with only a small

number of electron probes. This often restricts 4-D STEM to smaller fields of view (FOV), or

larger scan step/pitch. It is not uncommon to find 4-D STEM datasets which exceed 100 gi-

gabytes (Gb) in size, nor is it uncommon for acquisition times to far exceed several minutes.

The later is down to the read-out speed of the camera used to image each CBED, with most

typical cameras having frame rates on the order of 2000Hz, with the possibility of reaching

> 10, 000Hz with binning/windowing. For context, acquiring HAADF STEM images can be

done with equivalent frames rates of 100, 000Hz (10µs dwell time), which is at least an order

of magnitude faster. Not only that, the frame rate affects the lowest possible dwell time, which

can be effectively 100µs up to > 1ms. This is going to lead to overexposure and potentially

damage any sample under the illumination.

By extension, STEM simulation suffers similar issues when calculating the scattering of the

probe. STEM simulation is often used as a verification method for observed contrast, and to

validate the presence of defects, vacancies and interstitials. The multislice approximation is
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a common method for calculating the exit wave-function of the probe after it has been pro-

jected through the theoretical sample potential, and similar to 4-D STEM, this requires a 2-D

reciprocal space calculation at each 2-D scanning grid position. Typical multislice calculations

can take on the order of minutes, potentially hours depending on parameter settings such as

thermal diffuse scattering approximation, depth resolution, and reciprocal space resolution.

Therefore, for STEM simulations to reach computational speeds where they could become

useful during experimental acquisition, a new method must be developed that attempts to

eliminate redundancy.

1.1 Chapter summaries

This thesis presents novel strategies for acquiring, inpainting, and analysing multi-dimensional

electron microscopy data, and Fig. 1.1 gives a summary of the work contained within. The

three main topics are conventional STEM, STEM simulations, and 4-D STEM. In all cases, a

comprehensive background is given, as well as proposed methodology and results. The main

contributions are outlined below.

In Chapter 2, a comprehensive overview of S/TEM is given, as well as a background con-

taining the theory of electrons and scattering. In the context of this work, the aim is to provide

a justification for why (i) the electron is a suitable mechanism for probing sub-atomic scales

and (ii) how the underlying physics is then combined with engineering to develop a machine

capable of doing so. It also considers the development of TEM, and how STEM and TEM are

related through the principle of reciprocity. The different contrast mechanisms are discussed,

as well as the physics which underpins the contrast transfer functions.

This chapter then leads into the drawbacks of S/TEM, mainly focussing on so-called beam

damage. Here, common beam damage mechanisms are discussed such as knock-on damage

and radiolysis which provide a motivation for developing methods which can mitigate.

Chapter 3 focusses on the theory of compressive sensing, more specifically image inpaint-

ing, in a general case. Here, the development of compressive sensing techniques within other

fields provide analogies for application to S/TEM. This chapter is intended to be a point of ref-

erence for the reader to understand the underlying algorithms which are referenced through-

out. The two main algorithms are (i) the BPFA and (ii) R-LMI techniques. Details on how these
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algorithms can be optimised for STEM data are given, such as by incorporating sampling rate

and image properties (such as the size of features in the image) into the models.

Chapter 4 is an overview of state-of-the-art CS-STEM application based on new methods

developed up to this time of writing. This chapter covers how sub-sampled STEM data is ac-

quired, processed, and analysed in experiment, as well as presenting work which aims to show

that sub-sampling can out perform other low-dose techniques. This chapter also includes re-

sults of applying simulated to drive the recovery of experimental data through a technique

known as simulated dictionary transfer. Here, by using prior knowledge, experimental data

can achieve improved resolution by incorporating theory into experimental data.

Chapter 5 focuses on the application of CS to STEM simulation, and how certain redundan-

cies can be eliminated through efficient calculation. Three main aspects of STEM simulation

are explored, (i) the redundancy in real-space acquisition, (ii) the redundancy in reciprocal-

space calculation, and (iii) how the frozen phonon model can be optimised by novel sampling

strategies.

By incorporating CS with STEM simulations, the computation time can be significantly

reduced without significant loss of information. This leads to the potential for real-time sim-

ulations to be performed alongside experimental acquisition, driving the recovery of experi-

mental data in sync with analysis as discussed in Chapter 4.

Chapter 6 contains the second major project within this thesis, applying CS to 4-D STEM.

This chapter outlines a detailed theoretical and experimental model for acquiring and inpaint-

ing sub-sampled multi-dimensional STEM data. The goal is to show that by using probe sub-

sampling and detector down-sampling (i.e., optimising sampling on the camera), the acqui-

sition of 4-D STEM data can approach that of typical 2-D STEM acquisition. Results applied

to simulated CS experimental data are given, as well as results when sub-sampling is used in

practical acquisition of 4-D STEM.

Chapter 7 is an overview of other research undertaken as part of this thesis. This in-

cludes collaboration work, such as developing a robust variation of the ePIE algorithm to

noise and sub-sampling (with Rosalind Franklin Institute), and the characterisation of a cad-

mium telluride-silicon interface using 4-D STEM (with CNR-IMM, Catania). The final section

is an overview of the MAT 4-D STEM library/application which I developed as a user friendly
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analysis tool for 4-D STEM data.

Chapter 8 presents conclusions which summarise each chapter above. This chapter also

presents lines of research for future study, such as incorporating more signals into the acqui-

sition process. This thesis is not intended to cover all aspects of electron microscopy, however

serves as a basis for researchers wishing to understand the motivations and applications of

CS-STEM in a multi-dimensional acquisition.

1.2 Journal publications

• Robinson, A. W., Wells, J., Nicholls, D., Moshtaghpour, A., Chi, M., MacLaren, I., Kirk-

land, A.I. and Browning, N.D., 2023. Simultaneous High-Speed and Low-Dose 4-D

STEM Using Compressive Sensing Techniques. Physical Review Letters, with editors

• Robinson, A.W., Moshtaghpour, A., Wells, J., Nicholls, D., Broad, Z., Kirkland, A.I.,

Mehdi, B.L. and Browning, N.D., 2023. In silico Ptychography of Lithium-ion Cathode

Materials from Subsampled 4-D STEM Data. arXiv preprint arXiv:2307.06138.

• Nicholls, D., Wells, J., Robinson, A.W., Moshtaghpour, A., Kirkland, A.I. and Brown-

ing, N.D., 2023. Scan Coil Dynamics Simulation for Subsampled Scanning Transmission

Electron Microscopy. arXiv preprint arXiv:2307.08441.

• Robinson, A. W., Wells, J., Nicholls, D., Moshtaghpour, A., Chi, M., Kirkland, A.I.

and Browning, N.D., 2023. Towards real-time STEM simulations through targeted sub-

sampling strategies. Journal of microscopy, 290(1), pp.53-66.

• Browning, N.D., Castagna, J., Kirkland, A.I., Moshtaghpour, A., Nicholls, D., Robinson,

A. W., Wells, J. and Zheng, Y., 2023. The advantages of sub-sampling and Inpainting for

scanning transmission electron microscopy. Applied Physics Letters, 122(5).

• Nicholls, D., Wells, J., Robinson, A.W., Moshtaghpour, A., Kobylynska, M., Fleck, R.A.,

Kirkland, A.I. and Browning, N.D., 2023, June. A targeted sampling strategy for com-

pressive cryo focused ion beam scanning electron microscopy. In ICASSP 2023-2023 IEEE

International Conference on Acoustics, Speech and Signal Processing (ICASSP) (pp. 1-5).

IEEE.

• Robinson, A. W., Nicholls, D., Wells, J., Moshtaghpour, A., Kirkland, A. and Browning,
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N.D., 2022. SIM-STEM Lab: Incorporating compressed sensing theory for fast STEM

simulation. Ultramicroscopy, 242, p.113625.

• Robinson, A. W., Nicholls, D., Wells, J., Moshtaghpour, A., Bahri, M., Kirkland, A. and

Browning, N., 2022, May. Compressive scanning transmission electron microscopy. In

ICASSP 2022-2022 IEEE International Conference on Acoustics, Speech and Signal Pro-

cessing (ICASSP) (pp. 1586-1590). IEEE. (Joint first authorship with Daniel Nicholls).

• Browning, N., Nicholls, D., Wells, J., and Robinson, A. W., 2022. OPTIMAL SAMPLING

AND RECONSTRUCTION STRATEGIES FOR SCANNING MICROSCOPES. Electronic

Device Failure Analysis, 24(1), p.11–16.

1.3 Conferences

• Poster presentation: "Subsampling Methods for Fast 4-D STEM Acquisition", IMC20,

Busan, S. Korea, 2023

• Platform presentation: "Sub-Sampled S(T)EM: Improving Real-Time Reconstruction Qual-

ity using Dictionary Transfer", IMC20, Busan, S. Korea, 2023 (on behalf of Jack Wells)

• Platform presentation: "Fast STEM Simulation Technique to Improve Quality of Inpainted

Experimental Images Through Dictionary Transfer", Microscopy and Microanalysis, Min-

neapolis, USA, 2023

• Poster presentation: "Exploring Low-dose and Fast Electron Ptychography using l0 Reg-

ularisation of Extended Ptychographical Iterative Engine", Microscopy and Microanaly-

sis, Minneapolis, USA, 2023 (on behalf of Amirafshar Moshtaghpour)

• Poster presentation: "Advances in Probe Subsampling for 4D-STEM", MMC/EMAG,

Manchester, UK, 2023

• Platform presentation: "In silico Ptychography of Lithium-ion Cathode Materials from

Subsampled 4-D STEM Data", ISCS, Luxembourg, 2023

• Platform presentation: "Compressed 4-D STEM: From Conception to Implementation",

MRS Fall Meeting, Boston, USA, 2022

• Platform presentation: "Compressed STEM Simulations", Microscopy and Microanaly-
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sis, Portland, USA, 2022

1.4 Collaborations

• Collaborating with Prof. Angus I. Kirland, Dr. Amirafshar Moshtaghpour, and Dr. Ab-

ner Velasco at the Rosalind Franklin Institute in Oxford, UK. Part of this collaboration

aims to progress the understanding of 4D-STEM for biological samples, and how CS

may help with the reduction of beam influence. There are currently two journal papers

pending submission based on the research together, as well as two accepted conference

papers.

• Collaborating with Miaofang Chi at Oak Ridge National Laboratory, TN, USA. This col-

laboration aims to develop more understanding of how CS can be applied to focused-

probe 4-D STEM. This has resulted in a conference paper so far.

• Collaborating with Dr. Ian MacLaren at the University of Glasgow, Glasgow, UK. This

collaboration is working on techniques for rapid CBED acquisition for 4-D STEM.

• Collaborating with Prof. Roland Fleck at Kings College London, London, UK. This col-

laboration developed methods for applying CS to Focussed Ion Beam-Scanning Electron

Microscopy (FIB-SEM) tomography. This has resulted in a conference paper.

• Collaborating with Dr. Giuseppe Nicotra at the Institute for Microelectronics and Mi-

crosystems, Catania, Italy. This collaboration involves the application of CS to multi-

dimensional electron microscopy data acquisition, specifically simultaneous EELS and

4-D STEM acquisition.

1.5 Contributions

• The development of compressive sensing for STEM simulations to increase the speed

of calculation. This work is demonstrated for state of the art algorithms such as the

multislice and PRISM methods.

• The R-LMI inpainting algorithm for fast image recovery.

• A theoretical determination of the lower bound for patch size selection of sub-sampled

STEM data for the BPFA algorithm.
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• Development of compressive sensing for 4-D STEM. This thesis outlines strategies for

the recovery of sub-sampled 4-D STEM data, as well as the application of both iterative

and non-iterative algorithms.

• Improving the quality of iterative ptychography algorithms through sparsity promoting

regularization. This work was done in collaboration with Amirafshar Moshtaghpour.

• A method to improve the resolution of experimental STEM using a technique known as

dictionary transfer from simulated STEM data.

• The implementation of live inpainting of experimental STEM data during acquisition.
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2 | Methods & Background

2.1 Overview

The intention of this chapter is to give a background to theory which is presented in the re-

maining of this work. The fundamental physics which underpins the existence of electron mi-

croscopy is discussed and derived, followed by its application to S/TEM. This chapter serves

as a basis for the motivation of the remaining chapters, such as why CS methods can provide

a solution to the underlying issues within STEM such as beam damage and long acquisition

times in multi-dimensional acquisition.

2.2 Electrons, Scattering, and Theory

The humble electron sits proudly within the standard model of particle physics as a fundamen-

tal building block of matter. First discovered by J. J. Thomson in 1897 [9, 10], the electron has

since been studied as well as any existing particle thanks to its observable interactions with the

electromagnetic field. The photon, the massless quantum particle which pops into existence

because of the electromagnetic field, was postulated back in 1905 by Albert Einstein [11]. The

photoelectric effect was perhaps a catalyst for the study of so-called matter waves so that in

Louis de Broglie’s 1924 PhD thesis [12], he theorised that all matter can behave as both a wave

and a particle– including the electron. It is important to note that the behaviour of something

does not constitute what that thing is, it is our observations of macroscopic mechanics that

determine these definitions. What an electron is, for all intents and purposes, is an excitation

of the Dirac field [13]. It just so happens that the electron can potentially interact with other

quantum fields to exhibit certain properties [14].

One important property is the mass of an electron and therefore its momentum when mov-

10



ing at a certain velocity. In a S/TEM, electrons are typically accelerated by a voltage, E, on the

order of 60 − 300kV. This means that their velocities, v, are on the order of the speed of light,

c, which is given as

v = c

√
1 −

(
1 +

eE
mec2

)−2

(1)

where e is the elementary charge of an electron, and me is the rest mass of an electron. When

combined with the (relativistically corrected) de Broglie equation reads

λ =

√
1 − v2

c2
h

mev
(2)

where λ is the (relativistically corrected) electron wavelength and h is the Planck constant. For

an electron accelerated by 300kV, this yields a wavelength of 1.97pm, roughly 50 times smaller

than the radius of an atom. It is this that allows electrons to probe smaller dimensions that

that of photons (specifically x-rays).

However, this view of electrons can be limiting when considering electron interactions.

Another interpretation is based on the theory found in Richard P. Feynman’s PhD thesis– the

path integral formulation. What makes this powerful is that one does not have to interpret the

electron a wave, and can remain in a particle based regime.

2.2.1 First principles and the Feynman path integral approach

The path integral approach is based upon the principle of least action [15], whereby a particle

is most likely to take the path which minimises its action, i.e.,
∫

KE − Vdt where KE is the

kinetic energy along a path for infinitesimal time intervals dt and V is the potential energy.

Consider a single electron emitted from the source. For simplicity, it is assumed that the source

is to be point-like in space to avoid ambiguity on its initial starting conditions. The electron

is then accelerated, it interacts with the sample, and then it is measured on a 2-D detector

at an arbitrary distance beyond the sample. From the observer’s perspective, the electron

left the source and then hit the detector, what it did in-between is undefined. By Feynman’s

theory [16], the electron actually took all paths from the source to the detector- interacting with

the potential induced by electromagnetic lenses, the sample, and the field which itself induces.

It is important that this does happen, since it is this which gives rise to coherence and
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Figure 2.1: Experimental set-up for simplistic view of Feynman Path Integral approximation
to electron scattering. Electrons leave the source (left) and travel along an initial step from the
source to r(i)

0 to approach the plane of the aperture. If the electrons position is within the slit
then it can take another step from r(i)

0 to r(i)
1 towards the detector, otherwise the combined

path r(i) does not contribute. The basis is indicated by the mutually orthogonal unit vectors x̂,
ŷ, ẑ.

therefore phase contrast. In a simple example, consider the electron which is confronted by a

spherical aperture as depicted in Fig. 2.1.

Assume an aperture at a distance D0 from a point-like source and a detector at a distance

D1 from the aperture, where the position of the source is at location 0. The aperture has an

inner radius Ri and an outer radius of Ro, such that initial steps to r(i)
0 can pass through the

aperture if the amplitude of the intersection at the aperture falls within {0, Ri} (see r(0)
0 in

Fig. 2.1) where the point of intersection is given as ha ∈ R1×Ha and wa ∈ R1×Wa . If this criteria

is not met, then it is ignored from calculation (see r(1)
0 in Fig. 2.1).

The second step i.e., towards r(i)
1 from r(i)

0 propagates the electron from the aperture to the

detector, where a detector location is fixed by hd ∈ R1×Hd and wd ∈ R1×Wd . Note that all

paths are treated as independent, unlike in classical wave theory where the total wavefront is

computed. Given this, the i’th path is then computed according to positions r(i)
0 and r(i)

1 ,
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Parameter Value
D0 (m) 0.5
D1 (m) 0.001
Ri (nm) 30

Table 2.1: Parameters for simulation of electron interaction with a spherical aperture. The
values for each parameter corresponding to Fig. 2.1 for the single slit experiment. Accelerating
voltage is varied to show its effect.

r(i)
0 = w(i)

a x̂ + h(i)a ŷ + D0ẑ (3)

r(i)
1 = (w(i)

d − w(i)
a )x̂ + (h(i)d − h(i)a )ŷ + D1ẑ . (4)

The next process is to calculate the action along each of the paths. As previously men-

tioned, paths are only computed which pass through the aperture i.e., if
√

w2
a + h2

a < Ri. The

action S(i) along the i’th path is calculated according to the Lagrangian L(i),

L(i) =
1
2

me
|r(i)|2
(∆t)2 , (5)

given that ∆t is the time permitted for the electron to move from along one path. It is

important to note that this implies that the electron is free to travel faster than the speed of

light along certain paths. The penultimate process is then to calculate S(i) where,

S(i) =
1
2

me

[
|r(i)

0 |2
∆t0

+
|r(i)

1 |2
∆t1

]
. (6)

The relative probability of an electron hitting the detector at position wp, hp is then given

as;

P(wp, hp) = A

∣∣∣∣∣ n

∑
i=1

exp
[

j
h̄

S(i)
(wp,hp)

]∣∣∣∣∣
2

. (7)

For the simulations, the parameters are given in Table 2.1. The accelerating voltage is

varied from 60kV up to 300kV, and the results are given in Fig. 2.2.
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60 kV 100 kV 200 kV 300 kV

Figure 2.2: Results of applying Feynman path integral approximation to the estimation of
electron interaction with a spherical aperture. The top row indicates the modulus square of
the wave-function at the detector, whereas the bottom row indicates the corresponding phase
at the detector.

By using the Feynman path integral, the wave-function can be approximated without re-

quiring one to reinterpret the electron as anything other than a particle. This forms a basis

by which comprehending image formation in S/TEM can be simplified to the likelihood an

electron takes a certain path from the source to the detector. In the demonstration given, the

problem is simplified to a two-step process, whereas in practice the number of steps and paths

are infinite. This is a computationally heavy task to consider even one or two more steps, there-

fore the Feynman path integral approximation is generally avoided in typical wave-function

calculations of this type.

2.2.2 The wave-function of a free electron

In S/TEM, it is vital to understand the electron wave-function prior to interacting with the

sample and after interacting with the sample. This incident wave-function Ψi ∈ C determines

the resulting image which is formed as a result of sample interaction 1. To begin deriving

the wave-function of the incident electron, the non-relativistic case is considered. The wave-

function is initially assumed to be a function of space r and time t such that Ψi : r, t 7→ Ψi(r, t).

The time-dependent Schrödinger equation is given as [17],

1Assuming infinite dose.
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jh̄
∂Ψi

∂t
= − h̄2

2me
∇2Ψi , (8)

where ∇2 is the Laplacian operator, h̄ is the reduced Planck constant and me is the electron

rest mass. Given that equation 8 is a function of time on the left-hand side of the equal-

ity, and a function of space on the right-hand side of the equality, a solution of the form

Ψi(r, t) = ψi(r)F(t) is sought. Substituting this into equation 8 and simplifying derives the

time-independent Schrödinger equation as follows,

jh̄ψi(r)
∂F(t)

∂t
=

[
− h̄2

2me
∇2
]

ψi(r)F(t) (9)

jh̄
F(t)

∂F(t)
∂t

=
1

ψi(r)

[
− h̄2

2me
∇2
]

ψi(r)

= E ,

where E is a constant with units of energy. The solution for the left-hand side of equation 9

is found by solving the ordinary partial differential equation which has a solution of the form

F(t) = exp (αt),

F(t) = exp (αt) (10)

∂F(t)
∂t

=α exp (αt)

=− jE
h̄

exp (αt)

=⇒ α =− jE
h̄

This returns the solution for the wave-function Ψi(r, t) = ψi(r) exp (− jE
h̄ t), which has ob-

servations given by Ψi(r, t)Ψi(r, t) = |ψi(r)|2 where the bar notation indicates the complex

conjugate. The right-hand side of equation 9 is then written as,

Eψi(r) = − h̄2

2me
∇2ψi(r) . (11)

The above equation is assumed to have a solution of the form,
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ψi(r) = exp (jk · r) , (12)

such that,

∇2ψi(r) = −k2ψi(r) (13)

where k2 = 2Eme
h̄2 i.e., E = k2 h̄2

2me
. From this, a general solution to equation 11 is given as,

ψi(r) = A exp
[
j(k · r + ϕ0)

]
, (14)

where ϕ0 is a arbitrary linear phase shift corresponding to the initial conditions, A is an

amplitude, and the probability P of finding the electron in the region (r, r + ∆r) is,

P(r, r+∆r) = A2
∫ r+∆r

r
ψi(r)ψi(r)dr . (15)

Equation 14 describes a plane wave, similar to that which illuminates a sample in TEM. If

a detector was placed at the plane, the image formed would be exactly that described in 15.

In practice, of course, a sample is introduced and a detector sits in the far-field some distance

L ∈ R beyond the sample plane. The sample now influences the exit wave, and thus an image

of the sample can be formed. Following on from the above descriptions, an image is simply

the probability distribution that an electron hits a certain pixel, such that if one electron was

emitted and detected, overtime the image would form.

2.2.3 Sample influence

Here, the quantum mechanical description of electron-specimen interaction is given and fol-

lows that described in [18]. For a fast electron incident on a crystalline sample, the Schrödinger

equation is written as,

ih̄
∂ψ(r, ρ, t)

∂t
=

[
− h̄2

2me
∇2

r + Hc(ρ) + H
′
(r, ρ)

]
ψ(r, ρ, t) , (16)
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where r is the coordinate of the incident electron at time t, and ρ denotes the set of particles

in the solid. The − h̄2

2me
∇2

r term is the kinetic energy operator, Hc(ρ) is the Hamiltonian corre-

sponding to the particles within the sample, and H
′
(r, ρ) is the Hamiltonian corresponding to

the electron-specimen interaction.

Furthermore, assume that the wave-function can be written as follows,

ψ(r, ρ, t) → ψ(r, ρ)F(t) , (17)

such that the spatial and temporal components can be separated. This updates equation 16

as follows,

ih̄ψ(r, ρ)
∂F(t)

∂t
=

[
− h̄2

2me
∇2

r + Hc(ρ) + H
′
(r, ρ)

]
ψ(r, ρ)F(t) (18)

ih̄
F(t)

∂F(t)
∂t

=
1

ψ(r, ρ)

[
− h̄2

2me
∇2

r + Hc(ρ) + H
′
(r, ρ)

]
ψ(r, ρ)

= E

where E is the total energy of the system (i.e., constant). The solution is then the time

independent Schrödinger equation given as,

[
− h̄2

2me
∇2

r + Hc(ρ) + H
′
(r, ρ)

]
ψ(r, ρ) = Eψ(r, ρ) . (19)

The next step is to consider the meaning of ψ(r, ρ) in more detail. This term is the wave-

function of the system, i.e., a superposition of wave-functions which can exist given discrete

stationary states of the crystal. The wave-functions corresponding to these crystal states are

denoted am(ρ) (borrowed from [18]), such that when the crystal Hamiltonian Hc(ρ) operates

on these wave-functions, the energy of the stationary states is the eigenvalue of the operation,

ϵm. This is summarised mathematically as,
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ψ(r, ρ) = ∑
m

ϕm(r)am(ρ) , (20)

Hc(ρ)am(ρ) = ϵmam(ρ) (21)

for m ∈ M which is the set of possible stationary states. Assuming the initial state of the

crystal to be ai(ρ) where i ∈ M, then this implies that ϕi(r) is the wave-function of the initial

electron after an elastic scattering event, i.e., the crystal does not change its energy state. The

energy of this electron is then given as,

Ei = E − ϵi . (22)

In the case of inelastic scattering, the wave-function of the crystal is changed from ai(ρ) to

aj(ρ) (i ̸= j), which in turn corresponds to an electron in state ϕj(r). The energy of this electron

is then given as,

Ej = E − ϵj =
h2

2me
k2

j , (23)

where km is the magnitude of the wave vector of the electron which has been scattered.

Combining equations 22 and 23 means that the total energy loss of the incident electron corre-

sponding to the inelastic excitation is therefore,

Eloss = Ei − Ej = ϵj − ϵi . (24)

Of course, different scattering mechanisms within electron microscopy cause various sig-

nals to arise from the crystal. An inelastic event can result in various modes of excitation

such as the excitation of electrons in orbitals, phonon excitation, or plasmon excitation. These

scattering mechanisms shall be discussed in the following section, having now concluded the

basic quantum mechanical description of electron-specimen interaction.
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2.2.4 Electron scattering theory

As previously discussed, electrons will interact with the sample and as a result will potentially

change their energy state. Since the energy of the system must be conserved, this gives rise to

various signals which can be measured using specific detectors. Not all interactions are equal,

and as such the likelihood of some interactions is more than that of others. In this section,

elastic and inelastic scattering shall be discussed without considering the instrument. From a

philosophical standpoint, the theory shall give rise to the experiment and the tool to perform

these tasks.

SAMPLE

Incident electron

Direct beam

Electron-hole 
pairs

“absorbed” 
electrons

Inelastically 
scattered electrons

Bremsstrahlung

Auger electrons
Characteristic 

x-rays

Elastically 
scattered electrons

Back-scattered 
electrons Secondary 

electrons

Figure 2.3: Graphical description of possible electron scattering mechanisms when incident
onto a sample. Electrons can scatter in various ways when incident upon a sample, and the
likelihood of these mechanisms are based upon the scattering cross-section for each mecha-
nism. Figure inspired by Williams and Carter (1996), Fig. 1.3.
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Figure 2.4: Diagram showing the elastic scattering interaction when an electron approaches
the nucleus of an atom. As the electron approaches the atom, it is drawn towards it due to the
Coulomb force. This causes the electrons path to deviate, with the strength of that deflection
being proportional to the impact parameter, b.

Elastic scattering

Elastic scattering is defined as the conservation of the kinetic energy and momentum within

the system. Elastic scattering arises from the electron-atom interaction (although dominated

by the influence of the nucleus) and appropriate models can be used to determine the scatter-

ing cross-sections for both low-angle and high-angle scattering. High-angle scattering is often

referred to as quasi-elastic since a small amount of energy is generally lost through phonon

scattering. In this section, a derivation of the Rutherford scattering cross-section shall be given

in the context of electron-nuclei interaction, then extended to include appropriate relativistic

corrections and electron-electron shielding.

High-angle quasi-elastic scattering

The following derivation follows that for alpha-particle Rutherford scattering found in [19]

with modifications for terms to account for electron interactions. Suppose a non-relativistic

electron travelling at a velocity v ∈ R is incident upon a stationary atom with mass number

Z, as shown in Fig. 2.4. The electron is initially at a position vector rinitial
e = −rxi − bj and

the atom is assumed to be at the origin. To begin, only the interaction between the incident

electron and the nucleus of the atom shall be considered. The initial kinetic energy T ∈ R of

the system is therefore,

T =
1
2

mev2 , (25)
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where v = |v| is the magnitude of the electrons velocity. The Coulomb potential V ∈ R

between the electron and the incident nucleus is given as,

V = −Ze2

r
1

4πϵ0
. (26)

The next consideration is to derive the distance of closest approach D ∈ R, i.e., where the

kinetic energy of the electron is equal to the Coulomb potential. This implies that,

T = − Ze2

4πϵ0D
(27)

→ D = − Ze2

4πϵ0T
. (28)

As previously stated, the momentum of the system must also be conserved, which also

includes the angular momentum. The angular momentum is given as the cross-product of the

displacement vector r and the momentum vector p. The initial angular momentum L ∈ R is

given as a function of the positions and momenta pi of the electron and nucleus,

L = ∑
i

ri × pi , (29)

where × denotes the cross product. This implies that the initial angular momentum of the

system is,

L = rinitial
e × mev

= mevb . (30)

At any given moment during the electrons approach towards the nucleus, the Coulomb

force acts on the electron to change its angular momentum, where the angle by which the

electron’s momentum is change is given as β ∈ R. At the point of closest approach, the

momentum change is given by the vector q ∈ R, which has a magnitude q ∈ R. Given that the

initial and final momenta must be conserved, and that the nucleus’ momentum is assumed to
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be zero and unaltered, the initial momentum of the electron pinitial, the final momentum of the

electron pfinal and the vector q are therefore related to the scattering angle by,

pinitial = pi (31)

pfinal = p cos (θ)i + p sin (θ)j (32)

q = q cos
(

1
2
(π − θ)

)
i + q sin

(
1
2
(π − θ)

)
j , (33)

which implies that,

p sin (θ) = q sin
(

1
2
(π − θ)

)
. (34)

The Coulomb force F ∈ R which is felt by the electron due to the nucleus is given as,

F = −Ze2

r2
1

4πϵ0
, (35)

and by combining this with equation 27 yields,

F =
TD
r2 . (36)

The component of this force along the direction of q is therefore,

Fq(t) =
TD
r2 cos β(t) . (37)

Given that a force along a vector is equal to the rate of change along that vector with respect

to momentum, the value of q is the integral of equation 37,

q =
∫ TD

r2 cos β(t) dt . (38)

To solve this integral, it is helpful to reformulate the displacement vector by assuming that

r(t) = r cos (β(t))i + r sin (β(t))j. Given this, the momentum can be written as,
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p = me
d
dt
(r(t))

= me
d
dt
[
r cos (β(t))i + r sin (β(t))j

]
= merβ̇

[
− sin (β(t))i + cos (β(t))j

]
. (39)

By the definition of angular momentum given earlier, the angular momentum can be writ-

ten in terms of β̇ as,

L = r × p

= mer2 β̇

[
cos2(β(t)) + sin2(β(t))

]
= mer2 β̇ . (40)

It is now possible to solve equation 38 through a substitution method, i.e., dt = dβ

β̇
and

given that angular momentum must be conserved by combining equations 30 and 40, β̇ can be

written as,

β̇ =
bmev
mer2 . (41)

The integral in equation 38 then becomes,

q =
TD
bv

∫
cos (β)dβ

=
TD
bv

sin (β) , (42)

with limits β ∈ [− 1
2 (π − θ), 1

2 (π − θ)]. Equation 42 is then reduced to,
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Figure 2.5: Schematic for demonstrating electron flux in the context of impact factor. The
radial symmetry of the problem imposes that electrons passing by the nucleus with the same
distance have the same impact parameter. This gives rise to the 2π factor in equation 46.

q =
TD
bv

[
sin (β)

] 1
2 (π−θ)

− 1
2 (π−θ)

=
TD
bv

2 sin
(

1
2
(π − θ)

)
, (43)

which when combined with equation 34 and that the kinetic energy of the electron can be

written as T = p2/2me forms the following equality,

2p sin
(

θ

2

)
=

TD
bv

2 sin
(

1
2
(π − θ)

)
=

Dp
b

sin
(

1
2
(π − θ)

)
=

Dp
b

[
sin (π/2) cos (θ/2)− sin (θ/2) cos (π/2)

]
→ sin

(
θ

2

)
=

D
2b

cos
(

θ

2

)
(44)

→ tan
(

θ

2

)
=

D
2b

. (45)

Equation 45 is therefore a function to generate the scattering angle based on the distance

of closest approach (which is a function of the kinetic energy of the electron) and the impact

parameter b. From here, a scattering cross section can be derived.
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Flux refers to the density of incident particles (in this case, electrons) passing through a

unit area per unit time. It is a measure of the number of electrons impacting a specific target

area in a given time interval. The diagram given in Fig. 2.4 has radial symmetry about the

axis passing through the centre of the nucleus, as demonstrated in Fig. 2.5, meaning that the

magnitude of θ is the same for all cases where the magnitude of b is the same. Following

this, the number of electrons dN passing the nucleus with impact factors between b and b + db

where db is an infinitesimally small shift in b is related to the flux Φ by,

dN = Φ
[
π(b + db)2 − πb2]

≈ Φ2πb db . (46)

ignoring terms O(db2). The goal is to generate a function which returns the number of elas-

tically scattered electrons to a certain angle θ given a certain flux. Equation 45 provides a

function which relates the scattering angle to the impact factor, hence its derivation was im-

portant. Rewriting equation 45 as

b =
D
2

cot
(

θ

2

)
(47)

and then differentiating with respect to θ yields,

db
dθ

=
D
2

d
dθ

cot
(

θ

2

)
= −D

2
1

sin2(θ/2
d
dθ

(
θ

2

)
= − D

4 sin2(θ/2)
(48)

which can then be substituted into equation 46 such that
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dN(θ) = Φ2πb
D

4 sin2(θ/2)
dθ

= Φ2π
D
2

cot
(

θ

2

)
D

4 sin2(θ/2)
dθ

= ΦπD2 cos (θ/2)
4 sin3(θ/2)

dθ . (49)

where the negative sign has been dropped. In the context of elastic scattering, the differential

cross-section dσ/dΩ refers to the likelihood of an electron interacting with a nucleus and being

scattered into a specific solid angle Ω, and is defined mathematically as,

dσ

dΩ
=

1
Φ

dN
dΩ

(50)

By integrating this over the region contained by the solid angle, a scattering cross-section

can be extracted, and hence a measure of how likely that scattering is. The differential solid

angle is related to the differential angle by,

dΩ = sin (θ)dθdϕ

= 4π sin
(

θ

2

)
cos

(
θ

2

)
dθ (51)

where ϕ is the azimuthal angle and given that the function should be azimuthally independent

for high-angle scattering i.e., only a function of θ, the differential azimuthal angle is integrated

over which yields a factor of 2π. Rearranging equation 51 and substituting into equation 49

then gives,

dN = ΦπD2 cos (θ/2)
4 sin3(θ/2)

dΩ
4π sin (θ/2) cos (θ/2)

= Φ
D2

16 sin4(θ/2)
dΩ . (52)

This equation can be rearranged and substituted into equation 50 to yield the scattering
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cross section for high-angle scattering in terms of θ as,

dσ

dΩ
=

D2

16 sin4(θ/2)
. (53)

In order to account for relativity, the D term can be modified such that the kinetic en-

ergy term contains relativistic corrections. Given that T = p2/2me, a relativistically corrected

version of p can be included instead. Also, given that the electron wavelength λ = h/p, a

relativistically corrected wavelength λR can be used such that,

T =
p2

2me

=
h2

2meλ2
R

, (54)

and substituting this into the D term,

D = −Zλ2
R

2π2
e2meπ

h̄2ϵ0

= − Zλ2
R

2π2a0
(55)

where a0 is the Bohr radius. Substituting equation 55 into equation 53 then gives a relativisti-

cally corrected version of the high-angle scattering cross-section equation,

dσ

dΩ
=

Z2λ4
R

64π4a2
0

1
sin4(θ/2)

. (56)

The final correction to make is related to the screening effect caused by the electron cloud

surrounding the nucleus. The electron cloud can make the nucleus appear slightly less positive

and this effect is exaggerated at distances further from the nucleus, meaning the effect is more

important at lower scattering angles. The screening parameter is given without proof as

θ0 =
0.117Z1/3

E1/2
0

. (57)
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Figure 2.6: Mott differential cross-section according to equation 59 as a function of scatter-
ing angle for various elements.

The screening parameter is then used to modify the high-angle quasi-elastic scattering dif-

ferential cross-section as follows,

dσ

dΩ
=

Z2λ4
R

64π4a2
0

1[
sin2(θ/2) + (θ0/2)2

]2 . (58)

The scattering cross-section can then be calculated by integrating equation 58 over ap-

propriate limits. The cross-section derived is generally appropriate for high-angle scattering,

assuming the beam voltage is ≈ 100keV, and the nucleus has Z < 30. It is better to use what is

known as the Mott cross-section to account for higher energies and heavier nuclei. The Mott

cross-section simply extends the Rutherford cross-section by way of a linear correction term

which reduces the magnitude of the cross-section for higher scattering angles. Without proof,

this is given as,

(
dσ

dΩ

)
Mott

=
Z2λ4

R

64π4a2
0

cos2(θ/2)[
sin2(θ/2) + (θ0/2)2

]2 . (59)

This cross-section then allows for measurement of high-angle quasi-elastic scattering, which

is incoherent. However, the cross section is not appropriate where coherency effects change
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the likelihood of scattering to certain angles through interference. Therefore, a different model

must be used to account for this.

Low-angle elastic scattering

As previously mentioned, appropriate models can be used if the criteria fits such as in

the case of high-angle scattering. For low-angle scattering, there are coherency effects which

must be accounted for which eventually leads to diffraction and phase contrast imaging. The

Rutherford model assumes the electron to be a particle, however, as is clear by now, the elec-

tron can also exhibit wave-like nature.

In order to account for this, the atomic scattering factor f (θ) ∈ C is utilised. The scattering

factor depends on:

• the wavelength of the incident electrons, λ

• the scattering angle, θ

• the atomic number, Z

and is used to calculate the scattering cross-section associated with low-angle elastic scattering.

The atomic scattering factor is given without proof as,

f (θ) =

(
1 + E0

mec2

)
8π2a0

(
λ

sin (θ/2)

)2

(Z − fx(θ)) (60)

where fx(θ) is the scattering factor associated with X-rays. The differential cross section is then

the modulus squared of the atomic scattering factor. It can also be useful to describe the atomic

scattering factor using the Mott-Bethe formula,

f (q) =
1

2π2a0

(
Z − fx(q)

q2

)
, (61)

where q is the magnitude of the scattering vector i.e., q = sin (θ)/λ. If the scattering vector

q has units reciprocal Angstroms, then the atomic scattering factor has units Angstroms. The

X-ray scattering factor is an effective shielding term associated with the influence of the sur-

rounding electron cloud.
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The atomic-scattering factor is related to the projected atomic potential V(r) ∈ R by the

Born Approximation [20] given as,

f (θ) = −2me
h2

∫
d3r exp (jq · r)V(r) , (62)

which is significant since the atomic potential can be approximated through the inverse

Fourier transform of the atomic-scattering factor. Following from equation 12, the exit wave

function from plane wave-scattering is a linear phase shift of this incident wave function ac-

cording to,

ψo = A exp (jkz + ϕ)

= A exp (jkz) exp (ϕ)

= A exp (jkz)[cos (ϕ) + j sin (ϕ)] (63)

where ϕ is small, such that cos (ϕ) ≈ 1 and sin (ϕ) ≈ ϕ. This reduces the above equation to,

ψo = A exp (jkz)[1 + jϕ]

= A exp (jkz) + ϕA exp (jkz + π/2) (64)

which implies that all elastically scattered electrons undergo a phase shift of π/2.

The structure factor F(θ) ∈ C is an extension of the atomic scattering factor to account

for combinations of atoms, such as crystal structures. This now introduces what are known

as Miller indices, characterising the orientation of a crystal with respect to main axes of the

crystal. Ultimately, the orientation determines the diffraction pattern and images which are

formed due to scattering. The structure factor is defined as,

F(hkl) = ∑
i

fi(hkl) exp (2π j(u · r)) , (65)

where u = [h, k, l]. The structure factor also determines the allowed reflections which can

be observed in a given diffraction pattern. As a simple example, assume a face centred cubic

structure. The basis or primitive translation vectors are given as,
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• r0 = (0, 0, 0)

• r1 = (0, 1/2, 1/2)

• r2 = (1/2, 0, 1/2)

• r3 = (1/2, 1/2, 0)

and f j(hkl) = f ∀ j ∈ N[0,3]. The reciprocal lattice vectors are given by the following,

• u1 = r2×r3
V

• u2 = r3×r1
V

• u3 = r1×r2
V

where V = r1 · (r2 × r3).The resulting structure factor is therefore,

F = f
[

1 + exp [jπ(h + k)] + exp [jπ(h + l)] + exp [jπ(l + k)]
]

. (66)

The permitted reflections stem from this result, indicating that there are only specific cases

where the modulus square of the structure factor is non-zero. Euler’s formula shows that for

exp (jθ) = 1, then θ = 2nπ for n ∈ Z. Conversely, exp (jθ) = −1 for θ = (2n + 1)π for

n ∈ Z. Suppose that h + k = 2n, in order for this to be satisfied, h and k must both be odd, or

both be even since the right hand side is always even. Now let l be odd and assume h and k

were both even. This implies that h + l must also be odd, and k + l is also odd. The resulting

structure factor would have a value of zero, i.e., this condition is not a permitted reflection.

Since the sign is somewhat arbitrary, the same argument can be made if h and k were assumed

odd and l assumed even. Consider then if h, k, l are all even. The result would satisfy that for

all combinations, the resulting exponent would be even, and hence the structure factor non-

zero. If they are all odd value then summing any pair must be even also and the same result is

determined. The permitted reflections for a face centred cubic and the first five reflections are

therefore (1, 1, 1), (2, 0, 0), (2, 2, 0), (3, 1, 1), (2, 2, 2).

This is demonstrated in the diffraction pattern shown in Fig. 2.7 determined for polycrys-

talline gold sample, a standard FCC structure. The radii of the rings are determined by,

dhkl =
a0√

h2 + k2 + l2
, (67)
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Figure 2.7: Example diffraction patterns for polycrystalline gold sample demonstrating the
permitted reflections. Diffraction patterns acquired at different nominal camera lengths with
increasing camera length left to right. 8cm, 10cm, 12cm and 15cm (top, left to right respec-
tively), 20cm, 25cm, 30cm and 40cm (middle, left to right respectively), and 50cm, 60cm and
80cm (bottom, left to right respectively).

hence the ratios of the permitted reflection radii must satisfy this condition. The Bragg condi-

tion is given by,

nλ = 2dhklsinθ

≈ 2θdhkl . (68)

where n ∈ N and θ is a Bragg angle. What this equation really says is that if the path difference

between scattered and direct beams is some integer multiple of the wavelength, then they

shall constructively interfere. Granted, this is diffraction basics, however the principle remains

and owes to the quantum nature of electrons. To reiterate, the wavelength is related to the

indeterminism on the electron position in space-time; electrons in phase are more likely to

be found at a certain position (the diffraction spots) if the probability adds for that certain

scattering vector.
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Inelastic scattering

During an inelastic scattering process, the primary electron loses kinetic energy through inter-

action with the sample. This ultimately causes the energy state of the sample to increase, and

the wavelength of the electron to increase. Given certain types of inelastic collisions, the exci-

tation of the sample can lead to various other signals following de-excitation, or it can cause

the sample to change unfavourably through beam damage. In this section, the various signals

which can be collected through inelastic scattering shall be discussed.

Electron energy loss spectroscopy

Electron energy loss spectroscopy (EELS) is probably the most intuitive of these techniques

as it is a direct measurement of how much energy an electron has lost as it passes through the

sample. EELS is used to measure various properties such as the elemental composition of

materials, the specimen thickness through energy filtered TEM (EFTEM), free electron density,

valence states, band gap and nearest neighbour atomic structure [21–30]. EELS is especially

useful for low Z-number materials [31] since the likelihood of inelastic scattering does not

favor high Z-number elements. The scattering cross-section for EELS is related to the number

of atoms per unit volume, and the energy loss function as described by Egerton [30]. Atomic

resolution EELS has become a powerful tool in STEM for identifying chemical composition of

these low Z-number atoms, which are weakly scattering in the Z-contrast regime.

Energy loss electrons can be described as having induced collective excitations (plasmon)

or single excitations (low/core loss). Plasmons are the quantum pseudo-particle associated

with the oscillation of valence electrons within a material [32]. Low loss single excitations

of valence electrons generally occurs at less than 50eV through interband transition, i.e., an

electron in the valence or shallow core bands transitions to the conduction band. Core loss

excitation corresponds to inner shell transitions, and these energy losses are characteristic as

are the Auger electrons or x-ray photons emitted during the de-excitation.

A common analogy for understanding how the EELS spectra is produced is through how

white light is separated into its components through a prism. Consider a thin sample, ignoring

dynamical scattering effects, and assume that the incident electron is transmitted through the

sample so that it can be collected by a spectrometer. Next, assume that the electron loses an

amount of energy to the sample. As a result, the wavelength of this electron is increased,
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its velocity decreased, and as such will be incoherent with respect to the direct beam. The

transmitted electrons enter a magnetic prism, and given the Lorentz force, slower electrons

(i.e., less energetic) are dispersed more. The amount of dispersion is related directly to the

energy, therefore by placing a detector after the prism, the number of electrons with a certain

dispersion can be measured. A map can be formed within STEM mode, and reference spectra

can be used to correlate the observed spectra to the position of the electron probe. This then

forms a STEM-EELS map.

Energy dispersive x-ray spectroscopy

Energy dispersive x-ray spectroscopy (EDS) is another excellent demonstration of the prac-

tical implementation of quantum mechanics within experiment. Under the Bohr interpretation

of atomic structure, electrons sit in discrete energy levels surrounding the nucleus of an atom.

Each element has different permitted energy levels, and it is this uniqueness that allows spec-

tral information to be interpreted as chemical composition [33]. Astronomers use the same

principle to determine the composition of various objects in the universe, such as determining

the weighting of elements within stars. Under certain conditions, an electron is able to gain

sufficient energy that it can make a quantum leap to a higher energy level in the electronic shell

structure. The atom itself is then excited, having an energy greater than the equilibrium of the

ground state. After an amount of time, the atom will de-excite and the electron will transition

back to a lower energy level. In the process, a photon is emitted which has the energy equiva-

lent to the energy difference between the two states. In some cases where the energy transfer

is sufficient, the electron will make several transitions known as a cascade. Regardless, the

photon emitted has an energy which is unique to the atom which it came from and it is this

that is used to characterise the chemical composition of the sample [34, 35].

Another x-ray signal, other than the one described, is known as bremsstrahlung x-rays [36].

When an electron changes momentum, and assuming the momentum change is sufficient,

a photon within the x-ray band may be emitted 2. This can happen through interaction of

the electron with the Coulomb potential generated by the atomic nucleus. Bremsstrahlung

x-rays are usually manifested as a noise which superimposes the spectra generated by energy

dispersive x-rays.

Secondary electrons

2The photon can be of an arbitrary energy up to the energy of the incident electron.
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When the electron beam interacts with the sample, the electrons within the conduction

or valence bands may be sufficiently excited that they are ejected from the sample [37]. These

electrons, typically with an energy less than 50eV, are then collected on a detector and an image

formed [38]. Since these electrons are low energy, their mean free path is relatively short which

makes secondary electron detection a surface sensitive imaging mode. Secondary electrons

are mainly used as the primary detected signal in scanning electron microscopy (SEM) [39], al-

though secondary electrons can be detected alongside transmitted signals using a low voltage

STEM or SEM equipped with STEM detectors [40, 41].

2.3 Transmission Electron Microscopy

2.3.1 TEM

The TEM is a valuable tool for characterising complex materials, especially those contributing

towards new technologies within electronics and medicine. In an era where computer chips

are approaching manufacturing processes below a nanometre in scale, and the demand for

high charge density battery materials is greater than ever before; analysis on the nanoscale is

key to understand their properties.

Understanding these properties cannot be solved with one instrument alone, but rather

a combination of nano-, micro-, and macro-scopic analyses are critical to give the scientist

a fuller picture. The TEM is part of this characterisation chain, and its development from

fundamental theory to present has perhaps been one of the catalysts for the modern world of

today.

History of TEM

In the early 1930s, shortly after Louis de Broglie’s PhD thesis was submitted, Ernst Ruska and

Max Knoll developed the first TEM [42, 43] which was potentially motivated by the results of

de Broglie’s research, that electrons could exhibit wave-like properties [44, 45]. As has been

addressed earlier, the electron is simply wave-like, and can exhibit the properties of a wave

under specific conditions. This result meant that if an electron had a certain momentum, then

it could conceivably have a wavelength on the order of (or shorter than) the atomic scale.

This theoretical wavelength is given in equation 2, indicating that an electron accelerated by
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Figure 2.8: Small angle grain boundary or slip band of a chrome-nickel steel thin film. An
early image taken from [1] showing how electron microscopy can image complex structures
from thin films.

a 300kV has a theoretical wavelength of approximately 1.97pm, roughly twenty-five times

smaller than the Bohr atomic radius [46–48].

A few years later, in 1936, the first commercially available TEM was built by Metropolitan-

Vickers known as the EM1 [49], and other manufacturers such as Siemens [50], Zeiss [51], and

Hitachi [52], began producing their own TEMs around this time, and by 1944 the resolution

was reduced to 2nm. By 1949, the Japan Electron Optics Laboratory (JEOL) produced the

JEM-1, its first TEM [53], and is still producing some of the best electron microscopes available

today.

Following on from this, around the 1950s, research focussed on the imaging of defect struc-

tures such as dislocations, twins, and stacking faults within thin films [1, 54–56]. Bollmann [1]

investigated the small angle grain boundaries and slip bands within a chrome-nickel steel, and

an example micrograph from this paper is shown in Fig. 2.8.

These early demonstrations paved the way towards modern materials characterisation and

high-resolution TEM (HRTEM) was becoming a standard technique for analysing structures.

The first sub-Å images of palladium and nickel were demonstrated in 1969 [57] using the axial

illumination method. By isolating one of the diffracted beams through tilting the incident

beam, a dark field image corresponding to this diffracted beam can be formed, exposing the

lattice that gave rise to the specified diffracted beam [58].

Up to 1998, the limiting factor for HRTEM was aberrations. Simply put, aberrations cause

the incident beam to have a different phase depending on the position of that incident wave-

vector. As a result, the beam is non-uniform, giving rise to contrast which was not solely

induced by the sample. In 1947, Otto Scherzer stated that spherical aberrations and chromatic
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aberrations were unavoidable in TEM due to the electromagnetic lens design, but could be

corrected for with hardware [59, 60]. The spherical aberration arises due to electrons crossing

over at different depths along the optic axis, rather than at one single focal point. The lenses

effectively deflect the electrons with varying strengths depending on the angle of incidence,

and as such the image is distorted. Chromatic aberrations arise due to there being an energy

spread amongst the electrons. Energy spreads imply a wavelength spread, leading to incoher-

ence in the incident beam and varying cross over at the optic axis [61]. Hence, aberrations are

simply a non-linear deflection of electrons, i.e., the angle of incidence is not equal to the angle

of deflection through the lens. At the initial cross-over, the source may be assumed to have a

radius ri, but the radius at the cross-over beyond the first lens has a minimum value rc where

rc > ri. In the ideal case, these two radii would be equivalent.

It is possible to quantify the coefficients of spherical and chromatic aberrations by Cs ∈ R

and Cc ∈ R respectively, and the theoretical resolution which can be achieved according to

each coefficient is estimated according to [62],

r(Cs) = (0.12λ3Cs)
1/4 , (69)

r(Cc) =

(
1.2λ

∆E
E

Cc

)1/2

. (70)

As the accelerating voltage increases, spherical aberrations begin to dominate over chro-

matic aberrations. The ratio of spherical to chromatic aberration is approximately propor-

tional to λ−1/4, indicating that as the wavelength decreases (i.e., accelerating voltage increases),

the influence of spherical aberration will eventually outweigh the chromatic aberration. The

first demonstration of spherical aberration correction for TEM was shown by Haider et al.in

1998 [63], where a hexapole corrector system was used to reduce the spherical aberration of

the objective lens system. This ultimately improved the point resolution of the system from

0.28nm, down to less than 0.14nm.

A simple way to reduce the effects of chromatic aberration at low voltages is to use a source

with a low energy spread. However, source coherency and cost are generally correlated, as

highlighted in research by Quigley et al. [64].
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Alternatively, a monochromator could be installed which filters dispersive electrons from

the beam. Monochromators are relatively expensive, but can be beneficial especially for low-

voltage (LV) imaging. This is highlighted in work by Bell et al. [65] which show thee first

atomically resolved images at 40kV. The work also highlights the benefits of LV imaging, such

as reduced knock-on damage and improved contrast efficiency. This is especially useful for 2-

D materials which are generally required to be imaged at LV to reduce the effects of knock-on

damage, with the added benefit that they are inherently thin materials.

The TEM has developed significantly since its first construction, some 90 years ago. In

more recent years, the advent of in-situ TEM, as well as gas-, liquid-, and cryo-stage TEM are

being developed as methods for real-time analysis of complex dynamical structures [66–74].

TEM design

The design of a TEM can be broken into two key components, firstly the illumination system,

followed by the imaging system. In this section, each shall be discussed as well as the impor-

tance of each for reliable image formation.

Illumination system

The illumination system is responsible for ensuring that the beam that interacts with the

sample is as homogenous as possible, i.e., flat. The beam should be approximately parallel (an

extremely narrow convergence angle) and the electrons should be coherent (i.e., the electrons

can interfere) and ideally in phase across the beam. In order to achieve this, electrons from a

source must be manipulated so that they have these properties. The electrons are accelerated

from the source through an acceleration tube, and then as is demonstrated in Fig. 2.9, cross-

over prior to the first condenser lens, the C1 lens. The C1 lens strength is changed if the user

wishes to change the electron flux through changing the probe width, typically known as spot

size. By increasing the strength of this lens, the number of electrons which then pass into the

second condenser lens (C2 lens) decreases. In typical low-dose TEM regimes, a large spot size

is used to try and reduce beam induced damage.

Once the electrons have been manipulated by the C1 lens, they then pass into the C2 lens.

The C2 lens and twin lens system typically work in tandem to control the convergence angle

of the beam. This is typically done using the brightness control, and the cross-over of the beam

nearest to the sample can be moved below or above the sample. During alignment, the beam

38



C1 Lens
“Spot size”

Gun 
Crossover

C2 Lens
“Brightness”

C3 Lens

Mini Lens

Specimen

Optic axis

“Twin Lens System”

Condenser aperture

𝛼

Figure 2.9: Schematic for the illumination
system of a TEM column. The illumina-
tion system consists of a series of condenser
lenses which aim to form an approximate
parallel beam on the sample with a small con-
vergence angle α.
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Figure 2.10: Schematic for the imaging sys-
tem of a TEM column. The imaging sys-
tem is used to project either an image or
diffraction pattern to the screen or camera by
use of objective, intermediate, and projector
lenses. In this example, a diffraction pattern
is formed and the objective aperture is as-
sumed removed and there for demonstration
only.

is typically condensed to a small spot and then centred using the shift X-Y controls, therefore

it is vital that the C2 and twin-lens systems are functioning properly to prevent misalignment.

Note also that a condenser aperture can be inserted prior to thee twin-lens system. In typical

operation, this aperture is usually set to "open", which is the largest available aperture. This

aperture size can be reduced to limit exposure of the beam onto the sample and to reduce the

convergence angle of the beam.

In Fig. 2.9, the optic axis is indicated by a black dashed line. The optic axis is defined by the

centre of the objective lens and shouldn’t change, and the goal of the alignment is to ensure

that the beam is parallel, symmetric (i.e., free of condenser and objective lens astigmatism) and

centred on this optic axis.

Imaging system
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After the specimen, the imaging system is effectively responsible for the projected signal

that arises on the camera or phosphorus screen. This can be an image of the sample or a

diffraction pattern depending on the lens/aperture configuration. How does this image or

diffraction pattern form and how is the imaging system responsible? Firstly, assume that the

user has well aligned the column and the beam is centred on the optic axis. The electrons pass

through an objective lens and then at the back focal plane a diffraction pattern forms. The

electrons can pass through an objective aperture for imaging which can improve resolution by

reducing the collection angle of electrons. Typically electrons scattered to higher angles are

the most likely to be influenced by lens aberrations, therefore by blocking these signals the

resolution can be improved.

The electrons then pass through further objective lenses which form the first "image" of the

specimen at the image plane. The objective lenses are responsible for forming and focussing

this first image. That is, when defocus is changed, the strength of the objective lens system is

changed depending on the desired magnification. The electrons can then pass through field

limiting aperture, effectively reducing the width of the image which is projected from the

sample. This is typically removed for imaging but inserted for diffraction to gather the signal

from a specified region of interest. The electrons enter an intermediate lens system which

magnifies the image from the objective lens, and by changing the strength of this lens either

the image or diffraction pattern are projected, focussing the diffraction pattern if required.

Finally, a series of projector lenses are responsible for magnifying the signal onto the screen or

camera.

In essence, imaging system projects either the diffraction pattern from the back focal plane

to the screen or camera, or it projects the image from the image plane to the screen or cam-

era. The simplest set up for this is depicted in Fig. 2.10 showing a ray diagram for forming a

diffraction pattern.

Other considerations

The output signal quality is highly dependent upon alignment, as is expected. As men-

tioned, it comes down to the beam being spherically symmetric and centred on the optic axis.

Other key hardware include shift and tilt coil sets which allow the beam to be moved without

changing the strength of the lenses. For example, a projected image can be shifted on using

the projector lens alignment. Furthermore, the incident beam can be shifted using the beam
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shift alignment and this is used a lot in TEM alignment to ensure the beam is being aligned

along the correct direction. This is important as the beam can always be manipulated in such

a way that it appears centred along the axis but if the beam is positioned off axis then the lens

strength will not be at the correct values.

Aperture alignment is also important since a misaligned aperture will cause a non-spherical

beam to be incident on the sample. In most modern TEMs, the apertures are controlled through

a motor, but in the majority of TEMs, aperture control is done by hand. It is possible to drop

an aperture into the column if the aperture becomes unscrewed during adjustment, which is

more likely to happen if the aperture is far from the optic axis and cannot be seen. If this hap-

pens, lowering the magnification can help, or begin by centring a larger aperture.

Aligning the stage to the eucentric height is also an important task. The eucentric height is

the plane normal to the optic axis which satisfies a reference focus condition i.e., objective lens

strength. A point on the optic will not move laterally if the sample is tilted.

Contrast transfer function in TEM

Aberrations plague electron microscopy due to the challenges associated with designing the

lens system. An ideal lens system would ensure that all electrons crossover at the same points

through the column, however this ideal circumstance is not possible according to work by

O. Scherzer [59]. The path difference between the ideal case (a spherical wavefront) and the

actual wavefront defines the aberration of the incident wave. The contrast transfer function

defines which scattering vectors u contribute to the final contrast in the image.

The aberration function for TEM B(u) is given as,

B(u) = exp
[
jχ(u)

]
(71)

where the term χ(u) is given as,

χ(u) = π∆ f λu2 +
1
2

πCsλ3u4 , (72)

where ∆ f is the defocus value, λ is the wavelength, Cs is the spherical aberration coefficient,

and u is the magnitude of the scattering vector. The scattering frequency is then cut off at a
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maximum frequency ua according to an aperture function A(u) where A(u) = 1 for |u| < ua

and A(u) = 0 otherwise. The final component is related to attenuation of the beam due to

limited spatial and temporal coherence, known as the envelope function E(u). This function

essentially forms a virtual aperture at the back focal plane of the objective lens, therefore the

objective aperture should be selected no larger that the virtual aperture [75].

The contrast transfer function (CTF) H(u) is then given as [76],

H(u) = A(u)E(u)B(u) . (73)

The envelope function is a product of the spatial, temporal and gaussian envelope func-

tions. The spatial envelope function arises due to the fact that the source is not point-like; it

is approximated a series of point-like sources emitting electrons from various initial starting

points. This gives rise to an angular spread in the initial emitted electrons and this is quanti-

fied by the spatial envelope function.

The temporal envelope function quantifies energy spread in the transmitted beam. This

energy spread arises due to an non-monochromatic source with an energy spread of ∆E, an

energy spread due to instability in the objective lens current ∆I, and instability in the accelera-

tion voltage ∆V. These quantities add in quadrature to form a defocus spread δ given by [77],

δ = Cc

√
4
(

∆I
I

)2

+

(
∆V
V

)2

+

(
∆E
V

)2

. (74)

The gaussian envelope function accounts for deflections, instability such as stage drift, and

noise induced by changing fields within the column. This envelope function is assumed to be

gaussian, and can cause blurring in the final image. Note that all of the envelope functions

are gaussian in form, with different parameters characterising their strength with respect to

the scattering vector. Fig. 2.11 is a demonstration of the CTF in TEM with each component

separated.

The point resolution is given by the first crossover of the CTF, and the larger the scattering

vector where this cross-over occurs, the smaller the point resolution. Otto Scherzer determined

an optimal defocus value given a spherical aberration coefficient [78]. The basis of this comes

from (i) finding where the CTF is most flat (i.e., where the gradient is zero) and (ii) where the
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Figure 2.11: Example CTF for TEM. The CTF for a TEM beam at Scherzer defocus with an
acceleration voltage of 200kV and spherical aberration coefficient of 1mm. Envelopes are set
with realistic parameters.

CTF has the same sign and non-zero for the largest range of scattering vectors. The intensity

transfer function T(u) is given as,

T(u) = A(u)E(u)2 sin (χ(u)) , (75)

where the factor 2 arises due to multiplication of the wave-function by its conjugate. The curve

is flat when the gradient of χ(u) is zero, i.e.,

dχ(u)
du

= 2πλu[∆ f + Csλ2u2] = 0 , (76)

implying that

∆ f + Csλ2u2 = 0 . (77)

Secondly, setting the value of χ = −2π/3 since in this region sin (χ) will be approximately

equal to −1 generates a new function given as,

−2π

3
= π∆ f λu2 +

1
2

πCsλ3u4 . (78)
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Rearranging equation 77 such that u2 is isolated and substituting into equation 78 yields,

∆ fSch = −
(

4
3

Csλ

)1/2

, (79)

where ∆ fSch is the Scherzer defocus which optimises the defocus of the objective lens given a

certain spherical aberration coefficient and wavelength. At this defocus value, the first cross-

over is at the largest scattering vector possible and defines the point resolution of the micro-

scope given as,

dSch =

(
3
16

Csλ3
)1/2

. (80)

assuming the sample satisfies the weak phase object approximation. A sample is a potential

which interacts with the wave-function of the electron to modify its amplitude and phase. For

phase objects, only the phase is modified and not the amplitude, assuming that the sample

is thin. Weak phase objects are a special case of phase objects whereby the phase is only

slightly modified. For non-phase objects, the amplitude is also modified, examples include

objects containing heavy atoms, or thick samples. This is important to consider for appropriate

simulation of specimen, as well as for analysing the contrast in S/TEM images. This will be

explained in more detail throughout the remaining chapters.

In the context of contrast transfer, the specimen is often defined by an object function o(r).

Assuming the specimen is a phase object, the object function can be written as,

o(r) = exp (−jσVt(r)− µ(r)) , (81)

where Vt(r) is the projected potential from the specimen, σ is an interaction constant, and µ(r)

is an absorption function. The projected potential is approximated as the integral of the 3-D

potential through discrete depths, although the most accurate approximation would integrate

the potential through infinitesimally small depths. The weak phase object approximation ne-

glects absorption and the projected potential is assumed to be small, leading to the weak phase

object approximation,

o(r) = 1 − jσVt(r) , (82)

which holds if the sample is very thin, such that the amplitude is unitary and only the phase

is slightly modified, with the above following from [79]. The resulting wave-function in real

44



space is a convolution of the transfer function in real space h(r) with the object function. The

resulting wave-function in reciprocal space is the product of the aberration function given in

equation 73 with the object function in reciprocal space (i.e., the Fourier transform of o(r)).

Depending on the set-up, the resulting image/diffraction pattern is the modulus square of the

wave-function in real/reciprocal space respectively- this is what the camera or screen mea-

sures.

The CTF can be manipulated to form passbands which form flat regions within the CTF at

higher spatial frequencies which can contribute to the image [80]. Passbands are achieved by

setting the defocus value according to,

∆ f n
p = −

[
8n + 3

2
(Csλ)

]1/2

. (83)

A final remark on TEM is on resolution. Up to this point, the only consideration is on the

maximum spatial frequency limited by the CTF. In the absense of aberrations, the Rayleigh

criterion defines the diffraction limited resolution as [81],

rth = 1.22
λ

β
, (84)

where rth is the theoretical resolution and β is the collection semi-angle [82]. In practice, the

actual resolution is limited by the aberrations which add in quadrature given by,

r =
√
(r2

th + r2
s + r2

c + r2
com + r2

ast) , (85)

where rs, rc, rcom, rast are the resolution limits associated with spherical, chromatic, comatic

and astigmatic aberrations respectively. In practice, the latter two aberrations are minimised

during alignment using bright tilt and stigmators, and the chromatic aberration as discussed

is corrected through monochromators. The spherical aberration can be corrected for thanks to

spherical aberration correctors, but typical TEMs aren’t generally equipped with a Cs corrector.

As such, it is typical to reduce equation 85 down to just the theoretical and spherical resolution

limits such that,

r ≈
√
(r2

th + r2
s ) . (86)
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An approximate function can be derived in terms of the collection semi angle,

r(β) =

[(
λ

β

)2

+ (Csβ3)2
]1/2

, (87)

where the function should be minimised by taking the derivative and setting to zero, which

results in an optimal collection semi-angle βopt,

βopt = 0.77
(

λ

Cs

)1/4

, (88)

and the minimum value of equation 87 is then,

rmin ≈ 0.91(Csλ3)1/4 . (89)

It’s worth nothing that this number is significantly higher than the wavelength of the elec-

tron and the Rayleigh criterion. It’s easy to imagine the excitement in the 1930s as physicists

and engineers postulated the potential resolution of electron microscopes. So far, this chapter

has been a story about how fundamental physics can be used to generate a machine capable of

remarkable tasks. The TEM is a statement of science and engineering, combining the elegance

of quantum mechanics with the perseverance of engineering.

2.3.2 STEM

The scanning transmission electron microscope (STEM) is regarded as the state-of-the-art in-

strument for atomic scale imaging, with the instrument being used to acquire the image which

holds the record for highest resolution [83]. The STEM is an adaptation of the TEM, where the

incident beam is now converged to form a focussed probe with a diameter typically smaller

than 1Å for the majority of spherical aberration corrected instruments. For this reason, atoms

can be individually excited if the probe is situated upon it, and therefore a direct atom mea-

surement can be recorded.

In this section, the history of the STEM shall be presented as well as the design of the

column. The probe forming system shall be extended into the mathematics which describes

the aberrations present within a STEM probe, then finally a discussion on the signal acquisition

modalities which are common within STEM.
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History of STEM

The history of the STEM is well documented in literature, such as in the well-known textbook

Scanning Transmission Electron Microscopy by S. J. Pennycook and P. D. Nellist [84]. In 1937-38,

Baron Manfred von Ardenne successfully designed and built the first STEM, demonstrating

a resolution of 40nm [85], and soon after a resolution of 10nm [86]. von Ardenne was oper-

ating his STEM with an accelerating voltage of 60kV, however he wanted to increase this to

extra-high-voltage i.e., up to 300kV, and then 1MeV. The machine was successfully capable of

almost 300kV, however it was destroyed during a bombing raid in 1944 [87]. The machine

was designed to be mounted to a 1MeV discharge tube [88], and it is rather upsetting to see

that the price of war prevented a different chain of events which could have accelerated STEM

development to modern day.

It took until 1966 and the groundbreaking work by Albert Crewe at Argonne National Lab

before the STEM was further developed, this time including a field-emission electron source to

increase brightness and reduce the energy spread of the probe forming electrons [89, 90]. Using

this design with further advancements [91], Crewe was able to demonstrate resolution below

5Åusing the STEM through the imaging of individual thorium and uranium atoms [92, 93].

This demonstrated the potential application for the STEM to image atomic structure, as well

as the potential for atomic scale spectroscopy through EELS and EDS.

STEM-EELS was demonstrated initially for nucleic acid bases by Crewe et al. [94], with

Isaacson later using STEM-EELS to calculate the minimal dose requirements for STEM imag-

ing of biological specimens [95]. By inference, it would appear that these specimen were cho-

sen since the STEM was able to resolve these nanoscale structure, but it wasn’t until a few years

later in 1974 when Wall et al.demonstrated the use of elastic dark field imaging to image tho-

rium crystallites at approximately 3Å resolution [96], as well silver atoms using a 43kV acceler-

ating voltage. This paper concludes with a fitting statement that although the resolution of the

STEM and conventional TEM (CTEM) were equivalent, the STEM was a multi-dimensional

imaging tool, being able to collect multiple signals from different scattering events. Wall con-

cludes that this is important for improving dose efficiency, and in turn minimising the beam

induced damage.

The first commercially available STEM was the Vacuum Generators (VG) HB5, which was

47



first installed in March 1974 at Queen Elizabeth College with a 100kV electron source. By 1976,

the HB5 had been installed at MIT, with Siemens also now manufacturing their Elmiskop

ST100F STEM [97]. Other manufacturers began developing their STEM instruments in the 90s

and early 2000s, and with the advent of probe correctors developed by Krivanek et al. around

this time, 2Å resolution was demonstrated [6, 98] on a modified VG HB5. Haider et al. similarly

introduced an aberration corrector for TEM, showing a resolution of 1.4Å a year later [99].

High angle annular dark field (HAADF) imaging was now a standard imaging technique

used for high resolution imaging of hard materials such as the distribution of dopants within

silicon [100] and platinum nanoparticles. HAADF imaging was powerful since the image

contrast was directly interpretable as it was based on the square of the atomic number. This

scattering is approximately Rutherford scattering to high angles (between 2 and 5 times the

convergence semi-angle), as described in section 2.2.4. It was the work of S. J. Pennycook [101]

and others that made HAADF STEM imaging the go-to method for imaging high-Z number

elements at atomic resolution with works throughout the 90s [102–112].

STEM design

As discussed, the STEM fundamentally differs from the TEM by way of a convergent electron

probe which rasters over the sample, with the scattering collected at each probe location being

used to form the image. In order to achieve a convergent probe, a series of lenses must be

aligned and adjusted to correct for low-order aberrations such as defocus. Higher order aber-

rations such as spherical aberration are corrected for using a probe corrector.

Since the shape of the electron probe ultimately determines the quality of the final image,

this section will focus on the design of the probe forming system, then extending into the

principle of reciprocity.

Probe forming system

The key to STEM is the probe. For high resolution imaging say using HAADF scattering,

the probe should be as small as possible with a circular symmetry. There are techniques for

correcting residual aberrations in post processing such as ptychography, however here the

prior is considered.

The electrons are emitted from a source such as a cold FEG with some energy spread ∆E
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Figure 2.12: A schematic for the probe forming system in a STEM. The probe forming system
consists of series of lenses and a probe corrector to correct residual aberrations. There is also a
scan coil system in order to raster the probe over the sample.

and then collected by a first condenser lens (C1 lens). There is then a crossover before the

second condenser lens (C2 lens) collects the electrons. The electrons then enter the probe cor-

rection system (if equipped), followed by the scan coil system, an objective lens, then finally

striking the sample as shown in Fig. 2.12.

As in TEM, the probe should be aligned along the optic axis, only deviating according to

the scan position. In order to align a STEM probe, the Ronchigram is used as a diagnostic

tool. The Ronchigram (named after Enrico Ronchi [113]) is a projected of the sample due to

the probe onto the Fruanhofer diffraction plane [114]. The Ronchigram contains a mixture of

real and reciprocal space information, making it an interesting imaging mode in the words of

Andrew Lupini [115]. The Ronchigram changes significantly for misalignments in the probe,

coming away from circular/n-fold star symmetry depending on whether a n-pole (typically

hexapole i.e., n = 6) corrector is equipped. This allows for a manner of useful applications, not

least alignment, but also sample tilt for example.
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In order to align a STEM probe, the objective aperture is typically removed (or set to its

largest value depending on the instrument) and the probe is set to stationary at a thin amor-

phous part of the specimen. Following this, eucentric height can be achieved by changing the

position of the stage such that the Ronchigram is at Gaussian focus. From here, the Ronchi-

gram can be under-focussed or over-focussed and symmetries observed. At large defocus

values, an image of the specimen is projected onto the viewing screen since the beam is broad

at the specimen. For simplicity, assume a spherical aberration corrector is present but the co-

matic and stigmatic aberrations require alignment.

In order to correct from here, the bright tilt (condenser alignment coils) and condenser stig-

mators, and defocus controls are iteratively adjusted to get onto the coma-free axis, astigmatism-

free axis, and at Gaussian focus. To get to the coma-free axis, the Ronchigram should have the

6-fold symmetry caused by the corrector with the Ronchigram centre being stationary as the

defocus is varied. If the Ronchigram contains striations in a particular direction, this is indica-

tive of stigmatic aberrations, and they can be adjusted until the Ronchigram is homogenous.

Note that the defocus must also be adjusted as typically changing the astigmatism will affect

the defocus of the probe. These three steps are repeated until a flat, smooth, and homogenous

central region of the Ronchigram is seen on the viewing screen. An objective aperture is then

inserted (typically 20-30 mrad) and that region contained in the shadow from the aperture

should be completely homogenous. The Ronchigram will be discussed more later on in this

chapter when discussing the contrast transfer function for STEM 2.3.2.

Following the specimen, a series of detectors can be used to collect certain scattered signals

or above the sample to collect X-rays or possibly secondary electrons. Common detectors are

the radial HAADF and circular BF monolithic detectors which measure the induced electric

current from the incident electron flux and assign this as intensity. In addition, a camera can

be inserted to observe the Ronchigram. These cameras are typically charge-coupled devices

(CCD) due to their relative inexpensive cost compared to direct electron detectors (DED) for

viewing, although depending on the experiment, a DED should be used to increase sensitivity

and frame rates. Acquisition modes are discussed in section 2.3.3.
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Contrast transfer function in Z-contrast STEM

A Ronchigram or in-line hologram is formed through the convolution of object transfer func-

tion O(k) and probe function P(k) at a given probe location. For a given probe location, the

intensity measured on the Ronchigram at a given scattering vector is given as,

I(rp, kd) = |P(rp, k)⊗ O(k)|2 . (90)

The probe function is given as,

P(rp, k) = A(k) exp [−j(χ(k)− 2πrp · k)] , (91)

where A(k) is an aperture function as in section 2.3.1, and χ(k) is the aberration function

given by,

χ(k, ϕ) =
2π

λ ∑
n,m

1
n + 1

Cn,m(kλ)n+1 cos [m(ϕ − ϕn,m)] , (92)

where ϕ is the azimuthal angle, and the indices m, n of the aberration follow the notation

of Krivanek [6]. This is the same definition which was derived in section 2.3.1 for HRTEM

imaging. For Z-contrast STEM where high scattering angles are considered, the dominant

signal arising comes from the electron-phonon interactions i.e., thermal diffuse scattering and

nuclear scattering. This signal is incoherent and the annular detectors are assumed to collect

all the scattering at these high angles, which is a critical assumption to derive the OTF and

image intensity.

The image intensity for Z-contrast is given as the the following [116],

z(rp) = |p(rp)|2 ⊗ o(r − rp) , (93)

where P(rp) is the complex probe amplitude and o(r) is the object function in real space. This is

the definition of incoherent imaging [2]. The image is then a convolution of the object function

with a real-positive intensity point spread function, and the Fourier transform of this arrives

at the OTF for STEM. Importantly, the OTF for Z-contrast has no contrast reversal, decaying
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Figure 2.13: Experimentally derived and theoretical OTF for Z-contrast STEM. The estimated
OTF for a JEOL JEM 2010F taken with permission from [2]. The OTF is estimated from the
power-spectrum of experimentally acquired silicon dumbbells and interpolated between re-
flections.

to zero as the spatial frequency increases. This is demonstrated in Fig. 2.13.

Principle of reciprocity

The principle of reciprocity describes the relationship between a CTEM and a STEM. Con-

sider Fig. 2.14 where a simple schematic for the CTEM and STEM are drawn side-by-side.

The principle of reciprocity essentially states that if the signal is considered elastic, forward

electron paths in a CTEM (i.e., starting at the source and finishing at a screen) are equivalent

to reverse paths in a STEM (i.e., staring at the detector and ending at the source) due to the

symmetry in the optical system [3, 117]. The optics of the CTEM system after the sample are

equivalent to the optics of the STEM prior to the sample. In STEM alignment, the quality of the

final signal is determined by the condition of the probe, which is of course above the sample.

On the other hand, the quality of a CTEM image is determined by the alignment of the signal

after the sample.

2.3.3 Contemporary data acquisition modes in STEM

Just as the TEM can acquire various signals, be them global due to a parallel beam, the STEM

can also acquire multiple different signals with spatial and temporal resolution. As has been

52



Source

Sample

Aperture

Lens

Scan coils

Screen Source

Detector

CTEM STEM

Figure 2.14: Diagram showing the principle of reciprocity for CTEM and STEM. CTEM
(left) and STEM (right) schematics showing the reciprocal nature of CTEM and STEM, where
the source and screen/detector are inverted. Figure replicated from [3], Fig. 1.

seen in the earlier sections, certain signals are better than others for characterising certain

materials. For example, if a user wanted to image a weak phase object, such as a biological

specimen, collecting the high angle elastic signal would be inefficient as the elements within

that sample would be of low Z-number, and the scattering cross section would be low. There-

fore other data acquisition modalities have been formed which aim to overcome these issues

by optimising the flux efficiency of the acquisition; maximise the useful signal out for every

electron that goes in.

In this section, contemporary STEM data acquisition modes are discussed, highlighting

where each is useful and why each should be carefully considered when characterising certain

samples.

Bright field and dark field STEM imaging

The typical imaging modes within STEM are built on radial detectors. Effectively, these de-

tectors are designed to collect scattered electrons in some angular range for a given probe

location, and then this number is assigned to that probe location. The intensity zrp measured

given a Ronchigram I(rp, k) at probe location rp is given as,
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Figure 2.15: Examples of atomic resolution bright field and annular dark field STEM images.
(a) Bright field image and (b) dark field image of a layered bismuth structure. The bright field
image shows phase contrast, whereas the dark field image is correlated to the Z-number of the
elements present within the sample as well as the thickness.

zrp =
∫ ko

ki

I(rp, k)d2k , (94)

where the values ki and ko denote the inner and outer reciprocal space vectors of the de-

tector. The reciprocal space vector is related to the scattering angle through k = θ/λ.

Spectroscopy

Typical spectroscopic methods within STEM are EELS and EDS which can reveal quantitative

chemical information about the sample. Both methods are the result of inelastic scattering

processes, as discussed in section 2.2.4. Given the scattering cross-section of each of these

methods, the signal-to-noise is generally low unless a higher beam current is used or a longer

dwell time to increase electron fluence at the sample. For these reasons, EELS and EDS spectral

images (or maps) are generally rather noisy and/or take a long time to acquire.

An EELS map is generated by raster scanning the probe over a region of interest. At each

probe located, the transmitted electrons enter an electromagnetic prism and are deflected ac-

cording to their energy which is recorded as a 2-dimensional distribution on a detector. This

distribution is then integrated perpendicular to the axis corresponding to the energy loss and

the data stored. This results in a 3-dimensional dataset X ∈ RHp×Wp×NE where NE is the num-
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ber of energy channels which are recorded, and Hp, Wp are the scan grid height and width

respectively.

Similarly, an EDS spectral image is produced by rastering the electron probe over the re-

gion of interest and then the detection of x-rays with energy hc/λ onto a scintillator for that

given probe location. This results in a 3-dimensional dataset X ∈ RHp×Wp×Nα where Nα is the

number of x-ray energies which are recorded.

Four-dimensional STEM

Four-dimensional STEM (4-D STEM) has become a popular tool in STEM by virtue of its multi-

modal imaging, i.e., various analyses can be performed from a single dataset. A 4-D STEM

data is acquired through collecting a convergent beam electron diffraction (CBED) pattern at

the far-field for each probe location in a raster scan. The 4-D STEM data is then collected to

form a 4-D data array given as X ∈ RHp×Wp×Hd×Wd where Hd, Wd are the height and width of

the detector collecting the CBEDs, respectively.

The 4-D STEM acquisition can be broken into two distinct forms; focused probe and defo-

cused probe 4-D STEM. Focussed probe 4-D STEM is useful for characterising electrical prop-

erties such as the projected electric field and projected charge density of the sample. It can also

be used to form virtual detector images where the CBED is integrated over a custom angular

range to mimic a fixed detector. Another analysis method is focused probe electron ptychog-

raphy, where the probe and object functions can be deconvolved through a closed form or

iterative solver.

Defocused probe 4-D STEM is most powerful for pytchographic phase image recovery

using iterative solvers. By defocusing the probe, a larger region of the sample is exposed to

the probe. By taking advantage of the overlap between neighbouring probe locations, the

object and probe can be iteratively updated to minimise some cost function, deconvolving the

two in the process. 4-D STEM and ptychography are discussed in more detail throughout

sections 6 and 7.
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2.4 Limitations of electron microscopy

Despite all the benefits of electron microscopy, there are inherent drawbacks which must be

considered and accounted for. In this work, the main focus is on STEM and the possible im-

provements that can be made, but prior to that the limitations must be understood to provide

a motivation. In this section, the drawbacks which underpin the purpose of this research are

explored in more detail.

2.4.1 Beam damage mechanisms

As previously discussed, because of the developments made in STEM over recent decades,

probes have become smaller, brighter, and more coherent. Despite this being a benefit for

samples which can remain stable under this illumination, there are a host of samples which

cannot. This sample instability/degradation is commonly known as beam damage (or simply

damage) [118, 119]. Beam damage can be considered as electron-specimen interactions that

change the structural properties of the sample being looked at. This is something that prevents

an accurate representation of the sample, which makes any analysis derived near redundant

if not especially accounted for. Whenever a STEM is used, careful consideration for beam

damage potential must be given, and an understanding of the possible damage mechanisms

is crucial. We will now categorise the common mechanisms which give rise to damage.

Knock-on damage

As discussed in section 2.2.4, electrons can interact with a sample which give rise to both

elastic and inelastic collisions. Consider the case where the electron passes very close to the

nucleus of an atom with a small impact factor, such that the scattering angle is high. In this

case of elastic scattering, sufficient energy can be transferred from the electron to the nucleus

such that the atom becomes displaced from its equilibrium position. The amount of energy

transferred from the electron to the nucleus is given by [120],

E = Emax sin2(θ/2) , (95)

where θ is the scattering angle, and Emax is the maximum energy that can be transferred from

the electron to the nucleus corresponding to θ = π rad. The value of Emax is given without
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proof as [120],

Emax ≈ 2E0
E0 + 2mec2

Mc2 , (96)

where M is the nuclear mass of the target nucleus and other terms have their usual meaning

described throughout this work. Equation 96 implies that lighter elements are more suscepti-

ble to higher energy transfer from the incident electron.

If the atom which has been displaced continues on a particular trajectory with sufficient

momentum, it can cause further displacements of other atoms within the sample- this is known

as cascading. Cascading can lead to the formation of defects, vacancies, or holes within the

sample, making analysis of pristine samples difficult- if not impossible.

For knock-on damage to occur, the accelerating voltage needs to be sufficiently high such

that the electron has enough momentum to displace an atom, i.e., beyond the knock-on dam-

age threshold [121]. Therefore, if a sample is susceptible to knock-on damage, then one can

reduce the accelerating voltage to mitigate. This is commonly done for the analysis of so-called

2-dimensional materials [122].

Radiolysis

Radiolysis arises from inelastic scattering of electrons and refers to the cleavage of chemical

bonds in the sample due to the interaction. When electrons penetrate the sample, they can

ionize molecules and break chemical bonds, leading to the formation of radicals and the release

of gas species. This process can alter the sample’s chemical composition, introduce artefacts,

and possibly induce structural changes.

Radiolysis becomes more pronounced in materials containing organic, insulating or semi-

conducting materials. As a thought experiment, consider an electron incident upon an arbi-

trary material. Next, assume that this electron interacts with an atomic electron such that it

is displaced from its initial state and a hole is created. For conducting materials, this hole is

quickly filled by an electron within the material, and as such there is not sufficient time for

the atom to dissociate. However, now suppose that the material is insulating. If an electron is

displaced from either the valence band or inner atomic shell and a hole is created, it is likely

that there would be sufficient time for the atom to dissociate, leading to the cleavage of chemi-
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Figure 2.16: Workflow of the radiolysis process. A high energy electron collides with a
molecule composed of light or organic material. The inelastic collision causing a secondary
electron to be ejected, leaving behind a hole. This then causes the bond to break, leading to
dangling bonds, cross-linking, and potentially the formation of gaseous species.

cal bonds. For semi-conducting materials, this process is dependent upon the band-gap of the

material.

Following on from work by R. F. Egerton [120], for organic materials such as biological

specimen, radiolysis can induce the formation of various chemical species and cross-linking.

As shown in Fig. 2.16, the incident electron causes a secondary electron to be ejected leaving

behind a hole. For hydrocarbons, the mobility of hydrogen may cause hydrogen diffusion,

ultimately preventing the bond from reforming. As such, this can leave dangling bonds, and
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therefore cross-linking. Ultimately, this results in a change of chemical structure from the

pristine state leading to irreversible beam damage.

Sample heating

Inelastic electron-electron scattering between the beam and the sample can cause local tem-

perature within the sample to increase through the energy transfer. This can lead to damage

within the sample and can induce phase transformations, sintering, and evaporation of volatile

species [118]. For the majority of samples, heating is not a big issue. On the other hand, poly-

mers can degrade substantially since they have poor thermal conductivity [120]. To mitigate

heating effects, lower beam currents and shorter exposure times are often used. Heating is

also related to the probe diameter, but this does not scale linearly and the increase tempera-

ture change is typically negligible, even with the same beam current.

Another solution to reduce heating is to use cryogenic stages. As has been discussed, cryo-

stages can be used to decrease the rate of radiolysis, due to the decreased mobility of radicals

(i.e., short range order destruction [123]). Although, it may also be that the temperature gra-

dient is more important than the absolute temperature for a given sample damage due to

heating.

Charging

When the incident electron beam interacts with an electrically insulating material, it can cause

the accumulation of charges on the sample surface. This charging effect arises due to the

imbalance between the rate of electron injection and the rate of charge dissipation from the

sample [118, 124]. The accumulated charges can deflect the incident electron beam, distort

imaging, and potentially induce sample damage [118]. Charging is typically seen during SEM

image acquisition of insulators such as biological specimen [125] and polymers [126]. Kim et

al. [127] suggest an osmium coating on the specimen to allow surface charges to dissipate.

2.4.2 Contamination

Carbon contamination, or simply contamination, is one of the most infuriating aspects of

STEM as it can obscure the intended region of interest, cause charging, and inhibit the res-

olution [128]. It fundamentally results from excessive hydrocarbons present within the STEM
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column and contaminants on the sample surface, and as a result, a thick hydrocarbon layer

can build up onto the surface of the sample [129–132].

There are several reasons why there might be excessive hydrocarbons. Firstly, some sam-

ples are more susceptible to hydrocarbon adsorption, and as a result the sample itself is in-

serted into the column whilst being coated in a thin layer of hydrocarbons. Ultimately, the

user is expected to be aware of how likely this is to occur with their sample so that exposure

can be minimized. This includes preparing samples in a glove box, transporting the sample in

a vacuum or neutral gas containing box or holder, or using specialist sample grids.

Secondly, another reason why the column may contain excessive hydrocarbons is due to

poorly maintained sample holders, so ensuring that the sample holder is cleaned regularly

is paramount. This can be done through a plasma cleaner, and making sure that the user is

wearing nitrile gloves. Another useful technique is to use silicon wipes to clean the o-rings

and the rod.

Thirdly, it is important to keep the column at as close to vacuum as possible. If the vac-

uum level is poor, then the column will contain residual gas molecules. These gas molecules

interact with the electron beam, and as such they are ionized. When the electron beam inter-

acts with the sample, due to its velocity through the material, a slightly positive electric field

is generated at the surface, since the mobility of the electrons is greater than that of the ions.

This causes more electrons to be incident around that region so that when the electron probe

moves, the ions are then deposited at the surface where the probe had just visited, as shown

in Fig. 2.17

Work by Hugenschmidt et al. [129] shows that the contamination increases with beam cur-

rent, but saturates at high beam currents. The reason for this is due to the strength of the

electric field induced (see Fig. 2.17) by the incident electron beam. The higher the current, the

stronger that electric field will be according to,

−∇2ϕ =
ρ

ϵ0
(97)

so the migrating electrons within the specimen also drive migrating contaminants on the sur-

face of the specimen. However, this understanding does not account for the role of the beam in

dispersing already migrated and deposited contamination during exposure. The beam itself
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Figure 2.17: Contamination formation mechanism in STEM. The incident electron beam in-
duces polymerization of surface contaminants and the adsorption of ionized residual gaseous
hydrocarbons within the column. A layer of contamination can also form on the bottom of the
sample if the sample is sufficiently thin.

can also reduce contamination if the beam current is sufficiently high, and in observation, it

is often under low beam currents that contamination is most resistant to disperse. Typically,

the contamination will take longer to form at lower beam currents, until it reaches saturation.

By this point, the beam is unable to effectively redistribute the contamination. At high beam

currents, the rate of contamination growth versus dispersion of contamination is in favour of

the latter, as argued by various works [131, 133, 134].

If contamination forms during an experiment, then there are several proposed solutions.

The first is to ensure than the liquid nitrogen dewar is filled so that the cold finger is able

to condense the hydrocarbons before they migrate to the specimen. A second solution is to

use what is known as a beam shower. A beam shower acts to redistribute the contaminating

hydrocarbon layer which has formed on the surface, or to pin down the existing surface con-

taminants which is effectively forming a thin layer of contamination. This is commonly used

in most STEM experiments, and has been cited as one of the most effective techniques [129].

A third solution is to create a contamination barrier, effective against surface contaminant mi-

gration. By etching a boundary of contamination surrounding a region of interest, the rate
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of contaminant migration can be reduced sufficiently that the region can be investigated at

higher magnification with reduced contamination formation. The latter was demonstrated in

the Ph.D thesis of Yoshie Murooka [135].

Although contamination is a drawback of STEM, it can be managed by strict maintenance

of the microscope or by applying the discussed mitigations during experiment. It is postulated

that probe sub-sampling could help with reducing contamination build up, however this has

not been demonstrated here nor in other works so far.

2.4.3 Scanning systems

Electron probe scanning systems have not changed dramatically since their initial design. The

scanning system is composed of sets of scanning coils which aim to shift and tilt the probe to

the desired probe location, followed by a third condenser lens to condense the probe. The scan

coils are designed to ensure that the probe is parallel to the optical axis during the scan [136].

Scan coils are inherently unreliable due to hysteresis. For STEM, hysteresis typically refers

to the mismatch of the beam position, as determined by the electromagnetic scan coils, from its

target position, as determined by the scanning electronics. This mismatch is largely attributed

to the inductance of the scan coils; as the current in the coils changes, which determines the

field strength, and thus the probe location, this change in current is resisted. The result is that,

rather than changing instantaneously as desired, the electromagnetic field moves smoothly

between one state and another. When scanning quickly, as is often done in STEM, this change

in current is slower than the scan speed, which results in observed hysteresis. For raster scan-

ning, where the scan pattern is fixed and predictable, correcting this after-the-fact is trivial

and often taken for granted. Moving away from raster scanning, however, poses significant

restrictions on your choices due to hysteresis. As each electron microscope manufacturer has

their own proprietary scan coil design, hysteresis may present differently in different micro-

scopes [137].

For standard raster scanning, increasing the flyback time allows the beam to settle and be-

come more stable at the beginning of each line scan, and the resulting edge distortions are not

measured. However, this slows down the speed of the scan, making flyback time a source of

inefficiency. A more favourable solution would be to directly the map the position of the beam

to the counts measured by the detector, this way there is no wasted signal. Using an appro-
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priate model, such as those proposed in works cited here [137–140], can be used to account for

image distortions. A more robust solution would be the use of an electrostatic scan coil system

as postulated by Kovarik et al. [141]. In theory, the delay on the voltage change across the coils

would be sufficiently low that the beam position would change significantly faster.

2.4.4 Noise

Electron micrographs are corrupted by noise which is essentially undesirable counts that can

often hide the expected contrast within an image. Noise can arise from various sources. The

detectors themselves can induce noise artefacts through their own circuitry, and the electron

source can contribute through thermal or electrical instabilities. Thermal instability within

the sample can also cause noise, since the electrons and nuclei within the sample are never

stationary. These vibrations, known as phonon excitations, lead to scattering of electrons away

from the atomic equilibrium position. Furthermore, charging effects can give rise to noise,

since the atomic potential is shielded by a residual electric field.

Even if all of the above is omitted by having the column at perfect vacuum, the microscope

suspended in a vacuum free of external influence, and the sample at close to zero Kelvin, there

is one source of noise which cannot be ignored- Poisson noise. Fundamentally, electrons are

discrete packets of energy which, when detected, are counted by a detector. An image is sim-

ply an approximation of a probability distribution, which would in ideally be the amplitude

of an exit wave-function within real space. In order to get the most accurate solution, the

exposure time would have to be infinite. In practice, however, the exposure time is typically

seconds, or in the case of STEM it is typically microseconds per probe location. This means

that imaging is a balancing act between counts and exposure time, which for most materials

is usually not a compromise but a requirement that must be fulfilled before the sample is irre-

versibly damaged.

To better describe this noise, it is helpful to consider the meaning from an electrons per-

spective. It can help to think as an electron would think as it is emitted from a source. As it

leaves, it has no idea where it is meant to go, nor how long it has to do it. In fact, one could

describe that emitted electron as lazy, simply caring about minimising its energy expenditure

along any possible trajectory. In order to figure this out, omitting time constraints, the electron

decides to consider all manner of trajectories that it can take. It might choose to go to the moon
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Figure 2.18: Example of Poisson noise corrupted convergent beam electron diffraction pat-
tern. Increasing the electron fluence reduces the Poisson noise in the measured data. The
number of electrons permitted per probe is indicated in the top left corner of each CBED pat-
tern.

and back, it might oscillate within the column, or perhaps it might consider attempting to pass

through the sample. In fact, it doesn’t consider all of the trajectories, it takes all of them. But

then, why is it only possible to count one electron?

This is the crux of quantum mechanics, indeterminism. The indeterminism gives rise to the

Poisson noise since the observations are discrete. In the Copenhagen interpretation, the act of

measuring forces the electron to decide which trajectory to take, which could be measured on

the detector. Hence, the continuity of the wave-function then becomes a count on the detector

and the electron resumes its particle like existence.

This counting regime is relatively simply to model. An exit wave-function can be calcu-

lated then taking the modulus squared will form a probability distribution. Determine an

integrated fluence over the field-of-view and then distribute this over the sample using the

exit wave-function as a bias. Each pixel will have it’s own Poisson distribution, where the

mean number of counts is determined by the fluence and the bias, and the variance is also

determined by that same value. Examples are demonstrated in Fig. 2.18.
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3 | Compressive Sensing and Image

Inpainting

The field of signal processing concerns itself with addressing the conversion of continuous

signals into discrete electronic signals such that the continuous signal can be recovered or es-

timated from the measurements. Images, specifically micrographs, are an example of such

signals which are ideally continuous but are measured in a discrete form i.e., pixels. In this

chapter, the fundamentals of signal processing are considered such as Shannon-Nyquist theo-

rem. This then leads into the theory of compressive sensing and ultimately image inpainting,

whereby it is possible to recover an approximate representation of a signal from sparse direct

measurements (subsampling in this case), and how this can be applied to STEM. Image recov-

ery methods are presented and results are given, highlighting the limitations in all cases and

specifically outlining the cases where subsampling may not be applicable.

3.1 Overview of Signal Processing, Compressive Sensing and Image

Inpainting

To begin with, consider a simple sinusoidal function f : Rt → [−A, A] which is a function of

time t ∈ R+ given as,

f (t) = A sin (2πBt) , (1)

where A ∈ R is an amplitude and B ∈ R+ is a frequency. This signal is shown in Fig. 3.1.

This signal is then to be collected using a detector which can only readout at a fixed frequency

of B Hz. The question is then, what should the readout frequency be to fully recover the signal
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from a few measurements as possible?

t

f (t)

0

A

0

−A

1/B

f (t) = A sin(2πBt)

Figure 3.1: Sinusoidal function. The signal has a frequency B and an amplitude A given by
Equation. 1.

The Nyquist-Shannon sampling theorem1 (given here without proof) [142–144] states that

a signal, say f (t), which contains no frequency higher than B Hz, can be completely recon-

structed from measurements which are equispaced at fewer than 1/2B seconds apart. The

Nyquist-rate is therefore defined as 2B. This is shown in Fig. 3.2, where the sampling fre-

quency greater than the Nyquist-rate must be used to recover the signal.

t/s

f (t)

0

A

0
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1/B

Figure 3.2: Sinusoidal function sampled at various frequencies. The function sampled and
recovered at 1.1× Nyquist-rate (blue) and the same function sampled and recovered at 0.75×
the Nyquist-rate (red). The lower sampling frequency exhibits aliasing, whereas the higher
sampling frequency recovers the true signal. In each case, an interpolation with a sinc kernel
is used to reover the signal.

For completeness, assume that the signal is acquired at a frequency of β Hz where 2B < β.

The Nyquist-rate is 2BHz, whereas the Nyquist frequency is defined by the sampling rate and

is given as β/2; this determines the upper bound for the frequency which can be recovered

given a selected sampling rate.
1Often also known as the Whittaker-Nyquist-Shannon sampling theorem given that the theorem was previously

discovered by E.T.Whittaker in 1915.
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Up until recently the mid 2000’s, it was generally accepted that the Nyquist-rate was the

limit which defined the minimum sampling required to recover a signal. However, work by

David L. Donoho and Emmanuel J. Candés showed that it was possible to recover approxi-

mate signals from a set of incomplete (i.e., below Nyquist-rate) measurements. This theory,

known as Compressive Sensing (CS) [145–147], has been implemented in signal acquisition

methods, such as magnetic resonance imaging (MRI) [148], radio interferometry [149], and

infrared imaging [150]. In order for a signal to be acquired in a CS framework, it must meet

certain criteria. The first of these is that the signal is sparse or compressible within some basis;

their definitions and that of a dense signal are given below as,

• Sparse: A signal is sparse in the sparsity basis Ψ, if the majority of its components are

zero, and only few components are non-zero valued.

• Compressible: A signal is compressible in the sparsity basis Ψ, if the majority of its

components are approximately zero, and only a few measurements have a significant

weighting.

• Dense: A signal is dense in the sparsity basis Ψ, if the majority of the components of that

basis are non-zero valued and the above conditions are not-satisfied.

The second criteria is that the sampling basis must be incoherent with respect to the spar-

sity basis. That is, if a signal contains a few dominant frequencies then the sampling should be

incoherent such that it does not match the dominant frequencies of the signal. Fig. 3.3 demon-

strates that a signal is poorly estimated if the selected sampling mask matches the frequency

of the signal it is trying to recover; this violates the criteria described above.

When an image is acquired (i.e., the signal) considerations must be made as to whether it is

compressible. The first step in this is to consider the Nyquist-rate for images, which describes

the minimum pixel size used in order to avoid aliasing and incorrect upsampling. To do this,

the information limit is considered for the sensing method or tool which performs the image

acquisition. All imaging systems define their theoretical resolution based upon their contrast

transfer function. The information limit is set by the spatial frequency at which no further non-

zero contrast transfer can occur, which is defined as kmax. In the case of STEM imaging, and

following from section 2.3.2, this limit is set by the ratio between the convergence semi-angle

(α) and electron wavelength (λ),
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Figure 3.3: Demonstration of correct mask selection based on incoherence property. When a
mask is selected which is coherent with the sparsity basis of the signal that it is concerned with,
the recovery is poor, even if more measurements are taken. In the case of a random sampling
the mask is incoherent with respect to the sparsity basis, and recovery is well estimated.

kmax =
2α

λ
. (2)

Using this, the optimal scan-step ∆p can be defined for high resolution STEM imaging

which provides a result that can always be upsampled to give a desired pixel size. The result

follows from the Nyquist-rate, which by taking kmax as the maximum frequency yields,

∆p <
1

2kmax
= κs ∈ R+ . (3)

This limit κs states that for the highest resolution attainable in high-resolution HAADF

STEM, the scan-step must be sufficiently small. Assuming an oversampled image with ∆p <<

κs, by performing an equispaced row-column down-sampling to increase the effective ∆p, it is

possible to see the effect of being (i) above, (ii) close to and (iii) below the Nyquist-rate. This
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Figure 3.4: Comparison of image upscaling with respect to scan-step at acquisition. When
the scan-step, ∆p is sufficiently small, the image can be upscaled to arbitrary size without loss
of information. However, if the scan-step is too large, the image cannot be upscaled since the
sampling rate is less than the Nyquist-rate. The convergence semi-angle used for simulations
here was 30mrad, an acceleration voltage of 300kV, and Scherzer defocus was also used.

exercise is given in Fig. 3.4.

In the context of this thesis, sub-sampling is employed as the branch of compressive sens-

ing techniques. A random sub-set of measurements are acquired, and the data is then recov-

ered using an inpainting algorithm which will promote sparsity in a sparsity basis.

3.2 Inpainting methods

Inpainting is a branch of signal processing, which aims to recover approximations of datasets

from sparse measurements. In the context of images, this implies sub-sampled data where

select pixels are missing, forming an incomplete dataset. There are several existing methods

which can be used to recover an approximation of the fully-sampled dataset. These methods

may include sparse coding steps such as an Orthogonal Matching Pursuit (OMP) [151, 152]

using a predetermined dictionary, or a deep learning methodology where similar datasets are

used to train a generative neural network [153, 154]. Each case has its benefits, but for a general

solution, which requires no prior knowledge, two solutions are considered. The first is the

Beta Process Factor Analysis with Expectation Maximisation (BPFA-EM, or here simply BPFA)
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algorithm which is able to infer a dictionary from a sub-sampled acquisition, whilst using that

dictionary to inpaint the missing data through an expectation maximisation inference step,

however other inference techniques can be employed such as Gibbs sampling [155]. Secondly,

a custom algorithm known as the (Regularised-) Local Means Inpainting (R-LMI), which uses

a kernel interpolation strategy combined with a sparsity promoting regulariser. In this section,

each technique is discussed, parameters described, and results for each method are presented.

3.2.1 Beta Process Factor Analysis

The BPFA algorithm is a powerful tool for inferring the missing data within a dataset, such

as an image or a multi-dimensional dataset. At the core of the BPFA are dictionary learning

and a sparse coding processes, however they are inherently connected to one another. In this

section, details of the BPFA algorithm are discussed and justification for why it is suitable for

inpainting sub-sampled EM data is given.

Lay description of the BPFA algorithm

The BPFA process, like most complex algorithms, is generally difficult to comprehend in terms

of notation. During the past three years, it has been beneficial and ultimately helpful for dis-

cussions, to describe the process by considering an analogy. Here, a lay description is pre-

sented for the BPFA process and how the dictionary and missing pixels are inferred based

upon sub-sampled data.

Consider a work of art, uncompleted by the original artist for whatever reason is appro-

priate. This artist had a unique style, one that no single artist alive could hope to replicate.

Strangely, the original artist decided to paint the artwork one brush stroke at a time, analo-

gous to a pixel in an image. The original artist also decided to paint in some random fashion,

applying a sparse distribution of brush strokes over the canvas, forming a sub-sampled piece

of artwork.

An art dealer comes along and knows that the original artist’s work is well sought after,

and decides that something must be done to complete the masterpiece so that they can make

a nice profit. However, they cannot find the original artist, but the dealer knows a thing or

two about Bayesian inference problems. They decide that by combining the abilities of mul-

tiple different artists, it may be possible to inpaint the artwork and approximately recover the
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intended masterpiece, sufficiently so that it would convince most people into believing it was

completed by the original artist.

The dealer then drafts in a group of artists from around the world, each with their own

style. The dealer then decides to break the original artwork into a series of patches, ensur-

ing that the patches overlap over certain regions of the artwork. Each of the patches are then

stacked up, and one by one the artists get to work to solving what each of the patches should

look like. Each of the artists represent a dictionary column, and each small patch of art repre-

sents an overlapping patch in an image.

When the first artist receives the first patch, they look at it and say, "oh, no this is not

something I can help with, it is far too different to how I paint! I will have to change my style

slightly to get more in tune with the original artists intentions". The second artist looks at the

patch and says, "this is not too different to what I would do, I will try and have a go at guessing

what bit of my style can be added, and measure the difference between what I do, and what

the original artist painted. I will also slightly change my style based on how different my

work is". The third artist then takes the patch from the second artist after they are complete

and makes an appropriate judgement, similar to the first two artists. Each of the remaining

artists do the same thing, and when they have all made their changes, the patch is put back

onto the original artwork. This step is repeated for all the overlapping patches in the image,

and overtime each of the artists start to converge towards a steady style for inpainting each of

the patches. Eventually, after all the patches are inpainted, a weighted average is taken over

the overlapping regions, and an approximation of the masterpiece is complete. A full cycle

of all the patches through the different artists is known as an epoch, and this can be repeated

multiple times, with the idea that each of the artists should get slightly better at inpainting

over each epoch.

Once the masterpiece has gone through enough epochs, the dealer is satisfied with the

results. The dealer looks at other artwork by the original artist and thinks that the styles

are just about close enough. The dealer then goes to an auction, and the buyers are just as

convinced. The inpainted artwork is now considered a masterpiece, although it is only an

approximation of what it should have been.

This analogy describes how the BPFA algorithm completes an inpainting task, albeit some-

what reduced in complexity. The obvious caveats are associated with how much a patch
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Figure 3.5: Example of the inpainting process for one overlapping patch. Demonstration of
a subsampled image (left), one of the overlapping patches (top, middle), and the same patch
reconstructed (middle, bottom) using the dictionary learned using the BPFA (right).

should be changed, and how much a dictionary atom should be updated. It is useful, however,

to consider this kind of analogy when considering how to optimise a reconstruction. It could

be that there are too few artists, too few patches, or too few brush strokes contained within

each patch.

Mathematical basis of BPFA

Each of the parameters in the BPFA algorithm play a role in determining the final recon-

struction. The meaning of each parameter is also important for understanding how it can be

changed or optimised for the best reconstruction attainable. Each parameter for reconstructing

an image of size M × N can be described according to,

• Patch size, b ∈ N: The dimensions which defines the size by which the input should be

broken into for dictionary learning and sparse coding. The patch size is typically square,

but does not generally have to be. For a reconstruction, 2 ≤ b < min[M × N].

• Number of patches, Np ∈ N: The total number of overlapping patches in the data given

as Np = (M − b + 1)× (N − b + 1). This number scales approximately with the image

size.

• Number of dictionary columns, K ∈ N: The number of basis atoms which can be learnt

and then summed with corresponding weightings α ∈ RK to reconstruct one of the

(overlapping) patches from the image.

• Sparsity limit, s ∈ N: The maximum number of dictionary atoms which can contribute

72



to the reconstruction of any given patch.

• Number of patches per batch, or batch size, Nb ∈ N: Given that there are generally a

large number of overlapping patches in the data, it is beneficial to randomly shuffle the

patches into batches of size Nb. The dictionary is updated after a batch is processed.

• Number of epochs, Ne ∈ N: This is the total number of passes over the full data set (i.e.,

all patches).

• Number of iterations, Niter ∈ N: The total number of dictionary updates (or iterations)

is Niter = Ne × ⌈Np/Nb⌉.

• Learning rate, LR ∈ R(0,1]: This number controls the step size at each update of the

hyperparameters. This number is effectively the speed at which the dictionary atoms

learn features of the image. If it is too small, convergence will be too slow. If it is too

large then the convergence may not reach the correct minimum value.

The remaining parameters are omitted because they are not generally modified.

Given a sub-sampled measurement y, first partition it into Np overlapping patches {yi}
Np
i=1,

with each patch yi ∈ Rb2
; hence, resulting in Np = (M − b + 1)× (N − b + 1) total number of

patches. Similarly, partition the sample image, mask operator, and noise as {xi}
Np
i=1, {PΩi}

Np
i=1,

and {ni}
Np
i=1 respectively, such that for each patch i ∈ {1, · · · , Np},

yi = PΩi xi + ni ∈ Rb2
. (4)

Furthermore, assume that each image patch is sparse in a shared dictionary, i.e., xi = Dαi,

where D ∈ Rb2×K denotes the dictionary with K atoms and αi ∈ RK is a sparse vector of

weights or coefficients for the i’th patch. Unlike traditional sparse coding approaches, which

require a pre-defined dictionary or at least the number of dictionary atoms, here the desire

is to jointly learn the shared dictionary and weights, given the subsampled measurements.

The BPFA approach allows for inference of D, {αi}
Np
i=1, K, and the noise statistics and in turn

reconstruction of the sample image.

BPFA assumes that (i) the dictionary atoms {dk}K
k=1 are drawn from a zero-mean multi-

variate Gaussian distribution; (ii) both the components of the noise vectors ni and the non-zero

components of the weight vectors αi are drawn i.i.d. from zero-mean Gaussian distributions;
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Parameter Value
b 16
Np 12769
K 36
s 6
Nb 4096
Ne 7
LR 0.95

Table 3.1: Parameters for simulation of BPFA with sub-sampling and realistic noise. The
values for each parameter corresponding to Fig. 3.7 for the test of the BPFA algorithm applied
to data.

(iii) the sparsity prior on the weights is promoted by the Beta-Bernoulli process [156]. Mathe-

matically, for all i ∈ {1, · · · , Np} and k ∈ {1, · · · , K},

yi = PΩi Dαi + ni, αi = zi ◦ wi ∈ RK, (5a)

D = [d⊤
1 , · · · , d⊤

K ]
⊤, dk ∼ N (0, B−2IB2), (5b)

wi ∼ N (0, γ−1
w IK), ni ∼ N (0, γ−1

n IB2), (5c)

zi ∼∏K
k=1 Bernoulli(πk), πk ∼Beta( a

K , b(K−1)
K ), (5d)

where IK is the identity matrix of dimension K, operator ◦ denotes the Hadamard product, and

a and b are the parameters of the Beta process. The binary vector zi in (5d) determines which

dictionary atoms to be used to represent yi or xi; and πk is the probability of using a dictionary

atom dk. In (5c), γw and γn are the (to-be-inferred) precision or inverse variance parameters.

It is common to place a non-informative, i.e., flat, gamma hyper-priors on γw and γn, by fixing

them to small values [157]. The sparsity level of the weight vectors, i.e., {∥αi∥0}
Np
i=1 is controlled

by the parameters a and b in (5d). However, as discussed in [158], those parameters tend to be

non-informative and the sparsity level of the weight vectors is inferred by the data itself.

Unknown parameters in the model above can be inferred using Gibbs sampling [158], vari-

ational inference [156], or (as in this thesis) Expectation Maximisation (EM) [159, 160]. In short,

EM involves an expectation step to form an estimation of the latent variables, i.e., {∥αi∥0}
Np
i=1,

and a maximisation step to perform a maximum likelihood estimation to update other param-

eters. Since the number of patches Np may be large, a stochastic (or mini-batch) EM approach

is implemented, where the Np patches are (randomly) partitioned into batches of size Nb and

those batches are processed sequentially. Similar ideas have been used in [160, 161].
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Reference 50% 25% 12.5% 6.25%

128

1
28

Figure 3.6: Testing the BPFA algorithm on a complex structure. Inpainting results at vari-
ous sampling ratios (above each reconstruction) for the complex structure containing various
defects such as an interstitial dopant, a vacancy, a lattice distortion, a grain boundary, and
a screw dislocation. The radii of the atoms in the structure are approximately 3 - 3.5 pixels,
which is equivalent to roughly a 0.25Å -0.35Å scan step.

Applying BPFA to data

In order to test the suitability of the BPFA algorithm for inpainting STEM data, a reconstruction

series is performed for high resolution simulated images of silicon dumbbells. Different dose

levels are also applied to test the algorithms robustness to noise. The noise model is Poisson,

whereby a simulated reference provides the likelihood of electron detection at a certain pixel.

As the dose increases, the Poisson noise approximates Gaussian noise as the BPFA expects.

The total number of electrons permitted is the integral of the electron fluence across the field

of view. There is also a bias which permits detection at any region to mimic spurious counts.

The model follows the simplified noise model from section 2.4.4. The electron fluence was

varied from 500eÅ−2 up to ∼ 106eÅ−2. The parameters for the BPFA were the same for all

experiments and are given in Table 3.1.

As the results in Fig. 3.7 show, it is possible to recover the data from far fewer measure-

ments than initially acquired, even with low signal. In fact, the BPFA is able to denoise the

data significantly, increasing the perceived signal-to-noise ratio. Although this is a periodic

structure, which is relatively simple to inpaint, the results indicate that distributing the dose

in a sub-sampled regime can yield visually identical results to the raw data at higher doses.

There are various works which demonstrate the BPFA algorithm (and its variants) recovery

quality for different image types, as well as electron microscopy data [158, 162–164].

To further demonstrate the BPFA algorithm’s robustness to complex structures, an image

is constructed containing various types of defects. These defects include an interstitial dopant,
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a vacancy, a screw dislocation, a lattice distortion, and a grain boundary. Furthermore, each of

the ‘atoms’ have randomly assigned intensity to further complicate the structure. The model

is taken from [165] and reconstructions demonstrated in Fig. 3.6. As can be seen, the BPFA

does not care if the sample is periodic or not, since each patch of the image is operated on

independently. This demonstrates that the BPFA (with careful parameter selection) is robust

to the inpainting of complex nanoscale structures.

3.2.2 Regularised Local Means Inpainting

Another approach to image inpainting is through a technique referred to as Regularized Lo-

cal Means Inpainting (R-LMI). This method follows a common class of inpainting techniques

known as interpolation, however with the added functionality of sparsity promotion though

regularization in the Fourier or discrete cosine transform (DCT) domain. Furthermore, it com-

bines kernel convolution to accurately estimate pixel values based on local (i.e., nearby) pixel

values.

Inpainting process of R-LMI

Assume a 2-D signal Y ∈ RM×N which only contains µ ∈ N measurements where µ ≪

η = M × N. The set of pixels which are not sampled are given as Ω̂ ⊂ Ω := {1, · · · , M} ×

{1, · · · , N} such that a mask MΩ ∈ {0, 1}M×N is defined where MΩp = 0 if p ∈ Ω̂ and

MΩp = 1 otherwise.

Secondly, assume a Gaussian kernel K ∈ RHK×WK where HK ∈ N and WK ∈ N are the

height and width of the kernel, respectively. The kernel is then defined as,

K(r, σ) = exp
(
− ||r0 − r||2

σ2

)
, (6)

where r0 is the centre of the kernel, and r ∈ {1, · · · , M} × {1, · · · , N} is a pixel location

within the kernel. The next step is to consider a non-sampled pixel location p and the region

of the image yp ∈ RHK×WK which is contained where the centre is at p and will be referred to

as a patch of the image. Following this, consider the mask which is also contained within that

region mp ⊂ MΩ i.e., the mask-patch with the same size as the kernel. The value of the pixel

at location p is then given as,
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X̂(i, j) =


Y(i, j), if (i, j) is sampled.

∑
WK
j‘=1

∑
HK
i‘=1

K(i‘,j‘)yp(i−i‘,j−j‘)

∑
WK
j‘=1

∑
HK
i‘=1

K(i‘,j‘)mp(i−i‘,j−j‘)
if (i, j) is not sampled.

, (7)

and Eq. 7 is then repeated for all p to form the full reconstruction X̂. Once this is completed,

a regularization step is performed to promote sparsity in some orthonormal basis A such as

the Discrete Cosine Transform (DCT). The regularization can be either hard-thresholding or

soft-thresholding, or commonly known as l0-norm or l1-norm regularization respectively. For

l0-norm regularization, the result is obtained by,

X̂ = A−1
[

Hκ

[
A[X̂]

]]
(8)

where Hκ is a hard threshold keeping only κ largest components from the basis A. For

l1-norm regularization, the result is obtained by,

X̂ = A−1
[

Sκ,τ
[
A[X̂]

]]
(9)

where Sκ is a soft threshold keeping only κ largest components from the basis A and shrink-

ing them by a factor of τ which is the smallest value of the remaining components which are

non-zero.

Applying R-LMI to data

Now that R-LMI has been defined mathematically, it is natural to consider where it may be

applied whilst still returning functionally identical results. Based on the underlying nature of

R-LMI, it is safe to assume that it is best suited to smooth data which is dominated by low

spatial frequency signals. For demonstration, high-resolution STEM simulations of silicon

dumbbells are considered to find suitability, the same images which are considered in section

3.2.1.

As Fig. 3.8 shows, the R-LMI algorithm is not robust to high noise levels, which is ex-

pected even with regularisation. This is due to the fact that the noise is not inferred during

the inpainting step, and as such can be amplified during inpainting. This can lead to artefacts
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and ultimately poor recovery. However, when the dose is higher, the quality is significantly

improved. At these higher doses, the noise approximates a Gaussian noise, which is far easier

to discard in the regularisation step. Furthermore, at the higher doses and sampling rates, the

R-LMI is somewhat comparable to the BPFA results, indicating that R-LMI is most suited for

fast recovery of sufficiently sampled, high signal datasets.

3.3 The importance of patch size and kernel size for the BPFA and

R-LMI algorithms

In the above sections, there has been little mention of the importance of selecting the correct

parameters for reconstruction. The work by Nicholls et al. [164] neatly outlines the various pa-

rameters of the BPFA algorithm, outlining the most important parameters which require some

form of tuning. The most important parameter, as determined by this work, is the patch size.

The patch size is also analogous to the kernel size as in the R-LMI algorithm, and ensuring that

a correct size is used is important to optimise both (i) speed and (ii) quality of reconstruction.

Essentially, the patch size should be in the Goldilocks zone- not too small, not too big, but just

right for the problem at hand. It is observed that when the patch size is too small, the image

reconstruction is speckled, and when it is too big (without changing other parameters), the

image is blurred or inconsistent with the ground truth.

The first step to determining the correct patch size based on the provided input is to con-

sider the simplest case. Imagine if the input data was simply a matrix of ones, and the mask

was sampled purely at random at a specific sampling rate, which will be referred to as the

global sampling rate g ∈ R(0,1]. Now, imagine one of the many overlapping patches in that

dataset, where the dimension of that patch is b × b. The next question to ask is, what are the

chances that one of the overlapping patches contains no sampled data? This is the first step

to identifying a lower-bound, since it is assumed that a patch must contain data if it is to be

inpainted.

Consider the pth overlapping patch of size b × b, where b ∈ N, from a 2-D data where

M ∈ N measurements are taken from a possible set of N ∈ N such that M ≤ N. Let ri ∈ {0, 1}

be a binary variable for i ∈ {1, · · · , N} such that,
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ri =


1 if sampled.

0 otherwise.
(10)

The number of measurements within the pth patch, M̂p, is therefore,

M̂p = ∑
i

ri , (11)

which has an expectation value E ∈ R given as,

E[M̂p] = b2 · M
N

. (12)

For each pixel in the patch, the likelihood that it will be sampled is M/N = g, and the

likelihood that it won’t be sampled is 1 − M/N = 1 − g. For the total patch, there are b2

pixels, which can be thought of as trials. Therefore this follows a binomial distribution where

the variance on the number of measurements observed within the overlapping patch is,

Var(M̂p) = b2 · g · (1 − g) . (13)

The local sampling ratio, i.e., the sampling ratio of the pth is therefore the number of mea-

surements within the pth patch M̂p divided by b2 with expectation value (proof in the ap-

pendix A2.1, Eq. 3),

E

[
M̂p

b2

]
= g , (14)

and variance,

Var
[

M̂p

b2

]
=

g(1 − g)
b2 . (15)

For sufficiently large samples, this binomial distribution will approximate a normal distri-

bution [166] such that the local sampling ratio is approximately distributed as,

l ∼ N
(

g,
g(1 − g)

b2

)
, (16)
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where b ∈ N is the patch size. The result implies that the likelihood of an overlapping patch

containing no sampled data is minimised if (i) a higher sampling ratio is used or (ii) a larger

patch size is used, since the mean should be maximised and the standard deviation minimised

in this case.

To verify this through observation, a series of Monte-Carlo simulations are performed with

various sampling rates and patch sizes. The local sampling ratio, i.e., the sampling ratio within

any one given overlapping patch lp ∈ R[0,1] is determined. The standard deviation of this local

sampling ratio is then calculated, and Fig. 3.10 is an example visualisation of the standard

deviation of the data with respect to the global sampling ratio for a patch size of 16.

This empirical finding supports the conclusions drawn in Eq. 16. To get a minimum value

for the patch size, consider the case where the mean is equal to the standard deviation,

g =

√
g(1 − g)

b

=⇒ b =

√
1 − g

g
. (17)

By plotting the patch size as a function of the global sampling ratio (as seen in Fig. 3.11), if

the value is positive then it implies a 86.4% probability that none of the overlapping patches

will contain zero sampling. To increase this likelihood, to greater than 97.5%, then it follows

that,

b ≥ 2

√
1 − g

g
, (18)

and if the likelihood is to be greater than 99.8%,

b ≥ 3

√
1 − g

g
, (19)

which implies that the minimum patch size bmin ∈ N for UDS should be,

bmin = 3

√
1 − g

g
. (20)

Therefore, a minimum bound on the patch size for any uniform density sampling mask can
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be determined based on the users desired confidence that all patches contain sampled data.

The problem now, however, is that a line-hop mask is not an ideal uniform density sampling

mask. The ’randomness’ of line-hop is set somewhere between random row-wise sampling

and uniform density sampling, therefore consider the case of applying a row-wise mask. In

the case of row-wise sampling, only one of the axis has a random selection. By following the

same logic as for UDS, the local sampling distribution is approximately normally distributed

according to,

l ∼ N
(

g,
g(1 − g)

b

)
, (21)

i.e., the variance is increased by a factor of b with respect to equation 16.

Now consider how a line-hop mask is constructed. The sampling ratio is given as 1/(rh +

rp) where rh ∈ N and rp ∈ N0 are the row height and row padding, respectively. If the patch

size is selected such that b ≥ 2(rh + rp), then this guarantees that every overlapping patch

will contain data. If b < 2(rh + rp), then the problem becomes more complex, however by

equation 21, the hard constraint on the lower bound bmin ∈ N can be given as,

3

√
1 − g

g
≤ bmin ≤ 2(rh + rp) ≤ 3

(
1 − g

g

)
, (22)

which is satisfied for ∀g ∈ (0, 1
3 ], and

3

√
1 − g

g
≤ bmin ≤ 2(rh + rp) , (23)

is satisfied for ∀g ∈ [ 1
3 , 1

2 ] and,

bmin ≤ 2(rh + rp) , (24)

is satisfied for ∀g ∈ [ 1
2 , 1].

Empirically, a slightly tighter lower bound for > 99.8% confidence that all patches are

sampled is given without proof as,

3
2
(rh + rp) ≤ bmin ≤ 2(rh + rp) , (25)
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which is satisfied for ∀g ∈ (0, 1]. Note, that for all of the cases given above, the patch size used

should be changed according to bmin = ⌈bmin⌉.

One other consideration for line-hop is the use of non-square patch shapes. The above

condition applies for the row size of the patch, assuming that the line-hop is row-wise. This

means a smaller column size of the patch can be used to increase the speed of the algorithm

and to reduce blurring effects. That case is omitted here due to algorithm support. It is also

noted that the same arguments for minimum kernel size can be used, i.e., kernel size and patch

size are interchanged.

The next logical step is to estimate an upper bound for the patch size. This is a difficult task

since various other parameters can also influence the quality of reconstruction once the patch

size is sufficiently large. By making assumptions about the data, it is possible to estimate this

value. For example, assuming the data contains perfectly periodic structure, such as that for a

pristine atomic resolution image, the patch size can theoretically be any size greater than the

minimum value. However, a similar image, now containing a vacancy may not also have the

same benefit. To test this, a set of reconstructions are performed on two simulated images of

molybdenum disulfide- one is pristine, and one contains various sulfur vacancies.

As Fig. 3.12 shows, when the data contains aperiodic features such as vacancies, the patch

size must be selected carefully to avoid incorrect inpainting of artefacts. In the case of periodic

structures, the patch size is less important since the same patch can be used to represent mul-

tiple regions of the image. On the other hand, the number of dictionary elements and sparsity

limit can be adjusted to improve the performance at larger patch sizes. This is demonstrated

in Fig. 3.13.

The reason for this can be thought of as the ability for the dictionary to learn more lo-

calised features given that there are more dictionary atoms available to populate. According

to Beal [167], the number of dictionary columns K should have an upper bound given by,

K =

⌈
b2 +

1
2

[
1 −

√
1 + 8b2

]⌉
, (26)

however there is no lower bound to indicate how small the dictionary can be, and the investi-

gation of this is left to future work. For now, parameters should be selected based on efficiency

for live use of the BPFA algorithm, and tuning can be done offline for more thorough analysis,
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as Nicholls et al. described in [164].

3.4 Conclusions

This chapter has outlined the basic principles of compressive sensing theory, as well as the

fundamental properties of sampling and sufficient sampling. Ultimately, for a signal to be

compressed, it must be compressible or sparse within a basis set. Given the forward sensing

model of some electron imaging modes, those images are inherently compressible. In those

cases where there is an image which is not compressible, the image may still be oversampled.

Two inpainting techniques are presented, firstly the BPFA, which is suitable for approxi-

mate recovery from compressed measurements (i.e., the sampling is below the Nyquist-rate)

of noisy data, then secondly the R-LMI which is suitable for sufficiently high signal datasets

with sufficient sampling. It is also important to note that the sampling limit, which determines

whether the R-LMI can be used is signal dependent, with further investigation left for future

work.

At this stage, a motivation for subsampling has been presented, as well as a method to

approximately recover the signal. The next step is to consider how this can be done in practice,

and how it may be extended to multi-dimensional datasets.
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Figure 3.7: Testing the BPFA algorithm at different fluences and sampling rates. The top row
contains the raw data as acquired with different electron fluence, and the remaining rows are
reconstructions through the BPFA algorithm at 5%, 10%, 15% and 100% respectively from top
to bottom. Each column corresponds to the raw data in the top row. At the top of each image
is the indicated electron fluence. The convergence semi-angle used for simulations here was
30mrad, an acceleration voltage of 300kV, and Scherzer defocus was also used. The scan-step
is 0.125Å, which is finer than the Nyquist sampling rate of 0.1642Å.
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Figure 3.8: Testing the R-LMI algorithm at different electron fluences and sampling rates.
The top row contains the raw data as acquired with different electron fluence, and the re-
maining rows are reconstructions through the R-LMI algorithm at 5%, 10%, 15% and 100%
respectively from top to bottom. Each column corresponds to the raw data in the top row. At
the top of each image is the indicated electron fluence. The convergence semi-angle used for
simulations here was 30mrad, an acceleration voltage of 300kV, and Scherzer defocus was also
used. The scan-step is 0.125Å, which is finer than the Nyquist sampling rate of 0.1642Å.
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Start

Sub-sampled data

Noisy data? Sufficient sampling?

BPFA

R-LMIEnd

No

Yes

No

Yes

Figure 3.9: A workflow for deciding which of the algorithms to use for speed and simplicity.
If the motivation of recovery is to arrive at the best solution, then an optimised BPFA should
provide this best solution. However by considering the properties of the input data, the most
efficient recovery i.e., the one which generates a sufficient solution in the shortest amount of
time, may be found using the R-LMI or the BPFA.
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Figure 3.10: Local sampling standard deviation as function of global sampling ratio for
patch size of 16. The empirical results match the findings deduced from Eq. 16

Figure 3.11: Difference between the mean and standard deviation according to equation 16
as a function of global sampling ratio and patch size.
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Figure 3.12: Results of using different patch sizes to inpaint a MoS2 simulated HAADF im-
ages; pristine and containing vacancies. Using the incorrect patch size can lead to incorrect
inpainting, especially if it is too large, or too small. The dashed red lines indicate single sul-
fur vacancies, and the solid red line indicates a double sulfur vacancy. When the sample is
pristine, the choice of patch size is less important since the periodicity does not change. The
convergence semi-angle used for simulations here was 39.1mrad, an acceleration voltage of
60kV, and Scherzer defocus was also used. The scan-step is 0.1575Å, which is finer than the
Nyquist sampling rate of 0.3111Å.

Patch size: 16 Patch size: 24 Reference

Figure 3.13: Results of increasing the number of dictionary atoms and sparsity limit for
inpainting a MoS2 simulated HAADF image containing vacancies. By increasing the number
of dictionary atoms, as well as increasing the sparsity limit, there is a significant improvement
in the reconstruction using larger patch sizes to recover the contrast of the vacancies.
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4 | Applying Compressed Sensing Meth-

ods to STEM

4.1 Overview

As highlighted in this work, despite the progress made in STEM over recent decades, cer-

tain drawbacks have arisen that have ultimately limited the applicability of STEM analysis

to a large number of samples. With the emergence of increasingly efficient and brighter elec-

tron sources, coupled with the advancement of aberration correction technology capable of

focusing the electron probe to sub-angstrom dimensions, and the aspiration to achieve high-

precision imaging of individual atoms, the electron beam probes have become remarkably

intense. STEMs function based on an electron probe (typically smaller than 0.1nm) that scans

across a material, and the resulting interaction between the electrons and the sample is cap-

tured at each position within the specimen using tailored detectors. The resulting interaction

can be visualized through the acquisition of transmitted or scattered electrons using fixed

monolithic radial detectors and pixelated detectors, or involving spectroscopy by gathering

X-rays (Energy-Dispersive X-ray Spectroscopy or EDS), or measuring the energy loss of the

transmitted electron beam (Electron Energy-Loss Spectroscopy or EELS).

For beam-stable materials which can undergo exposure to the intense electron probes, this

is all well and good. However, for the wide range of samples which cannot, other consider-

ations must be made which take in account the beam-influence. Beam damage mechanisms

were discussed in detail in section 2.4.1, with radiolysis perhaps being the most dominant

mechanism which plagues the analysis of low-Z number materials, organic matter, and hy-

brid materials such as metal-organic frameworks.
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Another consideration is speed. Typically, a STEM will operate with a dwell-time (the time

spent at each probe location within a raster scan) on the order of 10 − 20µs. Therefore, for

a megapixel image, the time-to-acquire is on the order of 10 − 20s, without accounting for

flyback1. This makes in-situ STEM scan-size limited (reduce the number of pixels) and signal

limited (reduce dwell-time). Furthermore, if a sample is drifting due to thermal instability or

charging, the image will distort during the scan which means a user will have to spend more

time acquiring data or wait until the microscope is stable, which for some reason always seems

to be at 5pm.

Although several methods have been employed to overcome beam damage through low-

dose techniques, as well as including cryogenic-stage STEM methods, it may be favourable to

simply focus on a simpler objective: acquire the minimum amount of signal necessary in the

shortest amount of time possible. Regardless of the sample, what has been described there is

efficiency and the requirement to eliminate redundancy.

A candidate solution, which can be applied under any existing solution to overcome the

aforementioned limitations, is the inclusion of a compressive sensing (CS) or sub-sampling

approach. In this chapter, details on how a CS-STEM experiment is performed and examples

of where it has been applied are presented. Furthermore, the chapter concludes with the inclu-

sion of theory as a potential catalyst for improving existing STEMs through a method known

as dictionary transfer.

4.2 Methodology of experimental CS-STEM

This section outlines the methodology for performing a CS-STEM experiment from how to

control the probe, what the best strategies are for sampling, and how the data is fed into the

inpainting algorithm. There is now a streamlined approach that is used within the Liverpool

group, and has been implemented on other microscopes such as the Grand ARM2 ”Ruska” at

the Rosalind Franklin Institute, and more recently at CNR-IMM in Catania, Italy.

Although the technique which is now used is far more straightforward, prior to this, there

was a lot of time spent considering how to go about a live CS-STEM experiment. This section

will also present these limitations, and learning outcomes which have ultimately led to the

1Flyback time is the amount of time allowed for the beam to return to the start of the next row after completing
the previous row acquisition, typically on the order of 300µs
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current method.

4.2.1 Controlling the probe

To begin with, it is important to outline the naive assumptions which could be made regarding

this method. The first naive assumption is that the probe will go where it is told to go as soon

as it is told to do so. As many electron microscopists will know, hysteresis can cause a delay

which restricts the response time of the probe to a change in the voltage across the scan coils.

As a result, the probe generally lags behind its expected location. For reference, hysteresis is

discussed in more detail during section 2.4.3. Following on from this, it is also important to

recognise that it is less important to care about the average deviation between the actual and

intended probe locations, but more important to consider how the deviation changes across

the scan. This is addressed in work by Nicholls et al. [137], where different scan trajectories

have different standard deviations with respect to the expected probe location.

In order to have control over the probe locations, a scan generator is required. At the Al-

bert Crewe Centre in Liverpool, the JEOL 2100F is equipped with Direct Electron FreeScan

system, and more recently a Quantum Detectors scan generator. The role of the scan generator

is relatively straightforward; load in a file containing X and Y coordinates for a probe location

and apply a stepping voltage to the scan coils which changes the strength of the electromag-

netic field at the scan coil plane. This then alters the position of the probe, and the process is

continued for that set scan which has been designed.

However, due to the hysteresis effects, the probe is not free to follow an arbitrary path

unless the dwell time is sufficiently high. For this reason, designing suitable scanning patterns

is vital to reduce the effects.

4.2.2 Designing a suitable scanning pattern

In order to effectively sub-sample scan measurements, there are considerations that must be

made which have been highlighted throughout this work. A suitable scanning pattern would

consider the effects of scan coil hysteresis, mask incoherence, stability when the dwell time is

short (i.e., speed), and the beam damage as a result of the scan being used in order to max-

imise efficiency. There are certain assumptions which are made when balancing these consid-

erations. For example, consider the average pixel-wise distance between each succesive probe
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Figure 4.1: Examples of line-hop and random (UDS) masks. The line-hop mask provides
a pseudo random sampling regime which reduces hysteresis at short dwell times, as well as
providing a suitable degree of incoherence.

position. If this is maximised, then the electron flux is distributed as optimally as possible over

the field of view, but the hysteresis induced will be high if the dwell time is short. Similarly,

a random scan which is highly incoherent will induce hysteresis if the dwell time is relatively

short.

There are various types of masks which have been considered for real data acquisition. The

ideal mask is random or uniform density sampling (UDS), where each probe has a probability

sp ∈ R[0,1] of being sampled. The key is to minimise the distance that the probe travels between

successive scan points. As discussed in section 3.3, the line-hop mask is an alternative solution

which can compromise the factors above. Fig. 4.1 is a comparison between a line-hop and a

UDS mask at equivalent sampling ratios.

A line-hop sampling mask is formed by allowing the probe hop either up or down (at ran-

dom) perpendicular to its forward trajectory (supporting code is given in the appendix A3.1).

This reduces the distance between successive scan points whilst also giving sufficient incoher-

ence in the mask. To compare the resulting image quality, a series of simulated CS experiments

and reconstructions were performed using both UDS and line-hop masks for an experimental

HAADF image of silicon dumbbells with a scan-step of 0.13Å. In this test, the sampling rate is

varied from 10% to 50% and the results are averaged over 5 runs. Each test image was recon-

structed using a patch size of 12 × 12. The results are plotted and shown in Fig. 4.2.
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Figure 4.2: Comparing the reconstruction quality of line-hop versus UDS as a function of
sampling rate. The top figure shows the reconstruction quality for a line-hop mask, which
performs well down to 12% sampling. On the other hand, UDS performs much better below
12% indicating that line-hop may not be suitable when lower sampling rates are required.

An important result from this test is that line-hop is limited to a minimum sampling ratio

greater than that for random sampling. The results can be improved by increasing patch size

for the lower sampling rates, however as was seen in the previous section, increasing patch

size could also lead to inconsistent results or results containing artefacts. The other hyper-

parameters can be adjusted too to reduce errors, however line-hop is a sufficient solution for

CS-STEM with a short dwell time.
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Acquisition Recovery

Figure 4.3: Example of a sub-sampled HAADF image as acquired and inpainted using the
Direct Electron system. The sub-sampled data (left) is acquired by providing the Direct Elec-
tron system with a set of X-Y probe coordinates, and then the sub-sampled image is passed
through the BPFA to generate a reconstructed image (right). In this case, a 25% line-hop sam-
pling mask is used. The convergence semi-angle used for the experiment here was 25mrad, an
acceleration voltage of 200kV, and Scherzer defocus was also used. The scan-step is 0.109Å,
which is finer than the Nyquist sampling rate of 0.2508Å.

4.2.3 Extracting the data and inpainting

Once the sub-sampled data has been acquired, it must be extracted and then inpainted using

the algorithm of choice. In the case of the Direct Electron FreeScan system, the sub-sampled

data must be saved as an image and then loaded in for inpainting. This is a multiple step

process; the acquisition is separate from the inpainting. This method is fine for single frame

acquisitions, but for live image inpainting during alignment for example, the inpainting soft-

ware would require direct access to the scan generator. Fig. 4.3 is an example of using the

FreeScan system to acquire sub-sampled STEM data, in this case applied to a layered bismuth

sample for testing.

The Quantum Detectors (QD) scan generator has since been directly integrated with the

SenseAI2 inpainting and acqusition software to do real-time image inpainting of two-dimensional

STEM signals such as HAADF and BF imaging. Through the SenseAI software, the scanning

probe can be positioned arbitrarily and the corresponding signal attributed to that probe loca-

2SenseAI is a spin-out company from the University of Liverpool formed by myself, Nigel Browning, Daniel
Nicholls, and Jack Wells. The SenseAI software was developed primarily by Jack Wells, however the methods are
equivalently developed by the four of us.
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2 nm

Figure 4.4: One of the frames from live CS-STEM acquisition and inpainting using the
SenseAI software. The sub-sampled acquisition (left) is acquired using the SenseAI software
and a QD scan generator. The data is then inpainted using the BPFA algorithm as shown on
the right side of the figure. The dictionary learned from the sub-sampled data is shown in the
middle. Credit to Jack Wells for implementation and the RFI for providing the sample. The
convergence semi-angle used for the experiment here was 30.8mrad, an acceleration voltage
of 300kV, and Scherzer defocus was also used. The scan-step is 0.125Å, which is finer than the
Nyquist sampling rate of 0.16Å.

tion. This has allowed for real-time image inpainting of STEM data.

The first experiment using live inpainting of sub-sampled STEM data was performed using

the SenseAI software and a QD scan generator in a collaboration with the Rosalind Franklin

Institute (RFI). Here, a silicon dataset was imaged to test whether the inpainting can recover

the dumbbells with reliability during live acquisition.

As can be seen in Fig. 4.4, the live inpainting successfully recovers the silicon dumbbells.

Furthermore, it was possible to focus the image, correct astigmatism, change magnification

and find regions of interest using the reconstructed data. This is significant, since the micro-

scope can be used in the same way regardless of whether the acquisition is sub-sampled or

fully sampled. This can allow for lower electron fluence during alignment, perhaps allowing

for improved image quality of beam sensitive samples.

The same experiment was also performed at CNR-IMM in Catania using a JEOL JEM 200F.

Silicon was also used as a test sample to verify that the result was consisted with that observed

at RFI. In these experiments, a higher magnification was used to test the stability of inpainting
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Figure 4.5: Video frame of high resolution reconstruction of silicon using SenseAI. The sub-
sampled acquisition (left) is acquired using the SenseAI software and a QD scan generator.
The data is then inpainted using the BPFA algorithm as shown on the right side of the figure.
Scale bar indicates 5Å. Credit to CNR-IMM for providing the sample. The convergence semi-
angle used for the experiment here was 30mrad, an acceleration voltage of 200kV, and Scherzer
defocus was also used. The scan-step is 0.031Å, which is finer than the Nyquist sampling rate
of 0.21Å.

to fluctuations, although this was for observation only.

The results presented in Fig. 4.5 show a high resolution frame taken from a live recon-

struction feed. The image shows the Si {004} dummbells resolved at 0.136nm. This result is

in agreement with that observed at the RFI and shows that the deployment of sub-sampling

is robust across different (JEOL) microscopes. It also shows that the stability of the system,

regardless of sub-sampling.

4.3 Improving resolution through dictionary transfer

One important question which is often asked by those enquiring about how the BPFA algo-

rithm generates a dictionary is whether the learned dictionary is the optimal dictionary for the

inpainting task. As the algorithm learns a new dictionary or updates the dictionary for each

instance, this generally comes at the cost of speed. In high-resolution Z-contrast imaging, the

images are effectively just white balls on a black background, perhaps containing defects or

something more exotic. In many cases, all the images of atoms should produce near identical

dictionaries if the patch shape is to encompass just one atom.
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In this section, a method known as dictionary transfer is discussed, where an optimal seed-

ing image is used to train a dictionary which is then transferred to inpaint experimental STEM

data.

4.3.1 Finding the right seed

As the background chapter presented, the theory of STEM is well understood. STEM simula-

tions are also a very well researched topic within the field, and there are various algorithms

available which can calculate expected contrast in STEM imaging modes [168–171]. In many

cases, these simulations are used in analysis of STEM images to verify observations, however

could these simulations be used during experimental acquisition to seed recovery? Chapter 5

will go into more detail regarding the specifics of STEM simulation, here it is assumed that

they are sufficiently accurate at estimating contrast in STEM imaging.

The benefit of using a simulated image is that they are inherently noise-free (i.e., infinite

dose), can be constructed to an arbitrary scan-step, and the parameters can be set such that the

image is free of aberrations. Now although this may not be the case in experimental acqui-

sition since residual aberrations generally cannot be avoided, it is not unreasonable to expect

that simulations could effectively correct these aberrations simply by providing the inpainting

algorithm with the dictionary generated from an aberration free image.

For example, consider the two dictionaries generated from an experimental image, and

the other from a simulated image in Fig. 4.6. It is clear that the dictionary generated from

the simulated data would be free of noise, whereas the noise in the experimental data has to

be modelled by the dictionary atoms. In a similar way, an experimental image (perhaps sub-

sampled) may contain aberrations, drift artefacts, or even be slightly off axis. The dictionary

learned from that experimental data would itself contain similar artefacts found within the

image, and would inpaint those as expected. Now this isn’t such a bad thing and should be

encouraged to ensure that the operator can make the required adjustments. However, it would

also be useful to use the simulated dictionary to drive recovery as well, since that recovery

could be the optimal experiment.

In order to test if this is effective for inpainting experimental data, an experimentally ac-

quired Z-contrast image of silicon dumbbells was used as a reference image, and a simulated

image of the same structure with the same scan step as a transfer source. The reference data
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Figure 4.6: Comparison between a dictionary learned from an experimental image and one
learned from a simulated image. As can be seen, the experimental image dictionary (left) is
slightly nosier than the dictionary learned from the simulated image (right). This implies that
the reconstruction using the simulated image should be noiseless if the dictionary is appropri-
ate for recovery.

was used to simulate experimental CS by sub-sampling to 3%, and then inpainted using a

self-learned dictionary as well as a dictionary learned from the transfer source. The results are

presented in Fig. 4.7.

As Fig. 4.7 shows, the transfer of the dictionary from the simulated image provides a much

better reconstruction than the self-learned dictionary. The reason for this is that the dictionary

learned from the transfer source is easier to learn than the self-learned dictionary, providing a

much better basis for the input to be reconstructed. It is important that the simulated image

source matches the orientation of the input if the patch size contains more than just one atom.

This could lead to artefacts if the matching is not done appropriately for inpainting larger

structures in the image.

4.3.2 Applying the method

The method was tested live in the inpainting of fully sampled silicon dumbbells, the same

data which is shown in Fig. 4.4 without sub-sampling. As can be seen in Fig. 4.8, the use of a

dictionary learned from a simulated image improves the resolution of the result. The reason

for this is due to the fact that the simulated data is clean, on-axis, and free of astigmatism. It

could be that the resolution in the self-learned case is hampered due to contamination, but the

transfer from the simulated data is able to correlate the correct features.

Another option is that the result from transfer is simply the result of an optimal experiment,

however given the properties of the algorithm used, the solution given is the one with the least
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Figure 4.7: Testing the transfer of a dictionary from a simulated image to an experimentally
sub-sampled image. The input image is a 3% UDS sampled version of the reference. The
results show that transferring the dictionary from a simulated image provides a better recon-
struction than the self-learned dictionary. Reference image courtesy of Dr Mounib Bahri. The
convergence semi-angle used for the experiment here was 25mrad, an acceleration voltage of
200kV, and Scherzer defocus was also used. The scan-step is 0.125Å, which is finer than the
Nyquist sampling rate of 0.2508Å.

error with respect to the observed data. It is also noted that the data was aligned to be on-axis

using the Kikuchi bands observed in the Ronchigram, and the defocus/astigmatism corrected

for to optimal conditions given the contaminating sample.

4.4 Conclusions

This chapter has presented results of compressive sensing applied to 2-D imaging modes in

STEM, as well as demonstrating practical data acquisition using three separate systems. Fur-

thermore, live CS-STEM has been presented as well as a novel method to improve image res-

olution using dictionary transfer from simulated STEM images.

As was discussed in section 2.4, beam damage, instability, and contamination may be re-

duced through a sub-sampled scan. This is due to fewer electrons striking the sample for each

frame and better dose distribution. It is this distribution of dose that can reduce the diffusion
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Figure 4.8: Testing the transfer of a dictionary from a simulated image to an experimentally
acquired image. Two separate frames from experimental data which has been inpainted using
a self-learned dictionary and a dictionary learned from a simulated image of the same sample.
The results indicate higher resolution due to dictionary transfer from the simulated image, as
evidenced by the increased intensity of higher order reflections in the overlaid power spectra.
The convergence semi-angle used for the experiment here was 30.8mrad, an acceleration volt-
age of 300kV, and Scherzer defocus was also used. The scan-step is 0.2267Å, which is courser
than the Nyquist sampling rate of 0.16Å.

of radicals between successive scan points.

In the case of imaging extremely sensitive samples, a delay can be added between succes-

sive frames, allowing the sample to relax and possibly recombine. In this case, there would

be no speed increase, but having flexibility to manipulate the scan coils allows for complete

control over the electron fluence.

The next steps along this research are to show that this method is robust when applied

to practical live acquisition of defective samples, as well as beam sensitive materials. These

complex samples will provide a test beyond that which is presented here.
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5 | Applying Compressed Sensing Meth-

ods to STEM Simulations

5.1 Overview of STEM Simulations

To fully identify the atomic scale structure and composition of complex materials, interfaces

and defects from experimental images, it is essential to use simulations to capture all the exper-

imental parameters involved. The accurate simulation of scanning transmission electron mi-

croscopy (STEM) images [101, 172–174] is a computationally expensive task due to the nature

of the scattering and detection process. The most common method used to obtain simulations

is the multislice method [168–171, 175–195]. In the multislice approach, the 3-dimensional

atomic potential of a sample is first approximated by a series of 2-dimensional (2D) infinitely

thin potential slices, V2D
s , where s is the index of a slice and r⃗ denotes a location in real space

coordinates. For every probe position, the multislice approach involves the following steps.

First, the incident wavefunction of the electron beam ψi
(s+1) (⃗r) for a slice s + 1, is computed

from the exit wavefunction ψe
(s) (⃗r) of the previous slice s and the atomic potential of that layer:

ψi
(s+1) (⃗r) = ψe

(s) (⃗r) exp [jσV2D
s (⃗r)] , (1)

where σ denotes the beam-specimen interaction constant. Next, the exit wavefunction ψe
(s+1) (⃗r)

for slice s + 1 is computed by propagating the incident wavefunction ψi
(s+1) (⃗r) using Fresnel

propagation model:

ψe
(s+1) (⃗r) = F−1

[
F
[
ψi
(s+1) (⃗r)

]
exp (−jπλ|⃗q|2t)

]
(2)
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Figure 5.1: Diagram explaining the frozen phonon model. Each atom within the sample is
slightly altered from its equilibrium position for each frozen phonon configuration and a mul-
tislice calculation is performed. The resulting simulation is an average over all the resulting
multislice calculations.

where λ and t are the electron wavelength and slice depth, respectively [168]. Once the sample

has been propagated through the sample, the exit probe is then determined in Fourier space.

This must be repeated for all required STEM probe locations; hence the computation time of

the STEM simulation is limited by computing multiple Fast Fourier Transforms (FFTs).

A more recent development through an algorithm called plane-wave reciprocal-space in-

terpolated scattering matrix (PRISM) [168, 169] has led to much faster STEM simulations. This

algorithm forms a basis set of plane waves (based on an interpolation factor where a higher in-

terpolation factor introduces more error but faster simulation) which are independently propa-

gated through the sample (in a multislice approach). After propagation, the plane waves form

a scattering matrix, and can be superimposed with appropriate weighting to form a close ap-

proximation to the exit probe had it been calculated using the multislice approach. The set

of plane waves are essentially shared between all probe locations, meaning that the multislice

step must be completed only for the basis set of plane-waves, greatly reducing the compu-

tational load. This leads to significant speed up in computation times, with minimal loss of

information compared to the traditional multislice method.

To account for all possible electron-phonon interactions, the frozen phonon approximation
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(FPA) is also often used [170, 171, 191], where the intensity of multiple multislice calculations

(layers) is averaged over various frozen phonon configurations (FPC), as depicted in Fig. 5.1.

In STEM imaging, the electron probe is situated on a certain location for a certain amount of

time, this is known as the dwell time. In STEM simulations, as described in equation 2, the

potential is static or constant in time, whereas in practice it is evolving with time. It is safe to

assume that given the (i) thickness of the sample (∼ 100nm) and (ii) velocity of the electron

(∼ 0.78× speed of light with a 300kV accelerating voltage) that it will only ’see’ one instance

of the potential, however if multiple electrons interact with the sample over the given dwell

time this will directly effect observations on the detector. Since the atomic vibrations will scale

with their temperature according to [196],

E ≈ kBT
2

, (3)

which has an oscillation frequency << the reciprocal of the time the electron spends within

the sample. This is why snapshots are an appropriate analogy.

Correct modelling of thermal diffuse scattering (TDS) is vital to calculate probability distri-

butions arising from inelastically scattering electrons. In an ideal case, this would be modelled

through quantum mechanics as in the work by Forbes et al.[18]. This model is described above

in Section 2.2.3 when considering the change of electron wave-function when interacting with

a sample. However, in the majority of cases the FPA is sufficient to represent thermal diffuse

scattering.

Another consideration when performing STEM simulation, is to consider the real-space

sampling. Similar to the Feynman path integral shown in Section 2.2.1, a continuous source

(i.e., the wave-function of an electron) is approximated into a discrete set of samples. The

spacing between these samples (known as the real-space sampling) determines the resolution

of the estimated sample potential and wave-function. This is the allowed positions for r⃗ as

shown in Equation. 2. It is important that this space is sampled sufficiently in order to ac-

curately represent the scattering, but also important to not oversample as this will increase

calculation times.

Taking all the physics of these interactions into account at every beam location means the

computation time of multislice STEM simulation scales with the number of required probe
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locations, the number of FPCs, and the number of reciprocal space sampling points. A typical

multislice STEM simulation (for a sample 10nm in thickness, 256 × 256 grid locations, using

20 FPCs and a real space sampling of 0.04 Å) operating on a system equipped with a graphics

processing unit (GPU) for faster calculation can take of order hours, and even longer if a GPU

is not available [168]. The PRISM method can perform the same simulation in significantly

less time depending on the interpolation factor used (typically on the order of minutes or po-

tentially seconds with a larger interpolation factor) at the expense of accuracy. For calculation

of structures with a crystalline periodicity, a tiling method can be used to increase the number

of effective probe locations. Following this, it is possible to calculate the minimum sampling

frequency (i.e., scan-step or scan-pitch) ∆p (in m) based on Shannon-Nyquist sampling theo-

rem.

For a one-dimensional signal which is continuous in space (or time, for here only the spa-

tial continuity is required) and contains no spatial frequency higher than kmax (in units of m−1),

the signal can be completely determined from a discrete sampling set where the samples are

spaced less than 1/(2kmax) meters apart. This is then extended into two dimensions by con-

sidering two orthogonal one-dimensional signals.

In the case of STEM simulations, the maximum spatial frequency contained in an image

is determined by the probe convergence semi-angle α and electron wavelength λ, as per the

aperture function dampening. The maximum spatial frequency is therefore kmax = 2α/λ. Fol-

lowing on from the Shannon-Nyquist sampling theorem, and assuming that the signal/image

is continuous in space, then the minimum sampling frequency is given as,

∆p <
λ

4α
, (4)

Furthermore, the minimum necessary scan positions required (for structures satisfying pe-

riodic boundary conditions) is given by,

Mx My >
4(a × b)α

λ
, (5)

where (a × b) is the size of the orthogonal scan area and Mx × My is the scan dimension

(pixels), which agrees with the findings of Dwyer [195].
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The resulting simulation can then be interpolated to an arbitrary size with correct interpola-

tion parameters; Dwyer [195] suggests a sinc function interpolation or a Fourier interpolation,

noting that the interpolation will only approximate if the structure does not contain periodic

boundary conditions.

Following this, it may therefore be more beneficial to employ a sparse sampling approach,

especially if the sample is non-periodic (i.e., a grain boundary or defect containing sample).

Furthermore, sparse-sampling can be employed if the sample is periodic and sampled accord-

ing to Equation 5, as long as a suitable recovery algorithm is used.

5.2 Methods for compressed STEM simulations

Optimisation of STEM simulations is important for real-time analysis of specimen, whilst also

retaining the information which is required to make accurate determinations of sample prop-

erties. As discussed, STEM simulations are computationally expensive due to the nature of the

calculation methods. Although there exists alternative algorithms, i.e., PRISM, they can often

be limited by computer memory (RAM) or GPU memory (VRAM). Given the success of com-

pressive sensing for experimental STEM acquisition, it was a natural question to ask whether

the same ideas could be applied to STEM simulation. This section outlines those ideas, focus-

ing on three key aspects of STEM simulation– probe sub-sampling, reciprocal space sampling,

and the frozen phonon model.

This section is supported by two peer-reviewed journal articles, however the text is modi-

fied for the purpose of continuity throughout this document.

5.2.1 Probe sub-sampling

In STEM simulations, each probe location is independent from the other, i.e., the calculation

of the exit wave-function has no bearing upon the same calculation at a different probe loca-

tion. This allows for STEM simulations to be computationally parallelised, hence calculation

times can be significantly reduced by support of specialist hardware such as GPUs. By the

same reasoning, it also means that any arbitrary sub-set of probe locations can be calculated

without influencing the result at the acquired locations. The abTEM package allows for any

arbitrary scanning regime to be implemented, hence sub-sampled scanning patterns are con-

sidered here.
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Figure 5.2: Visualisation for acquisition of sub-sampled STEM simulations. As the acquisi-
tion model in Eq. 6 describes, for each frozen phonon layer a sampling mask is defined, and
the exit probe is simulated for each probe location given by that mask. This results in a sub-
sampled three dimensional data-cube.

As previously discussed in section 5, a STEM simulation is a 3-D object which is collapsed

to a 2-D object by taking an average of the data across the third dimension (i.e., the frozen

phonon model). Assume an electron probe system scanning a regular grid of Hp and Wp

locations in the vertical and horizontal axis, respectively, collected in a probe locations set

Ωp := {1, · · · , Hp} × {1, · · · , Wp}. Let rp := (rh
p, rw

p ) ∈ Ωp denote the coordinates of a probe

location, and the total number of probe locations given as Np = HpWp. Additionally, let

Ωfp := {1, · · · , Lfp} be the set of all frozen phonon layers where Lfp is the number of frozen

phonon configurations/layers, and lfp ∈ Ωfp denotes the layer index. Let X ∈ RHp×Wp×Lfp be

the discretised 3-D representation of fully sampled simulated STEM data; and X (rp, lfp) be the

simulated STEM data observed at probe location rp and frozen phonon layer lfp. Each frozen

phonon layer is therefore X l
lfp

:= X (·, lfp) ∈ RHp×Wp , with the final simulation being given as

X := 1
Lfp

∑
Lfp
i=1 X l

i ∈ RHp×Wp .

Each element of X is an independent step calculated using the multislice approximation

(ignoring the PRISM method for now). This means that the computation time for a fully sam-

pled STEM simulation is proportional to |Ωp| × |Ωfp| for a given reciprocal space sampling,

slice depth, and sample thickness. This implies that the calculation time can be reduced if the

size of the sampling sets Ωp and Ωfp are reduced.
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Sensing model

A generalised sub-sampling strategy for calculating STEM simulations is now introduced.

This is done by calculating Ml
p ≪ Np probe locations in the sub-sampling set Ωl ⊂ Ωp which

is equivalent to sub-sampling each of the frozen phonon layers independently1. This defines

our acquisition model as,

Y l
lfp

= PΩl X
l
lfp

+ N l
lfp

∈ RHp×Wp , for lfp ∈ Ωfp, (6)

where Y l
lfp

is the sub-sampled measurements for frozen phonon layer lfp and PΩl is a mask

operator with (PΩl(U))(i,j) = U(i,j) if (i, j) ∈ Ωl and (PΩ(U))(i,j) = 0 otherwise, and N lfp is an

additive noise. This is visualised and demonstrated in Fig. 5.2.

Targeted sampling of STEM simulations

Given that an atomic coordinates must be provided for the simulation, there is prior knowl-

edge for the expected positions where there may be contrast within the final simulation. This

means that a sampling operator (i.e., mask) can be designed which specifically targets certain

properties, such as intensity or intensity-gradient (or simply gradient). To design such a mask,

a map which indicates atomic locations can be generated, modified (based on intensity or gra-

dient) and then sampled from where the likelihood of sampling is proportional to the intensity

of the modified map. Examples of different maps are given in Fig. 5.3.

The targeted sampling map is updated with a targeted sampling factor F ∈ {0, 1} which

defines how targeted it should be. That is, if F = 1 then the mask is purely targeted, and if

F = 0 then the mask reverts to UDS. It is important to have control of this parameter such that

the data is sufficiently sampled across the entire field of view.

To test the effectiveness of using Z-number intensity targeted sampling over random sam-

pling (i.e., uniform density sampling, UDS), various simulations are performed using different

mask types and compared in Fig. 5.4.

1It is also possible to consider the case where Ω ⊂ Ωp is a common mask shared across all frozen phonon layers,
however only the general case is considered here.
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Figure 5.3: Examples of different targeted sampling maps which the mask (overlaid) is
drawn from. By using prior knowledge of the sample, it is possible to design custom sam-
pling masks which can optimise the recovery at low sampling rates. The examples shown
here a subset of possible methods where the sampling is based on the intensity or the gradient
of the map. The targeted sampling factor, F, is 0.5. The radii are determined from the ionic
radii, although this is somewhat arbitrary and could be altered top be based on the bonding
type, or perhaps the probe radius.

5.2.2 Optimising the frozen phonon model

The second step towards improving the efficiency of STEM simulation is to optimise how

the frozen phonon model can be adapted through a targeted sampling method. The frozen

phonon model is used to account for thermal diffuse scattering within the sample, by taking

snapshots of the sample at some given time where the atom locations are slightly displaced

from their equilibrium position depending on the Debye Waller factor (DWF) of the atom [170].

Each snapshot of atom positions is known as a FPC and as more configurations are considered,

generally the more accurate the simulation is, given the final simulation is the average of sim-

ulations over all configurations (Fig. 5.1).

In practice, beyond some number of configurations (depending on sample type, resolution,

thickness and spatial density), the improvement in simulation quality diminishes, however the
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Targeted Sampling Recovery Quality

Figure 5.4: Z-number intensity targeted sampling at different sampling ratios and targeted
sampling factors versus reconstruction quality. Targeted sampling can dramatically improve
the quality of image reconstruction, especially at lower sampling ratios. This is highlighted for
6% on the right-hand side of the figure where a near 7dB improvement is seen in PSNR. The
error bars are the standard deviation taken over 5 Monte-Carlo runs.

Figure 5.5: Quality of simulation with respect to the number of frozen phonon configu-
rations used. Mutlislice simulations performed using different numbers of frozen phonon
configurations. The calculation time scales linearly with respect to the number of configura-
tions, but the quality improvement diminishes at around 10 configurations. The reference is
the simulations performed with 32 configurations. Other parameters are detailed in table 5.1.

computation time scales linearly. Therefore, for the purpose of speeding up simulations, it is

better to limit the number of configurations to the point where the improvement begins to

diminish, as Fig 5.5 shows for a bulk MoS2 sample.
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Parameter Value
Scan step (Å) 0.2
Real space sampling (Å) 0.1
Accelerating voltage (kV) 60
Slice depth (Å) 0.5
Sample thickness (Å) ∼4

Table 5.1: Parameters for simulations of MoS2 with varying frozen phonon configurations.
The values for each parameter corresponding to Fig. 5.5.

As an example, consider sampling at a location where there is no atom. Here the number

of configurations used make an insignificant contribution to the intensity of the pixel at that

location, and therefore to continue sampling this position would be time inefficient. Instead

it would be better to sample at atom sites more frequently where the frozen phonon approxi-

mation has more effect. This can be achieved by using a different targeted mask for each FPC

rather than using the same mask each time. This will also increase the net sampling of the final

simulation as the pixel values are averaged in the final step (Fig. 5.2), as well as reducing the

total sampling ratio required for each independent configuration.

These two methods, when used in conjunction, can yield a final simulation that still in-

cludes the frozen phonon approximation, but decreases the simulation run-time significantly.

5.2.3 Real space sampling optimisation

Selecting an optimal real space sampling can be difficult, since it’s not inherently obvious what

this value should be without understanding the mathematical basis. The real space sampling

∆r ∈ R+ refers to the resolution of the potential in real space, or the maximum scattering

angle in real space. This value should be well selected to ensure that the correct contrast is

estimated in simulation. The calculation time is approximately proportional to 1/(∆r)2, and

quality decreases as ∆r increases.

However it is possible to estimate the optimal value based on parameters of the simulation

set-up. The reciprocal space sampling is calculated according to,

∆r = min
[

lx

nx
,

ly

ny

]
, (7)

where lx,y ∈ R+ is the size of the imported sample in the x and y dimensions, with units Å, and

nx,y ∈ N1 is the number of grid points which the sample potential is partitioned into. The task
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is then to find the smallest values for nx, ny. To do this, consider the largest scattering angle

which requires calculation. For high-angle Z-contrast simulation, this would be the outer angle

of that detector θo ∈ R+ (mrad). Given that the scattering in HAADF is considered incoherent,

scattering beyond this outer angle should not impact the scattering within the detector range

significantly. The maximum scattering vector for collection, kmax,c ∈ R+ is given as,

kmax,c =
θo × 10−3

λ
, (8)

where λ ∈ R+ is the wavelength with units Å. The values for nx, ny are then given as,

nx,y = 2kmax,clx,y . (9)

Further optimisations can be made such as finding the practical numbers closest to the

values of nx,y, as is done in the MULTEM code [171]. The factor of 2 arises due to symmetry.

The optimal real space sampling is therefore,

∆r =
λ

2θo × 10−3 , (10)

assuming that nx,y have been calculated as practical numbers.

As a demonstration, Fig. 5.6 is a measure of simulation quality with respect to real space

sampling.

5.2.4 Conclusions of methods

The combination of sub-sampling, frozen phonon optimisation, and real space sampling op-

timisation will generate the fastest method for calculating STEM simualtions using both the

PRISM and multislice methods. The important aspect of all this is that the quality of a sim-

ulated image is generally superior to experimental data. The lack of drift, various noises,

increased stability, and exclusion of damage allows intended contrast to be calculated, whilst

experimental images suffer these drawbacks. Therefore, does a STEM simulation require per-

fection if the experimental data is inherently imperfect?
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Figure 5.6: Quality of simulation with respect to the real space sampling. Mutlislice simula-
tions performed using different values of real space sampling for one FPC. The vertical black
dashed line indicates the optimal real space sampling based on Eq. 10.

5.3 Results

To test sub-sampling of simulations and to compare with existing simulation methods, com-

pressed high angle annular dark field (HAADF) STEM simulations using the multislice and

PRISM methods were calculated. In all cases, the simulations were performed using abTEM

(version 1.0.0 beta 31) on a desktop computer equipped with an AMD Ryzen 5 2400G with

Radeon Vega Graphics CPU @ 3.40 GHz, and one NVIDIA GeForce RTX 3060Ti GPU running

CUDA 11.8. As already noted, it is important to note that all computation times are relative

to the capability of abTEM and hence it is much better to consider the relative performance

of the methods than the absolute computation times, as these are transferable to any other

STEM simulation algorithm. All image recoveries were performed using a custom version of

the BPFA algorithm written using CUDA so that it can be parallelised for maximum speed.

The run-time of reconstructions is negligible for images of the sizes quoted (<2 seconds per

reconstruction). Finally, each simulation is compared to a ground truth simulation using the

Structural Similarity Index Measure (SSIM) [197] and Peak Signal to Noise Ratio (PSNR) [198].

As a rule of thumb, it is considered that a PSNR value greater than 20 dB is an acceptable

reconstruction, anything over 25 dB is a very good reconstruction, and anything over 30 dB is

visually indistinguishable from the ground truth.
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Figure 5.7: (a) Model of the strontium titanate grain boundary and (b) multislice simulation
of the structure. The low energy grain boundary is selected due to the aperiodic structure.
The model use is in line with that determined by Yang et al. [4].

5.3.1 Strontium titanate grain boundary

One important test of this method is its application to the calculation of contrast in grain

boundaries. These complex structures are inherently difficult to interpret due to contrast vari-

ations within the void/boundary. For this purpose, a simulation of a low energy strontium

titanate grain boundary (SrTiO3 22.6◦ Σ13(510)/[100]) was performed (see Yang et al. [4] for

more details on the structural model, calculation, and experimental set up).

According to Yang et al., the grain boundary energy of the rigid body shift structure can be

calculated through first principles, where the nonstoichiometric model is relaxed and shows a

significant reduction in energy, to 0.81 ± 0.01 J/m2. This model was chosen and simulated, as

demonstrated in Fig. 5.7.

HAADF simulations were performed using both the multislice and PRISM methods through

abTEM. The accelerating voltage was set at 200 kV, with a probe-forming aperture semi-angle

of 24.5 mrad (Nyquist sampling of 0.256Å), and a collection semi-angle of 70 − 190 mrad. The

sample had a maximum depth of 4.5 nm (including a 0.5nm amorphous carbon layer on the

surface), and both the fully sampled and sub-sampled simulations were performed with 10

frozen phonon configurations. The sub-sampled simulations were acquired at 5% sampling

per frozen phonon layer, and each of the masks used was an Z-number based targeted sam-

pling mask. All simulations had a real space sampling of 0.06Å. Therefore, the only compres-

sion was acquired through spatial sub-sampling of each frozen phonon layer. All simulations
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were taken with 256× 256 probe locations (scan step of 0.07Å) and each of the atoms in the in-

put had a Debye-Waller factor determined from the method in [199] where model coefficients

are modelled through phonon density-of-state curves (here a temperature of 300K is used).

The data in Fig. 5.8 shows that sub-sampling a multislice simulation is only slightly slower

(24s) than using the PRISM method with an interpolation factor of 1. Furthermore, the sub-

sampled multislice simulation yields functionally results to PRISM ( f = 1) with respect to

the fully sampled multislice simulation (greater than 0.9 SSIM and greater than 28dB PSNR).

Using the PRISM method with sub-sampling, it is possible achieve simulation times on the

order of seconds (7.5 s) with an interpolation factor of 4 and achieve SSIM values greater

than 0.8, and PSNR values greater than 28dB. These values indicate a recovery that is not

only functionally identical to the ground truth, but of a high quality too. Full reconstruction

examples can be found in section A1.1, Fig. A1.1.

5.3.2 Monolayer molybdenum disulphide with monosulfur vacancies

2D materials are an active area of research within the electron microscopy community cur-

rently [200, 201], so naturally their simulation is also important. 2D materials are popular for

their use as semiconductors, and understanding their properties is important for the develop-

ment of nano-electronic devices.

The second test is therefore to determine whether the method can identify vacancies within

the 2H phase of monolayer molybdenum disulfide (2H-MoS2) [202]. Here, the monosulfur

vacancy (Vs) case is specifically looked at due to it having the lowest formation energy [202]

(Fig. 5.9).

Vacancies within the 2H-MoS2 structure can dramatically change the mechanical and elec-

trical properties of this semiconductor material [203–205]. Hence, understanding the contrast

through simulations is vital to determining the atomic structure to classify and statistically

verify the abundance of defects and vacancies, not limited to just this specific example.

HAADF simulations were performed using both the multislice and PRISM methods through

abTEM. The accelerating voltage was set at 60 kV, with a probe-forming aperture semi-angle of

39.1 mrad (Nyquist sampling of 0.3111Å), and a collection semi-angle of 86 − 200 mrad. Both

the fully sampled and sub-sampled simulations were performed with 10 frozen phonon con-

figurations. The sub-sampled simulations were acquired at 5% sampling per frozen phonon
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Figure 5.8: Results for the SrTiO3 grain boundary simulations.(a) Reference simulation cal-
culated using the multislice method, (b) compressed simulation calculated using the multislice
method, and (c) simulation using the PRISM method with an interpolation factor of 2 of the
SrTiO3 grain boundary structure. (d-f) Plots of PSNR, SSIM and computation times of all the
simulations respectively. The term f refers to the interpolation factor for PRISM simulations.
The scale bar in (a-c) indicates 0.5 nm.
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Figure 5.9: Schematic showing the monolayer 2H-MoS2 structure with a VS present. The
model has been rotated such that the vacancy appears to sit on the top layer (for visibility),
however it was in fact removed from the bottom layer for the simulations. The graphic was
rendered using the OpenMX Viewer toolbox [5].

layer, and each of the masks used was an Z-number based targeted sampling mask. All sim-

ulations had a real space sampling of 0.05Å. Therefore, the only compression was acquired

through spatial sub-sampling of each frozen phonon layer. All simulations were taken with

256× 256 probe locations (scan-step of 0.063Å) and each of the atoms in the input had a Debye-

Waller factor determined from the method in [199] where model coefficients are modelled

through phonon density-of-state curves (here a temperature of 300K is used).

The results are similar to those in section 5.3.1 where the sub-sampled multislice method

is faster than using PRISM with an interpolation factor of 1, and only slightly slower than an

interpolation factor of 2. It also yields functionally identical results to both (approximately

equal SSIM and PSNR values), as well as the fully sampled multislice simulation. Full recon-

struction examples can be found in section A1.1, Fig. A1.2.

To validate that the monosulfur vacancy has been correctly simulated, an integrated line

profile for simulations shown in Fig. 5.10(a-c) is taken and demonstrated in Fig. 9. The inten-

sity profile across all three also shows functionally identical results, which agrees well with the

experimentally observed results for contrast ratios of 0.5 : 1.0 : 2.3 − 2.5 for Vs:S:Mo respec-

tively [202]. The key difference however is that the PRISM method has a tailing effect in the

vacuum regions, which is an artefact. This is due to the superposition of plane-waves, where

some of the frequencies required to compensate for this are missing from the scattering matrix.

Sub-sampling the multislice simulation does not introduce such artefacts.
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Figure 5.10: Results for simulations of the 2H-MoS2 structure with a VS present.(a) Reference
simulation calculated using the multislice method, (b) compressed simulation calculated using
the multislice method, and (c) simulation using the PRISM method with an interpolation factor
of 2 of the 2H-MoS2 structure with a VS present. (d-f) Plots of PSNR, SSIM and computation
times of all the simulations respectively. The term f refers to the interpolation factor for PRISM
simulations. The scale bar in (a-c) indicates 0.5 nm.
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Figure 5.11: Line profile plot for different simulation methods at the sulfur vacancy site. (b)
Integrated intensity line profiles of the images Fig. 5.10 (a-c) over the region marked by the red
box in (a). The first peak, and third peak (from left to right) are molybdenum sites, the second
peak is the sulfur vacancy site, and the fourth is a sulfur site. The scale bar in (a) indicates 0.5
nm.

5.3.3 Simultaneous Theoretical and Experimental Recovery

It is possible to also consider the use of simulations to seed the recovery of sub-sampled ex-

perimental data. One aspect of faster simulations is that matching simulation to experiment

is more time efficient. This means more parameter testing can be performed in a shorter time

frame. Given that the theory of electron scattering is very well understood [206], it would

make sense to use simulations in a more practical aspect during acquisition. One of the ways

this can be done is through (dictionary) transfer learning [207] where the dictionary from a

simulation is used to seed the recovery of real sub-sampled data.

To test this method, we consider an yttrium silicide (Y5Si3) sample. The following para-

graph is for completeness and can be skipped if the reader is familiar with the properties of

the sample.

Yttrium silicide is part of the electride class of compound materials. An electride is a

framework composed cation and anion sublattices. These sublattices have a net positive elec-

tric charge which are balanced by loosely bonded, interstitial anionic electrons [208]. Y5Si3

has been well proposed as a low Schottky barrier material for n-type silicon semiconductors

thanks to its low Schottky barrier height of 0.27 eV [209]. It has also been recently proposed

as an encapsulation material to capture radioactive volatile products within nuclear fission

reactors [210]. All of this makes Y5Si3 a versatile material, hence understanding its properties

are important. A recent paper from Q. Zheng et al. [208] looked at the local charge density of
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Figure 5.12: Using a simulation to seed recovery for experimental Y5Si3 acquisition. (a) Re-
covery from 5% sub-sampled multislice simulation of Y5Si3, and (b) the dictionary determined
by BPFA. This dictionary is then used to reconstruct (c) a 3% sub-sampled acquisition of Y5Si3
giving (d) a reconstruction through OMP with a PSNR of 24.8 dB and an SSIM of 0.87. (e)
Reconstruction using only BPFA to learn the dictionary and reconstruct at the same sampling
rate with a PSNR of 22.8 dB and an SSIM of 0.86. Both comparisons are made to (f) the ground
truth which was passed through BPFA at 100% sampling to denoise only.

Y5Si3 by performing differential phase contrast experiments. They also used simulations to

verify the contrast in their HAADF STEM images, specifically the missing contrast of the sili-

con atoms. While the Zheng paper performed a matching between the experiment and theory,

this example is going to consider the simulation as the seed for recovering the real STEM data,

i.e., they are solved and matched simultaneously.

A simulation (matching experimental parameters, see [208] for details) of Y5Si3 was per-

formed and then recovered using BPFA. The dictionary which is learned is then used to re-

cover a sub-sampled acquisition of Y5Si3 through an orthogonal matching pursuit (OMP) al-

gorithm [152]. The result by passing the same acquisition through only BPFA is shown for

comparison. The scan-step is 0.06Å, and the Nyquist sampling is 0.309Å.

Fig. 5.12 shows that by using transfer learning it is possible in this case to improve the

reconstruction quality by 2 dB. This is likely due to the simulation being free of noise, and

119



therefore its dictionary is free of noise. Given that OMP approximates the correct weights to

apply to each of the atoms, it can rescale the intensity if needed, matching directly to the real

sub-sampled data. However, BPFA must learn a dictionary from the real sub-sampled data,

which at low sampling rates can sometimes be challenging if the noise levels are also high,

the dictionary transfer approach can show an advantage in the quality of reconstruction. This

is demonstrated in the differences between Fig.5.12(d) and (e) where the yttrium columns are

more refined using dictionary transfer than using BPFA alone. This is particularly important,

as sampling at 3% [211, 212] using a scan generator correlates to a 33x speed up in image acqui-

sition and 33x less total electron dose during the experiment. For beam sensitive materials this

is excellent as the images acquired will be more representative of the pristine sample due to

knock-on and radiolysis damage occurring fewer times overall [213]. For less beam-sensitive

materials, the speed up in acquisition means fewer artefacts in the image caused by stage drift.

In practice, however, it is found that line-hop sampling (i.e., random walk) [214] is a better

alternative sampling strategy for experimental data and it balances sparsity of acquisition and

the limiting effects of hysteresis. UDS sampling is the optimal set up for image recovery [215],

however is limited in experiment due to hysteresis [214]. Comparison of UDS and line-hop

can be found in previous work [211] and readers are referred to chapter 3 for examples of

different mask types.

5.4 Conclusions

The methods have been implemented using both the PRISM and multislice algorithms, demon-

strating a robustness of the sub-sub-sampling approach to increasing speed of simulations

without significant loss of accuracy. It is also competitive in terms of its performance to

the state-of-the-art method for faster simulation (PRISM). This highlights the effectiveness of

sparse acquisition, in that much of the data requirements for STEM can be significantly re-

duced. Only a subset of the data is required to recover a functionally identical result through

image inpainting.

It is observed with the experimental images that using a sub-sampling strategy need not

be independent from other helpful approaches – other strategies for noise reduction, super

resolution etc can be applied to the inpainted image. It is found that the same effect here with

the simulations where the interpolation approach of PRISM can be used in conjunction with
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sub-sampling at a lower interpolation factor without significant loss of information. For exam-

ple, a simulation with an interpolation factor of 4 and sub-sampling at 5% gives significantly

better results than a simulation with an interpolation factor of 8 at 100% sampling, running

almost twice as fast in the process.

Although the demonstrations here have only shown results for HAADF simulations, the

methods described are applicable to all STEM imaging modes such as bright field, annular

bright field, and 4D-STEM. For example, 4D-STEM can approximate sample thickness us-

ing position average convergent beam electron diffraction by matching simulation to experi-

ment [208].

Furthermore, it has also been demonstrated that STEM simulations can seed the dictio-

nary for real image reconstruction, meaning faster ‘live’ reconstructions from experimental

CS-STEM data. In the BPFA algorithm it is possible to begin the dictionary learning from

a custom dictionary. By seeding the initial dictionary from the dictionary acquired from a

simulation of the material in question, it could potentially speed up the convergence of the

algorithm, or equally make the live reconstructions more accurate after fewer iterations. It

is evidenced in this work that transfer learning with an OMP can give functionally identical

results to the ground truth. This can be even faster to recover than just using BPFA to recon-

struct, indicating further speed improvements.

In conclusion, sub-sampling a multislice simulation can be both faster and a better rep-

resentation of the full multislice simulation than the PRISM method at 100% sampling (de-

pending on the image quality metric used). This is analogous to using fewer but more intense

probes in real CS-STEM, as opposed to a full raster scan at low dose acquisition [211]. This

shows that in some cases it is better to have a more accurate calculation of individual probes

than interpolating each probe estimate over the full scan area.

Transferring the dictionary learned from a simulation can also yield better results than

blind inpainting the raw acquisition. This uses theory and experimental data together as op-

posed to just matching and comparing results. For microscopists applying this in a practical

sense, it would speed up analysis of the imaging conditions, allowing for faster adjustment

and hence less total electron dose on the sample. This could improve the final image quality

for many materials by reducing the amount of sample damage, driving forward new science

in beam sensitive materials.
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As noted, the purpose of faster simulation is not to improve their accuracy per se, but to

improve the efficiency of calculation for faster determination of properties and characteristics

in conjunction with experimental data. In the case where the accuracy of experimental data

is not perfect, it is proposed that the simulation itself does not need to be perfect if time is a

constraint. Of course, one could calculate an improved simulation for in-depth analysis, but

if it is possible to realise real-time simulations then they could be used to assist a microscopist

during acquisition. It may also be possible for fast STEM simulations (in conjunction with

deep learning) to interpret the correct adjustments needed for real-time acquisition automat-

ically. This would allow for both faster and more efficient alignment, which is of particular

importance to studies of beam sensitive materials.
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6 | Applying Compressed Sensing Meth-

ods to 4-D STEM

6.1 Overview of 4-D STEM

4-dimensional STEM (4-D STEM) is a powerful acquisition method for obtaining high quality

analysis for a range of specimens. In this imaging mode a series of diffraction patterns for each

probe position in a 2D grid are recorded in the far field on a 2D pixelated detector, as shown

in Fig. 6.1. This gives resolution in the real and reciprocal space, identifying the number of

electron counts which were scattered to a range of angles. From this it is possible to extract

phase information, electronic properties, and magnetic properties. These methods will be

covered in more detail as the chapter progresses.

It is important to appreciate the developments over the last three decades which have

lead to 4-D STEM becoming so popular, and why it is so. Prior to the widespread use of

aberration correctors, Nellist et al.demonstrated one of the earliest cases of 4-D STEM where

coherent micro-diffraction patterns were collected as a function of probe position and used

for a super-resolved ptychographic reconstruction [216]. This allowed the resolution of the

Si {004} at 0.136nm; a much higher spatial resolution than was achieveable using high-angle

annular dark field (HAADF) STEM on the instrument used. Another early demonstration by

Zaluzec et al., used position resolved diffraction to image distributions of magnetic induction

in a Lorentz STEM imaging mode [217, 218].

4-D STEM has progressed significantly since these early demonstrations, with more recent

examples of its application in ptychography having been used to recover the complex object

wavefunction of weakly scattering objects, such as lithium ion cathode materials [219] and
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Figure 6.1: Operating principles and analysis examples of 4-D STEM.(a) Electrons are con-
verged to form a probe which is rastered in 2-D across the sample plane. The transmitted elec-
trons are collected using a 2-D detector in the far field for each probe position. (b) Examples of
virtual detectors which can be applied to 4-D STEM data to emulate fixed integrating detectors
typically found in a STEM. (c) Examples of analysis methods which utilise the diffraction data
to extract phase information.

biological samples [220]. STEM ptychography has also been used to resolve praseodymium

dumbbells at the limit set by thermal atomic motion [83]. 4-D STEM has become popular due

to its versatility by way of multi-modal imaging using virtual detectors (VDs) [221], differ-

ential phase contrast (DPC) [222], centre of mass (CoM) analysis [223], and ptychography

[224–228]. A major limitation in the application of 4-D STEM has been the need for long inte-

gration times to a achieve significant signal-to-noise ratio (SNR) in the presence of noise and

dark current. However, the recent advent of commercially available direct electron detectors

[229–232] means that CBED patterns can be acquired with little or no detector noise at up to

100, 000 frames per second (fps), equivalent to an effective dwell time of 10µs per probe posi-

tion [232, 233]. These detectors are specifically designed for 4-D STEM acquisition, however

they are state-of-the-art, and the majority of detectors in use are typically operating at 1, 000 fps

up to 10, 000 fps. While this is a significant improvement over earlier indirect scintillator cou-

pled detectors operating at ca. 30 fps [234, 235], it is still at least a factor of ten too slow to

be able to match the dwell time of traditional solid state monolithic STEM detectors. Hence,
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4-D STEM experiments remain susceptible to drift and beam induced damage [213] which po-

tentially limits its applicability to studies of beam sensitive organic and hybrid materials or to

investigations of materials dynamics.

One option to overcome beam damage is to reduce the electron fluence at the sample [236,

237]. By reducing the fluence below a materials dependent threshold [238], or by using cryo-

genic temperatures [220], beam damage can be reduced. Furthermore, if combined with al-

ternative methods to increase acquisition speeds such as low bit-depth electron counting [239,

240], the acquisition speed can be increased and sample drift can be reduced. However, given

that the SNR is related to the number of detected electrons, and hence, with the fluence per

probe position, a combination of fluence and fast acquisition quickly transitions the experi-

ment to conditions that are below the minimum signal-to-noise requirements for 4-D methods

such as ptychography [241].

An alternative method to overcome beam damage in STEM is by using techniques based

on the theory of compressive sensing (CS) [145, 146], which is referred to here as probe sub-

sampling. Probe sub-sampling in this context refers to controlling the set of positions of the

STEM probe visits within a raster scan to reduce the number of acquisition points - thereby

directly creating a faster scan and a lower fluence and flux at the sample. Probe sub-sampling

has already been experimentally demonstrated for a variety of experimental STEM and SEM

imaging modes [211, 212, 242–248], and has also been used to speed up the computational

time for STEM simulations [249–251]. The key benefit for probe sub-sampling in STEM is

that by acquiring data from fewer probe locations acquisition rates can be increased, which in

turn reduces artefacts caused by sample drift as well as reducing the total cumulative electron

fluence. Thus, samples which are susceptible to beam damage can be imaged at usable SNRs,

without over exposure to the incident beam.

In this chapter, a new focused probe acquisition method is demonstrated which reduces

beam damage and increases acquisition rate by probe sub-sampling. Only a subset of the

CBED patterns are acquired and the BPFA is used to recover the full 4-D STEM data set from

the sub-sampled measurements. Simulations of this method applied to a simulated 4-D STEM

data set, as well as an experimental yttrium silicide data set are given, and demonstrate that

4-D STEM data acquisition can be reduced by at least 256× without significant quality loss in

all imaging modes.
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Previous work by Stevens et al. [245], showed the potential of recovering phase data from

sub-sampled 4-D STEM data. Both probe sub-sampling and detector sub-sampling (where a

subset of detector rows are readout at random) were used to show that with only 1% of the ac-

quired data, inpainting followed by phase retrieval can recover functionally identical 1 results

to a fully sampled experiment. In this work the inpainting of the 4-D data used a Kruskal-

factor analysis technique [252]. Here, this approach is extended by using a new implementa-

tion of the BPFA algorithm which takes advantage of GPU acceleration, as well as providing a

comparison between different 4-D STEM analysis techniques using inpainted data. The work

of Zhang et al. [253] is also built upon, who showed that the number of detector pixels required

for ptychographic reconstruction can be reduced significantly without loss of real space reso-

lution by applying this analysis to an experimental data set (i.e. with noise).

6.2 Methods

This section presents the method for acquiring and inpainting sub-sampled 4-D STEM data,

as well as the analysis methods which are common in 4-D STEM analysis. Both subsections

contain rigorous mathematical descriptions which are consistent with previous notations.

6.2.1 Compressive 4-D STEM

The experimental set-up for the acquisition of a sub-sampled data set is shown in Fig. 6.1.

Assume a pixelated detector with Hd and Wd pixels in the vertical and horizontal axis, respec-

tively, collecting 2-D CBED patterns of size Hd × Wd. Let Ωd := {1, · · · , Hd} ×{1, · · · , Wd}

be the set of all detector pixel locations and kd := (kh
d, kw

d ) ∈ Ωd denote the coordinates of

a detector pixel. Further assume an electron probe scanning a regular grid of Hp and Wp

locations in the vertical and horizontal axis, respectively2, collected in a probe locations set

Ωp := {1, · · · , Hp} × {1, · · · , Wp}. Let rp := (rh
p, rw

p ) ∈ Ωp denote the coordinates of a probe

location. Moreover, the total number of detector pixels and probe locations are denoted by,

respectively, Np = HpWp and Nd = HdWd. Finally, given a scan step parameter ∆p, in m, of

the electron probe and detector pixel size ∆d, in mrad, the location of the scanning probe and

detector pixel can be converted from their index units to real units.

1Functionally identical results are defined as the preservation of features compared to the ground truth, such
that the analysis is preserved in determining properties of the sample.

2Note that the coordinate axes of the pixelated detector and scanning probe are not necessarily the same.
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Let X ∈ RHp×Wp×Hd×Wd be the discretised 4-D representation of fully sampled 4-D STEM

data; and X (rp, kd) be the 4-D STEM data observed at probe location rp and detector pixel

kd. A CBED pattern collected at probe location rp is denoted by Xdp
rp := X (rp, ·) ∈ RHd×Wd .

In this work, the virtual image corresponding to a detector pixel kd, represented as Xvi
kd

:=

X (·, kd) ∈ RHp×Wp , refers to a matrix collecting the data observed at detector pixel kd for all

probe positions.

The compressed 4-D STEM to reduce beam damage and increase acquisition speed is now

introduced. This is achieved by sub-sampling Mp ≪ Np probe locations acquired in the sub-

sampling set Ω ⊂ Ωp, which is equivalent to sub-sampling each of the virtual images (sharing

a common mask determined by Ω). This defines the acquisition model as,

Yvi
kd

= PΩ(Xvi
kd
) + Nkd ∈ RHp×Wp , for kd ∈ Ωd, (1)

where Yvi
kd

is the sub-sampled measurements at detector pixel kd and PΩ is a mask operator

with (PΩ(U))(i,j) = U(i,j) if (i, j) ∈ Ω and (PΩ(U))(i,j) = 0 otherwise, and Nkd is an additive

noise.

The core of the recovery method assumes that the patches of every virtual image are sparse

in a shared dictionary, i.e., xvi
i = Dαi, where xvi

i := vec(Xvi
i ) ∈ RB2

is a vectorised version of

Xvi
i , D ∈ RB2×K denotes the dictionary with K atoms and αi ∈ RK is a sparse vector of weights

or coefficients for the ith patch of the virtual image. Based on these definitions, the BPFA

algorithm allows us to infer D, αi, and the noise statistics and in turn reconstruct the virtual

images in a sequential fashion. The details on the BPFA can be found in Section. 3.2.1.

The advantages of this approach include the ability to infer both the noise variance and

sparsity level of the signal in the dictionary, and allows for the learning of dictionary elements

directly from sub-sampled data. This approach has been tested in previous reports [211, 212,

248, 249, 251] and has shown success when applied to electron microscopy data. Note that this

approach learns a different dictionary for each virtual image and a BPFA instance is applied to

every virtual image. This is not necessarily optimal, however the concept of learning a shared

dictionary for all virtual images and applying a single instance of BPFA directly on the sub-

sampled 4-D data is left to a future study.

In addition to probe sub-sampling, it is also possible to down sample the detector pixels
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to eliminate redundancy. This can also be inferred as the optimisation of the reciprocal space

sampling, ∆d, which can be carried out by only reading out the set of rows which are within

the sampling set. This is different to conventional detector pixel binning (which still requires

reading of all rows within the total CBED pattern), since it does not consider nor acquire rows

which do not belong to the sampling set.

Given the detector down sampling factor fd ∈ N, uniformly read-out every f th
d row on

the detector. This results in faster acquisition of CBED patterns of size Hd/ fd × Wd pixels.

To further reduce the size of the data-set, keep only the data from every f th
d column on the

detector; resulting in CBED patterns with Md = Hd · Wd/ f 2
d entries. In this work, the detector

down sampling ratio is defined as Md/Nd = 1/ f 2
d. In practice, it could also be possible to

vary the camera length to optimise ∆d since the camera length is inversely proportional to the

reciprocal space sampling. This would account for detectors where an individual row cannot

be read out independently, but instead can only accept read-outs in blocks of rows.

Given the properties of applying detector down sampling, inpainting is not generally re-

quired hence the inpainting step remains unchanged. It is postulated that sparse detector

sampling could further increase the rate of 4-D STEM data acquisition beyond that presented

here.

6.2.2 Data analysis methods

Following acquisition of 4-D STEM data, various techniques such as VDs, DPC, CoM analysis,

and phase retrieval techniques such as ptychography can be used for analysis. In all cases, the

geometrical centre of the CBED patterns are aligned for consistent analysis.

Virtual detectors

A VD is analogous to fixed detectors which are typically used in STEM. A VD, as illustrated

in Fig. 1(c), is characterised by inner and outer collection semi-angles ri, ro ∈ R+, respectively

(in mrad). Given those parameters, each 2-D CBED pattern is summed over a selected angular

range. Setting Ωvd := Ωvd(ri, ro) ⊂ Ωd as the set of detector pixel indices that falls within the

radial range of the detector; and letting Zvd ∈ RHp×Wp be the VD image. Therefore, the value

of the VD at probe location rp, denoted by zvd
rp

, will be the sum of the 4-D STEM data at probe
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location rp restricted to the pixels indexed in Ωvd, i.e.,

zvd
rp

= ∑
kd∈Ωvd

X (rp, kd) (2)

Examples of annular bright field (ABF) and low-angle annular dark field (LAADF) virtual

detectors are shown in 6.2.

Differential phase contrast

DPC measures the projected electric field of a sample by quantifying the shift in the electron

beam using a segmented (virtual) detector. As depicted in Fig. 1(c), a DPC detector is similar

to a VD, but also includes an angular rotation θ ∈ [0, 2π) about the centre of the detector and

an angular width δ ∈ [0, 2π). Let Ωdpc+ := Ωdpc+(ri, ro, θ, δ) ⊂ Ωd be the set of detector pixel

indices whose radii are within the radial range of the detector and whose angles are in the

range of θ and θ + δ. Similarly, let Ωdpc− := Ωdpc−(ri, ro, θ, δ) be the set of pixel indices whose

radii are within the radial range of the detector and whose angles are in the range of θ + π and

θ + π + δ. Consequently the DPC image is defined by Zdpc ∈ RHp×Wp . Therefore, the value

of the DPC image at probe location rp, denoted by zdpc
rp , will be the sum of the CBED pattern

at that location and restricted to the pixels indexed in Ωdpc+ minus the sum of that pattern

restricted to the pixels indexed in Ωdpc− :

zdpc
rp = ∑

kd∈Ωdpc+

X (rp, kd)− ∑
kd∈Ωdpc−

X (rp, kd) . (3)

Example of a differential phase contrast virtual detector is shown in 6.2.

Centre of mass

The CoM field vector which quantifies the 2-D shift at probe location rp is denoted by zcom
rp

∈

R2 to construct a full CoM vector field Zcom ∈ RHp×Wp×2. Let Ωbd := Ωbd(kd) ⊂ Ωd be the set

of detector pixel indices that falls within the desired shift measurement region (typically the

bright field disk). Assume that each CBED pattern can be modelled as a non-uniform density

lamina where the density is equivalent to the intensity of the signal in the CBED pattern. By
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Annular Bright Field Annular Dark Field Differential Phase Contrast

30mrad

0.2nm

Figure 6.2: Examples of virtual detectors for 4-D STEM analysis.(left) Annular bright field
virtual detector, (middle) low-angle annular dark field virtual detector, and (right) differential
phase contrast virtual detector where for this specific detector, the white region has an ampli-
tude of +1, and the black region of -1 when multiplied by the diffraction pattern.

using standard derivations to derive the CoM field coefficients, zcom
rp

, as

zcom
rp

=
∑kd∈Ωbd(kd − cd) · X (rp, kd)

∑kd∈Ωbd X (rp, kd)
, (4)

where cd ∈ R2 are the coordinates of the centre of the CBED pattern. Following this, the CoM

displacement can be given as the magnitude or the angle of the vector zcom
rp

.

In order to calculate the projected electric field, a field constant term is introduced as,

Cf =
hv
eλ

, (5)

where e, h, v are the elementary charge, Planck constant, and electron velocity respectively.

The magnitude of the centre of mass at each probe location forms a pixel-wise centre of mass

shift z|com|
rp = |zcom

rp
|. This is then converted to units of radians by multiplying the intensity in

terms of pixels by ∆d × 10−3, and the projected electric field V ∈ RHp×Wp is therefore given as,

V = Cf(∆d × 10−3)z|com| . (6)

The projected charge density can also be estimated by taking the divergence of zcom
rp

. The

projected charge density ρ ∈ RHp×Wp is given as,

ρ =
Cfϵ0

e
(∆d × 10−3)div(zcom) . (7)
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Wigner Distribution Deconvolution

Ptychography is a technique that recovers the complex object wavefunction illuminated by a

(partially) coherent source, which in the case of STEM is a focused or intentionally defocused

probe. There are a number of analytical and iterative algorithms [254–259] that recover the

wave-function; here an adaptation of the Wigner distribution deconvolution (WDD) [260, 261]

is used, which is one method for object phase recovery for focused probe illumination [219,

262–264].

Firstly a definition of the observed CBED patterns is introduced as,

X (rp, kd) = |I(rp, kd)|2 (8)

where,

I(rp, kd) =
∫

P(r − rp)o(r) exp (i2πr · kd)dr (9)

which implies that X is a convolution between the object transfer function o(r) and probe

function P(r). To recover the object phase, the H-matrix (or H-array, for the sake of consistent

notation) is calculated, which is the Fourier transform of a 4-D STEM data-set with respect

to real space probe locations, followed by an inverse Fourier transform with respect to the

detector pixel locations, i.e.,

H(kp, rd) = F−1
kd

[
Frp

[
X (rp, kd)

]]
, (10)

where kp are the reciprocal space coordinates of the probe locations and rd are real space

coordinates with respect to the detector pixels.

For a general function f (u), its Wigner distribution [260, 261] is defined as,

W f (u, v) = F−1
v′
[

f (u + v′) · f ∗(v′)
]

. (11)

Using this definition of a Wigner distribution function in 11, it can be shown that the H-array

is the product of two Wigner distributions corresponding to the probe Wp and object Wo, i.e.,

H(kp, rd) = WP(−kp, rd) · WO(kp, rd) , (12)
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𝑊𝑎, Wigner 
Function of 𝑎

X 𝒌𝑑 , 𝒓𝑝 = ∫ 𝑃 𝒓 − 𝒓𝑝 𝑜 𝒓 exp 𝑖2𝜋𝒓 ⋅ 𝒌𝑑 𝑑𝒓
𝟐

Figure 6.3: Workflow of the WDD algorithm. The 4-D STEM data undergoes multiple Fourier
transforms, with the key step involving the Weiner deconvolution to separate the probe and
object functions.

where WP(kp, rd) is estimated as the initial probe parameters.

The Wigner distribution of the object transfer function in the reciprocal space can then be

computed by a Wiener deconvolution routine, with the inclusion of a small constant ϵ > 0 to

avoid division by zero, as

WO(kp, rd) =
W∗

P(−kp, rd)H(kp, rd)

|WP(−kp, rd)|2 + ϵ
. (13)

Once WO(kp, rd) is computed in (13), it follows that

O∗(kd) · O(kp + kd) = L(kp, kd) := Frd

[
WO(kp, rd)

]
, (14)

where O(kp) = Frp

[
o(rp)

]
is the Fourier transform of the object transfer function as a function

of the spatial frequency of the probe location. It is clear from (14) that |O(0)|2 = L(0, 0); and

therefore,

O(kp) =
L(kp, 0)√
L(0, 0)ejθ0

, (15)

where θ0 is the phase of the Fourier transform of the object transfer function at kp = 0. Finally,

an inverse Fourier transform on O(kp) yields the object transfer function in the probe location

coordinates:

o(rp) = F−1
kp

[
O(kp)

]
. (16)
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Figure 6.4: Visual comparison of ptychographic phase retrieval quality for different probe
sub-sampling and detector down sampling ratios. The reference data is the full data-set
passed through the BPFA algorithm (top row, leftmost column). The scale-bar indicates 5Å.

Note that the term ejθ0 in (15) causes a global relative phase shift in the estimation of the Fourier

transform of the object transfer function, equivalent to a spatial shift in real space. Without loss

of generality, it is typical to set θ0 = 0. Furthermore, note that the estimated object transfer

function recovered using the WDD in (16) is a function of rp, i.e., the real space coordinates of

the probe location. Therefore, regardless of the number of detector pixels, the WDD estimation

of the object transfer function has the same dimensionality as the scanning grid.

6.3 Results

This section presents results of applying the compressive 4-D STEM methods described above

to two datasets. Firstly to a simulated CS experiment applied to experimental yttrium silicide

data, and secondly experimentally sub-sampled 4-D data of a layered bismuth structure.

6.3.1 Experimental simulated compressed 4-D STEM of yttrium silicide

In order to model experimental acquisition, an experimental 4-D STEM data-set of Y5Si3 was

used (with all scan positions) and applied random sub-sampling of the probe positions and

down sampling of the CBED patterns. The experiment was carried out using a 100kV accelera-

tion voltage, a 30mrad convergence semi-angle, and a scan-step of 0.108Å. Y5Si3 is an electride

framework composed of cation and anion sublattices. These sublattices have a net positive

electric charge which are balanced by loosely bonded, interstitial anionic electrons [208]. Y5Si3

has been proposed as a low Schottky barrier material for n-type silicon semiconductors due
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Figure 6.5: SSIM of phase and CoM field recoveries with respect to probe and detector
sampling ratios. As the probe sub-sampling ratio increases, the quality of the phase and CoM
field recovery increases. However, there is only a small difference in the image qualities as the
detector down sampling ratio is decreased. This indicates significant redundancy within the
4-D data-set, which can be omitted through detector down sampling and probe sub-sampling.
Example images of the phase images from this experiment are shown in Fig. 6.4.

to its low Schottky barrier height of 0.27eV [209]. It has also been recently proposed as an

encapsulation material for radioactive volatile products within nuclear fission reactors [210].

Readers are referred to section 5.3.3 as well as the work of Zheng et al. [208] for more details

on the sample.

In this study, probe sub-sampling ratios Mp/Np ∈ {6.25, 12.5, 25, 50, 100}% were applied,

as well as detector down sampling ratios Md/Nd ∈ {6.25, 25, 100}%. LAADF and annular BF

(ABF) [265] virtual detector images, (ri, ro) = (30, 60) mrad and (ri, ro) = (10, 22) mrad were

simulated together with DPC images with (ri, ro) = (10, 22) mrad and (θ, δ) = (3π/4, π/2)

rad. In addition, the recovered ptychographic phase images are calculated (Fig. 6.5 (left)).

For this there are a number of analytical and iterative algorithms [254–259] that recover the

complex ptychographic wave-function, and here a modification of the Wigner distribution de-

convolution (WDD) algorithm [219, 260–264] is used as given within the ptychoSTEM package

for MATLAB [228].

Fig. 6.5 (left figure) shows the quality of the ptychographic phase (using the structural

similarity index measure (SSIM) [197] as our chosen metric) with respect to different probe

sub-sampling and detector down sampling ratios. There is only a small degradation in the

quality as the sampling at the detector is decreased; this implies the detector is over-sampled.

Further observations show that probe sub-sampling can be used with BPFA to recover visually

identical results in the phase recovery.
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Figure 6.6: Visual comparison of images recovered from sub-sampled 4-D STEM data. CoM
field, DPC, ABF, and LAADF images for 6.25% probe sampling and 6.25% detector down sam-
pling after inpainting. The reference data is the full data passed through the BPFA algorithm
(top row). The PSNR and SSIM values are overlaid, the spatial scale bar indicates 5Å, and the
detector scale bar indicates 30 mrad.

Similarly, Fig. 6.5 (right figure) shows a comparison of the quality of CoM field analysis

as a function of sub-sampling ratio, where visually identical results are achieved with respect

to the reference data. Comparing the plots for the phase and CoM field recoveries shown in

Fig. 6.5 suggests that ptychographic phase recovery is more robust in this case. This is possibly

due to the fact that the WDD operates on a full 4-D data-set, while the CoM field is computed

from individual CBED patterns.

Fig. 6.6 is a direct image comparison between the reference data and reduced sampling data

(Mp/Np = Md/Nd = 6.25%) when applied to CoM field analysis, DPC, ABF, and LAADF. It

is clear that there is very little difference in the quality of the images from a visual perspective,

and this is supported comparison of the corresponding peak signal-to-noise (PSNR) and SSIM

values corresponding to each. Fig. 6.4 is a visual comparison of the data in Fig. 6.5 (left). As can

be seen, the recovered phase data is almost indistinguishable, with all showing the expected

location of yttrium and silicon atoms.

The results demonstrate the inherent redundancy within the 4-D STEM data-set. By util-

ising inpainting algorithms, it is possible to discard over 99.6% (see Fig. 6.4 bottom-right) of

the original data-set whilst still recovering qualitatively identical results in the reconstructed
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phase, CoM field, DPC and VD images, to those obtained from processing the full data-set.

An example of these same methods applied to CdTe-Si interface are shown in section A1.2,

Fig. A1.3.

6.3.2 Experimentally acquired compressed 4-D STEM

Having simulated compressive 4-D STEM and the possible quality of recovery, the next logical

step is to test the method in practice. There are several challenges which must be overcome

to achieve a sub-sampled 4-D STEM dataset acquisition, and it has taken many trials before

arriving at a suitable method.

A JEOL 2100F (Cs corrected) equipped with a Direct Electron DE-16 camera and Direct

Electron FreeScan scan generator is used as the 4-D STEM acquisition tool. In order to perform

a standard 4-D STEM acquisition, the camera triggers the scan controller as to when the probe

should be moved from its position to the next. This creates a send-receive-acquire triplet,

between the camera-scan generator-microscope respectively. The hierarchy is important, since

the timings are set by the sender. By changing the order, one can enforce which hardware is

dominant and then by manipulating the parameters, can control where the probe is and which

frames to capture.

The workflow is not too dissimilar to that of standard CS-STEM, however the inclusion of

the camera involves an added layer of complexity. Firstly, the desired scanning pattern must

be loaded into the FreeScan software, and the camera cooled and inserted. Given the custom

scan pattern, the camera must be the signal receiver, not the sender; instead the scan generator

must be the sender. The next important step is to ensure that the scan frequency matches

the acquisition frequency of the camera so that the camera captures at the same rate as the

scanning probe moves position.

Once complete, a compressive 4-D STEM data will be in a 3-D format, where each layer

corresponds to a certain probe coordinate. To create a 4-D dataset, the diffraction patterns can

be stored sparsely (i.e., as a diffraction pattern with a corresponding position) or appended

to a zero valued 4-D array, where the diffraction patterns from a sampled probe replace their

zero valued corresponding diffraction pattern within the array, as depicted in Fig. 6.7.

This method was used to acquire 4-D STEM data of a layered bismuth structure collecting

12.5% of the probe locations in a UDS regime with a scan-step of 0.106Å over a 512 × 512
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Figure 6.7: Sub-sampled 4-D STEM of experimental data. An example data array of 4-D
STEM as acquired in experiment using a 25% line-hop sampling mask.

grid. The CBED patterns were collected using a Direct Electron DE-16 camera operating at

1, 400fps with a 256 × 256 readout region, camera length of 4cm, convergence semi-angle of

25mrad and an accelerating oltage of 200kV. The sample was prepared as a lamella using a

FIB, then oriented onto the [110] axis to see the layers. The data was inpainted using the

method described in section 6.2.1. The resulting object phase reconstruction and projected

charge density distribution are shown in Fig. 6.8.

The results in Fig. 6.8 are promising and show that it is indeed possible to acquire and

inpaint sub-sampled 4-D STEM data, as well as perform all the same analysis as would be

expected. The streaking in the images is due to sample drift and vertical stage drift, and is not

an artefact of the inpainting process. The total acquisition time was approximately 23s, which

is equivalent to collecting all diffraction patterns using a camera running at 11, 200 fps. This

could be significantly improved if a smaller read-out region was selected, however there were

instabilities when the camera length was reduced to ∼ 2cm, meaning the CBED could not be

made smaller on the detector using the projector lens system.

Given the success of applying this method to a near 20 year old instrument (the JEOL JEM

2100F Cs at Liverpool), with the correct hardware installed on a more modern system would
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(a) (b)

Figure 6.8: Ptychographic reconstruction and projected charge density of the experimentally
acquired compressive 4-D STEM data. (a) Ptychographic reconstruction using the WDD and
(b) the projected charge density calculated using the divergence of centre-of-mass. Scale bar
indicates 1nm.

significantly improve the quality of the data. There is still a lot of work to do regarding op-

timisation of the technique, however this demonstration has shown that probe sub-sampling

for 4-D STEM can be applied in practice.

6.4 Conclusions

The application of compressive sensing to 4-D STEM has significant benefits for upgrading

existing microscopes through increased acquisition speeds, as well as the reduction of fluence

and potential for beam damage. Given the inherent redundancy in 4-D STEM data, it is pro-

posed that even lower sampling ratios could be employed using a multi-dimensional recovery

algorithm, rather than performing sequential 2-D inpainting. The benefit of this is that by us-

ing a multi-dimensional recovery algorithm it is possible to leverage more data during the

training process as well as the similarity between virtual images during the recovery step.

To further improve acquisition speeds, it may be possible to also include sparse detector

sampling, analogous to probe sub-sampling, followed by inpainting the 4-D STEM data-set

with minor modifications to the acquisition model. This could further increase acquisition

speeds by assuming that each pixel has a fixed read-out time, and potentially allow for multi-

ple 4-D STEM data-sets to be acquired rapidly.
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Furthermore, it is postulated that time-resolved 4-D STEM is now not limited by the detec-

tor read-out speed, but can instead be acquired through reduced sampling strategies.
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7 | Other works

7.1 Introduction

The main research foci of this thesis have been presented in the previous chapters, addressing

the application of compressive sensing to STEM simulation and 4-D STEM. However, there are

several other works which were performed alongside the main research topics. This chapter

aims to summarise those works, their importance, and the learning outcomes.

7.2 Improving ePIE with a sparsity promoting regularization

This section presents a novel solution to improve the reconstruction quality of iterative pty-

chograms using a sparsity promoting l0-norm regularization step, which ultimately also al-

lows for fewer probes to be scanned without significant loss of information. This work was

done in collaboration with Amirafshar Moshtaghpour (RFI) and Abner Velazco-Torrejon (RFI).

7.2.1 Introduction

As discussed in section 2.3.3, 4-D STEM data can be acquired using either a focused probe (as

shown in section 6) or a defocused probe. In the case of defocused probe 4-D STEM, the goal

is to recover the phase of the object through a phase retrieval algorithm, leveraging the redun-

dancy between neighbouring probe locations to update an estimate of the incident probe and

the object itself. This phase retrieval process is known as ptychography, which was initially

developed by Hoppe [266] and extended for electron microscopy by Gerchberg [267], and

then John Rodenburg and Richard H. T. Bates who pioneered the field to where it is today. It

was initially considered a super-resolution technique [260, 261] since the theoretical resolution

could outperform lenses at the time, and work by Nellist et al. [216] was the first demonstration
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of practical results evidencing this, with a roughly 3× improvement in resolution. Rodenburg

and Bates’ work built upon the proposed method by Hoppe [266] for phase retrieval. Since

then, ptychography has become a powerful imaging method for various fields such as x-ray

microscopy [268] and visible light microscopy [269], not just in electron microscopy.

There are limitations to this method. The first is the inherent redundancy in the dataset

which ultimately leads to overexposure of the sample, potentially resulting in beam damage

and/or long acquisition times. The second is the size of the data collected which is typically on

the order of several gigabytes, which is difficult to operate on during analysis, and a limitation

to data throughput. This work aims to solve these issues through an more efficient acquisition

method an improved version of ePIE by imposing sparsity on the final solution.

7.2.2 Principle of iterative phase retrieval

Work by Gerchberg [270] showed one of the earliest successful approaches to iterative phase

retrieval, which Fienup [271, 272] also began developing towards the late seventies and early

eighties. There are various iterative ptychography algorithms which can recover the object

phase as well as the probe. These include the Ptychographical Iterative Engine (PIE) [254],

the extended PIE (ePIE) [255], 3-D ePIE (3PIE) [257], Difference Map (DM) [273], Maximum

Likelihood (ML) [274], Relaxed Average Alternating Reflections (RAAR) [275], Nonlinear Op-

timisation (NL) [276], Semi-implicit Douglas-Rachford (sDR) [277], as well as various gradient

descent approaches [278].

In this thesis, the ePIE is used for iterative phase retrieval. The ePIE works by assuming

the following forward model for the exit wave ψ(r, rp),

ψ(r, rp) = P(r − rp) · O(r) , (1)

where the signal measured on the detector D(k, rp) (here, detector wave) is,

D(k, rp) = |Fr[ψ]|2 , (2)

which is the same forward model given in section 6, Eq. 8. The inverse problem is then defined

as,
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Figure 7.1: Workflow of the ePIE algorithm. The forward model is applied to initial estimates
of the object and probe, which is then compared to the measurements in both Fourier and
real domains. The final solution is the one which minimises the error between estimation and
measurement.

{Ô(r), P̂(r)} = Π(D(k, rp)) , (3)

where Π is a solver which takes in measured diffraction patterns and returns estimates of the

object, Ô(r), and probe, P̂(r). For a non-convex problem such as this, there is no closed form

solution which guarantees recovery, however it is possible to approximate a solution by the

minimisation of error between the observations and the estimates.

The ePIE algorithm takes this approach to phase retrieval, and is summarised in Fig. 7.1.

The algorithm begins with estimates of the object and probe in real space, with the later being

approximated by considering the illumination source (although a random guess would be

possible). A real space probe position is selected at random and an uncorrected exit wave is

then calculated using the forward model in Eq. 1. Its Fourier transform is taken with respect

to real space, and then it is compared with the measurement. This provides the first constraint

in the Fourier domain, where the corrected detector wave is given as,

Ψc(k, rp) =
√

D(k, rp) exp ( ̸ Ψu(k, rp)) , (4)

i.e., replace the amplitude with that of the observed detector wave, but keep the phase of the

uncorrected detector wave (see appendix A2.2). An inverse Fourier transform of the corrected

detector wave is then taken with respect to reciprocal space, and this forms a corrected exit

wave. This is then passed into the real domain constraints. The ePIE alternates between probe
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Figure 7.2: Defocused probe set-up in STEM. The overlap ratio can be calculated using the
convergence semi-angle α, the defocus value C1,0, and the scan-step ∆p. (a) View perpendicular
to the optical axis showing the defocus condition, (b) view from above parallel to the optical
axis indicating the scan-step, and (c) geometry for calculating the probe overlap ratio.

and object updates, and here, an update step is defined as an update of the probe and object

for one exit wave. An iteration is defined as the number of times the entire dataset is passed

through the data. The real domain constraints are given as,

Pnew(r) = Pold(r) + Lβ
Oold∗(r − rp)

maxr|Oold(r − rp)|2
(ψc(r, rp)− ψu(r, rp)) (5)

Onew(r) = Oold(r) + Lα
Pnew∗(r − rp)

maxr|Pnew(r − rp)|2
(ψc(r, rp)− ψu(r, rp)) , (6)

where Lα and Lβ are learning rates. These constraints are derived in the appendix A2.2.

7.2.3 Importance of probe overlap

Defocused probe electron ptychography is a special case, whereby the electron probe formed

in a STEM is deliberately defocused to increase the field-of-view for each incident electron

probe. By doing this, the scan-step can be increased whilst retaining the same illuminated

area, thus decreasing electron fluence. The scan-step and defocus should be set so that the

overlap between neighbouring probe locations is sufficient [279].

The radius of the probe at the sample plane, r ∈ R, is given as

r = C1,0 tan (α) . (7)
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The area of the isosceles angled triangle AT seen in Fig. 7.2(c) is given as,

AT = δ
∆p

2

=
∆p

2

√
r2 −

(
∆p

2

)2

, (8)

and the area of the segment subtended by θ, AS is given as,

AS =
θ

2
r2

= r2 cos−1
(

∆p

2r

)
. (9)

The area in the overlap region is then simply twice the difference between the area of the

segment and the area of triangle i.e., AO = 2(AS − AT). The overlap ratio R is then calculated

as AO divided by the area of the probe illuminating the sample,

R =

2r2 cos−1
(

∆p
2r

)
− ∆p

√
r2 −

(
∆p
2

)2

πr2 . (10)

The amount of overlap between probes has a direct effect upon the observed error in the

recovered phase [279]. This is because there are more updates for each real position r where

r is shared between more probes. The estimate of the phase at r in O(r) is therefore more

consistent with the observations. Typical overlap ratios range from 70 − 90%, implying 8 − 10

probes contain the same real space position. In terms of beam damage and redundancy, this is

not efficient, hence a new approach is considered which aims to reduce the amount of required

overlap.

7.2.4 The l0 regularized ePIE (LoRePIE)

In order to overcome the overlap limit, an l0-norm regularization step is included during the

real domain constraints. The l0-norm regularization, or hard-thresholding, imposes a sparsity

constraint on the transformation of an object into some sparsity basis, which in this case is

the discrete cosine transform basis. For an object X, a basis transformation operator A, and a

threshold operator Hλ, l0-norm regularization is defined as,
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Parameter Test 1 Test 2 Test 3 Test 4 Test 5
Sampling ratio (%) 100 25 11.11 6.25 4
Overlap ratio (%) 85 70 56 43 30
Electron fluence (e−Å−2) 22.8 5.8 2.6 1.5 <1

Table 7.1: Parameters for testing the effectiveness of LoRePIE. .

X̂ = A−1
[

Hλ

[
A[X]

]]
= D

[
X
]

, (11)

where λ defines the strength of the threshold, and D is the general regularization operator in

this case. In the case of l0, λ is the number of coefficients which are to be non-zero in following

the application of Hλ, with the remaining values set to zero.

LoRePIE utilizes D during the real domain constraints acting on the object update step, i.e.,

Onew(r) = D
(

Oold(r) + α
Pnew∗(r − rp)

maxr|Pnew(r − rp)|2
(ψc(r, rp)− ψu(r, rp))

)
, (12)

which is one fast and simple process on the estimated object function, with only one additional

parameter to tune.

7.2.5 Results

To test the effectiveness of LoRePIE versus ePIE, a 4-D STEM dataset of double-layered ro-

tavirus particles was examined [220].

Acquisition parameters

The dataset was acquired with an acceleration voltage of 300kV in a defocused probe

regime, with the defocus estimated as −13µm. The scan step was set to 31.25Å and 127 ×

127 diffraction patterns were acquired in the far-field using a JEOL ARM 300CF equipped

256 × 256 Medipix3 direct electron detector. Given a convergence semi-angle of 1.03mrad, the

sampling on the diffraction patterns was 0.023mrad and an 85% overlap ratio. The dwell time

was 1ms using a 4pA beam current, hence the theoretical electron fluence was 22.8e−Å−2.

Simulation set-up
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Figure 7.3: Comparing LoRePIE to ePIE. ePIE results (top row) for each sampling ratio, and
LoRePIE results (bottom row) for the same parameters. LoRePIE returns visually improved
object phase images compared to ePIE at all sampling ratios. Probe amplitudes are overlaid
for reference. 4-D STEM data courtesy of Professor Peng Wang.

Simulated down-sampling of the probe locations were performed ranging from 100% sam-

pling to 4%. The simulation parameters are given in table 7.1. The electron fluence values

are calculated by considering the probe radius on the sample with the given parameters of

the acquisition (dwell time, beam current). The calculations and simulations are given in the

appendix A1.3.

The results in Fig. 7.3 show visually improved results for the object phase reconstructions.

The images appear less noisy, and are significantly improved for lower overlap ratios. Further-

more, the probe estimates are significantly cleaner despite LoRePIE not changing the probe

update step. This is likely due to a less-noisy object which in turn improves the overall probe

function.

7.2.6 Conclusions

The results presented here show a novel solution to the probe overlap problem in defocused

probe 4-D STEM. By using a simple regularization technique, the reconstructed object phase

is significantly improved at low overlap ratio.

This solution could be extended to other regularization techniques such as the use of a

different sparsity basis such as wavelet basis, or a dictionary learning or deep learning strategy.

It is clear that simple computational imaging techniques can drastically improve results for
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any existing iterative technique.

7.3 Characterisation of a CdTe-Si interface using 4-D STEM

This section is a brief summary of work done with Giuseppe Nicotra (CNR-IMM, Catania,

Italy), Gianfranco Sfuncia (CNR-IMM, Catania, Italy), Daniel Nicholls (SenseAI Innovations

Ltd, UK), and Sivananthan Laboratories (Bollingbrook, IL, USA). The goal of this collaboration

was to both optimise the 4-D STEM acquisition process at CNR-IMM to increase speed, as well

as characterise the CdTe-Si interface using 4-D STEM techniques. The microscope used was a

JEOL JEM ARM 200F, equipped with a Gatan K2 Summit detector running at 400fps.

7.3.1 Objective

As discussed in section 6, 4-D STEM is a powerful data acquisition method to analyse com-

plex materials such as low mass elements, biological samples, and defects, and interfaces. In

4-D STEM, a convergent beam electron diffraction (CBED) pattern is acquired at each probe

location in a raster scan to collect a larger range of scattering information, resolved on the

diffraction plane. Using this information, it is possible to generate different signals such as

annular bright field, centre of mass (CoM) and retrieve the phase of the object through pty-

chography.

In this study, 4-D STEM was used to investigate the defect formation mechanisms of CdTe

grown directly on Si produced by Sivananthan Laboratories through molecular beam epitaxial

growth. The goal of this study was to use 4-D STEM to attempt to simultaneously resolve the

CdTe and Si dumbbells through ptychography, a task which was not possible using traditional

imaging methods on the same microscope. This study also used CoM analysis to understand

the deflection of the electron beam caused by the interface. In combination, these analyses may

highlight the dislocations formed to relax the mismatch strain [280], which plays a significant

role in the performance of CdTe/Si substrate as an infrared detector.

7.3.2 Method

To acquire the dataset, a JEOL JEM-ARM200F at the Institute for Microelectronics and Mi-

crosystems in Catania was used. The microscope was aligned with a focused STEM probe

at 200kV and a convergence semi-angle of 30 mrad. In this study, a 4-D STEM dataset with
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Figure 7.4: 4-D STEM results for CdTe-Si interface. WDD reconstruced object phase (left),
centre of mass field (centre), and product of the phase image with the centre of mass field
(right).

diffraction patterns of size 128x128 was collected over a raster scan containing 170x170 probe

positions using a scan-step of 0.25Å. To recover the phase image, the Wigner Distribution De-

convolution (WDD) algorithm was chosen which is well established technique for focused

probe 4-D STEM phase retrieval. The centre of mass field was calculated using the method

described in section 6 using the MAT 4-D STEM toolbox presented in section 7.4.

7.3.3 Results

As the results in Fig. 7.4 show, the CdTe and Si are well resolved using the WDD to recover the

object phase. Furthermore, the CoM analysis proved equally useful for determining the beam

deflection. As can be seen, the interface shows a direct preferential electric field orientation.

This could be due to the difference in band gap between the CdTe and Si, potentially interface

states, or interstitials or impurities within the interface. The reason shall be investigated at a

later date as more data is required to validate the observation. Furthermore, the CdTe showed

twinning at the interface, indicative of shear stress response at the interface as hypothesised

above. Through ptychography, it was possible to simultaneously resolve both the Si and CdTe

dumbbells, and resolve atomic phase information at the boundary. This demonstrates the

power of focused probe ptychography to enhance the capabilities of STEM to resolve objects

which are either irresolvable or difficult to resolve in traditional imaging techniques.
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7.4 MAT 4-D STEM

Due to the amount of data that is typically acquired in a 4-D STEM acquisition, the different

types of data analysis which can be performed are far greater than that of standard 2-D imag-

ing. As discussed in section 6, these analysis types can reveal different properties depending

on the virtual detector geometry, or the phase retrieval.

There are various 4-D STEM analysis toolboxes which aim to encompass all the different

types within a package, such as the py4DSTEM [281, 282] and LiberTEM [283]. py4DSTEM has

become especially popular due to its large community of users, and LiberTEM for teaming up

with some camera manufacturers to read in their native file types. In the case of py4DSTEM,

there are extensive tutorials which guide users through, but the analysis still requires a knowl-

edge of python to manipulate data correctly. In order to overcome this, a simple MATLAB

based GUI was developed for 4-D STEM analysis, called MAT 4-D STEM. MAT 4-D STEM

aims to support MATLAB users, as well as those with little knowledge of programming lan-

guages to interactively investigate their 4-D STEM data. The MAT 4-D STEM also has scripting

functionality, as well as support for ptychography.

7.4.1 MAT 4-D STEM GUI

The GUI is designed to be simple and modular, promoting reproducible results and analysis.

The GUI is composed of four items, Experimental, Detector, Visualise, and Inpaint. In this section,

each shall be explained in more detail.

Experimental

4-D STEM analysis requires knowledge of the experimental set-up such as the accelerating

voltage, convergence semi-angle, and scan-step. For this reason, the Experimental tab is the

first to be updated with respect to the MAT 4-D STEM GUI.

Experimental parameters can be saved into a .mat file which can be stored and loaded with

a time stamp, encouraging reproducible results and faster analysis. Users can also prepare

data with built in de-noising tools such as filters or regularisation. There is also a custom

analytical de-noising tool for data which is corrupted by Poisson noise, although its efficacy

has not been tested to a full extent. There is also the option to re-orient data, as well as crop,

bin, down-sample, and pad diffraction patterns. Padding can also be applied to real-space to
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Figure 7.5: Overview of MAT 4-D STEM support and analysis tools. MAT 4-D STEM is cur-
rently a work-in-progress, but already support preliminary analysis modes as well as multiple
data types.

reduce wrapping artefacts.

The position averaged CBED (PACBED) can be aligned by hand using a built in Draw circle

function, or the PACBED can be automatically aligned using a binary threshold. The projector

lens rotation can also be automatically corrected using the divergence and curl of DPC data.

Probe parameters/aberrations can also be updated without reinitialising the code, especially

useful for parameter tuning within the WDD.

Detector

Virtual detectors, such as those described in section 6, allow a range of flexibility to 4-D

STEM analysis that cannot be achieved with fixed radial detectors in STEM mode. MAT 4-D

STEM allows users to define inner and outer detector angles, rotation of DPC/iDPC detectors,

as well as control over the sector angle in DPC detectors. The CoM collection angle can also be
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Figure 7.6: The four key components of MAT 4-D STEM. MAT 4-D STEM is designed with
simplicity of use. The four key components are Experimental (top left), Detector (top right),
Visualise (bottom left), and Inpaint (bottom right). These elements create a modular design,
ideal for simple, reproducible analysis.

adjusted to exclude or include certain signals, and the detectors can be easily stored if there are

preferential detector types. Detectors can be easily visualised as they are updated, and they

are automatically centred given the centring of the PACBED.

MAT 4-D STEM also includes an adaptation of the WDD algorithm allowing for ptycho-

graphic phase retrieval. In future, iterative techniques shall also be implemented for further

use cases. MAT 4-D STEM can also perform CoM analysis to generate projected electric field

and projected electric charge density. In all cases, MAT 4-D STEM will eventually have GPU

support for faster analysis using the mex compiler.

Visualise
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Data is visualised within the Visualise tab. Individual CBED patterns can be observed,

as well as the PACBED, virtual (detector) images, CoM analysis, and ptychographic recon-

structions. The images can be manipulated through normalisation for saving, standardisation

(rescales all data between 0 and 1), as well as various colour maps for enhancing visualisation.

Inpaint

The final tab is based on inpainting 4-D STEM data using R-LMI from section 3.2.2. A

sub-sampled 4-D STEM data can be loaded in and the mask can be detected, then the data

inpainted using automatic parameters determined by the input. If the data is already fully

sampled, the regularisation tool can be used to denoise the data, and users can select whether

to use a l0-norm or l1-norm regularisation. This section is fully parallelised on the CPU, and is

relatively fast for data processing/inpainting.

7.4.2 Future of MAT 4-D STEM

MAT 4-D STEM has been developed from custom 4-D STEM analysis scripts, and as such is

still under construction. In future, MAT 4-D STEM will receive a revamp, enhancing the user

experience as well as providing more tools for data analysis such as iterative phase retrieval,

and GPU support. The goal is to release version 1.0.0 by June next year, in time for summer

conferences. The toolbox will also be open source, with contributions encouraged from the

community.
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8 | Discussion, Conclusions, and Fu-

ture Work

The goal of this thesis was to develop the use of computational imaging techniques within elec-

tron microscopy to reduce acquisition time and potentially beam damage of samples, specifi-

cally focusing on the application of compressive sensing techniques to STEM simulation and

4-D STEM. As a result, a novel strategy for fast STEM simulation was developed, as well as

the first practical demonstration of sub-sampled 4-D STEM. In addition, the use of elegant so-

lutions to promote sparsity have improved results for experimental data, indicating the power

of computational imaging techniques for electron microscopy.

8.1 Chapter summaries

In Chapter 3, compressive sensing and image inpainting were outlined, as well as describing

what it means to sample at the Nyquist-rate for a STEM dataset acquisition. This chapter

then took the ideas of efficient sampling into a compressed sensing framework, highlighting

why it is possible to recover data from few sub-sampled measurements, as well as how it is

performed in practice.

This chapter then extended into a new method for inpainting, R-LMI, which can be em-

ployed to inpaint simple, periodic datasets. In contrast, the BPFA was shown to inpaint ape-

riodic or defected datasets, indicating why BPFA is used throughout this work. Another key

component of this chapter refers to the patch-size parameter and how a lower bound can be

derived based on the type of sampling mask or sampling ratio which was used. This now

allows for faster estimation of parameters.
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However, there are a number of questions which are yet to be answered, such as

• Could a deep-learning (i.e., generative adversarial network (GAN)) tool be used to in-

paint the data? The short answer is yes, but there are inherent drawbacks to this versus

the dictionary learning based approach. Neural networks can be very good at inpaint-

ing data through generative techniques, most commonly used to recover large regions

of missing data in corrupted images [284]. The issue with applying this to electron mi-

croscopy is that it would be detrimental if the network generated an artefact, such as

inpainting a defect or vacancy with the wrong solution. Furthermore, a network re-

quires extensive training data (typically thousands of images), and this process takes a

long time. Granted, other solutions involve creating smaller, less-generalised networks

which can be updated according to new data, but the uncertainty of whether a data is

correct would still linger. By contrast, the BPFA only inpaints what it can see and has no

knowledge of the global structure. Chapter 3 demonstrated where this could fail, but

also demonstrated how it can be corrected for by parameter tuning. Future work will

look into the use of neural networks which could potentially perform remedial tasks,

such as sparse coding steps.

• The tuning of BPFA hyperparameters requires extensive research. Although efforts were

made to address this in a closed form, the number of parameters and their influences

are beyond the scope of this thesis. However, it is a problem that does need solving if

the use of the BPFA were to be rolled out to the community. One possible solution is to

use a gradient descent which leverages the residual in the recovery as a cost function for

parameter tuning. Although this solution may be realisable, it may not be realistic with

respect to fast inpainting.

• A question remains regarding the optimal sampling strategy for STEM imaging. How

many probe locations should be visited and in what order? There is no definitive answer

so far. The best assumption to make is that for any given dataset which matches the cri-

teria that it is compressible in some sparsity basis, it can be sub-sampled if the smallest

feature will be sampled atleast once. That is, if the feature is the size of a pixel in the im-

age, then sub-sampled will not work. Of course, in most applications the user is aware of

the minimum feature size (atomic radii can be estimated, nanoparticles generally have a

fixed size distribution), and as such can balance their sampling accordingly. For periodic
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structures, this is not the case and the sampling can be greatly reduced such that the

feature would then become the unit cell/s. As for the order of sampling, the limitations

of hysteresis, as discussed in section 2.4.3, limit the possible scanning regimes. Work by

others in the University of Liverpool group aim to address this issue by modelling the

scan-coil dynamics [137].

Chapter 4 looked at the application of compressive sensing and computational imaging to

2-dimensional STEM data, specifically HAADF imaging. The main focus here was on how

to control the STEM probe, how to collect data, and how to inpaint the data. This chapter

demonstrated sub-sampling on three different systems at the University of Liverpool, Ros-

alind Franklin Institute, and CNR-IMM. This was important since it showed that compressive

sensing can be applied to various systems without requiring a complete overhaul of the exist-

ing system.

This chapter then concluded with dictionary transfer from a simulated image to experi-

mental data. The results showed that by using a simulated image to form the dictionary, a

better reconstruction can be formed. This may be controversial and does probably ask more

questions than it answers. Why does the resolution improve and what would happen if the

same process was applied to an off-axis or astigmatic image? The answer is always that the

algorithm’s job is to find the solution which minimises the residual given the inputs. The so-

lution given is the solution to that problem, and it may be that it is wrong in some cases. On

the other hand, by running a self-learned dictionary at the same time, the two images can be

compared. This then allows the user to verify whether the expected answer matches to their

experiment. If it does then the microscope/sample are well aligned, if not then there are pos-

sibly other experimental factors to tune such as tilt or astigmatism.

The later may be useful for samples which become so damaged during acquisition that

only short exposure of the beam is possible. Take a metal organic framework, say one that

damages even under very low doses. If the signal acquired were low, then the signal could

be improved by transferring the dictionary of the simulated structure. It is only equivalent to

how simulations are used to characterise results, except now the matching is done through a

dictionary matching.

A number of things could be expanded on,

155



Dictionary ReconstructionSource

Figure 8.1: Importance of using the correct dictionary. The dictionary learned from the source
to be inpainted (top row) provides a better recovery than the same image inpainted using a
different source (bottom row).

• How can a dictionary be quantified as to whether it is suitable or not? Consider a dictio-

nary which is not suited for a certain sample, say a dictionary containing stripes which

is meant to inpaint an atomic resolution image, as in Fig. 8.1. The dictionary transferred

from a poor source can produce artefacts (in this case stripes), although the overall struc-

ture remains intact. It would be useful to then have a way to define what makes that

dictionary worse for the given input. The number of dictionary atoms used per overlap-

ping patch could be a good measure, as this would imply the dictionary is not as useful

for providing a sparse image representation. This would, however, mean reconstructing

the data to find out.

• Does a new simulation have to be performed if defocus, magnification, or orientation

change? This means more experiments need to be performed to validate the efficacy of

dictionary transfer from a simulated image. Extending this, it is vital that the same re-

sults in Fig. 4.8 can be replicated but with changes to the defocus, tilt and astigmatism to

see if the result presented is a true representation, despite the assumptions and observa-

tions during acquisition.

Chapter 5 gave evidence that compressive sensing methods can be applied in the simu-

lation of STEM images, and showed that simulations can be sped up dramatically through a

targeted sampling approach. By treating the simulation as a 3-D data cube, the redundancy

through the frozen phonon configurations can be exploited and the correct contrast estimated
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for complex structures such as grain boundaries and samples containing defects or vacancies.

Furthermore, it was shown that the method can be applied to the multislice and PRISM algo-

rithms, increasing speed in both cases.

At the end of this chapter, a possible use case other than transfer was postulated- automatic

STEM alignment. Assume that the dictionary transferred from a STEM simulation shows

higher resolution versus the self-learned reconstruction, as in that shown in Fig. 4.8. Now,

assume that same set-up, but the microscope is optimally aligned at ideal focus conditions. It

is postulated that the self-trained dictionary would produce the result closest to the transfer

case when this condition is satisfied. To actually verify this, more testing is required as in the

earlier discussion within this chapter.

Another option would be to develop a digital twin that is a computational symmetry of

the microscope. Fast simulation could be part of this framework along with sub-sampling,

inpainting, denoising, and possibly deep learning.

Chapter 6 focused on the application of compressive sensing to 4-D STEM. This chapter

posed that sub-sampling of the probe locations, as well as down-sampling of the diffraction

patterns can dramatically increase the rate of data acquisition. As part of this section, a tests

were performed on experimental data. It was shown that this data could be reduced to <0.4%

of its original size, whilst retaining functionally identical results.

Following this, the first experimentally acquired sub-sampled data was presented. It was

shown that sub-sampling can be employed in 4-D STEM acquisition, however the results could

be improved. Several areas could be improved upon, such as,

• Can the method be used in a live mode? This is something that has yet been tested,

although there are plans to do so in the near future as part of a collaboration with the

RFI. In theory, the answer is yes. The practical issues are yet to be explored but the

application of live CS STEM has shown that it should be possible if all the correct signals

and data can be transferred to the SenseAI software.

• Given the method, it would be a great test to image a material which has yet been visu-

alised using 4-D STEM. One such material would be a MOF sample, and there are plans

to try this out as part of an international collaboration.

• The ideas of detector down-sampling should be justified with a mathematical deriva-
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tion. Currently, the observations are empirical, however it should be justified through

theoretical calculations.

Chapter 7 presented other works, including the LoRePIE algorithm to improve quality of

phase retrieval for low overlap ratios, and the MAT 4-D STEM toolbox. The LoRePIE algorithm

has many areas for future research, such as the addition of other regularisation techniques such

as soft thresholding, or a dictionary based regularisation. The method should also be tested

for other iterative algorithms, which should be relatively simple to implement given the mod-

ularity of the technique. It would also be interesting to see if sub-sampling can be combined

with LoRePIE to further reduce sampling of diffraction patterns, which could further reduce

dose, perhaps below 1e−Å2.

8.2 Future work and final remarks

In the application of computational imaging and compressive sensing to STEM, it has been

shown that various methods can be improved through sub-sampling. By exploiting infor-

mation across multiple dimensions, signal can be improved for scattering of weaker signals.

Consider a STEM which can simultaneously acquire signals from various sources such as EDS,

HAADF, 4-D STEM, and EELS. An example of such as system is shown in Fig. 8.2. Consider

the following signals;

1. HAADF

2. 4-D STEM (ABF, CoM, ptychography)

3. EDX/EDS

4. EELS

5. Beam tilt (tomography)

6. in-situ

7. Simulations

and assume that there exists a method for acquiring them all simultaneously. It is postu-

lated that through a computational imaging strategy, each of the signals would be combined to

improve signal across the entire n-dimensional data. This would make for more efficient char-
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Figure 8.2: The multi-dimensional STEM set-up. By acquiring signals from multiple sources
such as EDX, EELS, HAADF, and 4-D STEM, a multidimensional STEM data can be formed
where signals from some sources can improve the signal-to-noise of others.

acterisation, where the entire possible information (using a STEM) could be extracted without

requiring multiple scans over the same region. This would also reduce exposure, potentially

leading to reduced beam damage and more reliable sample representation.

Perhaps this idea is no longer limited by scattering cross sections, nor data throughput,

since compressive sensing and computational image can enhance the signal observed with

fewer measurements.

In future work, the conclusions from each of the chapters aim to be addressed. The goal is

to ultimately develop the self-driving or automated STEM, effectively by incorporating com-
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putational imaging strategies and techniques into the acquisition process. There are still a lot

of unanswered questions, ideas, and avenues to explore, and it is an exciting time to be at the

cutting edge of method development in electron microscopy.
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A1 | Supplemental Materials

A1.1 Chapter 5
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Figure A1.1: Reconstructions of the SrTiO3 grain boundary simulation using BPFA-EM. The
title of each image corresponds to the sampling ratio used and simulation method respectively.
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Figure A1.2: Reconstructions of the 2H-MoS2 monolayer simulation using BPFA-EM. The
title of each image corresponds to the sampling ratio used and simulation method respectively.
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A1.2 Chapter 6
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Figure A1.3: Simulation of sub-sampled 4-D STEM using experimentally acquired 4-D
STEM data of a CdTe-Si interface. Top row shows the ABF, DPC, CoM field, and object
phase reconstruction using WDD (from left to right) for the fully sampled, raw data. The re-
maining rows are then down-sampled on the detector (6.25%) and probe sub-sampled, with
the recovery of the data being performed using the BPFA. Scale bar indicates 1nm.
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Figure A1.4: Simulation of the dose distribution for the parameters given in table 7.1. Title
for each dose-distribution map corresponds to a different column in table 7.1, where the esti-
mated fluence is the average intensity across the map. The distributions are computed using
the code given in the appendix section A3.2.
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A2 | Derivations

A2.1 Expectation and variance of discrete random variables

Let X be a random variable, and let a be a constant. Let µ = E[X] be the expectation value for

X. Let f (X) = aX be a linear function on X, such that the expectation of f (X) is calculated as,

E[ f (X)] = E[aX]

= aE[X]

= aµ . (1)

The variance of X, Var[X] is defined as,

Var[X] = E[X2]− µ2 , (2)

such that the variance of f (X) is calculated as,

Var[ f (X)] = E[ f (X)2]− E[ f (X)]2

= a2E[X2]− a2µ2

= a2(E[X2]− µ2)
= a2Var[X] . (3)
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A2.2 Fourier and real domain constraints in iterative ptychography

This derivations follow from the results given in section 7.2.

A2.2.1 Fourier domain constraints

Let Ψu(k, rp) and Ψc(k, rp) be the uncorrected and corrected detector waves respectively. The

Fourier domain constraint follows the definition of the following convex minimisation prob-

lem,

Ψ̂ = argmin
u

||u − Ψ||2 s.t. |u| =
√

D , (4)

which has a solution given as,

Ψc(k, rp) =
√

D(k, rp) exp ( ̸ Ψu(k, rp)) . (5)

A2.2.2 Real domain constaints

Let ψu(r, rp) and ψc(r, rp) be the uncorrected and corrected exit waves respectively. Following

the forward model given in section 7.2 Eq. 1, the uncorrected and correct exit waves are,

ψu(r, rp) = Pold(r − rp) · Oold(r) (6)

ψc(r, rp) = Pnew(r − rp) · Onew(r) , (7)

and by subtracting the uncorrected wave from the corrected wave yields,

ψc(r, rp)− ψu(r, rp) = Pnew(r − rp) · Onew(r)− Pold(r − rp) · Oold(r) . (8)

From here, two separate assumptions can be made. It can be assumed that (i) the new probe is

the same as the old probe, or (ii) the new probe is a scalar transformation old probe. Consid-

ering (i) at the object update step, Eq. 8 reduces to,

ψc(r, rp)− ψu(r, rp) = Pnew(r − rp) ·
[
Onew(r)− Oold(r)

]
, (9)
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i.e., fix the probe for object updates. This then generates the new guess for the object as,

Onew(r) =
(ψc(r, rp)− ψu(r, rp))

Pnew(r − rp)
+ Oold(r) , (10)

which can be controlled through a learning rate Lα such that,

Onew(r) = Lα
(ψc(r, rp)− ψu(r, rp))

Pnew(r − rp)
+ Oold(r) . (11)

The same argument can be used to derive the probe update step. Following this, it is clear

from Eq. 11 that the solution is unstable for zero values in Pnew(r − rp). To account for this, the

ePIE multiplies the numerator and denominator by the complex conjugate of Pnew(r − rp), and

sets the denominator to the maximum of the value of |Pnew(r − rp)|2. A small value, ϵ, can also

be added to the denominator to prevent instability, typically at the expense of convergence.

Finally, this results in the ePIE real domain constraints where the probe update is derived

by fixing the object as above,

Pnew(r) = Pold(r) + Lβ
Oold∗(r − rp)

maxr|Oold(r − rp)|2
(ψc(r, rp)− ψu(r, rp)) (12)

Onew(r) = Oold(r) + Lα
Pnew∗(r − rp)

maxr|Pnew(r − rp)|2
(ψc(r, rp)− ψu(r, rp)) . (13)
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A3 | Code Embed

Embedded codes which are discussed in the thesis that are open source.

A3.1 Line hop mask

1 function [mask] = line_hop_base(row_height ,padding ,height ,width)

2 % calculate number of lanes/rows to divide region into

3 num_rows = ceil(height / (row_height + padding));

4 % reshapes region to this size

5 track = zeros([ num_rows * (row_height + padding) width]);

6 % Initialise the mask

7 mask = ones([ height width]);

8 % Initialise the mask updater

9 im = zeros([ height width]);

10 % Catch if row_height is <=1

11 if row_height >1

12 % Loop through the lanes/rows

13 for row = 0 : num_rows -1

14 % First set the upper and lower bounds for row

position

15 row_start = (row) * (row_height + padding);

16 row_end = row_start + row_height - 1;

17 % If row >0, pick a random start in the bounds

18 if row > 0

19 row_random = row_start + randi(row_height) -1;
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20 else

21 % if the first row , set to middle of row

22 row_random = round (( row_start + row_end) / 2);

23 end

24 % Stops position being out of range

25 if row_random < height

26 ypos = row_random;

27 else

28 ypos = height;

29 end

30 % loops through columns

31 for x = 1:width

32 track(ypos+1, x) = 1;

33 jump = randi (3);

34 % Allows a jump up or down from previous height

35 if jump == 1

36 if ypos < row_end && ypos < height -1

37 ypos = ypos + 1;

38 else

39 ypos = ypos - 1;

40 end

41 elseif jump == 2

42 if ypos > row_start

43 ypos = ypos - 1;

44 else

45 ypos = ypos + 1;

46 end

47 end

48 end

49 % updates the mask updater

50 im = mask.* track (1:height , 1:width);

51 end
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52 else

53 for i=1: num_rows

54 r = randi(row_height+padding);

55 rin = (i-1)*( row_height+padding) + r;

56 im(rin ,:) = 1;

57 end

58 end

59 % ensures mask is same size as the target

60 mask = im(1:height ,1: width);

61 end

A3.2 Dose distribution maps

1 %% Dose estimator for STEM

2 % Author: Alex W. Robinson , University of Liverpool

3 % Written: 18/09/2023 , Last Modified: 27/09/2023

4 %------------------------------------------------------------%

5 %%%%%%%%%%%%%% Initialize %%%%%%%%%%%%%%%%%%%%%%%%%%%%%

6 %------------------------------------------------------------%

7 clc ,clear ,close all

8

9 list_factory = fieldnames(get(groot ,'factory '));

10 index_interpreter = find(contains(list_factory ,'Interpreter '));

11 for i = 1: length(index_interpreter)

12 default_name = strrep(list_factory{index_interpreter(i)},'

factory ','default ');

13 set(groot , default_name ,'latex');

14 end

15

16 %------------------------------------------------------------%

17 %%%%%%%%%%%%%% Set parameters %%%%%%%%%%%%%%%%%%%%%%%%%%

18 %------------------------------------------------------------%
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19

20 res = 1; % resolution of simulation in pixels / angstrom

21 percentage = 1; % fraction of maximum intensity values to carry

into dose estimate

22 probe_current = 4e-12; % Amperes

23 dwell_time = 1e-3; % seconds

24 scan_step = 31.25; % angstroms

25 scan_dim_x = 127; % number of scans in x

26 scan_dim_y = 127; % number of scans in y

27 convergence_semi_angle = 1.034e-3; % radians

28 defocus = -130000; % angstroms (assume atleast Scherzer defocus)

29 dose_limit = 0; % changes the maximum limit on colorbar e/A^{2}

30 uniform = false; % unifrom density probe if true

31 sigma_probe = 0.5; % standard deviation of a gaussian probe as

percentage of probe radius

32

33 %------------------------------------------------------------%

34 %%%%%%%%%%%%%% Create mask? %%%%%%%%%%%%%%%%%%%%%%%%%%

35 %------------------------------------------------------------%

36

37 % Uncomment if random sampling

38 % g = 0.25; % sampling ratio if random sampling

39 % % sampling ratio ~ g

40 % mask = rand([ scan_dim_y scan_dim_x ]);

41 % mask(mask >g) = 0;

42 % mask(mask >0) = 1;

43

44 % Uncomment if down -sampling

45 DS_factor = 1;

46 %sampling_ratio ~ 1/( DS_factor ^2)

47 mask = zeros([ scan_dim_y scan_dim_x ]);

48 maskx = 1: DS_factor:scan_dim_x;
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49 masky = 1: DS_factor:scan_dim_y;

50 for i=1: length(masky)

51 y = masky(i);

52 for j=1: length(maskx)

53 x = maskx(j);

54 mask(y,x) = 1;

55 end

56 end

57

58

59 % Uncomment below if using LineHop mask

60

61 % addpath('linehop\');

62 % row_height = 4;

63 % row_padding = 0;

64 % % sampling ratio ~ 1/( row_height+row_padding)

65 % mask = line_hop_main(row_height ,row_padding ,scan_dim_y ,

scan_dim_x);

66

67 %--------------------------------------------------------------%

68 %%%%%%%%%%%%% Do not change from here below %%%%%%%%%%%%

69 %--------------------------------------------------------------%

70 % check for a mask

71 try

72 mask_check = mask (1,1);

73 catch

74 mask = ones([ scan_dim_y scan_dim_x ]);

75 end

76 clear mask_check;

77 charge = 1.6e-19; % elementary charge , Coulombs

78 electrons_per_second = probe_current/charge; % number of electrons

per second
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79 electrons_per_probe = electrons_per_second .* dwell_time; %

electrons per probe

80 probe_radius = res*abs(defocus)*tan(convergence_semi_angle); %

probe radius estimated using defocus value and CSA

81 fluence_probe = (res^2)*electrons_per_second*dwell_time /(pi*

probe_radius ^2); % fluence of the probe

82

83 % Initialise the output

84 map = zeros([round((scan_dim_y -1)*res*scan_step +2* probe_radius)

round((scan_dim_x -1)*res*scan_step +2* probe_radius)]);

85

86 % Initialise the probe box to be added at each acquired location

87 box = zeros (2* round(probe_radius));

88 if uniform

89 for i=1: size(box ,1)

90 for j=1: size(box ,2)

91 r = sqrt((i-probe_radius -0.5)^2 + (j-probe_radius -0.5)

^2);

92 if r<= probe_radius

93 box(i,j) = fluence_probe;

94 end

95 end

96 end

97 else

98 sigma = probe_radius*sigma_probe; % standard deviation of a

gaussian probe

99 for i=1: size(box ,1)

100 for j=1: size(box ,2)

101 r = sqrt((i-probe_radius -0.5)^2 + (j-probe_radius -0.5)

^2);

102 if r<= probe_radius

103 box(i,j) = exp(-(r/sigma)^2);

199



104 end

105 end

106 end

107 box = box./sum(box ,"all");

108 box = box.* electrons_per_probe; % renormalise probe

109 end

110 sbdy = floor(size(box ,1)/2);

111 sbdx = floor(size(box ,2)/2);

112

113 % For loop over the scanned region and scanned probe locations

114

115 for i=1: scan_dim_y

116 cr = (i-1)*res*scan_step+probe_radius;

117 cr = round(cr);

118 for j=1: scan_dim_x

119 cc = (j-1)*res*scan_step+probe_radius;

120 cc = round(cc);

121 if mask(i,j) == 1

122 try

123 map(cr-sbdy +1:cr+sbdy ,cc-sbdx +1:cc+sbdx) = ...

124 map(cr -sbdy +1:cr+sbdy ,cc-sbdx +1:cc+sbdx)+ box;

125 catch

126 maphat = zeros([size(map ,1)+1 size(map ,2) +1]);

127 maphat (1:end -1,1:end -1) = map;

128 map = maphat;

129 clear maphat;

130 map(cr-sbdy +1:cr+sbdy ,cc-sbdx +1:cc+sbdx) = ...

131 map(cr-sbdy +1:cr+sbdy ,cc-sbdx +1:cc+sbdx)+ box;

132 end

133 else

134 end

135 end
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136 end

137

138 % Produces output figure , pop -up , and CW output

139

140 TF = map > (1- percentage)*max(map ,[],'all');

141 M = mean(map(TF));

142 max_fluence = max(map ,[],"all"); % maximum fluence

143 truemap = map(1:end -1,1:end -1); % adjusted map to discard edges

144 mean_fluence = mean(truemap ,"all"); % average fluence

145 disp(append('Average fluence estimation: ',num2str(mean_fluence)))

146 disp(append('Maximum fluence estimation: ',num2str(max_fluence)))

147 xticks_in = round(linspace(0,size(truemap ,2) ,10)) ';

148 yticks_in = round(linspace(0,size(truemap ,1) ,10)) ';

149 f = figure (100);

150 f.Color = 'w';

151 imagesc(truemap);axis image;colormap hot;

152 xlabel('X / \AA','Interpreter ','latex');

153 ylabel('Y / \AA','Interpreter ','latex');

154 xticks(xticks_in);

155 yticks(yticks_in);

156 xticklabels(num2str(xticks_in ./res));

157 yticklabels(num2str(yticks_in ./res));

158 dose_estimation = mean(truemap ,"all");

159 set(gca ,'FontSize ' ,24);

160 title('Dose distribution map');

161 if dose_limit >0

162 clim ([0 dose_limit ]);

163 end

164 a = colorbar;

165 a.Label.Interpreter = 'latex';

166 a.Label.String = 'e$^{ -}$\AA $^{2}$ ';

167 a.FontSize = 24;
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168 f = msgbox(append (" Average: ",num2str(mean_fluence),"e/A^2.

Maximum: ",num2str(max_fluence),"e/A^2") ,"Fluence ");
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