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- A reliability method is proposed from the reinforcement learning perspective.
- Sequential experimental design is interpreted as a finite-horizon Markov decision process (MDP).
- Reward function in the MDP is defined in terms of the integrated probability of misclassification.
- A learning function called integrated probability of misclassification reduction (IPMR) is proposed.
- Fast IPMR-based sequential experimental design is conducted by three effective workarounds.
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#### Abstract

A Bayesian reinforcement learning reliability method that combines Bayesian inference for the failure probability estimation and reinforcement learning-guided sequential experimental design is proposed. The reliability-oriented sequential experimental design is framed as a finite-horizon Markov decision process (MDP), with the associated utility function defined by a measure of epistemic uncertainty about Krigingestimated failure probability, referred to as integrated probability of misclassification (IPM). On this basis, a one-step Bayes optimal learning function termed integrated probability of misclassification reduction (IPMR), along with a compatible convergence criterion, is defined. Three effective strategies are implemented to accelerate IPMR-informed sequential experimental design: (i) Analytical derivation of the inner expectation in IPMR, simplifying it to a single expectation. (ii) Substitution of IPMR with its upper bound $I P M R^{\mathrm{U}}$ to avoid element-wise computation of its integrand. (iii) Rational pruning of both quadrature set and candidate pool in IPMR $^{\mathrm{U}}$ to alleviate computer memory constraint. The efficacy of the proposed approach is demonstrated on two benchmark examples and two numerical examples. Results indicate that IPMR ${ }^{\mathrm{U}}$ facilitates a much more rapid reduction of IPM compared to other existing learning functions, while requiring much less computational time than IPMR itself. Therefore, the proposed reliability method offers a substantial advantage in both computational efficiency and accuracy, especially in complex dynamic reliability problems.
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## Nomenclature

| AK-SS | adaptive Krigng-subset simulation | LIF | least improvement function |
| :---: | :---: | :---: | :---: |
| ALR | Active learning reliability | MCS | Monte Carlo simulation |
| BALR | Bayesian active learning reliability | MDP | Markov decision process |
| BRLR | Bayesian reinforcement learning relia- | PDF | probability density function |
|  | bility | PM | probability of misclassification |
| CDF | cumulative distribution function | REIF | reliability-based expected improve- |
| COV | coefficient of variation |  | ment function |
| ED | experimental design | RLCB | reliability-based lower confidence |
| EIER | expected integrated error reduction |  | bounding |
| IPM | integrated probability of misclassifica- | SS | subset simulation |
|  | tion | SUR | stepwise uncertainty reduction |
| IPMR | integrated probability of misclassification reduction | VAIS | variance-amplified importance sampling |
| IS | importance sampling |  |  |

## 1. Introduction

Engineering systems are inherently subject to uncertainties in the physical properties, external loads and operating conditions. Structural reliability analysis seeks to quantify the impact of these uncertainties by

[^0]computing the associated probability of failure of those systems concerning some predefined limit states, and it is paramount to the design, assessment and maintenance of complex engineering systems [1].

In a probabilistic framework, the randomness associated with an engineering system is typically represented by a $d$-dimensional vector of random variables $\boldsymbol{Z}=\left\{Z_{1}, \ldots, Z_{d}\right\} \subset \mathbb{Z} \in \mathbb{R}^{d}$, with a known joint probability density function (PDF) $f_{\boldsymbol{Z}}(\boldsymbol{z})$. Then, the state of system is encoded by a performance function $y=G(\boldsymbol{z})$, relying on the output of expensive-to-evaluate computational models, such as high-fidelity finiteelement models. Conventionally, the system is deemed in a failed configuration when $G(\boldsymbol{z})<0$, and the boundary between safe and failure domains is known as the limit state surface. The failure probability $P_{f}$ is then defined as [1]

$$
\begin{equation*}
P_{f}=\mathbb{P}(G(\boldsymbol{Z}) \leq 0)=\int_{\mathbb{Z}} \mathbb{1}(\boldsymbol{z}) f_{\boldsymbol{Z}}(\boldsymbol{z}) \mathrm{d} z \tag{1}
\end{equation*}
$$

where $\mathbb{P}(\cdot)$ denotes the probability operator; and $\mathbb{1}(\cdot)$ is the failure indicator function given by

$$
\mathbb{1}(\boldsymbol{z})= \begin{cases}1, & G(\boldsymbol{z}) \leq 0  \tag{2}\\ 0, & \text { otherwise }\end{cases}
$$

In most real-world scenarios, analytical solution to Eq. (1) is generally intractable. Consequently, researchers have developed a host of numerical reliability analysis methods in the literature, which often entail the repeated evaluation of performance function. A reliability method will be computationally efficient if it only requires a minimal number of performance function evaluations. Basically, existing reliability methods can be categorized into four groups. (i) Analytical approximation methods, e.g., first- and secondorder reliability methods [2]; (ii) Sampling methods, e.g., Monte Carlo simulation (MCS) [3], importance sampling (IS) [4], directional sampling [5], subset simulation (SS) [6] and line sampling [7]; (iii) Numerical integration methods, e.g., moment methods [8] and probability density evolution method [9, 10]; (iv) Active learning reliability (ALR) methods, where two seminal contributions are efficient global reliability analysis [11] and adaptive Kriging Monte Carlo simulation [12].

In the past decade, the ALR methods [13] have gained increasing popularity due to higher efficiency compared to the aforementioned categories. The core of the ALR methods lies in replacing the computationallyexpensive performance function with a well-calibrated surrogate model, which is inexpensive to evaluate. In particular, the calibration of surrogate model and the estimation of failure probability are iteratively performed within the sequential experimental design process. Then, the accuracy of the surrogate-estimated failure probability is progressively improved until a relevant convergence criterion is met. For a more comprehensive review, interested readers may refer to [13, 14].

Commonly-used surrogate models in this context include Kriging [12], support vector regression [15], polynomial chaos expansion [16, 17], radial basis function [18], and ensemble of metamodels [19]. Kriging is arguably the most popular one, due to its Bayesian interpretation and uncertainty quantification capability. This advantage makes it well-suited for sequential experimental design. Therefore, we restrict our attention to Kriging. The combination of Kriging with MCS [12, 20], IS [21], SS [22], or probability density evolution method [23, 24] have been extensively explored in the literature. Notably, a Bayesian inference framework for Kriging-based failure probability estimation was recently developed in [25, 26, 27], where both the posterior mean and (upper-bound or exact) posterior variance of Kriging-estimated failure probability are derived. The former is considered as a desired estimate of failure probability, while the latter serves as a measure of epistemic uncertainty about Kriging-estimated failure probability, due to the limited training samples [28, 29]. This epistemic uncertainty measure can be reduced by sequentially adding informative training samples, and the sequential experimental design is terminated when this uncertainty measure falls below a predefined tolerance. This sub-category is collectively referred to as Bayesian active learning reliability (BALR) method.

Sequential experimental design [30] is arguably the most distinctive feature of the ALR methods, involving a sequence of decisions on where to make the next performance function evaluation(s) based on the available data. This sequential process is often achieved by specifying a learning function that assigns a score to each candidate point in the input space commensurate with its propensity for aiding the reliability analysis task. In the combination of Kriging and those simulation methods, common learning functions include the expected feasibility function [11], U function [12], reliability-based lower confidence bounding (RLCB) [31], reliability-based expected improvement function (REIF) [32], and others. A notable feature of these learning functions is that their expressions are generally defined in terms of the posterior mean and variance of Kriging. This indicates that they essentially balance the proximity of posterior mean of Kriging to the limit state surface and the posterior variance of Kriging in a heuristic manner [33]. In the BALR methods, the measure of epistemic uncertainty about failure probability can be defined in terms of its upperbound posterior variance [26] or expected misclassification probability [27], all expressed as integrals. Then,
their integrands are simply used as the corresponding learning functions, with typical ones including the upper-bound posterior variance contribution [26] or expected misclassification probability contribution [27]. However, the new point featuring the greatest integrand does not necessarily lead to the biggest reduction of the corresponding epistemic uncertainty measure.

Essentially, sequential experimental design involves solving a problem of sequential decision-making under uncertainty. Owing to the Bayesian nature of Kriging, this process exactly fits within a Bayesian decisiontheoretic framework [28], where the optimal experimental design policy is built on maximizing specific utility functions in expectation. The utility function reflects preferences over different sample locations for the reliability analysis task. However, most of the aforementioned learning functions may fall short of realizing the promise of an optimal policy [33]. Although they are computationally efficient and yield reasonable empirical results, they may leave substantial room for improvement. Reinforcement learning [34] is a class of theoretically-sound and principled methods for finding an optimal policy for sequential decision-making. This is achieved by an agent learning a policy to maximize its expected cumulative reward function through interaction with the environment. Recently, it has demonstrated promising results in diverse fields, including robot control [35], Bayesian optimal experimental design [36], Bayesian optimization [37], and maintenance planning [38]. Importantly, this approach has also been explored in the reliability analysis task [39]; however, the associated learning function significantly deviates from the form of an expected accumulative reward function. To the best of the authors' knowledge, a genuine implementation of reinforcement learning-guided reliability method has not been attempted before.

In this work, a Bayesian reinforcement learning reliability (BRLR) method is developed. On one hand, Bayesian inference for the failure probability estimation is conducted to propagate and quantify the associated epistemic uncertainty. On the other hand, reliability-oriented sequential experimental design is built from the reinforcement learning perspective, with the aim of maximally reducing this epistemic uncertainty per iteration. The primary contributions of this study are summarized as follows.

- Sequential experimental design is framed as a finite-horizon Markov decision process (MDP) in the reinforcement learning framework with a Bayesian decision-theoretic setting. This allows gaining the theoretically-optimal sampling policy through dynamic programming.
- The integrated probability of misclassification (IPM) is proved to be the upper bound for the absolute relative error of Kriging-estimated failure probability. Hence, it can serve as a measure of epistemic uncertainty about failure probability estimation.
- Reward function in the MDP is specified in terms of IPM, leading to a one-step Bayes optimal learning function termed integrated probability of misclassification reduction (IPMR) and a compatible hybrid convergence criterion.
- Cost-effective IPMR-based sequential experimental design is conducted through three critical workarounds. First, the inner expectation in IPMR is analytically derived, reducing it to a single integral; then, IPMR is substituted with its computationally-cheap upper bound IPMR $^{\mathrm{U}}$. Second, the pruning of quadrature set for $I P M R^{\mathrm{U}}$ is conducted by exploring the locality of its integrand. Third, the candidate pool is pruned based on the preference of IPMR ${ }^{\mathrm{U}}$ over different candidate samples.

The rest of this paper is organized as follows. Section 2 provides a review of basic concepts and outlines the primary objective of this study. Section 3 devotes to developing the reinforcement learning-guided learning function IPMR. Then, Section 4 details the workflow of the proposed BRLR. The efficacy of the proposed approach is demonstrated through four examples in Section 5. Finally, Section 6 presents concluding remarks.

## 2. Preliminaries

Given that the proposed BRLR method is set up in the standard normal space, the input random vector $\boldsymbol{Z} \sim f_{\boldsymbol{Z}}(\boldsymbol{z})$ is transformed into the standard normal vector $\boldsymbol{X}=\left\{X_{1}, \ldots, X_{d}\right\} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{d}\right)$. The corresponding isoprobabilistic transform $\mathcal{T}$ is defined as

$$
\begin{equation*}
\boldsymbol{X}=\mathcal{T}^{-1}(\boldsymbol{Z}) \tag{3}
\end{equation*}
$$

where $\mathcal{T}$ could be, for instance, Nataf or Rosenblatt transforms. Then, the original performance function in Eq. (1) can be reformulated as

$$
\begin{equation*}
\mathcal{G}(\boldsymbol{X})=G(\mathcal{T}(\boldsymbol{X})) \tag{4}
\end{equation*}
$$

where $\mathcal{G}=G \circ \mathcal{T}$ represents a performance function evaluated in the standard normal space.
Section 2.1 provides an overview of the fundamentals of ALR. Section 2.2 attempts to frame the sequential experimental design as a finite-horizon MDP in the reinforcement learning framework. Finally, Section 2.3 outlines the primary objective of this study.

### 2.1. Active learning reliability analysis

Fig. 1 illustrates the general flowchart of the ALR methods. The five main ingredients, i.e., the experimental design (ED) $\mathcal{D}_{n}=\left\{\mathcal{X}_{n}, \mathcal{Y}_{n}\right\}=\left\{\left(\boldsymbol{x}^{(i)}, y^{(i)}\right)\right\}_{i=1}^{n}$, the surrogate model $\widehat{\mathcal{G}}_{n}(\boldsymbol{x})$, the failure probability estimation $\widehat{P}_{f, n}$, the stopping condition and the learning function, are sequentially assembled. This iterative process forms a closed loop that enables feedback and, thus, progressively refining the accuracy of $\widehat{P}_{f, n}$.


Figure 1: General framework of active learning reliability analysis
The basics of Kriging $\widehat{\mathcal{G}}_{n}(\boldsymbol{x})$ are outlined in Appendix A. Due to the Bayesian formalism of Kriging, Bayesian inference can be conducted for the failure probability estimation, resulting in the posterior mean and variance of $\widehat{P}_{f, n}$. This workflow is briefly illustrated in the panel with yellow background in Fig. 1. Starting by assigning a GP prior over $\mathcal{G}(\boldsymbol{x})$ and specifying an ED $\mathcal{D}_{n}$ of size $n$, the probabilistic belief over $\mathcal{G}(\boldsymbol{x})$ is represented by the posterior distribution of Kriging $\widehat{\mathcal{G}}_{n}(\boldsymbol{x}) \sim \mathcal{G} \mathcal{P}\left(\mu_{n}(\boldsymbol{x}), c_{n}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)\right)$, as given by Eqs. (A.6), (A.7), (A.8). Then, according to Eq. (2), the posterior distribution of the estimator $\widehat{\mathbb{1}}_{n}(\boldsymbol{x})$ of the failure indicator function follows a generalized Bernoulli process [27]

$$
\begin{equation*}
\widehat{\mathbb{1}}_{n}(\boldsymbol{x}) \sim \mathcal{G B} \mathcal{P}\left(\mu_{\widehat{\mathbb{1}}_{n}}(\boldsymbol{x}), c_{\widehat{\mathbb{1}}_{n}}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)\right) \tag{5}
\end{equation*}
$$

with the posterior mean $\mu_{\widehat{\mathbb{1}}_{n}}(\boldsymbol{x})$ and covariance $c_{\widehat{\mathbb{1}}_{n}}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ expressed as [27]

$$
\begin{align*}
\mu_{\widehat{\mathbb{1}}_{n}}(\boldsymbol{x}) & =\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)  \tag{6}\\
c_{\widehat{\mathbb{1}}_{n}}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right) & =F_{2}\left(\left[\begin{array}{l}
0 \\
0
\end{array}\right] ;\left[\begin{array}{c}
\mu_{n}(\boldsymbol{x}) \\
\mu_{n}\left(\boldsymbol{x}^{\prime}\right)
\end{array}\right],\left[\begin{array}{cc}
\sigma_{n}^{2}(\boldsymbol{x}), & c_{n}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right) \\
c_{n}\left(\boldsymbol{x}^{\prime}, \boldsymbol{x}\right), & \sigma_{n}^{2}\left(\boldsymbol{x}^{\prime}\right)
\end{array}\right]\right)-\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right) \Phi\left(-\frac{\mu_{n}\left(\boldsymbol{x}^{\prime}\right)}{\sigma_{n}\left(\boldsymbol{x}^{\prime}\right)}\right) \tag{7}
\end{align*}
$$

where $\Phi(\cdot)$ denotes the cumulative distribution function $(\mathrm{CDF})$ of a standard Gaussian variable; $F_{2}(\cdot ; \boldsymbol{\mu}, \boldsymbol{C})$ denotes the CDF of a bivariate Gaussian vector with the mean vector $\boldsymbol{\mu}$ and covariance matrix $\boldsymbol{C}$.

Substituting Eq. (5) into Eq. (1), the $\widehat{P}_{f, n}$ is expressed as

$$
\begin{equation*}
\widehat{P}_{f, n}=\int_{\mathbb{X}} \widehat{\mathbb{1}}_{n}(\boldsymbol{x}) f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{8}
\end{equation*}
$$

which is still a random variable, with the posterior mean and variance derived as [27]

$$
\begin{align*}
\mu_{\widehat{P}_{f, n}} & =\int_{\mathbb{X}} \Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right) f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{9}\\
\sigma_{\widehat{P}_{f, n}}^{2} & =\iint_{\mathbb{X} \times \mathbb{X}} F_{2}\left(\left[\begin{array}{l}
0 \\
0
\end{array}\right] ;\left[\begin{array}{c}
\mu_{n}(\boldsymbol{x}) \\
\mu_{n}\left(\boldsymbol{x}^{\prime}\right)
\end{array}\right],\left[\begin{array}{cc}
\sigma_{n}^{2}(\boldsymbol{x}), & c_{n}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right) \\
c_{n}\left(\boldsymbol{x}^{\prime}, \boldsymbol{x}\right), & \sigma_{n}^{2}\left(\boldsymbol{x}^{\prime}\right)
\end{array}\right]\right) f_{\boldsymbol{X}}(\boldsymbol{x}) f_{\boldsymbol{X}}\left(\boldsymbol{x}^{\prime}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{x}^{\prime}-\mu_{\widehat{P}_{f, n}}^{2} \tag{10}
\end{align*}
$$

where $\mu_{\widehat{P}_{f, n}}$ can be used as an estimate of failure probability, and $\sigma_{\widehat{P}_{f, n}}^{2}$ serves as an uncertainty measure about $\mu_{\widehat{P}_{f, n}}$. The latter reflects the epistemic uncertainty associated with $\widehat{P}_{f, n}$, induced by using the Kriging $\widehat{\mathcal{G}}_{n}(\boldsymbol{x})$.

Generally, Eqs. (9) and (10) need to be computed via a desired quadrature method. Notably, Eq. (10), containing a bivariate Gaussian $\operatorname{CDF} F_{2}(\cdot ; \cdot, \cdot)$ to be numerically computed element-wise, can be computationally expensive.

### 2.2. Sequential experimental design as a Markov decision process

Another critical aspect of the ALR methods lies in efficiently building the sequential experimental design. This problem can be interpreted from the reinforcement learning perspective, where an agent (or decisionmaker) learns the optimal policy for sequential decision-making by interactions with an environment. As depicted in Fig. 2, this task is formulated as a MDP defined by a tuple $<S, A, P, R>[34]$ :

- $S$ : The state space;
- $A$ : The action space;
- $P\left(s, a, s^{\prime}\right)$ : The probability of transitioning to $s^{\prime}$ when taking action $a$ at state $s$;
- $R\left(s, a, s^{\prime}\right)$ : The reward function when transitioning to state $s^{\prime}$ after taking action $a$ at state $s$.


Figure 2: Interpretation of reliability-oriented sequential experimental design as a MDP
A decision rule $\pi_{t}: S \mapsto A$ maps states to actions at epoch $t$, and a policy $\pi$ is a sequence of decision rules $\boldsymbol{\pi}=\left(\pi_{1}, \ldots, \pi_{N}\right)$. Given a policy $\boldsymbol{\pi}$, an initial state $s_{n}$, and a look-ahead horizon $\tau$, the expected cumulative reward can be expressed as [35]

$$
\begin{equation*}
V_{\tau}^{\boldsymbol{\pi}}(s)=\mathbb{E}_{s_{n}, s_{n+1}, \ldots, s_{n+\tau} \mid \boldsymbol{\pi}}\left[\sum_{t=0}^{\tau-1} R\left(s_{n+t}, \pi_{n+t}\left(s_{n+t}\right), s_{n+t+1}\right) \mid s=s_{n}\right] \tag{11}
\end{equation*}
$$

which is also referred to as value function; the expectation is defined with respect to the transition probabilities of states at each epoch. Note that both the discount factor and terminal reward are omitted in Eq. (11) for simplicity.

The objective of solving a MDP is to design an optimal policy $\boldsymbol{\pi}^{*}$ that maximizes the value function:

$$
\begin{equation*}
\boldsymbol{\pi}^{*}=\left\{\pi_{n}^{*}, \ldots, \pi_{n+\tau-1}^{*}\right\}=\arg \sup _{\boldsymbol{\pi} \in \Pi} V_{\tau}^{\boldsymbol{\pi}}(s) \tag{12}
\end{equation*}
$$

where $\Pi$ is the set of all feasible policies.
Following Bellman's principle of optimality, Eqs. (11) and (12) can be formulated using recursive dynamic programming [35]:

$$
\begin{align*}
V_{n+t}^{*}(s) & =\max _{a \in A} \mathbb{E}_{s^{\prime}}\left[R\left(s, a, s^{\prime}\right)+V_{n+t+1}^{*}\left(s^{\prime}\right)\right]  \tag{13}\\
V_{n+\pi}^{*}(s) & =0
\end{align*}
$$

for $t=\tau-1, \tau-2, \ldots, 0$, where $V_{n+t}^{*}(s)$ denotes the optimal value function of $\boldsymbol{\pi}^{*}$. Eq. (13) suffers from the 'curse of dimensionality' raised from the uncountable state and action space when the look-ahead horizon $\tau$ is very significant. This challenge can be alleviated by some approximate dynamic programming methods, such as rollout or limited look-ahead strategies [35].

### 2.3. Problem statement

Having covered the fundamentals of MDP in Section 2.2, we attempt to map them to their analogous counterparts in the ALR methods. Specifically,

- $S$ : The state space $S=\mathbb{X} \times \mathbb{Y}$ is all possible combinations of input and response spaces, and the ED $\mathcal{D}_{n}$ is the current state $s_{n}$.
- $A$ : The action space $A$ is the input space $\mathbb{X}$, and the action corresponds to adding the next sample $\boldsymbol{x}_{+}^{(n+1)}$ into $\mathcal{D}_{n}$, i.e., $a_{n}=\pi_{n}\left(\mathcal{D}_{n}\right)=\boldsymbol{x}_{+}^{(n+1)}$.
- $P\left(s, a, s^{\prime}\right)$ : The transition probability from state $\mathcal{D}_{n}$ to state $\mathcal{D}_{n+1}$, given an action $\boldsymbol{x}_{+}^{(n+1)}$, can be readily represented by the Kriging $\widehat{\mathcal{G}}_{n}(\boldsymbol{x})$ such that

$$
\begin{equation*}
Y_{+}^{(n+1)}=\mathcal{N}\left(\mu_{n}\left(\boldsymbol{x}_{+}^{(n+1)}\right), \sigma_{n}^{2}\left(\boldsymbol{x}_{+}^{(n+1)}\right)\right) \tag{14}
\end{equation*}
$$

where the upper case highlights that $Y_{+}^{(n+1)}$ is a Gaussian random variable. Besides, the subscript ' + ' intends to distinguish between the existing dataset and newly-added ones.

- $R\left(s, a, s^{\prime}\right)$ : According to Bayesian decision theory [35], denote $U\left(\mathcal{D}_{n}\right)$ as a real-valued utility function for the current state $\mathcal{D}_{n}$. Higher utility indicates more favorable outcome for the reliability analysis task. Then, the reward function is expressed as

$$
\begin{equation*}
R\left(\mathcal{D}_{n+t}, \boldsymbol{x}_{+}^{(n+t+1)}, \mathcal{D}_{n+t+1}\right)=U\left(\mathcal{D}_{n+t+1}\right)-U\left(\mathcal{D}_{n+t}\right), \quad t=0, \ldots, \tau-1 \tag{15}
\end{equation*}
$$

which represents the increase of the utility function, due to adding $\boldsymbol{x}^{(n+t+1)}$ into $\mathcal{D}_{n+t}$.
Analogous to Eq. (11), the value function associated with the reward function $R(\cdot)$ in Eq. (15) is expressed as

$$
\begin{align*}
V_{\tau}^{\boldsymbol{\pi}}\left(\boldsymbol{x}_{+}^{(n+1)} ; \mathcal{D}_{n}\right) & =\mathbb{E}_{Y_{+}^{(n+1)}, \ldots, \boldsymbol{x}_{+}^{(n+\tau)}, Y_{+}^{(n+\tau)}}\left[\sum_{t=0}^{\tau-1} R\left(\mathcal{D}_{n+t}, \boldsymbol{x}_{+}^{(n+t+1)}, \mathcal{D}_{n+t+1}\right)\right]  \tag{16}\\
& =\mathbb{E}_{Y_{+}^{(n+1)}, \ldots, \boldsymbol{x}_{+}^{(n+\tau)}, Y_{+}^{(n+\tau)}}\left[U\left(\mathcal{D}_{n+\tau}\right)\right]-U\left(\mathcal{D}_{n}\right)
\end{align*}
$$

where the expectation is taken with respect to all possible randomness during the whole look-ahead horizon, consisting of both $Y_{+}^{(n+1)}$ and $\left\{\left(\boldsymbol{x}_{+}^{(n+t)}, Y_{+}^{(n+t)}\right)\right\}_{t=2}^{\tau}$.

Then, in accordance with Eq. (13), there exists

$$
\begin{align*}
V_{\tau}^{*}\left(\mathcal{D}_{n}\right) & =\max _{\boldsymbol{x}_{+}^{(n+1)} \in \mathbb{X}}\left\{V_{1}\left(\boldsymbol{x}_{+}^{(n+1)} ; \mathcal{D}_{n}\right)+\mathbb{E}_{Y_{+}^{(n+1)}}\left[\max _{\boldsymbol{x}_{+}^{(n+2)} \in \mathbb{X}} V_{\tau-1}\left(\boldsymbol{x}_{+}^{(n+2)} ; \mathcal{D}_{n+1}\right)\right]\right\}  \tag{17}\\
& =\max _{\boldsymbol{x}_{+}^{(n+1)} \in \mathbb{X}}\left\{V_{1}\left(\boldsymbol{x}_{+}^{(n+1)} ; \mathcal{D}_{n}\right)+\mathbb{E}_{Y_{+}^{(n+1)}}\left[V_{\tau-1}^{*}\left(\mathcal{D}_{n+1}\right)\right]\right\}
\end{align*}
$$

Hence, the optimal policy is expressed as

$$
\begin{equation*}
\boldsymbol{x}^{(n+1)}=\underset{\boldsymbol{x}_{+}^{(n+1)} \in \mathbb{X}}{\arg \max }\left\{V_{1}\left(\boldsymbol{x}_{+}^{(n+1)} ; \mathcal{D}_{n}\right)+\mathbb{E}_{Y_{+}^{(n+1)}}\left[V_{\tau-1}^{*}\left(\mathcal{D}_{n+1}\right)\right]\right\} \tag{18}
\end{equation*}
$$

which involves a series of nested maximization and expectation operations. Hence, Eq. (18) is generally difficult to compute when $\tau>2$.

For analytical tractability, we restrict our attention to the one-step look-ahead case, i.e., $\tau=1$. Moreover, since only a new point is considered at the current iteration, the notations $\boldsymbol{x}_{+}^{(1)}$ and $Y_{+}^{(1)}$ can be simplified as $\boldsymbol{x}_{+}$and $Y_{+}$, without the risk of confusion. Then, Eq. (18) simplifies to

$$
\begin{align*}
\boldsymbol{x}^{(n+1)} & =\underset{\boldsymbol{x}_{+} \in \mathbb{X}}{\arg \max } V_{1}\left(\boldsymbol{x}_{+} ; \mathcal{D}_{n}\right) \\
& =\underset{\boldsymbol{x}_{+} \in \mathbb{X}}{\arg \max }\left\{\mathbb{E}_{Y_{+}}\left[U\left(\mathcal{D}_{n+1}\right)\right]-U\left(\mathcal{D}_{n}\right)\right\} \tag{19}
\end{align*}
$$

which is called one-step Bayes optimal policy.

Eq. (19) indicates that the best next point $\boldsymbol{x}^{(n+1)}$ at the iteration $n$ is the one achieving the greatest increase of utility function in expectation when added into $\mathcal{D}_{n}$. Hence, the general expression $\left\{\mathbb{E}_{Y_{+}}\left[U\left(\mathcal{D}_{n+1}\right)\right]-U\left(\mathcal{D}_{n}\right)\right\}$ exactly corresponds to the one-step Bayes optimal learning function.

The remaining concern is how to define a real-value utility function $U(\cdot)$ tailored for the reliability analysis task, so as to gain a theoretically sound and computationally affordable learning function. Eq. (10) indicates that $\sigma_{\widehat{P}_{f, n}}^{2}$ is a good measure of epistemic uncertainty about $\mu_{\widehat{P}_{f, n}}$, and $-\sigma_{\widehat{P}_{f, n}}^{2}$ is thus a natural choice for the utility function in Eq. (19). However, $\sigma_{\widehat{P}_{f, n}}^{2}$ is too computationally demanding. It is more attractive to consider a computationally cheap utility function, which will be detailed in Section 3 .

Remark 1. The rationale behind the one-step look-ahead policy in Eq. (19) could be justified from the perspective of probabilistic model misspecification [40]. Eq. (18) underscores that the optimal policy is defined with respect to both the probabilistic model, say Kriging, of $\mathcal{G}(\boldsymbol{x})$ and the available dataset. Therefore, given the imperfection of our belief about $\mathcal{G}(\boldsymbol{x})$, especially with a limited dataset, a less reliance on the probabilistic model's belief, i.e., limiting the look-ahead horizon, may gain better robustness, along with remarkable computational savings.

## 3. The proposed integrated probability of misclassification reduction (IPMR)

A computationally-efficient utility function, referred to as integrated probability of misclassification (IPM), is proposed in the reliability-oriented MDP, resulting in a one-step Bayes optimal learning function named integrated probability of misclassification reduction (IPMR), along with a compatible convergence criterion.

Section 3.1 outlines the definition of IPM. Section 3.2 provides the basic expression for the resulting learning function IPMR, formulated as a double expectation. Then, the inner expectation in IPMR is analytically deduced in Section 3.3, simplifying IPMR to a single expectation. Given the computational challenges faced by IPMR, it is replaced by its upper bound $\operatorname{IPMR}^{\mathrm{U}}$ in Section 3.4. Then, the pruning of the quadrature set and candidate point in $\mathrm{IPMR}^{\mathrm{U}}$ are conducted in Sections 3.5 and 3.6, respectively.

### 3.1. Basic definition of the integrated probability of misclassification (IPM)

Proposition 1. Denote $H_{n}$ as

$$
\begin{equation*}
H_{n}:=H\left(\mathcal{D}_{n}\right)=\mathbb{E}_{\boldsymbol{X}}\left[P_{n}(\boldsymbol{x})\right]=\int_{\mathbb{X}} P_{n}(\boldsymbol{x}) f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{20}
\end{equation*}
$$

where $P_{n}(\boldsymbol{x})=\Phi\left(-\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right)$ is the so-called probability of misclassification $(P M)$, representing the probability of misclassifying the safe/failure state of $\boldsymbol{x}$ according to the sign of $\mu_{n}(\boldsymbol{x})$. Hence, $H_{n}$ can be called integrated probability of misclassification (IPM). Then, $\widehat{P}_{f, n}$ and $\mu_{\widehat{P}_{f, n}}$ satisfy the following expression

$$
\begin{equation*}
\mathbb{E}_{n}\left[\left|\widehat{P}_{f, n}-\mu_{\widehat{P}_{f, n}}\right|\right] \leq 2 H_{n} \tag{21}
\end{equation*}
$$

The proof of Proposition 1 is given in Appendix B.
Eq. (21) implies that when $H_{n} \rightarrow 0, \mu_{\widehat{P}_{f, n}}$ converges to $P_{f}$ in expectation. Hence, $H_{n}$ can be viewed as a measure of epistemic uncertainty about $\mu_{\widehat{P}_{f, n}}$, and it should be reduced as much as possible. For illustration, consider the following bivariate performance function

$$
\begin{equation*}
\mathcal{G}(\boldsymbol{X})=5-0.5\left(X_{1}-0.1\right)^{2}-X_{2} \tag{22}
\end{equation*}
$$

where $X_{1}$ and $X_{2}$ are two uniform variables within [-6,6]. The grid of size $80 \times 80$ is simply used as a set of quadrature points with equal weights.

In Fig 3, the actual limit state is depicted as a black solid line, and the initial training samples $\mathcal{D}_{6}=$ $\left\{\left(\boldsymbol{x}^{(i)}, y^{(i)}\right)\right\}_{i=1}^{6}$ are marked as black solid circles. A Kriging $\widehat{\mathcal{G}}_{6}(\boldsymbol{x})$ is trained, and significant values of $P_{6}(\boldsymbol{x})$ are observed around the approximated limit state, with the resulting $H_{6}$ computed as $5.98 \times 10^{-2}$ (Fig. $3(\mathrm{a}))$. Then, a new point $\left(\boldsymbol{x}^{(7)}, y^{(7)}\right)$ (red solid circle) is added into $\mathcal{D}_{6}$, forming $\mathcal{D}_{7}=\mathcal{D}_{6} \cup\left(\boldsymbol{x}^{(7)}, y^{(7)}\right)$. The Kriging $\widehat{\mathcal{G}}_{7}(\boldsymbol{x})$ is trained and the corresponding $P_{7}(\boldsymbol{x})$ is shown in Fig. 3(b). Much smaller values of $P_{7}(\boldsymbol{x})$ are observed in the vicinity of the limit state, and the resulting $H_{7}$ is equal to $3.25 \times 10^{-2}$, which is far less than $H_{6}$.


Figure 3: Illustration of IPM in a bivariate toy function

Therefore, $-H_{n}$ is a favorable utility function $U(\cdot)$ for $\mathcal{D}_{n}$. Then, following the one-step Bayes optimal policy in Eq. (19), the $\boldsymbol{x}^{(n+1)}$ at iteration $n$ is selected as

$$
\begin{align*}
\boldsymbol{x}^{(n+1)} & =\underset{\boldsymbol{x}_{+} \in \mathbb{X}}{\arg \max }\left\{\mathbb{E}_{Y_{+}}\left[-H\left(\mathcal{D}_{n+1}\right)\right]-\left(-H\left(\mathcal{D}_{n}\right)\right)\right\} \\
& =\underset{\boldsymbol{x}_{+} \in \mathbb{X}}{\arg \max }\left\{H_{n}-\mathbb{E}_{Y_{+}}\left[H\left(\mathcal{D}_{n+1}\right)\right]\right\} \tag{23}
\end{align*}
$$

where $H\left(\mathcal{D}_{n+1}\right)$ represents the one-step look-ahead IPM, when a pair of new point and its response $\left(\boldsymbol{x}_{+}, y_{+}\right)$ is added into $\mathcal{D}_{n}$, i.e., $\mathcal{D}_{n+1}=\mathcal{D}_{n} \bigcup\left(\boldsymbol{x}_{+}, y_{+}\right)$. Then, the specific expression of the one-step Bayes optimal learning function $\left\{H_{n}-\mathbb{E}_{Y_{+}}\left[H\left(\mathcal{D}_{n+1}\right)\right]\right\}$ will be derived in Section 3.2.

### 3.2. General expression of IPMR

Analogous to Eq. (20), the look-ahead IPM $H\left(\mathcal{D}_{n+1}\right)$ is expressed in terms of the posterior of Kriging $\widehat{\mathcal{G}}_{n+1}(\boldsymbol{x})$ calibrated from $\mathcal{D}_{n+1}$. This can be readily provided by Kriging update formulas, as outlined in Appendix C.

Specifically, when $\mathcal{D}_{n}$ is enriched with $\left(\boldsymbol{x}_{+}, y_{+}\right)$, the look-ahead posterior of $\widehat{\mathcal{G}}_{n+1}(\boldsymbol{x})$ can be directly obtained from the posterior of $\widehat{\mathcal{G}}_{n}(\boldsymbol{x})$, without needing to re-estimate its parameters, as expressed in Eqs. (C.1), (C.2) and (C.3). On this basis, the look-ahead IPM $H\left(\mathcal{D}_{n+1}\right)$ can be expressed as

$$
\begin{equation*}
H_{n+1}\left(\boldsymbol{x}_{+}, y_{+}\right):=H\left(\mathcal{D}_{n+1}\right)=\mathbb{E}_{\boldsymbol{X}}\left[P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, y_{+}\right)\right] \tag{24}
\end{equation*}
$$

which is a function of $\boldsymbol{x}_{+}, y_{+}$, with the current ED $\mathcal{D}_{n}$ omitted for simplicity; $P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, y_{+}\right)$denotes the look-ahead PM and is given as

$$
P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, y_{+}\right)= \begin{cases}\left\{\begin{array}{ll}
\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right), & z_{+} \leq z_{\lim } \\
1-\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right), & z_{+}>z_{\lim } \\
1-\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right), & z_{+}<z_{\lim }\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)>0 \\
\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right), & z_{+} \geq z_{\lim } \tag{25}
\end{array}, \quad\right. \text { otherwise }\end{cases}
$$

where $a(\boldsymbol{x})=\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n+1}(\boldsymbol{x})}, b(\boldsymbol{x})=\frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \sigma_{n+1}(\boldsymbol{x})}, z_{+}=\frac{y_{+}-\mu_{n}\left(\boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)}, z_{\lim }=-\frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}$. The detailed derivation of Eq. (25) is given in Appendix D.

Recall that the actual performance function response $y_{+}$at $\boldsymbol{x}_{+}$is unknown; hence, $P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, y_{+}\right)$in Eq. (25) and $H_{n+1}\left(\boldsymbol{x}_{+}, y_{+}\right)$in Eq. (24) are unknown as well. To remedy this bottleneck, the $y_{+}$is replaced by the Kriging prediction at $\boldsymbol{x}_{+}$, denoted as $Y_{+} \sim \mathcal{N}\left(\mu_{n}\left(\boldsymbol{x}_{+}\right), \sigma_{n}^{2}\left(\boldsymbol{x}_{+}\right)\right)$, and Eq. (24) is thus transformed as

$$
\begin{equation*}
\mathcal{H}_{n+1}\left(\boldsymbol{x}_{+}\right)=\mathbb{E}_{\boldsymbol{X}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right] \tag{26}
\end{equation*}
$$

in which

$$
\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)= \begin{cases}\left\{\begin{array}{ll}
\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) Z_{+}\right), & Z_{+} \leq z_{\lim } \\
1-\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) Z_{+}\right), & Z_{+}>z_{\lim } \\
1-\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) Z_{+}\right), & Z_{+}<z_{\lim }\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)>0 \\
\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) Z_{+}\right), & Z_{+} \geq z_{\lim } \tag{27}
\end{array}, \quad\right. \text { otherwise }\end{cases}
$$

where $Z_{+}=\frac{Y_{+}-\mu_{n}\left(\boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)}$is a standard normal variable. Obviously, both $\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in Eq. (27) and $\mathcal{H}_{n+1}\left(\boldsymbol{x}_{+}\right)$in Eq. (26) become the functions of $\boldsymbol{x}_{+}$solely. Notably, they are random quantities through $Y_{+}$, or equivalently $Z_{+}$.

In accordance with Eq. (23), the one-step Bayes optimal learning function is expressed as

$$
\begin{align*}
\operatorname{IPMR}_{n}\left(\boldsymbol{x}_{+}\right) & =H_{n}-\mathbb{E}_{Y_{+}}\left[\mathcal{H}_{n+1}\left(\boldsymbol{x}_{+}\right)\right] \\
& =H_{n}-\mathbb{E}_{Y_{+}}\left[\mathbb{E}_{\boldsymbol{X}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]\right] \\
& \stackrel{*}{=} \mathbb{E}_{\boldsymbol{X}}\left[P_{n}(\boldsymbol{x})\right]-\mathbb{E}_{\boldsymbol{X}}\left[\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]\right]  \tag{28}\\
& =\mathbb{E}_{\boldsymbol{X}}\left[P_{n}(\boldsymbol{x})-\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]\right] \\
& =\mathbb{E}_{\boldsymbol{X}}\left[I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]
\end{align*}
$$

where the exchange of two expectations in the equality $\stackrel{\text { '*, }}{=}$ utilizes the Fubini-Tonelli theorem; $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)=$ $P_{n}(\boldsymbol{x})-\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]$represents the inner expectation.

Then, the best next point $\boldsymbol{x}^{(n+1)}$ at iteration $n$ is selected as

$$
\begin{equation*}
\boldsymbol{x}^{(n+1)}=\underset{\boldsymbol{x}_{+} \in \mathcal{X}_{\mathrm{C}}}{\arg \max } \operatorname{IPMR}_{n}\left(\boldsymbol{x}_{+}\right) \tag{29}
\end{equation*}
$$

where $\mathcal{X}_{\mathrm{C}}$ denotes the candidate pool. Obviously, $\boldsymbol{x}^{(n+1)}$ is the point achieving the maximum reduction of IPM in expectation. Hence, this one-step Bayes optimal learning function is called integrated probability of misclassification reduction (IPMR).

Eq. (28) indicates that IPMR involves two expectations, i.e., the inner expectation $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$and the subsequent outer expectation $\mathbb{E}_{\boldsymbol{X}}\left[I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]$. They will be sequentially addressed in the following subsections.

### 3.3. Inner expectation in IPMR

Proposition 2. The inner expectation $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in Eq. (28) is analytically expressed as

$$
\begin{equation*}
I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)=\Phi\left(-\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)-2 \Phi_{2}\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})},-\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ;-\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|\right) \tag{30}
\end{equation*}
$$

where $\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)=\frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}(\boldsymbol{x}) \sigma_{n}\left(\boldsymbol{x}_{+}\right)}$denotes the the posterior correlation coefficient of Kriging $\widehat{\mathcal{G}}_{n}(\cdot)$ between $\boldsymbol{x}$ and $\boldsymbol{x}_{+} ; \Phi_{2}\left(h_{1}, h_{2} ; r\right)$ is the CDF of a standard bivariate Gaussian vector with a correlation coefficient $r$.

Proposition 3. The lower and upper bounds of $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$are expressed as

$$
\begin{align*}
& I_{n}^{\mathrm{L}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)=0 \\
& I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)=\Phi\left(\frac{-\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right) \tag{31}
\end{align*}
$$

The proof of Proposition 2 is provided in Appendix E. Then, the proof of Proposition 3 is provided in Appendix F.

According to Eqs. (28) and (31), the upper bound of $\operatorname{IPMR}_{n}\left(\boldsymbol{x}_{+}\right)$is naturally given as

$$
\begin{equation*}
\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)=\mathbb{E}_{\boldsymbol{X}}\left[I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right] \tag{32}
\end{equation*}
$$

The remaining single expectations in both $\operatorname{IPMR}_{n}\left(\boldsymbol{x}_{+}\right)$and $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$generally have no analytical solution. Therefore, they need to be numerically computed via some favorable quadrature methods, such as variance-amplified importance sampling (VAIS), which will be detailed in Section 3.4.

### 3.4. Computational challenge encountered by the outer expectation in IPMR

Taking the VAIS-based computation of $\operatorname{IPMR}_{n}\left(\boldsymbol{x}_{+}\right)$as an example, it can be rewritten as

$$
\begin{equation*}
\operatorname{IPMR}_{n}\left(\boldsymbol{x}_{+}\right)=\int_{\mathbb{X}} I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right) \frac{f_{\boldsymbol{X}}(\boldsymbol{x})}{h_{\boldsymbol{X}}(\boldsymbol{x})} h_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{33}
\end{equation*}
$$

where $h_{\boldsymbol{X}}(\boldsymbol{x})$ is the importance sampling density. The optimal importance sampling density is generally unavailable, due to the lack of exact knowledge about the quantity to be estimated. The VAIS takes a simple but effective approach: $h_{\boldsymbol{X}}(\boldsymbol{x})$ is constructed by amplifying the standard deviation of $\boldsymbol{X}$, while keeping the mean vector unchanged, that is, $h_{\boldsymbol{X}}(\boldsymbol{x})=\boldsymbol{\phi}\left(\boldsymbol{x} ; \mathbf{0}, \alpha^{2} \boldsymbol{I}_{d}\right)$, where $\alpha(>1)$ is the amplification coefficient of standard deviation. Although different amplification coefficients can be assigned to distinct dimensions, only a single value of $\alpha$ is set for all dimensions of $\boldsymbol{X}$.

Then, Eq. (33) can be numerically computed as

$$
\begin{equation*}
\operatorname{IPMR}_{n}\left(\boldsymbol{x}_{+}\right) \approx \frac{1}{Q} \sum_{i=1}^{Q}\left[I_{n}\left(\boldsymbol{x}^{(i)} ; \boldsymbol{x}_{+}\right) \frac{f_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}{h_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}\right] \tag{34}
\end{equation*}
$$

where $\mathcal{X}_{\mathrm{Q}}=\left\{\boldsymbol{x}^{(i)}\right\}_{i=1}^{Q}$ is a set of $Q$ quadrature points (e.g., Sobol sequence) drawn from $h_{\boldsymbol{X}}(\boldsymbol{x})$. Similarly, $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$in Eq. (32) can be approximated as

$$
\begin{equation*}
\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right) \approx \frac{1}{Q} \sum_{i=1}^{Q}\left[I_{n}^{\mathrm{U}}\left(\boldsymbol{x}^{(i)} ; \boldsymbol{x}_{+}\right) \frac{f_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}{h_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}\right] \tag{35}
\end{equation*}
$$

When $\operatorname{IPMR}_{n}(\cdot)$ is used to select the best next point $\boldsymbol{x}^{(n+1)}$ from a candidate pool $\mathcal{X}_{\mathrm{C}}$ of size $C$, an identical quadrature set $\mathcal{X}_{\mathrm{Q}}$ is usually used to approximate $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right), \forall \boldsymbol{x}_{+} \in \mathcal{X}_{\mathrm{C}}$, for convenience. This means that the matrix $\left[I_{n}\left(\boldsymbol{x}^{(i)}, \boldsymbol{x}^{(j)}\right)\right]_{1 \leq i \leq Q, 1 \leq j \leq C}$ at $\mathcal{X}_{\mathrm{Q}} \times \mathcal{X}_{\mathrm{C}}$ needs to be computed, as illustrated in Fig. 4(a). If $Q$ and $C$ are too significant, this will confront two fatal issues.

- Computer memory crashing. The Kriging $\widehat{\mathcal{G}}_{n}(\boldsymbol{x})$ has to provide the correlation coefficient matrix $\left[\rho_{n}\left(\boldsymbol{x}^{(i)}, \boldsymbol{x}^{(j)}\right)\right]_{1 \leq i \leq Q, 1 \leq j \leq C}$, or equivalently the posterior covariance matrix $\left[c_{n}\left(\boldsymbol{x}^{(i)}, \boldsymbol{x}^{(j)}\right)\right]_{1 \leq i \leq Q, 1 \leq j \leq C}$, at $\mathcal{X}_{\mathrm{Q}} \times \mathcal{X}_{\mathrm{C}}$, posing high demands on the computer memory if this matrix size is too large.
- Element-wise computation. In $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$, the $\Phi_{2}(\cdot, \cdot ; \rho)$ with different values of $\rho$ have to be computed element-wise, indicating that a total of $Q \times C$ evaluations of $I_{n}\left(\boldsymbol{x}^{(i)} ; \boldsymbol{x}^{(j)}\right)$ need to be sequentially conducted. Even resorting to parallel computing, this process is still time-consuming.


Figure 4: Comparison between IPMR and IPMR ${ }^{\mathrm{U}}$

For illustration, assume that the sample size $C$ of $\mathcal{X}_{\mathrm{C}}$ is 5000 , and the sample size $Q$ of $\mathcal{X}_{\mathrm{Q}}$ ranges from 1000 to 10000 at intervals of 1000 . Parallel computation of $\operatorname{IPMR}_{n}(\cdot)$ at $\mathcal{X}_{\mathrm{Q}} \times \mathcal{X}_{\mathrm{C}}$ is conducted on an Intel Xeon Gold CPU processor with 20 cores, 3 GHz , and 64G RAM. The corresponding computational time is shown in Fig. 4(b). Notably, when $Q \geq 5000, \operatorname{IPMR}_{n}(\cdot)$ consumes at least 100 s , far greater than that of common learning functions, like U function.

To address the second challenge regarding element-wise computation, it is feasible to substitute $\operatorname{IPMR}_{n}(\cdot)$ (Eq. (34)) with $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ (Eq. (35)). Unlike the $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in $\operatorname{IPMR}_{n}(\cdot)$, the $I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$only contains the univariate Gaussian CDF $\Phi(\cdot)$, which can be efficiently computed using vectorization in MATLAB. Fig. 4(b) shows that the computational time of $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ is comparable to that of common learning functions, significantly less than that of $\operatorname{IPMR}_{n}(\cdot)$. Therefore, only $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ is considered hereinafter.

Nevertheless, $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ still suffers from the first challenge of potential computer memory issue, particularly when $Q \geq \mathcal{O}\left(10^{4}\right)$ and $C \geq \mathcal{O}\left(10^{4}\right)$. To address this challenge, both $Q$ and $C$ are preferred to be pruned, which will be discussed in Sections 3.5 and 3.6, respectively.

### 3.5. Pruning of quadrature points in IPMR

To prune the quadrature points needed by $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$in Eq. (35), the locality of the integrand $I_{n}^{U}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$is explored here. Fig. $5(\mathrm{a})$ depicts $I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$as a function of both $\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}$ and $\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|$. Notably, $I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$achieves its maximum value across the entire limit state $\left\{\boldsymbol{x} \in \mathbb{X}: \frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}=0\right\}$. Then, $I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$decays rapidly with the increasing of $\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}$. Importantly, apart from the limit state, $I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$ remains significant only when $\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}$ is small and $\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|$is large. This observation is further clarified in Fig. $5(\mathrm{~b})$. When $\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})} \geq 3, I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$becomes negligible, regardless of the magnitude of $\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|$.


Figure 5: Locality of the integrand $I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$
Therefore, the region with significant $I_{n}^{U}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in the input space can be defined as

$$
\begin{equation*}
\mathbb{X}_{\mathrm{QT}}=\left\{\boldsymbol{x} \in \mathbb{X}: \frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})} \leq \lambda\right\} \tag{36}
\end{equation*}
$$

where the pruning coefficient $\lambda(\leq 3)$ controls the span of $\mathbb{X}_{\mathrm{QT}}$. Then, the quadrature points within $\mathbb{X}_{\mathrm{QT}}$ are denoted as

$$
\begin{equation*}
\mathcal{X}_{\mathrm{QT}}=\left\{\boldsymbol{x}^{(i)} \in \mathcal{X}_{\mathrm{Q}}: \frac{\left|\mu_{n}\left(\boldsymbol{x}^{(i)}\right)\right|}{\sigma_{n}\left(\boldsymbol{x}^{(i)}\right)} \leq \lambda\right\} \tag{37}
\end{equation*}
$$

with size $Q_{\mathrm{T}}$.
In this way, it is sufficient to only consider $\mathcal{X}_{\mathrm{QT}}$, rather than $\mathcal{X}_{\mathrm{Q}}$, in the numeric computation of $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$. Consequently, Eq. (35) further reduces to

$$
\begin{equation*}
\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right) \approx \frac{1}{Q} \sum_{i=1}^{Q_{\mathrm{T}}}\left[I_{n}^{\mathrm{U}}\left(\boldsymbol{x}^{(i)} ; \boldsymbol{x}_{+}\right) \frac{f_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}{h_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}\right] \tag{38}
\end{equation*}
$$

Three parameters have not yet been specified: the amplification coefficient $\alpha$, the quadrature size $Q$, and the pruning coefficient $\lambda$. These will be further discussed in Section 4.3.

### 3.6. Pruning of candidate points in IPMR

To prune the candidate pool $\mathcal{X}_{\mathrm{C}}$ in $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$, let's shed light on what kind of candidate point $\boldsymbol{x}_{+}$is more likely to attain the maximum value of $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$.

Eq. (31) indicates that $I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$is a function of $\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}$ and $\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|$, with only the latter encoding the impact of $\boldsymbol{x}_{+}$. Fig. 5 illustrates that the quadrature point $\boldsymbol{x}$ with great value of $I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$has the following two characteristics simultaneously: (1) the $\boldsymbol{x}$ is located in $\mathbb{X}_{\mathrm{QT}}$, i.e., $\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}$ is as small as possible; (2) the $\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|$is sufficiently great. Therefore, in order to gain a significant value of $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$, the candidate point $\boldsymbol{x}_{+}$should have high correlation with the quadrature points in $\mathcal{X}_{\mathrm{QT}}$, particularly those in the close vicinity of the limit state. Generally, when $\boldsymbol{x}_{+}$is close to $\boldsymbol{x}$, a great value of $\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)$will be obtained. Therefore, the $\boldsymbol{x}_{+}$is preferred to be close to those quadrature points in $\mathcal{X}_{\mathrm{QT}}$, implying that the $\boldsymbol{x}_{+}$with a great value of $P_{n}\left(\boldsymbol{x}_{+}\right)$is more likely to achieve a high value of $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$.

For illustration, consider again the toy bivariate analytical function in Eq. (22) with the initial ED $\mathcal{D}_{6}$. Two different candidate points, $\boldsymbol{x}_{+}^{(a)}$ and $\boldsymbol{x}_{+}^{(b)}$, are of interest, marked as red and purple solid circles in Fig. $6(\mathrm{~b})$, respectively. $\boldsymbol{x}_{+}^{(a)}$ is very close to the limit state, while $\boldsymbol{x}_{+}^{(b)}$ is the opposite. Therefore, $P_{n}\left(\boldsymbol{x}_{+}^{(a)}\right)$ is greater than $P_{n}\left(\boldsymbol{x}_{+}^{(b)}\right)$.


Figure 6: Comparison of $\operatorname{IPMR}_{n}^{U}\left(\boldsymbol{x}_{+}\right)$at two different candidate points

Fig. 6(a) illustrates $\rho_{6}\left(\boldsymbol{x}, \boldsymbol{x}_{+}^{(a)}\right)$ within the input space, and the regions with $\left|\rho_{6}\left(\boldsymbol{x}, \boldsymbol{x}_{+}^{(a)}\right)\right| \geq 0.8$ are enclosed by yellow dotted lines, implying high correlation with $\boldsymbol{x}_{+}^{(a)}$. Significant values of $\rho_{6}\left(\boldsymbol{x}, \boldsymbol{x}_{+}^{(a)}\right)$ are primarily observed in regions around $\boldsymbol{x}_{+}^{(a)}$. Fig. 6(d) shows the corresponding $I_{6}^{U}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}^{(a)}\right)$ in the input space, and the $\mathbb{X}_{\mathrm{QT}}$ with $\lambda=1.5$ is enclosed by magenta dashed lines. There is a substantial overlap between the yellow dotted lines and magenta dashed lines, indicating regions with significant values of $I_{6}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}^{(a)}\right)$.

In comparison, Fig. 6(c) depicts $\rho_{6}\left(\boldsymbol{x}, \boldsymbol{x}_{+}^{(b)}\right)$ within the input space, and the regions with great values of $\rho_{6}\left(\boldsymbol{x}, \boldsymbol{x}_{+}^{(b)}\right)$ are generally around $\boldsymbol{x}_{+}^{(b)}$, surrounded by yellow dotted lines. This region only has a minor overlap with $\mathbb{X}_{Q T}$, as illustrated in Fig. $6(\mathrm{f})$, and the corresponding $I_{6}^{U}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}^{(b)}\right)$ is very minor across the entire input space. Consequently, $\operatorname{IPMR}_{6}^{\mathrm{U}}\left(\boldsymbol{x}_{+}^{(b)}\right)$ is much smaller than $\operatorname{IPMR}_{6}^{\mathrm{U}}\left(\boldsymbol{x}_{+}^{(a)}\right)$, as depicted in Fig. 6(e). According to $\operatorname{IPMR}_{6}^{\mathrm{U}}(\cdot), \boldsymbol{x}_{+}^{(a)}$ is preferable to $\boldsymbol{x}_{+}^{(b)}$.

On this basis, it is feasible to compute $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ only on those highly probable candidate points, rather than the entire candidate pool $\mathcal{X}_{\mathrm{C}}$. To this end, the $\mathcal{X}_{\mathrm{C}}$ is pruned to a set of $C_{\mathrm{T}}$ points having the greatest values of $P_{n}(\boldsymbol{x})$, denoted as

$$
\begin{equation*}
\mathcal{X}_{\mathrm{CT}}=\left\{\boldsymbol{x}_{+} \in \mathcal{X}_{\mathrm{C}}: P_{n}\left(\boldsymbol{x}_{+}\right) \geq p_{\mathrm{T}}\right\} \tag{39}
\end{equation*}
$$

where $p_{\mathrm{T}}$ is the $C_{\mathrm{T}}$-th greatest value in $\left\{P_{n}\left(\boldsymbol{x}^{(i)}\right)\right\}_{i=1}^{C} . C_{\mathrm{T}}$ is specified as 5000 , proven to be reasonable in various numerical examples.

Finally, Eq. (29) further reduces to

$$
\begin{equation*}
\boldsymbol{x}^{(n+1)}=\underset{\boldsymbol{x}_{+} \in \mathcal{X}_{\mathrm{CT}}}{\arg \max } \operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right) \tag{40}
\end{equation*}
$$

Remark 2. The $P M P_{n}(\boldsymbol{x})$ can be directly used as a learning function, as given in Eq. (H.1). The advantages of the proposed $\mathrm{IPMR}^{\mathrm{U}}$ over PM are clarified as follows. The PM only considers the information of $\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}$ in the input space, and any point $\boldsymbol{x}_{+}$satisfying $\mu_{n}\left(\boldsymbol{x}_{+}\right)=0$ can be selected as the best next point $\boldsymbol{x}^{(n+1)}$, as plotted by the red dashed line in Fig. 3(a). However, $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$accounts for both $\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}$ and $\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|$, with the latter encoding the impact of adding $\boldsymbol{x}_{+}$. Therefore, $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$varies on the limit-state surface $\left\{\boldsymbol{x}_{+} \in \mathbb{X}: \mu_{n}\left(\boldsymbol{x}_{+}\right)=0\right\}$, as depicted by the red dashed line in Fig. 6(e). Furthermore, the points belonging to $\left\{\boldsymbol{x}_{+} \in \mathbb{X}: \mu_{n}\left(\boldsymbol{x}_{+}\right)=0\right\}$ do not necessarily produce the biggest reduction of IPM. Compared to PM, IPMR ${ }^{\mathrm{U}}$ quantifies the impact of adding $\boldsymbol{x}_{+}$on the reduction of IPM. Besides, $\mathrm{IPMR}^{\mathrm{U}}$ just consumes comparable running time to PM, owing to the pruning of both the quadrature set and candidate pool. Actually, the proposed $\mathrm{IPMR}^{\mathrm{U}}$ can be viewed as a learning function derived from combining reinforcement learning and PM to some extent. Hence, comparisons between them may highlight the benefit of incorporating reinforcement learning paradigm, which will be shown in Section 5.

Remark 3. Two existing learning functions, least improvement function (LIF) [41] and expected integrated error reduction (EIER) [42], were developed with the same objective of maximizing the reduction of IPM. Taking EIER as an example (refer to Appendix H), the advantages of the proposed IPMR over EIER are three-fold. (1) Eq. (H.4) shows that EIER can be viewed as a crude version of IPMR. Different from EIER resorting to the crude MCS to approximate the inner expectation and performing the retraining of Kriging via complex block matrix inversion (Eq. (H.5)), the proposed IPMR obtains the analytical expression of $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in Eq. (30), with the aid of Kriging update formulas. Furthermore, $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$is substituted by its upper bound $I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in Eq. (31), supporting fast computation. (2) In IPMR, the non-negativity of the integrand $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$has been proved in Appendix $F$, eliminating the need for the $\max (\cdot, 0)$ operation in Eq. (H.5). This leads to a theoretically rigorous and mathematically concise expression. (3) The double summation in EIER makes it computationally unaffordable when a large-size candidate pool is considered. By contrast, owing to the pruning of both the quadrature set and candidate pool, IPMR comes with a comparable computational cost to those common learning functions, e.g., U function.

## 4. Bayesian reinforcement learning reliability method

Apart from Bayesian inference of $\widehat{P}_{f, n}$ (Section 2.1) and the learning function $\mathrm{IPMR}^{\mathrm{U}}$ in Section 3, another two components of the proposed BRLR method need to be specified. Section 4.1 presents the initial ED, and Section 4.2 elucidates the convergence criterion. Then, the setting of VAIS is discussed in Section 4.3. Finally, the implementation of the proposed BRLR method is given in Section 4.4.

### 4.1. Initial experimental design

To obtain a well-behaved Kriging at the initial stage, the initial ED is preferred to be as uniformly as possible. The 'four-sigma' rule is considered, where the upper and lower bounds for each dimension of the sampling domain $\mathbb{X}_{\mathrm{s}}$ are set as

$$
\begin{equation*}
x_{k}^{ \pm}=F_{X_{k}}^{-1}(\Phi( \pm 4)), k=1, \ldots, d \tag{41}
\end{equation*}
$$

where $F_{X_{k}}(\cdot)$ is the CDF of the $k$ th component $X_{k}$ in $\boldsymbol{X}$. Then, the $\mathbb{X}_{\mathrm{s}}$ is assembled by the following tensorization

$$
\begin{equation*}
\mathbb{X}_{\mathrm{s}}=\prod_{k=1}^{d}\left[x_{k}^{-}, x_{k}^{+}\right] \tag{42}
\end{equation*}
$$

Finally, the Latin centroidal Voronoi tessellation technique [43] is employed to generate the uniform points $\mathcal{X}_{n_{0}}=\left\{\boldsymbol{x}^{(i)}\right\}_{i=1}^{n_{0}}$ within $\mathbb{X}_{\mathrm{s}}$, with $n_{0}=\max (d+1,10)$.

### 4.2. Convergence criterion

A hybrid convergence criterion considering two individual ones simultaneously is developed here. First, recall that the IPM $H_{n}$ in Eq. (20) measures the epistemic uncertainty about $\mu_{\widehat{P}_{f, n}}$, and the primary goal of IPMR is to reduce the IPM at most per iteration. Hence, the $H_{n}$ itself can be used to check the convergence of sequential experimental design process. For compatibility, the metric $\frac{H_{n}}{\mu_{\widehat{P}_{f, n}}}$ is used in the first convergence criterion, defined as

$$
\begin{equation*}
\Delta_{H_{n}}=\frac{\frac{H_{n}}{\mu_{\widehat{P}_{f, n}}}}{\max _{n_{0} \leq i \leq n}\left(\frac{H_{i}}{\mu_{\hat{P}_{f, i}}}\right)} \leq \varepsilon_{H} \tag{43}
\end{equation*}
$$

which stipulates that $\frac{H_{n}}{\mu_{\widehat{P}_{f, n}}}$ should fall below $\varepsilon_{H}$ times its highest ever value. Eq. (21) indicates that $H_{n}$ is the upper bound for the absolute relative error of $\mu_{\widehat{P}_{f, n}}$ in expectation, but the specific level of excess may vary with the problems at hand. Here, the tolerance $\varepsilon_{H}$ is specified as 0.4 and 0.5 in static and dynamic reliability problems, respectively.

The second convergence criterion is defined based on the stabilization of $\mu_{\widehat{P}_{f, n}}$, given by

$$
\begin{equation*}
\Delta_{P_{f, n}}=\frac{\left|\mu_{\widehat{P}_{f, n}}-\mu_{\widehat{P}_{f, n-1}}\right|}{\mu_{\widehat{P}_{f, n-1}}} \leq \varepsilon_{P_{f}} \tag{44}
\end{equation*}
$$

where the tolerance $\varepsilon_{P_{f}}$ is set as $5 \times 10^{-3}$.
Finally, the hybrid convergence criterion requires that

$$
\begin{equation*}
\left(\Delta_{H_{n}} \leq \varepsilon_{H}\right) \bigcap\left(\Delta_{P_{f, n}} \leq \varepsilon_{P_{f}}\right) \tag{45}
\end{equation*}
$$

within two successive iterations.

### 4.3. Settings of VAIS in the IPMR-based sequential experimental design

During the IPMR-based sequential experimental design process, a total of three single integrals, i.e., $\mu_{\widehat{P}_{f, n}}$ in Eq. (9), $H_{n}$ in Eq. (20), and $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right), \forall \boldsymbol{x}_{+} \in \mathcal{X}_{\mathrm{CT}}$ (Eq. (38)), need to be numerically estimated via the VAIS. Notably, the former two integrals only involve a single computation at each iteration, while the last one entails a total of $C_{\mathrm{T}}$ runs of computation at $\mathcal{X}_{\mathrm{CT}}$.

With respect to $\mu_{\widehat{P}_{f, n}}$ and $H_{n}$, the corresponding VAIS-based estimates are expressed as

$$
\begin{align*}
\tilde{\mu}_{\widehat{P}_{f, n}} & =\frac{1}{Q_{1}} \sum_{i=1}^{Q_{1}}\left[\Phi\left(-\frac{\mu_{n}\left(\boldsymbol{x}^{(i)}\right)}{\sigma_{n}\left(\boldsymbol{x}^{(i)}\right)}\right) \frac{f_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}{h_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}\right]  \tag{46}\\
\tilde{H}_{n} & =\frac{1}{Q_{2}} \sum_{i=1}^{Q_{2}}\left[\Phi\left(-\frac{\left|\mu_{n}\left(\boldsymbol{x}^{(i)}\right)\right|}{\sigma_{n}\left(\boldsymbol{x}^{(i)}\right)}\right) \frac{f_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}{h_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}\right] \tag{47}
\end{align*}
$$

respectively. Then, the variances of $\tilde{\mu}_{\widehat{P}_{f, n}}$ and $\tilde{H}_{n}$ are expressed as

$$
\begin{align*}
\mathbb{V}\left[\tilde{\mu}_{\widehat{P}_{f, n}}\right] & =\frac{1}{Q_{1}\left(Q_{1}-1\right)} \sum_{i=1}^{Q_{1}}\left[\Phi\left(-\frac{\mu_{n}\left(\boldsymbol{x}^{(i)}\right)}{\sigma_{n}\left(\boldsymbol{x}^{(i)}\right)}\right) \frac{f_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}{h_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}-\tilde{\mu}_{\widehat{P}_{f, n}}\right]^{2}  \tag{48}\\
\mathbb{V}\left[\tilde{H}_{n}\right] & =\frac{1}{Q_{2}\left(Q_{2}-1\right)} \sum_{i=1}^{Q_{2}}\left[\Phi\left(-\frac{\left|\mu_{n}\left(\boldsymbol{x}^{(i)}\right)\right|}{\sigma_{n}\left(\boldsymbol{x}^{(i)}\right)}\right) \frac{f_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}{h_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}-\tilde{H}_{n}\right]^{2} \tag{49}
\end{align*}
$$

respectively. In this way, their coefficient of variation (COV)s are given as $\operatorname{COV}\left[\tilde{\mu}_{\widehat{P}_{f, n}}\right]=\frac{\sqrt{\mathbb{V}\left[\tilde{\mu}_{\widehat{P}_{f, n}}\right]}}{\tilde{\mu}_{\widehat{P}_{f, n}}}$ and $\operatorname{COV}\left[\tilde{H}_{n}\right]=\frac{\sqrt{V\left[\tilde{H}_{n}\right]}}{\tilde{H}_{n}}$, respectively.

For convenience, set $Q_{1}=Q_{2}=Q$, and the $Q$ is considered to be sufficient when the following expression is satisfied

$$
\begin{equation*}
\left(\operatorname{COV}\left[\tilde{\mu}_{\widehat{P}_{f, n}}\right] \leq \varepsilon_{Q}\right) \bigcap\left(\operatorname{COV}\left[\tilde{H}_{n}\right] \leq \varepsilon_{Q}\right) \tag{50}
\end{equation*}
$$

where the tolerance $\varepsilon_{\mathrm{Q}}$ is set as $5 \%$.
The VAIS-based estimators in Eqs. (46) and (47) are conducted in an adaptive manner during the sequential experimental design process. Specifically, set the amplification coefficient $\alpha$ as 1.5 , and the initial quadrature size $Q_{\text {seq }}$ as $2 \times 10^{5}$. At the beginning of the sequential experimental design process, Eqs. (46) and (47) are computed based on $\mathcal{X}_{\mathrm{Q}}=\left\{\boldsymbol{x}^{(i)}\right\}_{i=1}^{Q_{\text {seq }}}$; then, if the current values of COV $\left[\tilde{\mu}_{\widehat{P}_{f, n}}\right]$ and $\operatorname{COV}\left[\tilde{H}_{n}\right]$ fail to satisfy Eq. (50), another set of $Q_{\text {seq }}$ quadrature points is sequentially added into the current $\mathcal{X}_{\mathrm{Q}}$ until Eq. (50) is fulfilled. Notably, the quadrature size at the current iteration is taken as the initial quadrature size at the next iteration during the sequential experimental design process. Generally, after several iterations, the quadrature size will remain unchanged at subsequent iterations. Moreover, since the integrand $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$is similar to the integrand in $H_{n}$, the quadrature size $Q$ for $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ is directly set to be equal to that of $\mu_{\widehat{P}_{f, n}}$ and $H_{n}$ at each iteration.

Remark 4. The transformation of input random vector $\boldsymbol{Z}$ to standard normal vector $\boldsymbol{X}$ in $E q$. (3) is mainly attributed to the usage of VAIS in the numeric computation of $\mu_{\widehat{P}_{f, n}}, H_{n}$ and $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$. Therefore, if other favorable integration methods conducted in the original input space are available, such transformation is unnecessary.

For illustration, the performances of VAIS in two different examples are shown in Appendix G. It is observed that the quadrature set $\mathcal{X}_{\mathrm{Q}}$ whose size $Q$ determined by Eq. (50) provides stable results of $\tilde{\mu}_{\widehat{P}_{f, n}}$ and $\tilde{H}_{n}$. Then, the pruning coefficient $\lambda=1.5$ is a very favorable choice for $\operatorname{IPMR}^{\mathrm{U}}$.

To summarize, an identical quadrature set $\mathcal{X}_{\mathrm{Q}}$ is used in the computation of $\mu_{\widehat{P}_{f, n}}, H_{n}$, and $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right), \forall \boldsymbol{x}_{+} \in$ $\mathcal{X}_{\mathrm{CT}}$, with the quadrature size $Q$ determined by Eq. (50). The pruning coefficient $\lambda$ in $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ is set as 1.5 for reassurance. Consequently, the size $Q_{\mathrm{T}}$ of the pruned quadrature set $\mathcal{X}_{\mathrm{QT}}$ in $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ is generally $\mathcal{O}\left(10^{3}\right)$, and very minor running time is consumed by $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ per iteration. Besides, $\mathcal{X}_{\mathrm{Q}}$ serves as the candidate pool $\mathcal{X}_{\mathrm{C}}$ for selecting the best next point $\boldsymbol{x}^{(n+1)}$ via $\mathrm{IPMR}^{\mathrm{U}}$.

Finally, Algorithm 1 presents the workflow of a single iteration during the IPMR-based sequential experimental design. Thanks to the three workarounds, i.e., substituting IPMR by its upper bound IPMR ${ }^{\mathrm{U}}$ (Steps 7 and 8), the pruning of $\mathcal{X}_{\mathrm{Q}}$ (Step 4), and the pruning of $\mathcal{X}_{\mathrm{C}}$ (Step 5), IPMR-based sequential experimental design comes with a comparable running time to those common learning functions.

```
Algorithm 1 IPMR-based sequential experimental design
Input: Kriging \(\widehat{\mathcal{G}}_{n}(\boldsymbol{x})\) and the quadrature set \(\mathcal{X}_{\mathrm{Q}}\) of size \(Q\) at iteration \(n\).
    1: Set \(\mathcal{X}_{\mathrm{C}}=\mathcal{X}_{\mathrm{Q}}\).
    : Kriging \(\widehat{\mathcal{G}}_{n}(\boldsymbol{x})\) provides posterior mean \(\mu_{n}(\boldsymbol{x})\) and variance \(\sigma_{n}^{2}(\boldsymbol{x})\) at \(\mathcal{X}_{\mathrm{Q}}\). \(\triangleright\) Eqs. (A.6) and (A.7)
    : Compute the \(\mathrm{PM} P_{n}(\boldsymbol{x})\) at \(\mathcal{X}_{\mathrm{Q}}\). \(\triangleright\) Eq. (H.1)
    Obtain the pruned quadrature set \(\mathcal{X}_{\mathrm{QT}}\) of size \(Q_{\mathrm{T}}\) from \(\mathcal{X}_{\mathrm{Q}}\). \(\mathcal{X}\) Eq. (37)
    Obtain the pruned candidate pool \(\mathcal{X}_{\mathrm{CT}}\) of size \(C_{\mathrm{T}}\) from \(\mathcal{X}_{\mathrm{C}}\). \(\quad \triangleright\) Eq. (39)
    Kriging \(\widehat{\mathcal{G}}_{n}(\boldsymbol{x})\) provides posterior covariance matrix \(\left[c_{n}\left(\boldsymbol{x}^{(i)}, \boldsymbol{x}^{(j)}\right)\right]_{1 \leq i \leq Q_{\mathrm{T}}, 1 \leq j \leq C_{\mathrm{T}}}\) at \(\mathcal{X}_{\mathrm{QT}} \times \mathcal{X}_{\mathrm{CT}}\).
    Eq. (A.8)
    7: Compute \(\left[I_{n}^{\mathrm{U}}\left(\boldsymbol{x}^{(i)} ; \boldsymbol{x}^{(j)}\right)\right]_{1 \leq i<Q_{\mathrm{T}, 1 \leq j \leq C_{\mathrm{T}}}}\) at \(\mathcal{X}_{\mathrm{QT}} \times \mathcal{X}_{\mathrm{CT}}\). \(\quad \triangleright\) Eq. (31)
    8: Compute \(\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}^{(j)}\right), \forall \boldsymbol{x}^{(j)} \in \mathcal{X}_{\mathrm{CT}}\). \(\boldsymbol{\mathcal { X }}_{\mathrm{T}}\).
    9: Select the best next point \(\boldsymbol{x}^{(n+1)}\) from \(\mathcal{X}_{\mathrm{CT}}\). \(\quad\) Eq. (40)
Output: The \(\boldsymbol{x}^{(n+1)}\) at iteration \(n\).
```

Remark 5. A learning function called stepwise uncertainty reduction (SUR) was derived from the upper bound of $\sigma_{\widehat{P}_{f, n}}^{2}$ [28] and is outlined in Appendix $H$. Similar to the integrand $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in $\operatorname{IPMR}_{n}\left(\boldsymbol{x}_{+}\right)$, $\operatorname{SUR}_{n}\left(\boldsymbol{x}_{+}\right)$also involves the bivariate Gaussian CDF $F_{2}(\cdot ; \cdot, \cdot)$ that has to be computed element-wise, as
given in Eq. (H.8). Besides, the locality of the integrand in $\operatorname{SUR}_{n}(\cdot)$ and the explicit impact of $\boldsymbol{x}_{+}$on $\mathrm{SUR}_{n}(\cdot)$ are actually difficult to explore. Hence, the pruning of both quadrature set and candidate pool did not be conducted in the existing literature. Obviously, compared to $\mathrm{IPMR}^{\mathrm{U}}$, SUR suffers from intensive computational burden.

### 4.4. Implementation

The implementation of the proposed BRLR method is outlined in Fig. 7, and the main steps are summarized as follows.
(1) Initialization. Generate a set of input samples $\mathcal{X}_{n_{0}}$ and evaluate the performance function on $\mathcal{X}_{n_{0}}$ to obtain $\mathcal{Y}_{n_{0}}$, forming the initial ED $\mathcal{D}_{n_{0}}=\left\{\mathcal{X}_{n_{0}}, \mathcal{Y}_{n_{0}}\right\}$ (Section 4.1); then, set $n=n_{0}$.
(2) Kriging. Train a Kriging $\widehat{\mathcal{G}}_{n}(\boldsymbol{x})$ based on the current ED $\mathcal{D}_{n}$, as detailed in Appendix A.
(3) Failure probability. Estimate the posterior mean $\mu_{\widehat{P}_{f, n}}$ (Eq. (46)) and the IPM $H_{n}$ (Eq. (47)) using VAIS, with the quadrature size $Q$ determined according to Eq. (50). Meanwhile, the corresponding quadrature set $\mathcal{X}_{\mathrm{Q}}$ serves as the candidate pool $\mathcal{X}_{\mathrm{C}}$ at this iteration.
(4) Convergence criterion. If Eq. (45) is satisfied, skip to Step 7; otherwise, continue to Step 5.
(5) Learning function. Compute $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ at $\mathcal{X}_{\mathrm{CT}}$ and select the best next point $\boldsymbol{x}^{(n+1)}$, as detailed in Algorithm 1.
(6) Enrichment. Evaluate the performance function on $\boldsymbol{x}^{(n+1)}$, that is, $y^{(n+1)}=\mathcal{G}\left(\boldsymbol{x}^{(n+1)}\right)$. Then, $\mathcal{D}_{n+1}=$ $\mathcal{D}_{n} \bigcup\left(\boldsymbol{x}^{(n+1)}, y^{(n+1)}\right), n=n+1$, and go back to Step 2.
(7) End. The $\mu_{\widehat{P}_{f, n}}$ at Step 3 is considered the final result of this algorithm.


Figure 7: Flowchart of the proposed Bayesian reinforcement learning reliability (BRLR) method

To avoid confusion, 'the proposed method' exclusively refers to the BRLR method equipped with $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$, while 'the proposed method (exact)' specifically denotes the one incorporating $\operatorname{IPMR}_{n}(\cdot)$.

## 5. Numerical examples

The performance of the proposed reliability method is demonstrated through four examples of varying complexity. The MCS is conducted to provide the reference failure probability $\widehat{P}_{f}^{\mathrm{MCS}}$. For comparison, several existing reliability methods are conducted, including adaptive Krigng-subset simulation (AK-SS) and the BALR methods with several existing learning functions. AK-SS is built following the recommendations from [14]: the sample size of each subset and the conditional probability in SS are set as $10^{5}$ and 0.15 , respectively; the learning function PM (Eq. (H.1)) is considered; the convergence criterion is defined in terms of the combination of ' $\beta$-bound' and ' $\beta$-stable' criteria, with $\beta$ the reliability index; the tolerances for the two criteria are set as $15 \%$ and $0.1 \%$, respectively, The initial ED and convergence criterion in the

BALR methods are set consistent with the proposed reliability method (Fig. 7) for comparison purposes. Five existing learning functions, including PM [44], RLCB [31], REIF [32], EIER [42] and SUR [28], are outlined in Appendix H. As elucidated in Remarks 3 and 5, both EIER and SUR suffer from unaffordable computational burden, due to their inherent limitations. For computational cost considerations, they are not conducted in those examples and only $\operatorname{IPMR}_{n}(\cdot)$ will be compared with $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$ in Section 5.4. Besides, results from other reliability methods available in the literature are provided for comparison.

In a reliability method, the total number $N_{\text {call }}$ of performance function evaluations and the estimated failure probability $\widehat{P}_{f}$ are taken as the metrics of computational efficiency and accuracy, respectively. Then, the ALR, BALR, and BRLR methods are repeated 10 times to gain the means and COVs of $N_{\text {call }}$ and $\widehat{P}_{f}$. Further, the relative error of $\widehat{P}_{f, \text { mean }}$ with respect to $\widehat{P}_{f}^{\mathrm{MCS}}$ is computed as

$$
\begin{equation*}
\delta_{\widehat{P}_{f}}=\frac{\left|\widehat{P}_{f, \text { mean }}-\widehat{P}_{f}^{\mathrm{MCS}}\right|}{\widehat{P}_{f}^{\mathrm{MCS}}} \times 100 \% \tag{51}
\end{equation*}
$$

Besides, the mean of the computational time $T_{\mathrm{c}}$ of each reliability method is provided in the last two numerical examples.

### 5.1. A four-branch function

The first example considers a four-branch problem [12, 13], which is a prevalent benchmark in structural reliability analysis. The performance function $\mathcal{G}(\boldsymbol{X})$ is expressed as

$$
\mathcal{G}(\boldsymbol{X})=\min \left\{\begin{array}{c}
a+0.1\left(X_{1}-X_{2}\right)^{2}-\frac{X_{1}+X_{2}}{\sqrt{2}}  \tag{52}\\
a+0.1\left(X_{1}-X_{2}\right)^{2}+\frac{X_{1}+X_{2}}{\sqrt{2}} \\
\left(X_{1}-X_{2}\right)+\frac{b}{\sqrt{2}} \\
\left(X_{2}-X_{1}\right)+\frac{b}{\sqrt{2}}
\end{array}\right\}
$$

where $X_{1}$ and $X_{2}$ are two independent, standard Gaussian random variables; the two constants $a$ and $b$ govern the order of magnitude of $P_{f}$. Two different cases are considered: $a=3$ and $b=6$ in the first one; $a=5$ and $b=9$ in the second one.

### 5.1.1. Case 1: $a=3$ and $b=6$

The failure probability $\widehat{P}_{f}^{\mathrm{MCS}}=4.416 \times 10^{-3}$ provided by MCS is taken as the reference result. Fig. 8 illustrates the performance of one run of the proposed reliability method for the four-branch function (Case 1). The initial samples, as marked as blue circles, are scattered across the entire input space, and most new training samples added by $\mathrm{IPMR}^{\mathrm{U}}$, as plotted as red diamonds, are located in the close vicinity of the limit state, as shown in Fig. 8(a). During the IPMR-informed sequential experimental design process, the IPM $H_{n}$ gradually shrinks (Fig. 8(b)), implying that the epistemic uncertainty about $\mu_{\widehat{P}_{f, n}}$ is significantly reduced. Consequently, it is evident from Fig. 8(c) that the $\mu_{\widehat{P}_{f, n}}$ produced by the proposed method gradually converges to the reference value.

Table 1 providess a comparison of the results obtained from various reliability methods for the fourbranch function (Case 1). It is observed that most reliability methods provide accurate estimates of failure probability, with relative errors below $2 \%$. Compared to other reliability methods, the proposed approach requires much fewer calls to the performance function.

### 5.1.2. Case 2: $a=5$ and $b=9$

The failure probability $\widehat{P}_{f}^{\mathrm{MCS}}=7.09 \times 10^{-6}$ produced by MCS is regarded as the reference result. Table 2 provides a comparison of the results of various reliability methods for the four-branch function (Case 2). In the BALR methods, PM achieves favorable performance in terms of $\widehat{P}_{f}$ and $N_{\text {call }}$. However, RLCB and REIF provide biased estimates of the failure probability, with relative errors above $4 \%$. By contrast, the proposed reliability method provides comparable accuracy of $\widehat{P}_{f}$ to PM , while requiring a smaller number of calls to the performance function.


Figure 8: Illustration of the proposed reliability method in the four-branch function (Case 1)
Table 1: Reliability results in the four-branch function (Case 1)

| Method | $N_{\text {call }}$ |  | $\widehat{P}_{f}$ |  | $\delta_{\widehat{P}_{f}}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | COV(\%) | Mean $\left(\times 10^{-3}\right)$ | COV(\%) |  |
| MCS [12] | $10^{6}$ | - | 4.416 | - | - |
| U [12] | 96 | - | 4.416 | - | - |
| LIF [41] | 38 | - | 4.380 | - | 0.815 |
| AK-MCS REIF [32] | 146.8 | - | 4.455 | 4.730 | 0.883 |
| AK-MCS LAKSE [45] | 65.6 | - | 4.065 | 4.950 | 7.948 |
| Refined U [46] | 76 | - | 4.432 | - | 0.362 |
| KO [47] | 90 | - | 4.182 | 4.880 | 5.299 |
| WKO [47] | 71.4 | - | 4.448 | 4.730 | 0.725 |
| PAK-B ${ }^{n}$ [48] | 76.8 | - | 4.422 | - | 0.136 |
| AK-KB ${ }^{n}$ [48] | 74.7 | - | 4.419 | - | 0.068 |
| PM | 42.4 | 9.447 | 4.370 | 1.457 | 1.047 |
| BALR RLCB | 51.1 | 14.095 | 4.397 | 2.235 | 0.424 |
| REIF | 57.4 | 13.942 | 4.346 | 2.514 | 1.587 |
| AK-SS | 52.2 | 21.290 | 4.472 | 2.963 | 1.274 |
| Proposed | 37 | 18.063 | 4.371 | 0.690 | 1.027 |

Table 2: Reliability results in the four-branch function (Case 2)

| Method | $N_{\text {call }}$ |  |  | $\widehat{P}_{f}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | COV $(\%)$ |  | Mean $\left(\times 10^{-6}\right)$ | $\operatorname{COV}(\%)$ | $\delta_{\widehat{P}_{f}}(\%)$ |
| MCS | $10^{8}[27]$ | - |  | 7.090 | - | - |
| AK-MCMC [27] | 139.5 | - |  | 7.100 | 1.370 | 0.141 |
| PA-BFPL $(k=5)[27]$ | 60 | - |  | 7.040 | 2.170 | 0.705 |
| BALR (PM) | 37.5 | 10.536 |  | 7.147 | 0.875 | 0.806 |
| BALR (RLCB) | 45.7 | 12.466 |  | 7.421 | 2.339 | 4.674 |
| BALR (REIF) | 49.4 | 9.552 |  | 7.382 | 1.143 | 4.116 |
| AK-SS | 40.6 | 28.279 |  | 7.306 | 17.519 | 3.049 |
| Proposed | 34.5 | 12.272 |  | 7.038 | 1.650 | 0.738 |

### 5.2. A two-dimensional truss under vertical loads

Consider the static reliability analysis of a two-dimensional truss, which is also a common benchmark in structural reliability analysis [44, 13]. Fig. 9 shows that this truss is composed of 23 bars and 13 nodes. The random input vector is assembled as $\boldsymbol{Z}=\left\{E_{1}, E_{2}, A_{1}, A_{2}, P_{1}, \ldots, P_{6}\right\}$, where $A_{1}$ and $E_{1}$ are the cross section and Young's modulus of horizontal bars, respectively; $A_{2}$ and $E_{2}$ are the cross section and Young's modulus of diagonal bars, respectively; $P_{1}, \ldots, P_{6}$ are the vertical loads applied on the upper nodes of the truss. The statistical information for those parameters is listed in Table 3.


Figure 9: Illustration of a planar truss structure
Table 3: Statistical information of input variables in the planar truss

| Variable | Unit | Distribution | Mean | Standard deviation |
| :---: | :---: | :---: | :---: | :---: |
| $E_{1}, E_{2}$ | Pa | Lognormal | $2.1 \times 10^{11}$ | $2.1 \times 10^{10}$ |
| $A_{1}$ | $\mathrm{~m}^{2}$ | Lognormal | $2.0 \times 10^{-3}$ | $2.0 \times 10^{-4}$ |
| $A_{2}$ | $\mathrm{~m}^{2}$ | Lognormal | $1.0 \times 10^{-3}$ | $1.0 \times 10^{-4}$ |
| $P_{1}, \cdots, P_{6}$ | N | Gumbel | $5.0 \times 10^{4}$ | $7.5 \times 10^{3}$ |

Finite-element analysis of this truss is conducted by an in-house MATLAB code. The vertical deflection of the mid-span node, denoted as $U(\boldsymbol{Z})$, is of interest. The maximum allowable mid-span deflection is set to 14 mm . Then, the performance function $\mathcal{G}(\boldsymbol{Z})$ is defined as

$$
\begin{equation*}
\mathcal{G}(\boldsymbol{Z})=14-U(\boldsymbol{Z}) \tag{53}
\end{equation*}
$$

and the failure probability $\widehat{P}_{f}^{\mathrm{MCS}}=3.45 \times 10^{-5}$ offered by MCS is taken as the reference result.
Fig. 10 illustrates the comparison of three learning functions, i.e., the proposed $\mathrm{IPMR}^{\mathrm{U}}, \mathrm{PM}$ and RLCB, in the planar truss example. Overall, the IPM $H_{n}$ (Eq. (20)) is substantially reduced by all three learning functions, but their rates of decrease differ significantly. IPMR ${ }^{\mathrm{U}}$ enables reducing the IPM $H_{n}$ to the targeted level with only 35 runs of finite-element analysis. By contrast, PM requires approximately 60 runs of finite element analysis to achieve the targeted reduction of IPM $H_{n}$. RLCB entails approximately 130 calls to performance function but with a worse estimate of the failure probability.

The significant differences between the three learning functions can be attributed to their individual objectives. RLCB (Eq. (H.2)) aims to empirically balance the closeness of the Kriging mean to the limit state and the Kriging variance, independently of the IPM. Consequently, RLCB struggles to efficiently reduce the IPM $H_{n}$. PM selects the point maximizing the PM value as the best next point per iteration, but it does not explicitly quantify the impact of adding a new point on the reduction of IPM. Hence, the new point added by PM may not necessarily yield the maximum reduction of IPM. In contrast, the new point selected by $I P M R^{U}$ is optimal with respect to reducing the IPM per iteration, leading to the fastest reduction of IPM.

Table 4 presents the results obtained from different reliability methods for this planar truss example. Both RLCB and REIF produce biased estimates of the failure probability but require a significant number of finite element analysis, due to the mismatch between their objectives and IPM. In both BALR and AK-SS, PM provides fair accuracy of $\widehat{P}_{f}$, with $\delta_{\widehat{P}_{f}}$ approximately $2 \%$. Compared to PM, the proposed IPMR ${ }^{\mathrm{U}}$ achieves a $33.2 \%$ reduction in $N_{\text {call }}$.

### 5.3. A reinforced concrete frame under earthquakes

A three-bay, six-story planar reinforced concrete frame subject to earthquake excitation is considered here. Fig. 11 illustrates the basic geometry of the frame, along with the reinforcement details of columns and beams. The concrete slab at each floor has a thickness of 100 mm . The finite-element model of this frame is built using the OpenSees software [50]. Both columns and beams are modeled using force-based elements with fiber-discretized cross sections. The uniaxial constitutive relationships of concrete and rebar are represented by the Concrete-01 and Steel-01 material models, respectively. The in-plane stiffness of the concrete slab is simply described by the 'RigidLink' command, and the self-weights of these concrete slabs are treated as uniformly-distributed loads applied on the beams beneath them. Rayleigh damping is adopted with the damping ratio of $5 \%$.

A simple unidirectional earthquake ground motion model is considered, given by [18]

$$
\begin{equation*}
\ddot{u}_{g}(t)=A_{1} \ddot{u}_{\mathrm{NS}}(t)+A_{2} \ddot{u}_{\mathrm{WE}}(t) \tag{54}
\end{equation*}
$$



Figure 10: Comparison between IPMR $^{\mathrm{U}}$, PM and RLCB in the planar truss example
Table 4: Reliability results in the planar truss example

| Method | $N_{\text {call }}$ |  |  | $\widehat{P}_{f}$ |  |  | $\delta_{\widehat{P}_{f}}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | COV $(\%)$ |  | Mean $\left(\times 10^{-5}\right)$ | $\operatorname{COV}(\%)$ |  |  |
| MCS | $10^{6}$ | - |  | 3.450 | - | - |  |
| AK-MCS(U) [44] | 124 | - |  | 3.700 | - | 7.246 |  |
| AK-MCS(LIF) [41] | 121 | - |  | 3.31 | - | 4.058 |  |
| AKEE-SS [49] | 80 | - |  | 3.247 | - | 5.884 |  |
| BALR (PM) | 67.7 | 12.241 |  | 3.377 | 6.815 | 2.110 |  |
| BALR (RLCB) | 137.4 | 7.534 |  | 1.969 | 12.141 | 42.938 |  |
| BALR (REIF) | 167.8 | 5.336 |  | 1.987 | 11.319 | 42.420 |  |
| AK-SS | 69.6 | 14.544 |  | 3.534 | 6.017 | 2.425 |  |
| Proposed | 45.2 | 11.973 |  | 3.447 | 2.883 | 0.097 |  |

where $\ddot{u}_{\mathrm{NS}}(t)$ and $\ddot{u}_{\mathrm{WE}}(t)$ are the amplitude-normalized components of El-Centro accelerogram in N-S and W-E directions, respectively, as show in Figs. 12(a) and 12(b); $A_{1}$ and $A_{2}$ are the corresponding amplitude coefficients.

The random input vector is assembled by both material parameters and amplitude coefficients, that is, $\boldsymbol{Z}=\left\{f_{c c}, \varepsilon_{c c}, f_{c u}, \varepsilon_{c u}, f_{c}, \varepsilon_{c}, f_{u}, \varepsilon_{u}, f_{y}, E_{0}, b, A_{1}, A_{2}\right\}$. Then, statistic information for those random variables is given in Table 5. When those random variables take their means, the typical uniaxial stress-strain curves of concrete and rebar at the end section of the leftmost bottom column are shown in Figs. 13(a) and 13(b), respectively. Meanwhile, the typical hysteretic curve of the leftmost bottom column is illustrated in Fig. 13(c). Clearly, both material- and structure-level nonlinearity are observed.

The inter-story drift of this frame is of interest, and the threshold is set as 72 mm . Then, system failure


Figure 11: A planar reinforced concrete frame under earthquakes


Figure 12: El-Centro accelerograms in two orthogonal directions
Table 5: Statistical information of random variables in the reinforced concrete frame [20]

| Variable | Unit | Description | Distribution | Mean | COV |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{c c}$ | MPa | Maximum strength of confined concrete | Lognormal | 35 | 0.1 |
| $\varepsilon_{c c}$ | - | Strain at maximum strength of confined concrete | Lognormal | 0.005 | 0.05 |
| $f_{c u}$ | MPa | Crushing strength of confined concrete | Lognormal | 25 | 0.1 |
| $\varepsilon_{c u}$ | - | Strain at crushing strength of confined concrete | Lognormal | 0.02 | 0.05 |
| $f_{c}$ | MPa | Maximum strength of unconfined concrete | Lognormal | 27 | 0.1 |
| $\varepsilon_{c}$ | - | Strain at maximum strength of unconfined concrete | Lognormal | 0.002 | 0.05 |
| $f_{u}$ | MPa | Crushing strength of unconfined concrete | Lognormal | 10 | 0.1 |
| $\varepsilon_{u}$ | - | Strain at crushing strength of unconfined concrete | Lognormal | 0.006 | 0.05 |
| $f_{y}$ | MPa | Yield strength of rebar | Lognormal | 400 | 0.1 |
| $E_{0}$ | MPa | Initial Young's modulus of rebar | Lognormal | 200 | 0.1 |
| $b$ | - | Strain-hardening ratio of rebar | Lognormal | 0.007 | 0.05 |
| $A_{1}$ | - | Amplitude coefficient | Gaussian | 2 | 0.1 |
| $A_{2}$ | - | Amplitude coefficient | Gaussian | 2 | 0.1 |

probability is defined as

$$
\begin{equation*}
P_{f}=\mathbb{P}\left(\bigcup_{i=1}^{6}\left|U_{i}(\boldsymbol{Z}, t)\right| \geq 72\right) \tag{55}
\end{equation*}
$$ where $U_{i}(\boldsymbol{Z}, t), i=1, \ldots, 6$, denotes the inter-story drift between the $(i-1)$-th and $i$-th floor. In this way,



Figure 13: Nonlinear behaviors of the reinforced concrete frame
the system performance function is defined as

$$
\begin{equation*}
\mathcal{G}(\boldsymbol{Z})=72-\max _{1 \leq i \leq 6}\left(\max _{t \in[0,20 \mathrm{~s}]}\left|U_{i}(\boldsymbol{Z}, t)\right|\right) \tag{56}
\end{equation*}
$$

The $\widehat{P}_{f}^{\mathrm{MCS}}$ offered by MCS is equal to $2.967 \times 10^{-5}$.
Fig. 14 illustrates the comparison of the three learning functions, $\mathrm{IPMR}^{\mathrm{U}}, \mathrm{PM}$ and RLCB, for the reinforced concrete frame example. IPMR ${ }^{\mathrm{U}}$ achieves convergence at the cost of 102 runs of dynamic analysis of the frame. By comparison, PM requires over 200 runs of finite element analysis to achieve the targeted reduction of IPM. RLCB reduces the IPM $H_{n}$ very slowly, with only a minor reduction gained when $n$ reaches 300. For computational cost considerations, RLCB-based sequential experimental design is terminated at the iteration of $n=300$, and the resulting $P_{f}$ deviates significantly from the reference value $\widehat{P}_{f}^{\mathrm{MCS}}$. It is evident that, unlike PM and RLCB, IPMR $^{\mathrm{U}}$ effectively addresses the challenge posed by nonlinear dynamic reliability problem.

Table 6 lists the results obtained from different reliability methods for the reinforced concrete frame example, along with their computational times for comparison. Since the convergence criterion of AKSS involves computing the failure probability and its upper and lower bounds, three runs of SS must be performed on Kriging per iteration. In this regard, despite AK-SS requiring a comparable $N_{\text {call }}$ to BALR(PM), its total computational time far exceeds that of BALR(PM). In comparison to PM, the proposed IPMR ${ }^{\mathrm{U}}$ only needs $41.94 \%$ of $N_{\text {call }}$, showcasing its high computational efficiency. Evidently, the advantage of the proposed BRLR method over the existing BALR methods becomes more significant when dealing with dynamic reliability problems.

Table 6: Reliability results in the reinforced concrete frame example

| Method | $N_{\text {call }}$ |  |  | $\widehat{P}_{f}$ |  | $\delta_{\widehat{P}_{f}}(\%)$ | $T_{\mathrm{c}}(\mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | $\operatorname{COV}(\%)$ |  | Mean $\left(\times 10^{-4}\right)$ | $\operatorname{COV}(\%)$ |  |  |
| MCS | $5 \times 10^{5}$ | - |  | 2.967 | - | - | $2.926 \times 10^{6}$ |
| BALR (PM) | 248 | 8.038 |  | 4.075 | 8.357 | 37.359 | $3.896 \times 10^{3}$ |
| BALR (RLCB) | $>300$ | - |  | 14.067 | 28.444 | 374.2 | $>4.593 \times 10^{3}$ |
| BALR (REIF) | $>300$ | - |  | 53.711 | 43.061 | 17104.8 | $>4.499 \times 10^{3}$ |
| AK-SS | 280.6 | 5.392 |  | 2.824 | 5.195 | 4.822 | $1.112 \times 10^{4}$ |
| Proposed | 104.9 | 12.294 |  | 2.938 | 8.064 | 0.952 | $1.989 \times 10^{3}$ |

### 5.4. A cable-stayed bridge under vehicle loads

The final example considers the Sutong cable-stayed bridge that connects Suzhou and Nantong cities in China. As depicted in Fig. 15, it is a double-pane, twin-pylon, box-girder bridge with a main span of 2088 m . The deck is a streamlined, steel-box girder with a width of 41 m . The heights of the two inverted-Y pylons are 300 m . The stay cables are composed of parallel steel-wire strand and are arranged in double-inclined cable planes, giving rise to 272 cable members.


Figure 14: Comparison between IPMR $^{\mathrm{U}}$, PM and RLCB in the reinforced concrete frame example

Finite-element model of this bridge is constructed using the commercial software ANSYS [51], as illustrated in Fig. 16. The steel-box girders, towers, and piers are modeled using the BEAM-4 element, a conventional 3D beam element. The steel-box girder is discretized into many segments based on the suspended points of the stayed cables, and the MASS-21 element is employed to consider the mass of each segment. The stayed cables are represented by the LINK-10 element, a 3D tension-only truss element. Piers are assumed to be fixed to the foundation without considering soil-structure interaction. The vehicle loads ( 5 -wheel heavy-duty vehicles) are considered as a moving concentrated load acting on the bridge deck, with the velocity set as $50 \mathrm{~km} / \mathrm{h}$. Finally, this finite-element model consists of 2929 nodes and 3707 elements.

The basic input vector is specified as $\boldsymbol{Z}=\left\{E_{1}, D_{2}, E_{3}, D_{4}, E_{5}, D_{6}, F_{7}\right\}$, where $E_{1}$ and $D_{2}$ are the Young's modulus and density of the steel-box girder, respectively; $E_{3}$ and $D_{4}$ are the Young's modulus of the steel-wire strand, respectively; $E_{5}$ and $D_{6}$ are the Young's modulus and density of concrete in the tower, respectively; $F_{7}$ represents the moving vehicle load. Then, statistical information for those random variables is provided in Table 7.

Table 7: Random variables in the cable-stayed bridge

| Variables | Units | Distribution | Mean | COV |
| :---: | :---: | :---: | :---: | :---: |
| $E_{1}$ | Pa | Lognormal | $2.0594 \times 10^{11}$ | 0.1 |
| $D_{2}$ | $\mathrm{~kg} / \mathrm{m}^{3}$ | Lognormal | $9.0810 \times 10^{3}$ | 0.1 |
| $E_{3}$ | Pa | Lognormal | $1.9123 \times 10^{11}$ | 0.1 |
| $D_{4}$ | $\mathrm{~kg} / \mathrm{m}^{3}$ | Lognormal | $8.606 \times 10^{3}$ | 0.1 |
| $E_{5}$ | Pa | Lognormal | $3.4323 \times 10^{10}$ | 0.15 |
| $D_{6}$ | $\mathrm{~kg} / \mathrm{m}^{3}$ | Lognormal | $3.7020 \times 10^{3}$ | 0.15 |
| $F_{7}$ | N | Weibull | $5.5 \times 10^{5}$ | 0.1 |


(c) span arrangement

Figure 15: Pictures of the Sutong bridge


Figure 16: Finite-element model and typical deformation response of the Sutong bridge
mm . Then, the corresponding performance function $\mathcal{G}(\boldsymbol{Z})$ is defined as

$$
\begin{equation*}
\mathcal{G}(\boldsymbol{Z})=90-V(\boldsymbol{Z}) \tag{57}
\end{equation*}
$$

The failure probability $\widehat{P}_{f}^{\mathrm{MCS}}=3.414 \times 10^{-5}$ provide by MCS serves as the reference result.
Fig. 17 illustrates a single run of the proposed reliability method for the cable-stayed bridge. As $n$ increases, the $H_{n}$ shrinks (Fig. 17(a)), and $\mu_{\widehat{P}_{f, n}}$ gradually aligns with the reference value (Fig. 17(b)).

More importantly, Fig. 17 (c) shows the 'index' of the best next point selected at each iteration, and the index ' $k$ ' corresponds to the candidate point with the $k$-th greatest PM value among $\mathcal{X}_{\mathrm{CT}}$. Unlike PM, which selects the point with the greatest PM value (i.e., index $=1$ ) per iteration, the index of the best next point selected by $\mathrm{IPMR}^{\mathrm{U}}$ generally ranges from 1 to 4000 . This suggests that the point with the greatest PM value does not necessarily achieve the biggest reduction of IPM. Moreover, these indexes are relatively far away from $C_{\mathrm{T}}=5000$, highlighting the rationale behind the setting of $C_{\mathrm{T}}$.


Figure 17: Illustration of the proposed method in the real-world stayed-cable bridge example
Fig. 18 presents a single run of the proposed reliability method (exact), denoted as the BALR method
equipped with $\operatorname{IPMR}_{n}(\cdot)$ instead of $\operatorname{IPMR}_{n}^{\mathrm{U}}(\cdot)$, in this cable-stayed bridge example. Compared to Fig. 17, $\operatorname{IPMR}_{n}(\cdot)$ comes with a slightly smaller number of finite element analysis. Fig. 18(c) presents the running time of $\operatorname{IPMR}_{n}(\cdot)$ per iteration, with the computational time of a single run of finite element analysis of this bridge ( 14 s ) included for reference. As highlighted in Section 3.3, $\mathrm{IPMR}_{n}$ involves computing its integrand $\left[I_{n}\left(\boldsymbol{x}^{(i)} ; \boldsymbol{x}^{(j)}\right)\right]_{1 \leq i \leq Q_{\mathrm{T}}, 1 \leq j \leq C_{\mathrm{T}}}$ at $\mathcal{X}_{\mathrm{QT}} \times \mathcal{X}_{\mathrm{CT}}$ in an element-wise manner (Fig. 4(a)). Therefore, the running time of $\mathrm{IPMR}_{n}$ exceeds 100 s in the latter stages. Conversely, the running time of $\mathrm{IPMR}_{n}^{\mathrm{U}}$ consistently remains below 10 s per iteration, underscoring the substantial efficiency advantage of IPMR ${ }^{\mathrm{U}}$.


Figure 18: Illustration of the proposed method (exact) in the stayed-cable bridge example

Table 8 summarizes the results of various reliability methods in the cable-stayed bridge. Compared to PM, IPMR ${ }^{\mathrm{U}}$ gains comparable accuracy of $\widehat{P}_{f}$, while requiring only approximately $72 \%$ of $N_{\text {call }}$. Although IPMR needs the fewest finite element analysis, its total computational time far exceeds that of those BALR methods. In contrast, $I P M R^{U}$ requires a comparable number of finite-element analysis to IPMR but with significantly less computational time, just $17.3 \%$. Overall, the proposed BRLR method equipped with IPMR $^{\mathrm{U}}$ exhibits significant advantages in terms of both $N_{\text {call }}$ and $T_{\mathrm{c}}$.

Table 8: Reliability results in the real-world cable-stayed bridge example

| Method | $N_{\text {call }}$ |  |  | $\widehat{P}_{f}$ |  | $\delta_{\widehat{P}_{f}}(\%)$ | $T_{\mathrm{c}}(\mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | $\operatorname{COV}(\%)$ |  | Mean $\left(\times 10^{-5}\right)$ | $\operatorname{COV}(\%)$ |  |  |
| MCS | $5 \times 10^{5}$ | - |  | 3.414 | - | $7.112 \times 10^{6}$ |  |
| BALR (PM) | 86.1 | 13.031 |  | 3.398 | 5.819 | 0.462 | $1.181 \times 10^{3}$ |
| BALR (RLCB) | 131 | 9.575 |  | 3.924 | 8.923 | 22.608 | $1.793 \times 10^{3}$ |
| BALR (REIF) | 144.7 | 10.537 |  | 4.357 | 15.714 | 27.631 | $2.228 \times 10^{3}$ |
| AK-SS | 89.9 | 14.288 |  | 3.394 | 6.048 | 0.593 | $2.213 \times 10^{3}$ |
| Proposed | 62 | 10.860 |  | 3.389 | 3.439 | 0.732 | $8.923 \times 10^{2}$ |
| Proposed (Exact) | 60.7 | 4.531 |  | 3.405 | 4.132 | 0.283 | $5.133 \times 10^{3}$ |

## 6. Concluding remarks

A Bayesian reinforcement learning reliability (BRLR) method is proposed, incorporating both Bayesian inference and reinforcement learning. On one hand, Bayesian inference for the failure probability estimation is conducted. On the other hand, unlike the computationally-intensive posterior variance of failure probability, a computationally-cheap measure of epistemic uncertainty about failure probability, as referred to as IPM, is proved to be the upper bound for the absolute relative error of estimated failure probability in expectation and is used as the reward function in the MDP. Then, a one-step Bayes optimal learning function termed IPMR, along with a compatible convergence criterion, is defined. Three effective workarounds are devised to facilitate the IPMR-based sequential experimental design. The efficacy of the proposed BRLR method is demonstrated on four examples of varying complexity. Some concluding remarks are given as follow.
(1) Thanks to the substitution of IPMR by its upper bound IPMR ${ }^{U}$ and the pruning of both the quadrature set and candidate pool, $\operatorname{IPMR}^{\mathrm{U}}$-based sequential experimental design avoids both the element-wise computation of bivariate Gaussian CDF and the computer memory constraint, resulting in much less computational time than IPMR itself.
(2) The common learning function PM is unable to explicitly quantify the impact of adding a new point on the reduction of IPM. In contrast, IPMR $^{\mathrm{U}}$ allows selecting the optimal new point with the biggest expected reduction of IPM, leading to superior computational efficiency, particularly in dynamic reliability problems.
(3) The advantages of IPMR and IPMR ${ }^{\mathrm{U}}$ are context-dependent. In cases where the performance function involves extremely expensive computational model evaluations, IPMR is preferable due to its slightly smaller number of required performance model evaluations. Otherwise, $I P M R{ }^{U}$ is superior to IPMR as it involves much less additional time.

It is admitted that only the single-point sequential experimental design is developed here. With the prevalence of parallel computing in reliability analysis, the batch-point version of IPMR will be investigated in the near future. Besides, exploring the extension of IPMR to the $k(\geq 2)$-step Bayes optimal criterion will be considered.
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## Appendix A. Basics of Kriging

Kriging interprets the performance function $\mathcal{G}(\boldsymbol{x})$ as one realization of a Gaussian process, defined by [52]

$$
\begin{equation*}
\mathcal{G}(\boldsymbol{x}) \approx \widehat{\mathcal{G}}_{n}(\boldsymbol{x})=\boldsymbol{\beta}^{\top} \boldsymbol{f}(\boldsymbol{x})+\sigma^{2} Z(\boldsymbol{x}) \tag{A.1}
\end{equation*}
$$

where $\boldsymbol{\beta}^{\top} \boldsymbol{f}(\boldsymbol{x})$ is the trend function, and universal Kriging assumes that $\boldsymbol{\beta}^{\top} \boldsymbol{f}(\boldsymbol{x})=\sum_{i=1}^{P} \beta_{i} f_{i}(\boldsymbol{x})$, with $\left\{f_{i}(\boldsymbol{x}), i=1, \ldots, P\right\}$ a set of $P$ basis functions and $\boldsymbol{\beta}=\left\{\beta_{i}, i=1, \ldots, P\right\}^{\top}$ a set of unknown coefficients. A special case of universal Kriging, i.e., linear trend function, is considered: $\boldsymbol{\beta}^{\top} \boldsymbol{f}(\boldsymbol{x})=\beta_{0}+\sum_{k=1}^{d} \beta_{k} x_{k} . \sigma^{2}$ is the variance of Gaussian process; $Z(\boldsymbol{x})$ is a stationary Gaussian process with zero mean, unit variance, and a known correlation function. Matern-3/2 correlation function is given as [52]

$$
\begin{equation*}
R_{\mathrm{M}}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime} ; \boldsymbol{\theta}\right)=\prod_{k=1}^{d}\left(1+\frac{\left|x_{k}-x_{k}^{\prime}\right|}{\theta_{k}}\right) \exp \left(-\sqrt{3} \frac{\left|x_{k}-x_{k}^{\prime}\right|}{\theta_{k}}\right) \tag{A.2}
\end{equation*}
$$

where $\boldsymbol{\theta}=\left\{\theta_{k}>0\right\}_{k=1}^{d}$ is a set of unknown parameters.
Assume an ED $\mathcal{D}_{n}=\left\{\mathcal{X}_{n}, \mathcal{Y}_{n}\right\}$ is provided, both $\boldsymbol{\beta}$ and $\sigma^{2}$ can be estimated as

$$
\begin{align*}
\widehat{\boldsymbol{\beta}} & =\left(\boldsymbol{F}^{\top} \boldsymbol{R}^{-1} \boldsymbol{F}\right)^{-1} \boldsymbol{F}^{\top} \boldsymbol{R}^{-1} \mathcal{Y}_{n}  \tag{A.3}\\
\widehat{\sigma}^{2} & =\frac{1}{n}\left(\mathcal{Y}_{n}-\boldsymbol{F} \boldsymbol{\beta}\right)^{\top} \boldsymbol{R}^{-1}\left(\mathcal{Y}_{n}-\boldsymbol{F} \boldsymbol{\beta}\right) \tag{A.4}
\end{align*}
$$

where $\boldsymbol{F}:=\left(f_{j}\left(\boldsymbol{x}^{(i)}\right)\right)_{1 \leq i \leq n, 1 \leq j \leq P} ; \boldsymbol{R}:=\left(R_{\mathrm{M}}\left(\boldsymbol{x}^{(i)}, \boldsymbol{x}^{(j)} ; \boldsymbol{\theta}\right)\right)_{1 \leq i, j \leq n}$. Both $\widehat{\boldsymbol{\beta}}$ and $\widehat{\sigma}^{2}$ depend on $\boldsymbol{\theta}$, and $\boldsymbol{\theta}$ can be estimated as [52]

$$
\begin{equation*}
\widehat{\boldsymbol{\theta}}=\underset{\boldsymbol{\theta} \in \Theta}{\arg \min } \widehat{\sigma}^{2}|\boldsymbol{R}|^{\frac{1}{n}} \tag{A.5}
\end{equation*}
$$

where $\Theta$ is the support of $\boldsymbol{\theta}$.
Finally, the Kriging predictor conditioned on $\mathcal{D}_{n}$ is still a Gaussian process, i.e., $\widehat{\mathcal{G}}_{n}(\boldsymbol{x}) \sim \mathcal{G} \mathcal{P}\left(\mu_{n}(\cdot), c_{n}(\cdot, \cdot)\right)$, with the posterior mean $\mu_{n}(\boldsymbol{x})$, variance $\sigma_{n}^{2}(\boldsymbol{x})$ and covariance $c_{n}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ defined as [44]

$$
\begin{align*}
\mu_{n}(\boldsymbol{x}) & =\boldsymbol{f}(\boldsymbol{x})^{\top} \widehat{\boldsymbol{\beta}}+\boldsymbol{r}(\boldsymbol{x})^{\top} \boldsymbol{R}^{-1}\left(\mathcal{Y}_{n}-\boldsymbol{F} \widehat{\boldsymbol{\beta}}\right)  \tag{A.6}\\
\sigma_{n}^{2}(\boldsymbol{x}) & =\widehat{\sigma}^{2}\left(1-\boldsymbol{r}(\boldsymbol{x})^{\top} \boldsymbol{R}^{-1} \boldsymbol{r}(\boldsymbol{x})+\boldsymbol{u}(\boldsymbol{x})^{\top}\left(\boldsymbol{F}^{\top} \boldsymbol{R}^{-1} \boldsymbol{F}\right)^{-1} \boldsymbol{u}(\boldsymbol{x})\right)  \tag{A.7}\\
c_{n}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right) & =\widehat{\sigma}^{2}\left(R\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)-\boldsymbol{r}(\boldsymbol{x})^{\top} \boldsymbol{R}^{-1} \boldsymbol{r}\left(\boldsymbol{x}^{\prime}\right)+\boldsymbol{u}(\boldsymbol{x})^{\top}\left(\boldsymbol{F}^{\top} \boldsymbol{R}^{-1} \boldsymbol{F}\right)^{-1} \boldsymbol{u}\left(\boldsymbol{x}^{\prime}\right)\right) \tag{A.8}
\end{align*}
$$

where the subscript $n$ indicates that these quantities condition on $\mathcal{D}_{n} ; \boldsymbol{r}(\boldsymbol{x})=\left[R_{\mathrm{M}}\left(\boldsymbol{x}, \boldsymbol{x}^{(1)}\right), \ldots, R_{\mathrm{M}}\left(\boldsymbol{x}, \boldsymbol{x}^{(n)}\right)\right]^{\top}$; $\boldsymbol{u}(\boldsymbol{x})=\boldsymbol{F}^{\top} \boldsymbol{R}^{-1} \boldsymbol{r}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x})$. Note that $\mu_{n}(\boldsymbol{x})$ is usually taken as the Kriging prediction, and $\sigma_{n}^{2}(\boldsymbol{x})=$ $c_{n}(\boldsymbol{x}, \boldsymbol{x})$.

## Appendix B. Proof of Proposition 1

Proof. First, according to Eq. (8) and (9), there exists

$$
\begin{align*}
\mathbb{E}_{n}\left[\left|\widehat{P}_{f, n}-\mu_{\widehat{P}_{f, n}}\right|\right] & =\mathbb{E}_{n}\left[\left|\int_{\mathbb{X}} \widehat{\mathbb{1}}_{n}(\boldsymbol{x}) f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-\int_{\mathbb{X}} \Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right) f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}\right|\right] \\
& =\mathbb{E}_{n}\left[\left|\int_{\mathbb{X}}\left[\widehat{\mathbb{1}}_{n}(\boldsymbol{x})-\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)\right] f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}\right|\right] \\
& \leq \int_{\mathbb{X}} \mathbb{E}_{n}\left[\left|\widehat{\mathbb{1}}_{n}(\boldsymbol{x})-\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)\right|\right] f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{B.1}\\
& =\int_{\mathbb{X}} \mathbb{E}_{n}\left[\left|\widehat{\mathbb{1}}_{n}(\boldsymbol{x})-\eta_{n}(\boldsymbol{x})+\eta_{n}(\boldsymbol{x})-\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)\right|\right] f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \\
& \leq \int_{\mathbb{X}}\{\underbrace{\mathbb{E}_{n}\left[\left|\widehat{\mathbb{1}}_{n}(\boldsymbol{x})-\eta_{n}(\boldsymbol{x})\right|\right]}_{(1)}+\underbrace{\mathbb{E}_{n}\left[\left|\eta_{n}(\boldsymbol{x})-\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)\right|\right]}_{(2)}\} f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
\end{align*}
$$

where $\eta_{n}(\boldsymbol{x})=\left\{\begin{array}{ll}1, & \mu_{n}(\boldsymbol{x}) \leq 0 \\ 0, & \text { otherwise }\end{array} ;|\cdot|\right.$ denotes the absolute-value operator; $\mathbb{E}_{n}[\cdot]$ denotes the expectation with respect to Kriging predictor $\widehat{\mathcal{G}}_{n}(\boldsymbol{x})$.

Then, the bracketed term in the expression (1) is further given as

$$
\left|\widehat{\mathbb{1}}_{n}(\boldsymbol{x})-\eta_{n}(\boldsymbol{x})\right|= \begin{cases}1, & \widehat{\mathcal{G}}_{n}(\boldsymbol{x}) \geq 0 \cap \mu_{n}(\boldsymbol{x}) \leq 0 \quad \text { or } \quad \widehat{\mathcal{G}}_{n}(\boldsymbol{x}) \leq 0 \cap \mu_{n}(\boldsymbol{x}) \geq 0  \tag{B.2}\\ 0, & \text { otherwise }\end{cases}
$$

Hence, the expression (1) is given as

$$
\begin{align*}
(1) & =\mathbb{E}_{n}\left[\left|\widehat{\mathbb{1}}_{n}(\boldsymbol{x})-\eta_{n}(\boldsymbol{x})\right|\right]=\left\{\begin{array}{ll}
\mathbb{P}\left(\widehat{\mathcal{G}}_{n}(\boldsymbol{x}) \geq 0\right), & \mu_{n}(\boldsymbol{x}) \leq 0 \\
\mathbb{P}\left(\widehat{\mathcal{G}}_{n}(\boldsymbol{x}) \leq 0\right), & \text { otherwise }
\end{array}= \begin{cases}\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right), & \mu_{n}(\boldsymbol{x}) \leq 0 \\
\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right), & \text { otherwise }\end{cases} \right.  \tag{B.3}\\
& =\Phi\left(-\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right)=P_{n}(\boldsymbol{x})
\end{align*}
$$

Obviously, $P_{n}(\boldsymbol{x})$ quantifies the probability of misclassifying the failure/safe state of $\boldsymbol{x}$ according to the sign of $\mu_{n}(\boldsymbol{x})$. Hence, it is called PM in [44].

Similarly, the bracketed term in the expression (2) is further deduced as

$$
\begin{align*}
\left|\eta_{n}(\boldsymbol{x})-\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)\right| & =\left\{\begin{array}{ll}
\left.\left\lvert\, \begin{array}{ll}
1-\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\left.\sigma_{n} \boldsymbol{x}\right)}\right. \\
0-\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right.
\end{array}\right.\right) \mid, & \mu_{n}(\boldsymbol{x}) \leq 0 \\
0-\text { otherwise }
\end{array}= \begin{cases}\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right), & \mu_{n}(\boldsymbol{x}) \leq 0 \\
\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right), & \text { otherwise }\end{cases} \right.  \tag{B.4}\\
& =\Phi\left(-\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right)=P_{n}(\boldsymbol{x})
\end{align*}
$$

Then, the expression (2) is still equal to $P_{n}(\boldsymbol{x})$.
Finally, substituting Eqs. (B.3) and (B.4) into Eq. (B.1), Eq. (21) can be proved.

## Appendix C. Kriging update formulas

When a new point and its response $\left(\boldsymbol{x}_{+}, y_{+}\right)$are added to the current ED $\mathcal{D}_{n}$, Kriging update formulas provide the look-ahead posteriors of Kriging $\widehat{\mathcal{G}}_{n+1}(\boldsymbol{x})$ as follows [53]

$$
\begin{align*}
\mu_{n+1}(\boldsymbol{x}) & =\mu_{n}(\boldsymbol{x})+\frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}^{2}\left(\boldsymbol{x}_{+}\right)}\left(y_{+}-\mu_{n}\left(\boldsymbol{x}_{+}\right)\right)  \tag{C.1}\\
\sigma_{n+1}^{2}(\boldsymbol{x}) & =\sigma_{n}^{2}(\boldsymbol{x})-\frac{c_{n}^{2}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}^{2}\left(\boldsymbol{x}_{+}\right)}  \tag{C.2}\\
c_{n+1}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right) & =c_{n}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)-\frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right) c_{n}\left(\boldsymbol{x}^{\prime}, \boldsymbol{x}_{+}\right)}{\sigma_{n}^{2}\left(\boldsymbol{x}_{+}\right)} \tag{C.3}
\end{align*}
$$

which are directly obtained based on the current posteriors of $\widehat{\mathcal{G}}_{n}(\boldsymbol{x})$ in Eqs. (A.6), (A.7) and (A.8).
Therefore, Kriging update formulas are computationally cheap and differ from the re-training of the parameters $\left\{\boldsymbol{\beta}, \sigma^{2}, \boldsymbol{\theta}\right\}$ of Kriging $\widehat{\mathcal{G}}_{n+1}(\boldsymbol{x})$ according to the augmented ED $\mathcal{D}_{n+1}=\mathcal{D}_{n} \cup\left(\boldsymbol{x}_{+}, y_{+}\right)[20]$.

Moreover, it can be observed that $\mu_{n+1}(\boldsymbol{x})$ depends on the future outcome $y_{+}$at $\boldsymbol{x}_{+}$, while both $\sigma_{n+1}^{2}(\boldsymbol{x})$ and $c_{n+1}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ are independent of $y_{+}$. Since $y_{+}$is unknown without evaluating the computational model on $\boldsymbol{x}_{+}$, these quantities depending on it are actually random quantities.

## Appendix D. Derivation of Eq. (25)

Analogous to the PM $P_{n}(\boldsymbol{x})$, the look-ahead PM $P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, y_{+}\right)$is expressed as

$$
P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, y_{+}\right)=\Phi\left(-\frac{\left|\mu_{n+1}(\boldsymbol{x})\right|}{\sigma_{n+1}(\boldsymbol{x})}\right)= \begin{cases}\underbrace{\Phi\left(\frac{\mu_{n+1}(\boldsymbol{x})}{\sigma_{n+1}(\boldsymbol{x})}\right)}_{\text {A }}, & \underbrace{\mu_{n+1}(\boldsymbol{x}) \leq 0}_{\text {B }}  \tag{D.1}\\ 1-\Phi\left(\frac{\mu_{n+1}(\boldsymbol{x})}{\sigma_{n+1}(\boldsymbol{x})}\right), & \text { otherwise }\end{cases}
$$

where the variable $z_{\lim }=-\frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}$is unrelated to $y_{+}$.
Substitute Eqs. (D.2) and (D.3) into Eq. (D.1), resulting in

$$
\begin{align*}
P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, y_{+}\right) & = \begin{cases}\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right), \\
1-\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right), & \begin{cases}z_{+} \leq z_{\lim }, & c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)>0 \\
z_{+} \geq z_{\lim }, & \text { otherwise }\end{cases} \\
z_{+}>z_{\lim }, & c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)>0 \\
z_{+}<z_{\lim }, & \text { otherwise }\end{cases}  \tag{D.4}\\
& =\left\{\begin{array}{lll}
\left\{\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right),\right. & z_{+} \leq z_{\lim }, & c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)>0 \\
1-\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right), & z_{+}>z_{\lim } \\
1-\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right), & z_{+}<z_{\lim }, & \text { otherwise } \\
\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right), & z_{+} \geq z_{\lim }
\end{array}\right.
\end{align*}
$$

where the associated components are detailed below.
First, substitute Eqs. (C.1) and (C.2) into the expression (A) in Eq. (D.1), yielding

$$
\begin{align*}
(\mathbb{A}) & =\Phi\left(\frac{\mu_{n+1}(\boldsymbol{x})}{\sigma_{n+1}(\boldsymbol{x})}\right) \\
& =\Phi\left(\frac{\mu_{n}(\boldsymbol{x})+\frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}^{2}\left(\boldsymbol{x}_{+}\right)}\left(y_{+}-\mu_{n}\left(\boldsymbol{x}_{+}\right)\right)}{\sigma_{n+1}(\boldsymbol{x})}\right)  \tag{D.2}\\
& =\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n+1}(\boldsymbol{x})}+\frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \sigma_{n+1}(\boldsymbol{x})} \cdot \frac{y_{+}-\mu_{n}\left(\boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)}\right) \\
& =\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right)
\end{align*}
$$

where $a(\boldsymbol{x})=\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n+1}(\boldsymbol{x})}$ and $b(\boldsymbol{x})=\frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \sigma_{n+1}(\boldsymbol{x})}$ are two variables unrelated to the response $y_{+} ; z_{+}=$ $\frac{y_{+}-\mu_{n}\left(\boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)}$is the only variable depending on $y_{+}$.

Then, plug Eq. (C.1) into the condition (B) in Eq. (D.1), yielding

$$
\begin{align*}
(\mathrm{B}) & \Rightarrow \mu_{n+1}(\boldsymbol{x}) \leq 0 \\
& \Rightarrow \mu_{n}(\boldsymbol{x})+\frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)} \cdot \frac{y_{+}-\mu_{n}\left(\boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)} \leq 0 \\
& \Rightarrow \mu_{n}(\boldsymbol{x})+\frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)} z_{+} \leq 0 \\
& \Rightarrow \frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)} z_{+} \leq-\mu_{n}(\boldsymbol{x})  \tag{D.3}\\
& \Rightarrow \begin{cases}z_{+} \leq-\frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}, & c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)>0 \\
z_{+} \geq-\frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}, & \text {otherwise }\end{cases} \\
& \Rightarrow \begin{cases}z_{+} \leq z_{\lim }, & c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)>0 \\
z_{+} \geq z_{\text {lim }}, & \text { otherwise }\end{cases}
\end{align*}
$$

which comprises a total of four distinct cases.

## Appendix E. Proof of Proposition 2

Proof. In the $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in Eq. (28), the second term $\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]$can be expanded as

$$
\begin{align*}
& \mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right] \\
& =\int_{-\infty}^{+\infty} P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, y_{+}\right) f_{Y_{+}}\left(y_{+}\right) \mathrm{d} y_{+} \\
& \stackrel{1}{=} \int_{-\infty}^{+\infty} P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, y_{+}\right) \frac{1}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)} \phi\left(\frac{y_{+}-\mu_{n}\left(\boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)}\right) \mathrm{d} y_{+} \\
& \stackrel{2}{=} \int_{-\infty}^{+\infty} P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, y_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+}  \tag{E.1}\\
& = \begin{cases}\underbrace{\int_{-\infty}^{z_{\lim }} \Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+}+\int_{z_{\lim }}^{+\infty}\left[1-\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right)\right] \phi\left(z_{+}\right) \mathrm{d} z_{+}}_{(1)}, & c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)>0 \\
\underbrace{\int_{-\infty}^{z_{\lim }}\left[1-\Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right)\right] \phi\left(z_{+}\right) \mathrm{d} z_{+}+\int_{z_{\lim }}^{+\infty} \Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+},}_{(2)} & \text { otherwise }\end{cases}
\end{align*}
$$

where the equality ' $\underline{=}$ ' uses the expression of the $\operatorname{PDF} f_{Y_{+}}\left(y_{+}\right)$of $Y_{+}$, and $\phi(\cdot)$ represents the PDF of a standard Gaussian variable; the equality ' ${ }^{=}$, utilizes the change of variables: $Z_{+}=\frac{Y_{+}-\mu_{n}\left(\boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right)}$. The two mutually exclusive cases in Eq. (E.1) are discussed below.

First, when $c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)>0$, the expression (1) in Eq. (E.1) is derived as

$$
\begin{align*}
(1) & =\int_{-\infty}^{z_{\lim }} \Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+}+\int_{z_{\lim }}^{+\infty} \phi\left(z_{+}\right) \mathrm{d} z_{+}-\int_{z_{\lim }}^{+\infty} \Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+} \\
& \stackrel{1}{=} \int_{-\infty}^{z_{\lim }} \Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+}+\Phi\left(-z_{\lim }\right)-\left[\Phi\left(\frac{a(\boldsymbol{x})}{\sqrt{1+b^{2}(\boldsymbol{x})}}\right)-\int_{-\infty}^{z_{\lim }} \Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+}\right] \\
& =2 \int_{-\infty}^{z_{\lim }} \Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+}+\Phi\left(-z_{\lim }\right)-\Phi\left(\frac{a(\boldsymbol{x})}{\sqrt{1+b^{2}(\boldsymbol{x})}}\right) \\
& \stackrel{2}{=} 2 \Phi_{2}\left(\frac{a(\boldsymbol{x})}{\sqrt{1+b^{2}(\boldsymbol{x})}}, z_{\lim } ; \frac{-b(\boldsymbol{x})}{\sqrt{1+b^{2}(\boldsymbol{x})}}\right)+\Phi\left(-z_{\lim }\right)-\Phi\left(\frac{a(\boldsymbol{x})}{\sqrt{1+b^{2}(\boldsymbol{x})}}\right) \\
& =2 \Phi_{2}\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}, \frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{-c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)} ; \frac{-c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \sigma_{n}(\boldsymbol{x})}\right)+\Phi\left(\frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}\right)-\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right) \tag{E.2}
\end{align*}
$$

where $\Phi_{2}\left(h_{1}, h_{2} ; r\right)$ is the CDF of a standard bivariate Gaussian vector with a correlation coefficient $r$, i.e., $\Phi_{2}\left(h_{1}, h_{2} ; r\right)=F_{2}\left(\left[\begin{array}{l}h_{1} \\ h_{2}\end{array}\right] ;\left[\begin{array}{l}0 \\ 0\end{array}\right],\left[\begin{array}{ll}1 & r \\ r & 1\end{array}\right]\right)$. The equalities ' $\stackrel{1}{=}$, and $\stackrel{\prime 2}{=}$, adopt the formulas with indexes 10010.8 and 10010.1 in [54], respectively.

Regarding $\Phi_{2}\left(h_{1}, h_{2} ; r\right)$, the following three relationships always hold [55]

$$
\left\{\begin{align*}
\Phi_{2}\left(h_{1},-h_{2} ;-r\right) & =\Phi\left(h_{1}\right)-\Phi_{2}\left(h_{1}, h_{2} ; r\right)  \tag{E.3}\\
\Phi_{2}\left(-h_{1}, h_{2} ;-r\right) & =\Phi\left(h_{2}\right)-\Phi_{2}\left(h_{1}, h_{2} ; r\right) \\
\Phi_{2}\left(-h_{1},-h_{2} ; r\right) & =\Phi_{2}\left(h_{1}, h_{2} ; r\right)-\Phi\left(h_{1}\right)-\Phi\left(h_{2}\right)+1
\end{align*}\right.
$$

Then, according to the first expression in Eq. (E.3), Eq. (E.2) is equivalent to

$$
\begin{align*}
(1) & =2\left[\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)-\Phi_{2}\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}, \frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)} ; \frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \sigma_{n}(\boldsymbol{x})}\right)\right]+\Phi\left(\frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}\right)-\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right) \\
& =\Phi\left(\frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}\right)+\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)-2 \Phi_{2}\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}, \frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)} ; \frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \sigma_{n}(\boldsymbol{x})}\right) \tag{E.4}
\end{align*}
$$

$$
\begin{align*}
(2) & =\int_{-\infty}^{z_{\lim }} \phi\left(z_{+}\right) \mathrm{d} z_{+}-\int_{-\infty}^{z_{\lim }} \Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+}+\left[\Phi\left(\frac{a(\boldsymbol{x})}{\sqrt{1+b^{2}(\boldsymbol{x})}}\right)-\int_{-\infty}^{z_{\lim }} \Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+}\right] \\
& =\Phi\left(z_{\lim }\right)+\Phi\left(\frac{a(\boldsymbol{x})}{\sqrt{1+b^{2}(\boldsymbol{x})}}\right)-2 \int_{-\infty}^{z_{\lim }} \Phi\left(a(\boldsymbol{x})+b(\boldsymbol{x}) z_{+}\right) \phi\left(z_{+}\right) \mathrm{d} z_{+} \\
& =\Phi\left(z_{\lim }\right)+\Phi\left(\frac{a(\boldsymbol{x})}{\sqrt{1+b^{2}(\boldsymbol{x})}}\right)-2 \Phi_{2}\left(\frac{a(\boldsymbol{x})}{\sqrt{1+b^{2}(\boldsymbol{x})}}, z_{\lim } ; \frac{-b(\boldsymbol{x})}{\sqrt{1+b^{2}(\boldsymbol{x})}}\right) \\
& =\Phi\left(\frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{-c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}\right)+\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)-2 \Phi_{2}\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}, \frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{-c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)} ; \frac{-c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \sigma_{n}(\boldsymbol{x})}\right) \tag{E.5}
\end{align*}
$$

Second, when $c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)<0$, the expression (2) in Eq. (E.1) is derived as

Therefore, the unified expression of $\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]$can be obtained by assembling Eqs. (E.4) and (E.5), that is,

$$
\begin{equation*}
\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]=\Phi\left(\frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{\left|c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)+\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)-2 \Phi_{2}\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}, \frac{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \mu_{n}(\boldsymbol{x})}{\left|c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ; \frac{\left|c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}{\sigma_{n}\left(\boldsymbol{x}_{+}\right) \sigma_{n}(\boldsymbol{x})}\right) \tag{E.6}
\end{equation*}
$$

Then, two additional simplifications are performed on Eq. (E.6).
First, denote

$$
\begin{equation*}
\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)=\frac{c_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)}{\sigma_{n}(\boldsymbol{x}) \sigma_{n}\left(\boldsymbol{x}_{+}\right)} \in(-1,1) \tag{E.7}
\end{equation*}
$$

as the posterior correlation coefficient of Kriging $\widehat{\mathcal{G}}_{n}(\cdot)$ between $\boldsymbol{x}$ and $\boldsymbol{x}_{+}$; then, substitute Eq. (E.7) into Eq. (E.6), giving rise to

$$
\begin{equation*}
\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]=\Phi\left(\frac{\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)+\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)-2 \Phi_{2}\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}, \frac{\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ;\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|\right) \tag{E.8}
\end{equation*}
$$

Second, if $\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}$ in Eq. (E.8) is replaced by its negative counterpart, i.e., $-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}$, there exists

$$
\begin{align*}
& \mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right] \left\lvert\,-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right. \\
= & \Phi\left(\frac{-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)+\Phi\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)-2 \Phi_{2}\left(-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}, \frac{-\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ;\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|\right) \\
\stackrel{*}{=} & 1-\Phi\left(\frac{\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)+1-\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right) \\
& -2\left[\Phi_{2}\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}, \frac{\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ;\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|\right)-\Phi\left(\frac{\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)-\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)+1\right]  \tag{E.9}\\
= & \Phi\left(\frac{\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)+\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)-2 \Phi_{2}\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}, \frac{\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ;\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|\right) \\
= & \left.\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]\right|_{\frac{\mu_{n}(\boldsymbol{x})}{}} ^{\sigma_{n}(\boldsymbol{x})}
\end{align*}
$$

where the equality ${ }^{\prime}=$ ' utilizes the third expression in Eq. (E.3). Eq. (E.9) indicates that $\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]$ is an even function with respect to $\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}$.

Therefore, $\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]$is finally expressed as

$$
\begin{equation*}
\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right]=\Phi\left(\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)+\Phi\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right)-2 \Phi_{2}\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}, \frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ;\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|\right) \tag{E.10}
\end{equation*}
$$

$$
\begin{align*}
I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right) & =P_{n}(\boldsymbol{x})-\mathbb{E}_{Y_{+}}\left[\mathcal{P}_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)\right] \\
& =1-\Phi\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right)-\Phi\left(\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x} \mid}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)-\Phi\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right)+2 \Phi_{2}\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}, \frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\left.\sigma_{n} \boldsymbol{x}\right)}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ;\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|\right) \\
& =1-\Phi\left(\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)-2 \Phi\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right)+2 \Phi_{2}\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}, \frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ;\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|\right) \\
& =\Phi\left(-\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)-2\left[\Phi\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right)-\Phi_{2}\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}, \frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ;\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|\right)\right] \\
& \stackrel{\oplus}{=} \Phi\left(-\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)-2 \Phi_{2}\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})},-\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} ;-\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|\right) \tag{E.11}
\end{align*}
$$

where the equality $\stackrel{\oplus}{=}$, adopts the first expression in Eq. (E.3). In this way, the analytical expression of $I_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)$in Eq. (30) can be proved.

## Appendix F. Proof of Proposition 3

Proof. First, the upper bound of $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$, denoted as $I_{n}^{U}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$, in Eq. (31) is naturally obtained based on the fact that the second term in the right-hand side of Eq. (30) is non-negative.

Second, the lower bound of $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$, denoted as $I_{n}^{\mathrm{L}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$, in Eq. (31) is derived as follows. For brevity, the two terms, $\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}$ and $\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|$, in $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$are simplified as two non-negative variables, $A \in[0,+\infty)$ and $B \in[0,1)$, respectively. Then, $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$in Eq. (30) is reformulated as

$$
\begin{equation*}
I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)=\Phi\left(-\frac{A}{B}\right)-2 \Phi_{2}\left(A,-\frac{A}{B} ;-B\right) \tag{F.1}
\end{equation*}
$$

With respect to $\Phi_{2}\left(h_{1}, h_{2} ; r\right)$, its partial derivatives with respect to the three components are expressed as [56]

$$
\left\{\begin{array}{l}
\frac{\partial \Phi_{2}\left(h_{1}, h_{2} ; r\right)}{\partial h_{1}}=\phi\left(h_{1}\right) \Phi\left(\frac{h_{2}-r h_{1}}{\sqrt{1-r^{2}}}\right)  \tag{F.2}\\
\frac{\partial \Phi_{2}\left(h_{1}, h_{2} ; r\right)}{\partial h_{2}}=\phi\left(h_{2}\right) \Phi\left(\frac{h_{1}-r h_{2}}{\sqrt{1-r^{2}}}\right) \\
\frac{\partial \Phi_{2}\left(h_{1}, h_{2} ; r\right)}{\partial r}=\frac{1}{2 \pi \sqrt{1-r^{2}}} \exp \left(-\frac{h_{1}^{2}-2 r h_{1} h_{2}+h_{2}^{2}}{2\left(1-r^{2}\right)}\right)
\end{array}\right.
$$

Then, according to Eq. (F.2), $\frac{\partial I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)}{\partial B}$ can be obtained from chain rule such that

$$
\begin{align*}
& \frac{\partial I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)}{\partial B}= \phi\left(-\frac{A}{B}\right) \frac{A}{B^{2}}-2\left[\phi\left(-\frac{A}{B}\right) \Phi\left(\frac{A-(-B)\left(-\frac{A}{B}\right)}{\sqrt{1-B^{2}}}\right) \frac{A}{B^{2}}\right. \\
&\left.+\frac{1}{2 \pi \sqrt{1-B^{2}}} \exp \left(-\frac{A^{2}-2(-B) A\left(-\frac{A}{B}\right)+\frac{A^{2}}{B^{2}}}{2\left(1-B^{2}\right)}\right) \times(-1)\right] \\
&= \frac{A}{B^{2}} \phi\left(\frac{A}{B}\right)-2\left[\frac{A}{2 B^{2}} \phi\left(\frac{A}{B}\right)-\frac{1}{2 \pi \sqrt{1-B^{2}}} \exp \left(-\frac{A^{2}\left(\frac{1-B^{2}}{B^{2}}\right)}{2\left(1-B^{2}\right)}\right)\right]  \tag{F.3}\\
&= \frac{A}{B^{2}} \phi\left(\frac{A}{B}\right)-\frac{A}{B^{2}} \phi\left(\frac{A}{B}\right)+\frac{2}{\sqrt{2 \pi} \sqrt{1-B^{2}}} \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\left(\frac{A}{B}\right)^{2}}{2}\right) \\
&= \frac{2}{\sqrt{2 \pi} \sqrt{1-B^{2}}} \phi\left(\frac{A}{B}\right) \\
& \geq
\end{align*}
$$

which equals 0 only when $B=0$. Therefore, $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$is a monotonically increasing function with respect to $\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|$.

When $r=0, \Phi_{2}\left(h_{1}, h_{2} ; r\right)=\Phi\left(h_{1}\right) \Phi\left(h_{2}\right)$. Therefore, if $\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right| \rightarrow 0, I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$reduces to

$$
\begin{equation*}
I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)=\Phi\left(-\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right)-2 \Phi\left(-\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right) \Phi\left(\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right) \tag{F.4}
\end{equation*}
$$

Further, there exists

$$
\begin{align*}
\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right| \rightarrow 0 & \Rightarrow-\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|} \rightarrow-\infty \\
& \Rightarrow \Phi\left(-\frac{\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}}{\left|\rho_{n}\left(\boldsymbol{x}, \boldsymbol{x}_{+}\right)\right|}\right) \rightarrow 0  \tag{F.5}\\
& \Rightarrow I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right) \rightarrow 0
\end{align*}
$$

Consequently, the lower bound of $I_{n}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$, denoted as $I_{n}^{\mathrm{U}}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}\right)$, is 0 .

## Appendix G. Performances of VAIS in two examples

Fig. G. 19 illustrates the performances of VAIS during the IPMR-based sequential experimental design in two examples: the planar truss example in Section 5.2 and the cable-stayed bridge example in Section 5.4.

In Fig. G.19(a), the quadrature size $Q$ increases to $6 \times 10^{5}$ according to Eq. (50), as enclosed by red dashed lines. The corresponding quadrature set $\mathcal{X}_{\mathrm{Q}}$ provides stable estimates of $\mu_{\widehat{P}_{f, n}}, H_{n}$, and $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$. When the pruning coefficient $\lambda>1.0$, the $\operatorname{IPMR}_{n}^{U}\left(\boldsymbol{x}_{+}\right)$value computed based on the pruned quadrature set $\mathcal{X}_{\mathrm{QT}}$ is highly consistent with that based on the full $\mathcal{X}_{\mathrm{Q}}$. Therefore, $\lambda$ can be reassuringly set as 1.5 . Moreover, when $\lambda=1.5$, the ratio $\frac{Q_{\mathrm{T}}}{Q}$ is approximately $6 \times 10^{-3}$. Hence, $Q_{\mathrm{T}}$ is roughly $3.6 \times 10^{3}$, and the total running time of $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right), \forall \boldsymbol{x}_{+} \in \mathcal{X}_{\mathrm{CT}}$, is just 2s, as shown in Fig. 4(b).

Similarly, Fig. G.19(b) shows that the quadrature size $Q$ increases to $4 \times 10^{5}$ according to Eq. (50), and such quadrature size yields favorable results for the three integrals. Then, when $\lambda=1.5$, the corresponding value of $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right)$aligns well with that based on the full $\mathcal{X}_{\mathrm{Q}}$. Additionally, the sample size $Q_{\mathrm{T}}$ of the pruned quadrature set $\mathcal{X}_{\mathrm{QT}}$ is only $1.4 \times 10^{3}$, and $\operatorname{IPMR}_{n}^{\mathrm{U}}\left(\boldsymbol{x}_{+}\right), \forall \boldsymbol{x}_{+} \in \mathcal{X}_{\mathrm{CT}}$, just consumes almost 1 s , as illustrated in Fig. 4(b).

## Appendix H. Five existing learning functions

An overview of five existing learning functions, namely PM [44], RLCB [31], REIF [32], EIER [42] and SUR [29], is provided for comparison.
(1) PM

The PM is expressed as [44]

$$
\begin{equation*}
\operatorname{PM}_{n}(\boldsymbol{x})=\Phi\left(-\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right) \tag{H.1}
\end{equation*}
$$

then, the best next point is selected as $\boldsymbol{x}^{(n+1)}=\arg \max _{\boldsymbol{x} \in \mathcal{X}_{\mathrm{C}}} \mathrm{PM}_{n}(\boldsymbol{x})$.
(2) RLCB

The RLCB is expressed as [31]

$$
\begin{equation*}
\operatorname{RLCB}_{n}(\boldsymbol{x})=\left|\mu_{n}(\boldsymbol{x})\right|-\phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right) \sigma_{n}(\boldsymbol{x}) \tag{H.2}
\end{equation*}
$$

then, $\boldsymbol{x}^{(n+1)}=\arg \min _{\boldsymbol{x} \in \mathcal{X}_{\mathrm{c}}} \operatorname{RLCB}_{n}(\boldsymbol{x})$.
(3) REIF

The REIF is defined as [32]

$$
\begin{equation*}
\operatorname{REIF}_{n}(\boldsymbol{x})=\mu_{n}(\boldsymbol{x})\left[1-2 \Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)\right]+\sigma_{n}(\boldsymbol{x})\left[2-\sqrt{\frac{2}{\pi}} \exp \left(-\frac{1}{2} \frac{\mu_{n}^{2}(\boldsymbol{x})}{\sigma_{n}^{2}(\boldsymbol{x})}\right)\right] \tag{H.3}
\end{equation*}
$$

then, $\boldsymbol{x}^{(n+1)}=\arg \max _{\boldsymbol{x} \in \mathcal{X}_{\mathrm{C}}} \operatorname{REIF}_{n}(\boldsymbol{x})$.
(4) EIER

(a) the 38-th iteration of IPMR in the planar truss example

(b) the 9-th iteration of IPMR in the cable-stayed bridge example

Figure G.19: Illustration of sequential VAIS on two examples

EIER is defined with the aim similar to the proposed IPMR, given as [42]:

$$
\begin{align*}
\operatorname{EIER}_{n}\left(\boldsymbol{x}_{+}\right) & =\mathbb{E}_{\boldsymbol{X}}\left[\mathbb{E}_{Y_{+}}\left[\max \left(P_{n}(\boldsymbol{x})-P_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, Y_{+}\right), 0\right)\right]\right] \\
& =\mathbb{E}_{\boldsymbol{X}}\left[\mathbb{E}_{Y_{+}}\left[\max \left(\Phi\left(-\frac{\left|\mu_{n}(\boldsymbol{x})\right|}{\sigma_{n}(\boldsymbol{x})}\right)-\Phi\left(-\frac{\left|\mu_{n+1}\left(\boldsymbol{x}, \boldsymbol{x}_{+}, Y_{+}\right)\right|}{\sigma_{n+1}\left(\boldsymbol{x} ; \boldsymbol{x}_{+}, Y_{+}\right)}\right), 0\right)\right]\right] \tag{H.4}
\end{align*}
$$

then, $\boldsymbol{x}^{(n+1)}=\arg \max _{\boldsymbol{x}_{+} \in \mathcal{X}_{\mathrm{C}}} \operatorname{EIER}_{n}\left(\boldsymbol{x}_{+}\right)$.
Due to the lack of analytical solutions for both two expectations in Eq. (H.4), $\operatorname{EIER}_{n}\left(\boldsymbol{x}_{+}\right)$is approximated using a double summation [42]:

$$
\begin{equation*}
\operatorname{EIER}_{n}\left(\boldsymbol{x}_{+}\right) \approx \frac{1}{N \times Q} \sum_{i=1}^{N} \sum_{j=1}^{Q} \max \left[\Phi\left(-\frac{\left|\mu_{n}\left(\boldsymbol{x}^{(j)}\right)\right|}{\sigma_{n}\left(\boldsymbol{x}^{(j)}\right)}\right)-\Phi\left(-\frac{\left|\mu_{n+1}\left(\boldsymbol{x}^{(j)} ; \boldsymbol{x}_{+}, y_{+}^{(i)}\right)\right|}{\sigma_{n+1}\left(\boldsymbol{x}^{(j)} ; \boldsymbol{x}_{+}, y_{+}^{(i)}\right)}\right), 0\right] \tag{H.5}
\end{equation*}
$$

where $\left\{\boldsymbol{x}^{(j)}\right\}_{j=1}^{Q}$ denotes a set of $Q$ quadrature points drawn from $f_{\boldsymbol{X}}(\boldsymbol{x}) ;\left\{y_{+}^{(i)}\right\}_{i=1}^{N}$ denotes a set of $N$ Kriging realizations evaluated at $\boldsymbol{x}_{+}$. For each $y_{+}^{(i)}$, the retraining of Kriging is performed via complex block matrix inversion to provide both $\mu_{n+1}(\cdot)$ and $\sigma_{n+1}^{2}(\cdot)$. When $Q$ and $N$ are significant, this double summation can lead to substantial computational burden.
(5) SUR

In SUR, the uncertainty measure $H_{n}^{\text {SUR }}$ is defined in terms of the upper bound of $\sigma_{\widehat{P}_{f, n}}^{2}$ in Eq. (10), given by

$$
\begin{equation*}
H_{n}^{\mathrm{SUR}}=\int_{\mathbb{X}} \Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)\left(1-\Phi\left(\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n}(\boldsymbol{x})}\right)\right) f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{H.6}
\end{equation*}
$$

Then, the basic expression of SUR is defined as [28]

$$
\begin{equation*}
\operatorname{SUR}_{n}\left(\boldsymbol{x}_{+}\right)=\mathbb{E}_{Y_{+}}\left[\mathcal{H}_{n+1}^{\mathrm{SUR}}\left(\boldsymbol{x}_{+}\right)\right] \tag{H.7}
\end{equation*}
$$

and the best next point is selected as $\boldsymbol{x}^{(n+1)}=\arg \min _{\boldsymbol{x}_{+} \in \mathcal{X}_{\mathrm{C}}} \operatorname{SUR}_{n}\left(\boldsymbol{x}_{+}\right)$.
Utilizing Kriging update formulas, the double integral in SUR can be reduced to a single one [29]:

$$
\operatorname{SUR}_{n}\left(\boldsymbol{x}_{+}\right)=\int_{\mathbb{X}} F_{2}\left(\left[\begin{array}{c}
a(\boldsymbol{x})  \tag{H.8}\\
-a(\boldsymbol{x})
\end{array}\right] ;\left[\begin{array}{l}
0 \\
0
\end{array}\right],\left[\begin{array}{cc}
c(\boldsymbol{x}), & 1-c(\boldsymbol{x}) \\
1-c(\boldsymbol{x}), & c(\boldsymbol{x})
\end{array}\right]\right) f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
$$

where $a(\boldsymbol{x})=\frac{\mu_{n}(\boldsymbol{x})}{\sigma_{n+1}(\boldsymbol{x})}$ and $c(\boldsymbol{x})=\frac{\sigma_{n}^{2}(\boldsymbol{x})}{\sigma_{n+1}^{2}(\boldsymbol{x})}$. Further, it can be approximated based on VAIS as

$$
\operatorname{SUR}_{n}\left(\boldsymbol{x}_{+}\right) \approx \frac{1}{Q} \sum_{i=1}^{Q} F_{2}\left(\left[\begin{array}{c}
a\left(\boldsymbol{x}^{(i)}\right)  \tag{H.9}\\
-a\left(\boldsymbol{x}^{(i)}\right)
\end{array}\right] ;\left[\begin{array}{l}
0 \\
0
\end{array}\right],\left[\begin{array}{cc}
c\left(\boldsymbol{x}^{(i)}\right), & 1-c\left(\boldsymbol{x}^{(i)}\right) \\
1-c\left(\boldsymbol{x}^{(i)}\right), & c\left(\boldsymbol{x}^{(i)}\right)
\end{array}\right]\right) \frac{f_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}{h_{\boldsymbol{X}}\left(\boldsymbol{x}^{(i)}\right)}
$$

Similar to $\operatorname{IPMR}_{n}\left(\boldsymbol{x}_{+}\right)$in Eq. (E.11), $\operatorname{SUR}_{n}\left(\boldsymbol{x}_{+}\right)$involves computing the bi-variate Gaussian CDF $F_{2}(\cdot ; \cdot, \cdot)$ at $\mathcal{X}_{\mathrm{Q}} \times \mathcal{X}_{\mathrm{C}}$, which has to be conducted element-wise. Moreover, it is more challenging to explore the locality of the integrand in Eq. (H.8). Therefore, the pruning of $\mathcal{X}_{\mathrm{Q}}$ and $\mathcal{X}_{\mathrm{C}}$ has not yet conducted in the existing literature. Obviously, SUR suffers from intensive computational time.
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