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#### Abstract

Belief propagation (BP) is a useful probabilistic inference algorithm for efficiently computing approximate marginal probability densities of random variables. However, in its standard form, BP is only applicable to the vector-type random variables with a fixed and known number of vector elements, while certain applications rely on random finite sets (RFSs) with an unknown number of vector elements. In this paper, we develop BP rules for factor graphs defined on sequences of RFSs where each RFS has an unknown number of elements, with the intention of deriving novel inference methods for RFSs. Furthermore, we show that vector-type BP is a special case of set-type BP, where each RFS follows the Bernoulli process. To demonstrate the validity of developed set-type BP, we apply it to the Poisson multiBernoulli (PMB) filter for simultaneous localization and mapping (SLAM), which naturally leads to a set-type BP PMB-SLAM method, which is analogous to a vector type SLAM method, subject to minor modifications.
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## I. Introduction

Belief propagation (BP) is a powerful statistical inference algorithm, applicable to different fields including signal processing, robotics, autonomous vehicles, image processing, and artificial intelligence. In particular, BP is attractive for computing probability densities in Bayesian networks [1]-[4], where one can efficiently compute the marginal probability densities of random variables of interest given the observed data. BP has been actively applied in localization [5], [6], mapping [7], multiple-target tracking (MTT) [8], [9], simultaneous localization and mapping (SLAM) [10]-[14], and simultaneous localization and tracking (SLAT) [15]. Mapping and MTT respectively involve mapping landmarks and tracking targets, based on the noisy sensor measurements. Simultaneously estimating the unknown sensor state as well as landmarks

[^0]and targets leads to SLAM and SLAT, respectively. The main challenge in this research stems from the data association uncertainty between the unknown number of targets and imperfect measurements by missed detections and clutter. To effectively address this challenge, several approaches have been developed as follows. Classical SLAM methods [16][20] consider the data associations outside the Bayesian filter, while the filter operates on vector random variables. With the introduction of random finite sets (RFSs) in [21], [22], a theoretically sound tool for modeling the unknown number of targets and for handling the data association between targets and measurements became available. By modeling targets with vector-type random variables, the marginal densities for targets are efficiently computed by BP, relying on several ad-hoc modifications [12]-[14]. Between them, the RFS- and BPbased methods have rigorously handled the main challenge of MTT and SLAM by starting with the formulation of joint posterior density of targets and data association.

There are several RFS-based methods for MTT and SLAM. The probability hypothesis density (PHD) filter [21]-[24] propagates the first-order statistical moment of the RFS, which is its intensity. The cardinalized probability hypothesis density (CPHD) filter propagates the intensity and the cardinality distribution [21], [22], [25]. A more accurate solution can be obtained with RFS filters based on multi-object conjugate priors, which are inherently closed under prediction and update [26]-[29]. The Poisson multi-Bernoulli mixture (PMBM) [27], [28] adopts the Poisson birth model and multiBernoulli mixture (MBM). For standard multi-object models with Poisson birth [21], the Bayesian optimal solutions to MTT and SLAM are given by the PMBM conjugate prior [26], [28]. With the multi-Bernoulli (MB) birth model instead of Poisson, the conjugate prior is an MBM [27]. The MBM filter corresponds to a PMBM filter where the Poisson intensity equals to zero, and the birth Bernoulli components are added into the MBM in the prediction step. If we expand the number of global hypotheses in the MBM filter such that each Bernoulli has deterministic target existence, we obtain the $\mathrm{MBM}_{01}$ filter [27]. Both MBM and $\mathrm{MBM}_{01}$ filters can be labeled without changing the filtering recursion. The $\mathrm{MBM}_{01}$ filter recursion is analogous to the $\delta$-generalized labeled multiBernoulli ( $\delta$-GLMB) filtering recursion [30]-[34]. Some RFSbased methods rely on BP to compute marginal association probabilities [26], which converts the PMBM [27], [28] to a Poisson multi-Bernoulli (PMB) [26], [28], [29], [35] after every update, by marginalizing out the association variables.

In addition to RFS-based methods, vector-type BP methods
have also been applied to tracking and mapping problems. In [8], [9], the MTT problem is tackled by running vector-type BP on the factor graph representation of the joint distribution of target states and data association variables. Here targets are modeled by augmented vectors including the binary target existence indicators, and message passing between targets and data association variables is adopted from [9]. The SLAM problems with radio signal propagation are formulated in [10]-[14]. The authors of [10], [11] formulate the factor graph and introduce an efficient message passing scheduling, among the unknown sensor variables consisting of position, orientation, and clock bias, and multiple-types of targets are further studied in [11]. With the augmented target vectors and the factorized joint distribution of targets and data association variables from [9], the message passing methods for joint SLAM and data association are developed [12]-[14]. These vector-type BP-based approaches [12]-[14] can be explained as the track-oriented PMB filter [28] and yield competitive performance. To handle undetected targets and newly detected targets, the auxiliary PHD is adopted in [12]-[14], which was initially considered in [36] for vector-type MTT and in [37] for set-type MTT. The propagation of the auxiliary PHD filter is explicitly introduced in [13], but external to the factor graph representation. Therefore, undetected targets and their connections to newly detected targets are not represented in the formulated factor graph. The modeling of undetected targets in vector-based methods is treated in [38] but the distinction between eventually and never detected targets is required. Moreover, it is not explicitly revealed how to apply BP in the multiple hypotheses tracking formalism. Hence, while BPbased methods have benefits in algorithm implementation, they require certain ad-hoc modifications.

In this paper, we aim to bridge the gap between RFS theory and BP , by developing a novel BP algorithm, running on factor graphs defined on the sequence of RFSs. Like conventional BP, this opens the door to automated inference over factor graphs, once the RFS density is factorized. This approach can avoid the need for heuristics and approximations. Related work has been done in [39], where BP is applied to only the update step, without a systematic treatment to the entire filtering recursion, except for the modeling of undetected targets and newly detected targets. The goal of this paper is thus to formalize set-type BP and the corresponding factor graphs from the RFS densities. From the newly proposed set-type BP, we derive the PMB filter using the developed set-type BP. The contributions of this paper are summarized as follows:

- The specification of set-type BP: We derive set-type BP and demonstrate that vector-type BP is a special case of set-type BP. We also show that as in vector-type BP, the interior stationary points of the constrained Bethe free energy are set-type BP fixed points.
- The introduction of novel factors for set-type BP: We devise a partition and merging factor, which partitions a single set into multiple sets and merges multiple sets into a single set, useful for handling sets with unknown cardinalities. We also propose a conversion factor for sets augmented with auxiliary vectors such as unique marks.
- Derivation of PMB and MB filters with set-type BP for the related problems of mapping, MTT, SLAM, SLAT: With the developed set-type BP, we revisit the PMB- and MB-SLAM filters. We first introduce auxiliary variables to factorize their joint SLAM and data association distribution, formulating a factor graph from the factorized density, and running set-type BP on the factor graph. This work can also lead to set-type BP PMB-mapping, MTT, and SLAT filters. The resulting method bears a close resemblance to the PMB-SLAM filter [28] that computes the updated sensor state density by ignoring the sensor state information generated from newly detected targets and selecting the most likely association determined by the Murty's algorithm [40].
- Relation to vector-type BP-SLAM: We clearly show the connections between the proposed set-type BP PMBSLAM and vector-type BP-SLAM filters [12]-[14]. The methods are algorithmically equivalent, except for minor details described in Section IV-F, even though the proposed filter is derived directly from the RFS extension and developed set-type BP framework. However, vector-type BP-SLAM filters [12]-[14] requires certain heuristics as part of the algorithm development, which are avoided in the proposed set-type BP PMB-SLAM filter. The simulation results show that the proposed settype BP PMB-SLAM filter outperforms the vector-type BP-SLAM filter [12]-[14], in scenarios with informative Poisson point process (PPP) birth.
This paper is organized as follows. Section II provides the background of vector-type BP and RFSs. In Section III, the set-type BP rules and set-type factor nodes are proposed. Proposed set-type BP is applied to the PMB filter, and the connections between set-type and vector-type BP-SLAM filters are analyzed in Section IV. The numerical results and discussions are reported in Section V, and conclusions are drawn in Section VI.


## II. Background

In this section, we review factor graphs and belief propagation, and we recall the RFS approaches.

Notation: Scalars are denoted by italic font, vectors and matrices are respectively indicated by bold lowercase and uppercase letters, and sets are displayed in calligraphic font, e.g., $x, \mathbf{x}, \mathbf{X}$, and $\mathcal{X}$. The set of finite subsets of a space $\mathbb{R}$ is denoted by $\mathcal{F}(\mathbb{R})$. The vector consisting of a sequence of vectors $\mathbf{x}^{i}$ is denoted by $\underline{\mathbf{x}}$, and the sequence of multiple sets $\mathcal{X}$ is denoted by $\underline{\mathcal{X}}$.

## A. Vector-Type Factor Graph and Belief Propagation

1) Joint Density Factorization and Factor Graph: Let $\mathbf{x}^{i} \in \mathbb{R}^{n_{\mathrm{x}}}$ denote a single state vector and $\underline{\mathbf{x}}=$ $\left[\left(\mathbf{x}^{1}\right)^{\top}, \ldots,\left(\mathbf{x}^{N}\right)^{\top}\right]^{\top}$ denote augment single state vectors representing $N$ states. Then, we denote a joint probability density of the hidden variables $\underline{\mathbf{x}}$ by $f(\underline{\mathbf{x}})$, which can be factorized as [1], [4]

$$
\begin{equation*}
f(\underline{\mathbf{x}}) \propto \prod_{a} f_{a}\left(\underline{\mathbf{x}}^{a}\right) \tag{1}
\end{equation*}
$$

where $f_{a}\left(\underline{\mathbf{x}}^{a}\right)$ denotes a nonnegative function, and $\underline{\mathbf{x}}^{a}$ denotes the argument vector of the function $f_{a}(\cdot)$.

The factorized functions in (1) and corresponding argument vectors can be represented by a factor graph. The factor graph with the general graphical model [1] consists of nodes for the different factors and variables, illustrated by squares for the factors, $f_{a}(\cdot)$, and circles for the variables, $\mathbf{x}^{i}$, respectively, with edge connections between the factors and their argument variables.

Example 1. Suppose we have a probability density $f(\underline{\mathbf{x}})$, such that $\underline{\mathbf{x}}=\left[\left(\mathbf{x}^{1}\right)^{\top},\left(\mathbf{x}^{2}\right)^{\top}\right]^{\top}, \underline{\mathbf{x}}^{A}=\mathbf{x}^{1}, \underline{\mathbf{x}}^{B}=\mathbf{x}^{2}$, $\underline{x}^{C}=\left[\left(\mathrm{x}^{1}\right)^{\top},\left(\mathrm{x}^{2}\right)^{\top}\right]^{\top}$, which can be factorized as

$$
\begin{equation*}
f(\underline{\mathbf{x}}) \propto f_{A}\left(\mathbf{x}^{1}\right) f_{B}\left(\mathbf{x}^{2}\right) f_{C}\left(\mathbf{x}^{1}, \mathbf{x}^{2}\right) \tag{2}
\end{equation*}
$$

The corresponding factor graph is illustrated in Fig. 1.


Fig. 1: Factor graph representation of the factorized vector density (2).
2) Belief Propagation: BP is an efficient approach for estimating the marginal densities of the variables from a joint probability density function [1]. By running BP on the factor graph, we compute the messages passed between factors and variables for all links. We denote the propagated messages from factor $a$ to variable $i$ and from variable $i$ to factor $a$ by $\mathrm{m}_{a \rightarrow i}\left(\mathrm{x}^{i}\right)$ and $\mathrm{n}_{i \rightarrow a}\left(\mathrm{x}^{i}\right)$, respectively. The messages are updated with the following rules:

$$
\begin{align*}
\mathrm{m}_{a \rightarrow i}\left(\mathbf{x}^{i}\right) & =\int f_{a}\left(\underline{\mathbf{x}}^{a}\right) \prod_{j \in \mathcal{N}(a) \backslash\{i\}} \mathrm{n}_{j \rightarrow a}\left(\mathbf{x}^{j}\right) \mathrm{d} \mathbf{x}^{\sim i}  \tag{3}\\
\mathrm{n}_{i \rightarrow a}\left(\mathbf{x}^{i}\right) & =\prod_{b \in \mathcal{M}(i) \backslash\{a\}} \mathrm{m}_{b \rightarrow i}\left(\mathbf{x}^{i}\right) \tag{4}
\end{align*}
$$

where $\mathcal{N}(a)$ denotes the set of indices $i$ of neighboring vectors linked to the factor $f_{a}\left(\underline{\mathbf{x}}^{a}\right)$, such that $i \in \mathcal{N}(a)$ if and only if $\mathbf{x}^{i}$ is an argument of $f_{a}(\cdot), \mathcal{M}(i)$ denotes the set of indices $a$ of neighboring factors linked to the variable $\mathbf{x}^{i}$, such that $a \in$ $\mathcal{M}(i)$ if and only if $\mathbf{x}^{i}$ is an argument of $f_{a}(\cdot)$, and $\int \ldots \mathrm{d} \mathbf{x}^{\sim i}$ denotes integration with respect to all vectors $\mathbf{x}^{j}$ except $\mathbf{x}^{i}$. The messages can be used to compute beliefs that approximate the marginalized posterior densities. The beliefs at variable $i$ and factor $a$ are denoted $\mathrm{b}\left(\mathbf{x}^{i}\right)$ and $\mathrm{b}\left(\underline{\mathrm{x}}^{a}\right)$, respectively, and are updated using the following rules:

$$
\begin{align*}
\mathrm{b}\left(\mathbf{x}^{i}\right) \propto \prod_{a \in \mathcal{M}(i)} \mathrm{m}_{a \rightarrow i}\left(\mathbf{x}^{i}\right),  \tag{5}\\
\mathrm{b}\left(\underline{\mathbf{x}}^{a}\right) \propto f_{a}\left(\underline{\mathbf{x}}^{a}\right) \prod_{i \in \mathcal{N}(a)} \mathrm{n}_{i \rightarrow a}\left(\mathrm{x}^{i}\right) \tag{6}
\end{align*}
$$

## B. Random Finite Sets

1) Set-Variables, Density, and Integral: Let us denote an RFS by $\mathcal{X}=\left\{\mathbf{x}^{1}, \ldots, \mathbf{x}^{n}\right\} \in \mathcal{F}\left(\mathbb{R}^{n_{\mathbf{x}}}\right)$, where both vector $\mathbf{x}^{i}$,
$i \in\{1, \ldots, n\}$ and cardinality $n=|\mathcal{X}|$ are random. We define a set-density $f(\mathcal{X})$ as [26]

$$
\begin{equation*}
f(\mathcal{X})=p(n) \sum_{\pi} f^{n}\left(\mathbf{x}^{\pi(1)}, \ldots, \mathbf{x}^{\pi(n)}\right) \tag{7}
\end{equation*}
$$

in which $p(n)=\operatorname{Pr}(|\mathcal{X}|=n)$ denotes the probability mass function of the set cardinality, $\pi$ denotes a possible permutation of the set $\mathcal{N}=\{1, \ldots, n\}$ with $\pi(i) \in \mathcal{N}$, and $f^{n}(\cdot)$ is the joint probability density function of the vector with $n$ elements, evaluated for permutation $\pi$. Given the set-valued function $g(\cdot)$, we define the set integral as [22, eq. (3.11)]

$$
\begin{equation*}
\int g(\mathcal{X}) \delta \mathcal{X}=g(\emptyset)+\sum_{n=1}^{\infty} \frac{1}{n!} \int g\left(\left\{\mathbf{x}^{1}, \ldots, \mathbf{x}^{n}\right\}\right) \mathrm{d} \mathbf{x}^{1} \ldots \mathrm{~d} \mathbf{x}^{n} \tag{8}
\end{equation*}
$$

2) Poisson, Bernoulli, and PMB Densities: We will follow the definitions from [21]. Suppose we have a set $\mathcal{X}^{\mathrm{U}}$ that follows the Poisson process. The density is given by [26]

$$
\begin{equation*}
f^{\mathrm{PPP}}\left(\mathcal{X}^{\mathrm{U}}\right)=e^{-\int \lambda(\mathbf{x}) \mathrm{d} \mathbf{x}} \prod_{\mathbf{x} \in \mathcal{X}^{\mathrm{U}}} \lambda(\mathbf{x}) \tag{9}
\end{equation*}
$$

where $\lambda(\mathbf{x})$ denotes the Poisson intensity function. A Bernoulli density $f^{\mathrm{B}}(\mathcal{X})$ is given by

$$
f^{\mathrm{B}}(\mathcal{X})= \begin{cases}1-r, & \mathcal{X}=\emptyset  \tag{10}\\ r f(\mathbf{x}), & \mathcal{X}=\{\mathbf{x}\} \\ 0, & |\mathcal{X}|>1\end{cases}
$$

where $f(\mathbf{x})$ and $r \in[0,1]$ denote the spatial density and the existence probability, respectively. An MB density with $n$ Bernoulli components is given by

$$
\begin{equation*}
f^{\mathrm{MB}}\left(\mathcal{X}^{\mathrm{D}}\right)=\sum_{\uplus_{i=1}^{n} \mathcal{X}^{i}=\mathcal{X}^{\mathrm{D}}} \prod_{i=1}^{n} f^{i}\left(\mathcal{X}^{i}\right) \tag{11}
\end{equation*}
$$

where $f^{i}\left(\mathcal{X}^{i}\right)$ is a Bernoulli density, and $\uplus$ stands for disjoint set union [41, pp. 24].

We are now ready to introduce a PMB density, defined as follows. Suppose we have two independent RFSs $\mathcal{X}^{\mathrm{U}}$ and $\mathcal{X}^{\mathrm{D}}$ such that $\mathcal{X}=\mathcal{X}^{\mathrm{U}} \uplus \mathcal{X}^{\mathrm{D}}$, where $\mathcal{X}^{\mathrm{D}}$ follows a MB process and $\mathcal{X}^{\mathrm{U}}$ follows a PPP. Using the convolution formula for independent RFSs [21], a PMB density $f(\mathcal{X})$ is

$$
\begin{equation*}
f^{\mathrm{PMB}}(\mathcal{X}) \propto \sum_{\uplus_{i=1}^{n} \mathcal{X}^{i} \uplus \mathcal{X}^{\mathrm{U}}=\mathcal{X}} \prod_{\mathbf{x} \in \mathcal{X}^{\mathrm{U}}} \lambda(\mathbf{x}) \prod_{i=1}^{n} f^{i}\left(\mathcal{X}^{i}\right) \tag{12}
\end{equation*}
$$

3) Auxiliary Variables: The derivation of set-type BP PMB filters will require us to introduce auxiliary variables to remove the summation in (12). In particular, we introduce $u \in \mathbb{U}$ in the PMB density (12), where $\mathbb{U}=\{0,1, \ldots, n\}$ [39], [42]. We thus extend the single state space, such that $(u, \mathbf{x}) \in \mathbb{U} \times \mathbb{R}^{n_{\mathrm{x}}}$, and denote a set of target states with auxiliary variables by $\tilde{\mathcal{X}} \in \mathcal{F}\left(\mathbb{U} \times \mathbb{R}^{n_{\mathrm{x}}}\right)$. The set with the auxiliary variable $u=0$ follows a PPP and indicates that the targets have not been detected, denoted by $\tilde{\mathcal{X}}^{\mathrm{U}}=\{(u, \mathbf{x}) \in \tilde{\mathcal{X}}: u=0\}$. Similarly, the set with $u=i$ follows a Bernoulli process and indicates that the single target has previously been detected, denoted by $\tilde{\mathcal{X}}^{i}=\{(u, \mathbf{x}) \in \tilde{\mathcal{X}}: u=i\}$. For the set of targets with
auxiliary variables $\tilde{\mathcal{X}}$, the PMB density is [42, Definition 1]

$$
\begin{equation*}
\tilde{f}^{\mathrm{PMB}}(\tilde{\mathcal{X}})=\tilde{f}^{\mathrm{U}}\left(\tilde{\mathcal{X}}^{\mathrm{U}}\right) \prod_{i=1}^{n} \tilde{f}^{i}\left(\tilde{\mathcal{X}}^{i}\right) \tag{13}
\end{equation*}
$$

Here $\tilde{f}^{U}\left(\tilde{\mathcal{X}}^{\mathrm{U}}\right)$ and $\tilde{f}^{i}\left(\tilde{\mathcal{X}}^{i}\right)$ are given by

$$
\begin{align*}
\tilde{f}^{\mathrm{U}}\left(\tilde{\mathcal{X}}^{\mathrm{U}}\right) & =\exp \left(-\int \lambda(\mathbf{x}) \mathrm{d} \mathbf{x}\right) \prod_{(u, \mathbf{x}) \in \tilde{\mathcal{X}}} \delta_{0}[u] \lambda(\mathbf{x}),  \tag{14}\\
\tilde{f}^{i}\left(\tilde{\mathcal{X}}^{i}\right) & = \begin{cases}1-r^{i}, & \tilde{\mathcal{X}}^{i}=\emptyset \\
r^{i} f^{i}(\mathbf{x}) \delta_{i}[u], & \tilde{\mathcal{X}}^{i}=(u, \mathbf{x}) \\
0, & \text { otherwise }\end{cases} \tag{15}
\end{align*}
$$

where $\delta_{i}[\cdot]$ denotes the Kronecker delta function. For notational simplicity, $\sim$ on sets with auxiliary variables will be omitted, when possible.

## III. Factor Graph and Belief Propagation for Random Finite Sets

We describe the proposed set-type BP update rules and special factors for RFSs. We reveal that set-type BP is a generalization of standard vector-type BP since a vector can be represented as a set with a single element $p(n=1)=1$ of (7).

## A. Factor Graphs and BP over a Sequence of RFSs

Suppose we have $n$ RFSs $\mathcal{X}^{1}, \ldots, \mathcal{X}^{n}$, with the joint density $f\left(\mathcal{X}^{1}, \ldots, \mathcal{X}^{n}\right)$. In the general formulation of set-type BP, $\mathcal{X}^{1}, \ldots, \mathcal{X}^{n}$ may or may not contain auxiliary variables, and the number of RFSs in the sequence, $n$, is known.
Definition 1 (Factorization of Set-Density and Factor Graph). Let us denote by $f_{a}(\cdot)$ the set-factor $a$, which is a nonnegative function; by $\mathcal{N}(a)$ the set of neighboring set-variable indices linked to the set-factor $a$; by $\mathcal{X}^{i}$ the set-variable $i$; by $\mathcal{M}(i)$ the set of neighboring set-factor indices linked to the set-variable $\mathcal{X}^{i}$; and by $\underline{\mathcal{X}}^{a}$ the arguments of the set-factor a, represented by the sequence of all RFSs $\mathcal{X}^{i}$ for $i \in \mathcal{N}(a)$. Suppose the joint density $f\left(\mathcal{X}^{1}, \ldots, \mathcal{X}^{n}\right)$ is factorized as follows:

$$
\begin{equation*}
f\left(\mathcal{X}^{1}, \ldots, \mathcal{X}^{n}\right) \propto \prod_{a} f_{a}\left(\underline{\mathcal{X}}^{a}\right) \tag{16}
\end{equation*}
$$

The factorized density can then be represented by a factor graph, consisting of the set-variables $\mathcal{X}^{i}$ and set-factors $f_{a}\left(\underline{\mathcal{X}}^{a}\right)$, which can be represented by circles and squares, and edge connections between $\mathcal{X}^{i}$ and $f_{a}\left(\underline{\mathcal{X}}^{a}\right)$. It should be noted that $f_{a}\left(\underline{\mathcal{X}}^{a}\right)$ has adequate units for each cardinality of $\underline{\mathcal{X}}^{a}$ such that we can integrate (16) using set integrals over $\mathcal{X}^{1}, \ldots, \mathcal{X}^{n}$ [22, Sec. 3.2.4].

Example 2. Consider a set-density $f\left(\mathcal{X}^{1}, \mathcal{X}^{2}\right)$, such that $\underline{\mathcal{X}}^{A}=\mathcal{X}^{1}, \underline{\mathcal{X}}^{B}=\mathcal{X}^{2}$, and $\underline{\mathcal{X}}^{C}=\left(\mathcal{X}^{1}, \mathcal{X}^{2}\right)$, which can be factorized as

$$
\begin{equation*}
f\left(\mathcal{X}^{1}, \mathcal{X}^{2}\right) \propto f_{A}\left(\mathcal{X}^{1}\right) f_{B}\left(\mathcal{X}^{2}\right) f_{C}\left(\mathcal{X}^{1}, \mathcal{X}^{2}\right) \tag{17}
\end{equation*}
$$

Using the set-variables and set-factors, the factor graph corresponding to (17) is shown in Fig. 2.


Fig. 2: Factor graph representation of set-density of (17).
Definition 2 (Set-Type BP Update Rules). The set-messages from the set-factor a to the set-variable $i$ are denoted by $\mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right)$, while those from the set-variable $i$ to the set-factor $a$ are denoted by $\mathrm{n}_{i \rightarrow a}\left(\mathcal{X}^{i}\right)$. The beliefs at the set-variable $i$ and set-factor a are denoted by $\mathrm{b}\left(\mathcal{X}^{i}\right)$ and $\mathrm{b}\left(\mathcal{X}^{a}\right)$, respectively. The set-messages are updated with the following rules:

$$
\begin{align*}
\mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right) & =\int f_{a}\left(\underline{\mathcal{X}}^{a}\right) \prod_{j \in \mathcal{N}(a) \backslash\{i\}} \mathrm{n}_{j \rightarrow a}\left(\mathcal{X}^{j}\right) \delta \mathcal{X}^{\sim i}  \tag{18}\\
\mathrm{n}_{i \rightarrow a}\left(\mathcal{X}^{i}\right) & =\prod_{b \in \mathcal{M}(i) \backslash\{a\}} \mathrm{m}_{b \rightarrow i}\left(\mathcal{X}^{i}\right) \tag{19}
\end{align*}
$$

where \denotes the set difference, and $\int \ldots \delta \mathcal{X}^{\sim i}$ denotes integration with respect to all sets $\mathcal{X}^{j}$ except $\mathcal{X}^{i}$, i.e., with respect to all $\mathcal{X}^{j}$ for which $j \in \mathcal{N}(a) \backslash\{i\}$. The beliefs at the set-variable $i$ and set-factor a are updated with the following rules:

$$
\begin{align*}
\mathrm{b}\left(\mathcal{X}^{i}\right) \propto \prod_{a \in \mathcal{M}(i)} \mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right)  \tag{20}\\
\mathrm{b}\left(\underline{\mathcal{X}}^{a}\right) \propto f_{a}\left(\underline{\mathcal{X}}^{a}\right) \prod_{i \in \mathcal{N}(a)} \prod_{b \in \mathcal{M}(i) \backslash\{a\}} \mathrm{m}_{b \rightarrow i}\left(\mathcal{X}^{j}\right) . \tag{21}
\end{align*}
$$

The optimality of the set-type BP update rules in Definition 1 is described by Theorem 1 and Corollary 1, provided next.

Theorem 1. The interior stationary points of the constrained Bethe free energy are set-type BP fixed points with positive set-beliefs and vice versa.

Proof. See Appendix A.

Corollary 1. The set-beliefs obtained by running set-type BP on a factor graph that has no cycles, represent the exact marginal probability densities.

Proof. See Appendix B.

Example 3. Consider the factor graph in Fig. 2, representing the factorized density in Example 2. Using set-type BP, the beliefs at set-variable 1 and factor $C$ are obtained as follows: $\mathrm{m}_{A \rightarrow 1}\left(\mathcal{X}^{1}\right)=f_{A}\left(\mathcal{X}^{1}\right), \mathrm{m}_{B \rightarrow 2}\left(\mathcal{X}^{2}\right)=f_{B}\left(\mathcal{X}^{2}\right), \mathrm{n}_{1 \rightarrow C}\left(\mathcal{X}^{1}\right)=$ $\mathrm{m}_{A \rightarrow 1}\left(\mathcal{X}^{1}\right), \mathrm{n}_{2 \rightarrow C}\left(\mathcal{X}^{2}\right)=\mathrm{m}_{B \rightarrow 2}\left(\mathcal{X}^{2}\right)$,

$$
\begin{align*}
\mathrm{m}_{C \rightarrow 1}\left(\mathcal{X}^{1}\right) & =\int \mathrm{n}_{2 \rightarrow C}\left(\mathcal{X}^{2}\right) f_{C}\left(\mathcal{X}^{1}, \mathcal{X}^{2}\right) \delta \mathcal{X}^{2}  \tag{22a}\\
\mathrm{~b}\left(\mathcal{X}^{1}\right) & \propto \mathrm{m}_{A \rightarrow 1}\left(\mathcal{X}^{1}\right) \mathrm{m}_{C \rightarrow 1}\left(\mathcal{X}^{1}\right)  \tag{22b}\\
\mathrm{b}\left(\mathcal{X}^{C}\right) & \propto f_{C}\left(\mathcal{X}^{1}, \mathcal{X}^{2}\right) \mathrm{m}_{A \rightarrow 1}\left(\mathcal{X}^{1}\right) \mathrm{m}_{B \rightarrow 2}\left(\mathcal{X}^{2}\right) \tag{22c}
\end{align*}
$$

Remark 1 (Vector-Type BP is a Special Case of Set-Type $\mathrm{BP})$. Note that the vector-type BP message passing rules and beliefs can be obtained from the set-type BP expressions when considering sets whose cardinality is 1 with probability 1, i.e.,


Fig. 3: Factor graph of a PMB density with auxiliary variables, see (13), the product of a PPP and $n$ Bernoulli densities.
$p\left(\left|\mathcal{X}^{i}\right|=1\right)=1, \forall i .{ }^{1}$ Note that this property implies that we can directly apply BP to joint set and vector densities using the set- and vector-integrals for set- and vector-variables, respectively. A vector-type factor graph (1) can be written as a set-type factor graph in (16) with the property that each factor requires sets with cardinality 1. Then, for factors that only consider sets with cardinality 1, the set integral is equivalent to a vector integral, and the set-type BP message (20)-(21) becomes equivalent to those in (5)-(6).

## B. Examples and Special Factors for Set Densities

1) Factor Graph of a PMB Density: We have so far explained how set-type BP can be applied to a joint density over a sequence of RFSs. We now proceed to explain how to obtain this type of density from a PMB density (12).
A set-density defined in a single-target space that is the disjoint union of different sub-spaces can be used to define a density over a sequence of sets [22, Eq. 3.52]. This type of single-target space was obtained when we introduced auxiliary variables to the PMB in (12), resulting in (13). Therefore, applying this result to the PMB density of the form (13) yields

$$
\begin{equation*}
\tilde{f}^{\mathrm{PMB}}\left(\tilde{\mathcal{X}}^{\mathrm{U}}, \tilde{\mathcal{X}}^{1}, \ldots, \tilde{\mathcal{X}}^{n}\right)=\tilde{f}^{\mathrm{PMB}}\left(\tilde{\mathcal{X}}^{\mathrm{U}} \uplus \tilde{\mathcal{X}}^{1} \uplus \cdots \uplus \tilde{\mathcal{X}}^{n}\right) . \tag{23}
\end{equation*}
$$

We can now use this joint density over a sequence of RFSs to apply set-type BP. The factor graph of a PMB density (13) with auxiliary variables is then shown in Fig. 3. Since the density is fully factorized, it appears as a collection of disjoint factors. We can also directly obtain the factor graph of a PPP and an MB density with auxiliary variables by removing the required factors and variables in Fig. 3.
2) Partitioning and Merging Factor: Unions of RFSs are common in the literature [22, Sec. 3.5.3]. To represent unions of RFSs in a factor graph, we introduce what we refer to as partitioning and merging factors, defined as follows.

Definition 3 (Partitioning and Merging Factor). We define a partitioning and merging set-factor as

$$
\begin{equation*}
f_{a}\left(\underline{\mathcal{X}}^{a}\right)=\delta_{\uplus_{i \in \mathcal{N}(a) \backslash\{j\}} \mathcal{X}^{i}}\left(\mathcal{X}^{j}\right), \tag{24}
\end{equation*}
$$

where $\delta_{\mathcal{X}}(\cdot)$ denotes a set Dirac delta centered at set $\mathcal{X}$, defined in [21, Sec. 11.3.4.3] and $\mathcal{X}^{j}$ is the union $\mathcal{X}^{j}=$

[^1]

Fig. 4: Factor graph representation with a partitioning and merging factor: (left-right) one incoming message is partitioned into multiple messages; and (right-left) multiple messages are merged into one message.
$\uplus_{i \in \mathcal{N}(a) \backslash\{j\}} \mathcal{X}^{i}$. This factor partitions a single set $\mathcal{X}^{j}$ into $|\mathcal{N}(a)|-1$ subsets, i.e., $\mathcal{X}^{i}$ for $i \in \mathcal{N}(a) \backslash\{j\}$, and merges $|\mathcal{N}(a)|-1$ sets, i.e., $\mathcal{X}^{i}$ for $i \in \mathcal{N}(a) \backslash\{j\}$, into a single set $\mathcal{X}^{j}$.

It is useful to understand how this factor affects the setmessages. Suppose we have incoming messages $\mathrm{n}_{j \rightarrow a}\left(\mathcal{X}^{j}\right)$ and $\mathrm{n}_{q \rightarrow a}\left(\mathcal{X}^{q}\right)=1$ for $q \in \mathcal{N}(a) \backslash\{j, i\}$. By following the set-type BP update rules, the outgoing messages from the setfactor $a$ to set-variable $i$ for $i \in \mathcal{N}(a) \backslash\{j\}$ are

$$
\begin{align*}
\mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right) & =\int \mathrm{n}_{j \rightarrow a}\left(\mathcal{X}^{j}\right) \delta_{\uplus_{q \in \mathcal{N}(a) \backslash\{j\}} \mathcal{X}^{q}}\left(\mathcal{X}^{j}\right) \delta \mathcal{X}^{\sim i}  \tag{25}\\
& =\int \mathrm{n}_{j \rightarrow a}\left(\uplus_{q \in \mathcal{N}(a) \backslash\{j\}} \mathcal{X}^{q}\right) \delta \mathcal{X}^{\sim(i, j)}  \tag{26}\\
& =\int \mathrm{n}_{j \rightarrow a}\left(\mathcal{X}^{i} \uplus \mathcal{X}\right) \delta \mathcal{X}, \tag{27}
\end{align*}
$$

where $\int \delta \mathcal{X}^{\sim(i, j)}$ indicates the integration with respect to all sets $\mathcal{X}^{q}$ except $\mathcal{X}^{i}$ and $\mathcal{X}^{j}$, and $\mathcal{X}$ is a dummy variable that is used to integrate over all possible sets. It indicates that $\mathcal{X}=$ $\uplus_{q \in \mathcal{N}(a) \backslash\{j, i\}} \mathcal{X}^{q}$, and the single set $\mathcal{X}^{j}$ with the incoming message $\mathrm{n}_{j \rightarrow a}\left(\mathcal{X}^{j}\right)$ is partitioned into $|\mathcal{N}(a)|-1$ subsets $\mathcal{X}^{i}$ with the outgoing messages $\mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right)$, for $i \in \mathcal{N}(a) \backslash\{j\}$.

Conversely, suppose we have incoming messages $\mathrm{n}_{i \rightarrow a}\left(\mathcal{X}^{i}\right)$ for $i \in \mathcal{N}(a) \backslash\{j\}$, then the outgoing message from the setfactor $a$ to the set-variable $j$ is

$$
\begin{align*}
& \mathrm{m}_{a \rightarrow j}\left(\mathcal{X}^{j}\right) \\
& =\int \prod_{i \in \mathcal{N}(a) \backslash\{j\}} \mathrm{n}_{i \rightarrow a}\left(\mathcal{X}^{i}\right) \delta_{\uplus_{i \in \mathcal{N}(a) \backslash\{j\}} \mathcal{X}^{i}}\left(\mathcal{X}^{j}\right) \delta \mathcal{X}^{\sim j}  \tag{28}\\
& =\int \sum_{\uplus_{i \in \mathcal{N}(a) \backslash\{j\}} \mathcal{W}^{i}=\mathcal{X}^{j}} \prod_{i \in \mathcal{N}(a) \backslash\{j\}} \mathrm{n}_{i \rightarrow a}\left(\mathcal{X}^{i}\right) \delta_{\mathcal{W}^{i}}\left(\mathcal{X}^{i}\right) \delta \mathcal{X}^{\sim j}  \tag{29}\\
& =\sum_{\uplus_{i \in \mathcal{N}(a) \backslash\{j\}} \mathcal{W}^{i}=\mathcal{X}^{j}} \prod_{i \in \mathcal{N}(a) \backslash\{j\}} \mathrm{n}_{i \rightarrow a}\left(\mathcal{W}^{i}\right), \tag{30}
\end{align*}
$$

where in step (28), we have used that $\delta_{\uplus_{i \in \mathcal{N}(a) \backslash\{j\}} \mathcal{X}^{i}}\left(\mathcal{X}^{j}\right)=$ $\sum_{\uplus_{i \in \mathcal{N}(a) \backslash\{j\}} \mathcal{W}^{i}=\mathcal{X}^{j}} \prod_{i \in \mathcal{N}(a) \backslash\{j\}} \delta_{\mathcal{W}^{i}}\left(\mathcal{X}^{i}\right)$ by the convolution formula. Then, (30) indicates that the sets $\mathcal{X}^{i}$ with the incoming messages $\mathrm{n}_{i \rightarrow a}\left(\mathcal{X}^{i}\right)$ for $i \in \mathcal{N}(a) \backslash\{j\}$ are merged into the single set $\mathcal{X}^{j}$ with the outgoing message $\mathrm{m}_{a \rightarrow j}\left(\mathcal{X}^{j}\right)$.

Example 4. Given the factor graph shown in Fig. 4 such that $\mathcal{X}^{1}=\mathcal{X}^{2} \uplus \mathcal{X}^{3} \uplus \mathcal{X}^{4}$, the argument at the set-factor $E$ is rep-
resented as the sequence of sets as $\mathcal{X}^{E}=\left(\mathcal{X}^{1}, \mathcal{X}^{2}, \mathcal{X}^{3}, \mathcal{X}^{4}\right)$ by Definition 1. By Definition 3, the partitioning and merging factor is given by $f_{E}\left(\underline{\mathcal{X}}^{E}\right)=\delta_{\mathcal{X}^{2} \uplus \mathcal{X}^{3} \uplus \mathcal{X}^{4}}\left(\mathcal{X}^{1}\right)$. Suppose we have incoming messages $\mathrm{n}_{1 \rightarrow E}\left(\mathcal{X}^{1}\right), \mathrm{n}_{i \rightarrow E}\left(\mathcal{X}^{i}\right)=1$, for $i \in\{2,3,4\}$. From (26), the partitioned message $m_{E \rightarrow i}\left(\mathcal{X}^{i}\right)$ is computed as

$$
\begin{equation*}
\mathrm{m}_{E \rightarrow i}\left(\mathcal{X}^{i}\right)=\int \mathrm{n}_{1 \rightarrow E}\left(\mathcal{X}^{2} \uplus \mathcal{X}^{3} \uplus \mathcal{X}^{4}\right) \delta \mathcal{X}^{\sim(i, 1)} \tag{31}
\end{equation*}
$$

for $i=2,3,4$. Conversely, suppose we have incoming messages $\mathrm{n}_{j \rightarrow E}\left(\mathcal{X}^{j}\right)$ for $j \in\{2,3,4\}$, then the outgoing message from the set-factor $E$ to set-variable 1 is computed as

$$
\begin{align*}
& \mathrm{m}_{E \rightarrow 1}\left(\mathcal{X}^{1}\right) \\
& =\sum_{\mathcal{W}^{2} \uplus \mathcal{W}^{3} \uplus \mathcal{W}^{4}=\mathcal{X}^{1}} \mathrm{n}_{2 \rightarrow E}\left(\mathcal{W}^{2}\right) \mathrm{n}_{3 \rightarrow E}\left(\mathcal{W}^{3}\right) \mathrm{n}_{4 \rightarrow E}\left(\mathcal{W}^{4}\right) . \tag{32}
\end{align*}
$$

That is, the outgoing message is the convolution of the three incoming messages, representing the union of three independent RFSs.

Proposition 1 (PPP Partitioning and Merging). Suppose we have a set factor $f_{a}\left(\underline{\mathcal{X}}^{a}\right)$ and an RFS $\mathcal{X}^{j}=\uplus_{i \in \mathcal{N}(a) \backslash\{j\}} \mathcal{X}^{i}$. Let the RFSs $\mathcal{X}^{i}$ for $i \in \mathcal{N}(a)$ follow a Poisson process. From (27), the partitioning messages from $f_{a}\left(\underline{\mathcal{X}}^{a}\right)$ to $\mathcal{X}^{i}$ with $i \in \mathcal{N}(a) \backslash\{j\}$ are

$$
\begin{equation*}
\mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right) \propto f^{\mathrm{PPP}}\left(\mathcal{X}^{i}\right) \tag{33}
\end{equation*}
$$

From (30), the merging messages from $f_{a}\left(\underline{\mathcal{X}}^{a}\right)$ to $\mathcal{X}^{j}$ is

$$
\begin{equation*}
\mathrm{m}_{a \rightarrow j}\left(\mathcal{X}^{j}\right)=\sum_{\uplus_{i \in \mathcal{N}(a) \backslash\{j\}} \mathcal{W}^{i}=\mathcal{X}^{j}} \prod_{i \in \mathcal{N}(a) \backslash\{j\}} f^{\mathrm{PPP}}\left(\mathcal{W}^{i}\right), \tag{34}
\end{equation*}
$$

which follows a PPP.
Proof. See Appendix C.
3) Auxiliary Variable Shifting Factor: We introduce a factor to change the auxiliary variables.
Definition 4 (Auxiliary Variable Shifting Function). Given an arbitrary integer $L$ and a single-target space with auxiliary variables, such that $(u, \mathbf{x}) \in \mathbb{U} \times \mathbb{R}^{n_{\mathbf{x}}}$, we define the function

$$
\begin{equation*}
\mathrm{h}_{L}(u, \mathbf{x})=(u+L, \mathbf{x}) \tag{35}
\end{equation*}
$$

which shifts the auxiliary variables units by L. The function $\mathrm{h}_{L}(\cdot)$ can be extended to a set $\tilde{\mathcal{X}} \in \mathcal{F}\left(\mathbb{U} \times \mathbb{R}^{n_{\mathrm{x}}}\right)$ such that

$$
\begin{equation*}
\mathrm{h}_{L}(\tilde{\mathcal{X}})=\uplus_{(u, \mathbf{x}) \in \tilde{\mathcal{X}}}\{(u+L, \mathbf{x})\} . \tag{36}
\end{equation*}
$$

Definition 5 (Conversion Factor for Auxiliary Variables). We have two sets $\tilde{\mathcal{X}}^{i}=\left\{\left(u^{1}, \mathbf{x}^{1}\right), \ldots,\left(u^{n}, \mathbf{x}^{n}\right)\right\}$ and $\tilde{\mathcal{X}}^{j}=$ $\left\{\left(u^{1}+L, \mathbf{x}^{1}\right), \ldots,\left(u^{n}+L, \mathbf{x}^{n}\right)\right\}$, where $L$ is an integer. By Definition 4, we define the conversion factor for auxiliary variables as

$$
\begin{equation*}
f_{a}\left(\tilde{\mathcal{X}}^{i}, \tilde{\mathcal{X}}^{j}\right)=\delta_{\mathrm{h}_{-L}\left(\tilde{\mathcal{X}}^{j}\right)}\left(\tilde{\mathcal{X}}^{i}\right) \tag{37}
\end{equation*}
$$

where $\mathrm{h}_{-L}(\cdot)$ is given by (36).
It is useful to understand how this factor affects the setmessages. Suppose we have an incoming message $\mathrm{n}_{i \rightarrow a}\left(\tilde{\mathcal{X}}^{i}\right)$.

Then, the outgoing message from $f_{a}\left(\tilde{\mathcal{X}}^{i}, \tilde{\mathcal{X}}^{j}\right)$ to $\tilde{\mathcal{X}}^{j}$ is

$$
\begin{align*}
\mathrm{m}_{a \rightarrow j}\left(\tilde{\mathcal{X}}^{j}\right) & =\int \mathrm{n}_{i \rightarrow a}\left(\tilde{\mathcal{X}}^{i}\right) \delta_{\mathrm{h}_{-L}\left(\tilde{\mathcal{X}}^{j}\right)}\left(\tilde{\mathcal{X}}^{i}\right) \delta \tilde{\mathcal{X}}^{i}  \tag{38}\\
& =\mathrm{n}_{i \rightarrow a}\left(\mathrm{~h}_{-L}\left(\tilde{\mathcal{X}}^{j}\right)\right)=\mathrm{n}_{i \rightarrow a}\left(\tilde{\mathcal{X}}^{i}\right) \tag{39}
\end{align*}
$$

That is, the outgoing message has the same form as the incoming message with the difference that the auxiliary variables of the incoming message have been converted by the auxiliary variable shifting functions.

## IV. Application of Set-Type Belief Propagation

The aim of this section is to propose an application of the developed set-type BP update rules and special factors for RFSs. In particular, we derive set-type BP PMB and set-type MB filters for SLAM, where the targets and measurements are modeled by RFSs.

## A. Problem Formulation

1) Objective: Our objective is to compute the marginal densities $f\left(\mathbf{s}_{k} \mid \mathcal{Z}_{1: k}\right)$ and $f\left(\tilde{\mathcal{X}}_{k} \mid \mathcal{Z}_{1: k}\right)$ at discrete time $k$, where the random vector $\mathbf{s}_{k}$ denotes a sensor state, the RFS $\tilde{\mathcal{X}}_{k}$ denotes the set of target states with auxiliary variables, modeled by a PMB. To compute the marginal densities, we adopt the sequential Bayesian framework consisting of prediction and update steps, which will be detailed in Section IV-B and IV-C.
2) Multi-Target Dynamics: Each target $\mathbf{x}_{k-1} \in \tilde{\mathcal{X}}_{k-1}$ at time $k-1$ survives with probability $p_{\mathrm{S}}\left(\mathbf{x}_{k-1}\right)$ or dies with probability $1-p_{\mathrm{S}}\left(\mathbf{x}_{k-1}\right)$. The surviving targets evolve with a transition density $f\left(\cdot \mid \mathbf{x}_{k-1}\right)$ but may be static (in which case they are landmarks) or mobile (in this case they are targets, which is the terminology we will adopt here). The set of targets at time step $k, \tilde{\mathcal{X}}_{k}$, is the union of surviving and evolving targets and new targets, where target birth follows a PPP with the intensity $\lambda_{\mathrm{B}}(\cdot)$. The sensor may have an unknown state (in the case of SLAT and SLAM) or a known state (in the case of MTT and mapping).
3) Measurements: The targets $\mathcal{X}_{k}$ are observed at the sensor state $\mathbf{s}_{k}$, and the observations are denoted using a measurement set $\mathcal{Z}_{k}$. Each target $\mathbf{x}_{k} \in \tilde{\mathcal{X}}_{k}$ is detected with probability $p_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathbf{x}_{k}\right)$, and if detected, it generates a single measurement with the single target measurement likelihood function $g\left(\cdot \mid \mathbf{s}_{k}, \mathbf{x}_{k}\right)$. The measurement $\mathcal{Z}_{k}$ is the union of target measurements and PPP with the intensity $c(\cdot)$.

## B. Prediction with Joint Density and Factor Graph

Without loss of generality, we consider two time steps, $k-1$ and $k$, as part of an iterative Bayesian filter. For the factor graph formulation, the joint density for all variables (including auxiliary variables) in the prediction is factorized as

$$
\begin{align*}
& f\left(\mathbf{s}_{k-1: k}, \tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}, \tilde{\mathcal{X}}_{k}^{\mathrm{S}}, \tilde{\mathcal{X}}_{k}^{\mathrm{B}}, \tilde{\mathcal{P}}_{k}^{\mathrm{U}}, \tilde{\mathcal{X}}_{k-1: k}^{1: I_{k-1}}\right) \\
& \propto f_{\mathrm{u}}\left(\mathbf{s}_{k-1}\right) f_{\mathrm{u}}^{\mathrm{U}}\left(\tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}\right) \prod_{i \in \mathcal{I}_{k-1}} f_{\mathrm{u}}^{i}\left(\tilde{\mathcal{X}}_{k-1}^{i}\right)  \tag{40a}\\
& \quad \times f\left(\mathbf{s}_{k} \mid \mathbf{s}_{k-1}\right) f^{\mathrm{P}}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{S}} \mid \tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}\right) f\left(\tilde{\mathcal{X}}_{k}^{i} \mid \tilde{\mathcal{X}}_{k-1}^{i}\right)  \tag{40b}\\
& \quad \times f^{\mathrm{U}}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{B}}\right) \delta_{\tilde{\mathcal{X}}_{k}^{\mathrm{S}} \uplus \tilde{\mathcal{X}}_{k}^{\mathrm{B}}}\left(\tilde{\mathcal{P}}_{k}^{\mathrm{U}}\right) \tag{40c}
\end{align*}
$$



Fig. 5: Concatenated factor graph of the joint densities of (40) and (46). The special factors for set densities, discussed in Section III-B, are represented by white squares. The abbreviated notations for the factor nodes are represented by dropping the arguments and ( $\cdot$ ) on sets, as follows: $f_{\mathrm{u}}^{s} \triangleq \mathrm{~b}\left(\mathbf{s}_{k-1}\right)$, $f_{\mathrm{u}}^{\mathrm{U}} \triangleq \mathrm{b}\left(\mathcal{X}_{k-1}^{\mathrm{U}}\right), f_{\mathrm{u}}^{i} \triangleq \mathrm{~b}\left(\mathcal{X}_{k-1}^{i}\right), f^{A} \triangleq f^{A}\left(\mathbf{s}_{k}, \mathbf{s}_{k-1}\right), f^{B} \triangleq f^{B}\left(\mathcal{X}_{k}^{\mathrm{S}}, \mathcal{X}_{k-1}^{\mathrm{U}}\right), f^{C} \triangleq f^{C}\left(\mathcal{X}_{k}^{\mathrm{B}}\right), f^{D} \triangleq f^{D}\left(\mathcal{X}_{k}^{\mathrm{S}}, \mathcal{X}_{k}^{\mathrm{B}}, \mathcal{P}_{k}^{\mathrm{U}}\right), f_{i}^{E} \triangleq f_{i}^{E}\left(\mathcal{X}_{k}^{i}, \mathcal{X}_{k-1}^{i}\right)$, $f^{F} \triangleq f^{F}\left(\mathcal{X}_{k}^{U}, \mathcal{P}_{k}^{1}, \cdots, \mathcal{P}_{k}^{J_{k}}\right), f_{j}^{G} \triangleq f_{j}^{G}\left(\mathcal{P}_{k}^{j}, \mathcal{Y}_{k}^{j}\right), f^{H} \triangleq f^{H}\left(\mathbf{s}_{k}, \mathcal{X}_{k}^{\mathrm{U}}\right), f_{j}^{I} \triangleq f_{j}^{I}\left(\mathbf{s}_{k}, \mathcal{Y}_{k}^{j}, d_{k}^{j}\right), f_{i}^{J} \triangleq f_{i}^{J}\left(\mathbf{s}_{k}, \mathcal{X}_{k}^{i}, c_{k}^{i}\right)$, and $f_{i, j}^{K} \triangleq f_{i, j}^{K}\left(c_{k}^{i}, d_{k}^{j}\right)$.
where $\tilde{\mathcal{X}}_{k-1: k}^{1: I_{k-1}}$ represents the sequence of sets $\tilde{\mathcal{X}}^{i}$ for $i=$ $1, \ldots, I_{k-1}$ at time $k$ and $k-1$, and $I_{k-1}$ is the number of Bernoullis at time $k-1$. For completeness, the meaning of each line in (40) is described as follows.

- Posterior at time $k-1$ (40a): This line describes the posterior at time step $k-1$, which is assumed to be $f_{\mathrm{u}}\left(\mathbf{s}_{k-1}, \tilde{\mathcal{X}}_{k-1}\right)=f_{\mathrm{u}}\left(\mathbf{s}_{k-1}\right) f_{\mathrm{u}}\left(\tilde{\mathcal{X}}_{k-1}\right)$, where $f_{\mathrm{u}}\left(\mathbf{s}_{k-1}\right)$ is the sensor state posterior, and $f_{\mathrm{u}}\left(\tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}\right)$ is the target set posterior. Here $\tilde{\mathcal{X}}_{k-1}$ follows a PMB, endowed with auxiliary variables (see Section II-B3). Due to the auxiliary variables, the PMB posterior at time $k-1, f_{\mathrm{u}}\left(\tilde{\mathcal{X}}_{k-1}\right)$, can be factorized as the product of $f_{\mathrm{u}}\left(\tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}\right)$ and $f_{\mathrm{u}}\left(\tilde{\mathcal{X}}_{k-1}^{i}\right)$ for $i \in \mathcal{I}_{k-1}$, where $\mathcal{I}_{k-1}=\left\{1, \ldots, I_{k-1}\right\}$. Here $\tilde{\mathcal{X}}_{k-1}^{U}$ is the set of undetected targets (modeled as a PPP), $\tilde{\mathcal{X}}_{k-1}^{i}$ is the set of detected target $i$ (each modeled as a Bernoulli). The subsets $\tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}$ and $\tilde{\mathcal{X}}_{k-1}^{i}$ of $\tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}$ are defined as

$$
\begin{align*}
\tilde{\mathcal{X}}_{k-1}^{\mathrm{U}} & =\left\{(u, \mathbf{x}) \in \tilde{\mathcal{X}}_{k-1}: u=0\right\}  \tag{41}\\
\tilde{\mathcal{X}}_{k-1}^{i} & =\left\{(u, \mathbf{x}) \in \tilde{\mathcal{X}}_{k-1}: u=i\right\}, i \in \mathcal{I}_{k-1} \tag{42}
\end{align*}
$$

The set densities for targets are given by the form of (13)(15).

- Transition densities (40b): This line describes the transition densities, where $f\left(\mathbf{s}_{k} \mid \mathbf{s}_{k-1}\right), f\left(\tilde{\mathcal{X}}_{k}^{i} \mid \tilde{\mathcal{X}}_{k-1}^{i}\right)$, and $f^{\mathrm{P}}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{S}} \mid \tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}\right)$ correspond to the sensor state, previously
detected targets, and undetected targets. Here $\tilde{\mathcal{X}}_{k}^{\mathrm{S}}$ denotes a surviving set from $\tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}$, modeled as a PPP with auxiliary variable $u=0$. The transition density for Bernoullis with auxiliary variables is

$$
\begin{align*}
& f\left(\tilde{\mathcal{X}}_{k} \mid \tilde{\mathcal{Y}}_{k}\right)  \tag{43}\\
& = \begin{cases}p_{\mathrm{S}}\left(\mathbf{y}_{k}\right) f\left(\mathbf{x}_{k} \mid \mathbf{y}_{k}\right) \delta_{u_{k}^{\prime}}\left[u_{k}\right], & \tilde{\mathcal{X}}_{k}=\left\{\left(u_{k}, \mathbf{x}_{k}\right)\right\} \\
1-p_{\mathrm{S}}\left(\mathbf{y}_{k}\right), & \tilde{\mathcal{Y}}_{k}=\left\{\left(u_{k}^{\prime}, \mathbf{y}_{k}\right)\right\} \\
1, & \tilde{\mathcal{X}}_{k}=\emptyset, \\
0, & \tilde{\mathcal{Y}}_{k}=\left\{\left(u_{k}^{\prime}, \mathbf{y}_{k}\right)\right\} \\
0 & \tilde{\mathcal{X}}_{k}=\emptyset, \tilde{\mathcal{Y}}_{k}=\emptyset \\
\text { otherwise }\end{cases}
\end{align*}
$$

and the transition density for the PPP is

$$
\begin{align*}
& f^{\mathrm{P}}\left(\tilde{\mathcal{X}}_{k} \mid \tilde{\mathcal{Y}}_{k}\right)  \tag{44}\\
& = \begin{cases}\sum_{\uplus_{i=1}^{n} \tilde{\mathcal{X}}_{k}^{i}=\tilde{\mathcal{X}}_{k}} \prod_{i=1}^{n} f\left(\tilde{\mathcal{X}}_{k}^{i} \mid\left\{\tilde{\mathbf{y}}_{k}^{i}\right\}\right), & \tilde{\mathcal{Y}}_{k}=\left\{\tilde{\mathbf{y}}_{k}^{1}, \ldots, \tilde{\mathbf{y}}_{k}^{n}\right\} \\
1, & \tilde{\mathcal{X}}_{k}=\emptyset, \tilde{\mathcal{Y}}_{k}=\emptyset \\
0, & \text { otherwise }\end{cases}
\end{align*} .
$$

where $f\left(\tilde{\mathcal{X}}_{k}^{i} \mid\left\{\tilde{\mathbf{y}}_{k}^{i}\right\}\right)$ follows (43) and $\tilde{\mathbf{y}}_{k}^{i}=\left(0, \mathbf{y}_{k}^{i}\right)$.

- Undetected targets (40c): This last line describes the setdensity of newborn targets at time $k$, represented by
$f\left(\tilde{\mathcal{X}}_{k}^{\mathrm{B}}\right)$, where $\tilde{\mathcal{X}}_{k}^{\mathrm{B}}$ denotes a set of newborn targets that follows a PPP, and the set-factor $\delta_{\tilde{\mathcal{X}}_{k}^{\mathrm{S}} \uplus \tilde{\mathcal{X}}_{k}^{\mathrm{B}}}\left(\tilde{\mathcal{P}}_{k}^{\mathrm{U}}\right)$ merges the set of surviving targets $\tilde{\mathcal{X}}_{k}^{S}$ and the set of newborn targets $\tilde{\mathcal{X}}_{k}^{\mathrm{B}}$ into the set $\tilde{\mathcal{P}}_{k}^{\mathrm{U}}$ (see also Definition 3). Both $\tilde{\mathcal{X}}_{k}^{\mathrm{B}}$ and $\mathcal{P}_{k}^{\mathrm{U}}$ have auxiliary variable $u=0$.
Using the factorized density in (40), we depict the factor graph for prediction, as shown in Fig. 5 (yellow area). Here we use the following notations for the factor nodes:

$$
\begin{align*}
& f^{A}\left(\mathbf{s}_{k}, \mathbf{s}_{k-1}\right) \triangleq f\left(\mathbf{s}_{k} \mid \mathbf{s}_{k-1}\right),  \tag{45a}\\
& f^{B}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{S}}, \tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}\right) \triangleq f\left(\tilde{\mathcal{X}}_{k}^{\mathrm{S}} \mid \tilde{\mathcal{X}}_{k-1}^{\mathrm{U}}\right),  \tag{45b}\\
& f^{C}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{B}}\right) \triangleq f^{\mathrm{U}}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{B}}\right)  \tag{45c}\\
& f^{D}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{S}}, \tilde{\mathcal{X}}_{k}^{\mathrm{B}}, \tilde{\mathcal{P}}_{k}^{\mathrm{U}} \triangleq \delta_{\tilde{\mathcal{X}}_{k}^{\mathrm{S}} \tilde{\mathcal{X}}_{k}^{B}} \tilde{\mathcal{P}}_{k}^{\mathrm{U}}\right),  \tag{45~d}\\
& f_{i}^{E}\left(\tilde{\mathcal{X}}_{k}^{i}, \tilde{\mathcal{X}}_{k-1}^{i}\right) \triangleq f\left(\mathcal{X}_{k}^{i} \mid \tilde{\mathcal{X}}_{k-1}^{i}\right) . \tag{45e}
\end{align*}
$$

We compute the messages on the prediction factor graph in Fig. 5, which has no cycle, by running developed set-type BP. ${ }^{2}$ Note that the messages 2, 6 , and 8 are equivalent to the marginal densities in prediction of $\mathbf{s}_{k}, \tilde{\mathcal{P}}_{k}^{\mathrm{U}}$, and $\tilde{\mathcal{X}}_{k}^{1: I_{k-1}}$, corresponding to prediction of the standard PMB filter [26], represented as $f_{\mathrm{p}}\left(\mathbf{s}_{k}\right), f_{\mathrm{p}}^{\mathrm{U}}\left(\tilde{\mathcal{P}}_{k}^{\mathrm{U}}\right)$, and $f_{\mathrm{p}}^{i}\left(\tilde{\mathcal{X}}_{k}^{i}\right)$ for $i \in \mathcal{I}_{k-1}$.

## C. Update with Joint Density and its Factor Graph

Without any loss of generality, we consider the update step at time $k$ after the prediction step. The joint density for all variables in the update is

$$
\begin{align*}
& f\left(\mathbf{s}_{k}, \tilde{\mathcal{P}}_{k}^{\mathrm{U}}, \tilde{\mathcal{P}}_{k}^{1: J_{k}}, \tilde{\mathcal{X}}_{k}^{\mathrm{U}}, \tilde{\mathcal{Y}}_{k}^{1: J_{k}}, \tilde{\mathcal{X}}_{k}^{1: I_{k-1}}, \mathbf{c}_{k}, \mathbf{d}_{k} \mid \mathcal{Z}_{k}\right) \\
& \propto f_{\mathrm{p}}\left(\mathbf{s}_{k}\right) f_{\mathrm{p}}^{\mathrm{U}}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{U}}\right) \prod_{i \in \mathcal{I}_{k-1}} f_{\mathrm{p}}^{i}\left(\tilde{\mathcal{X}}_{k}^{i}\right)  \tag{46a}\\
& \times \delta_{\tilde{\mathcal{X}}_{k}^{\mathrm{U}} \uplus_{j=1}^{J_{k}} \tilde{\mathcal{P}}_{k}^{j}}\left(\tilde{\mathcal{P}}_{k}^{\mathrm{U}}\right) \prod_{j \in \mathcal{J}_{k}} \psi\left(c_{k}^{i}, d_{k}^{j}\right) \delta_{\mathbf{h}_{-\left(I_{k-1}+j\right)}\left(\tilde{\mathcal{Y}}_{k}^{j}\right)}\left(\tilde{\mathcal{P}}_{k}^{j}\right)  \tag{46b}\\
& \times \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \tilde{\mathcal{Y}}_{k}^{j}, d_{k}^{j}\right) t\left(\mathcal{Z}_{k}^{i} \mid \mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{i}, c_{k}^{i}\right)\left[1-p_{\mathrm{D}}\left(\mathbf{s}_{k}, \cdot\right)\right]^{\mathcal{X}_{k}^{\mathrm{U}}} \tag{46c}
\end{align*}
$$

The proof of (46) is an extension of Appendix E in [28] and [27], found in Appendix E. For completeness, we describe the meaning of each line in (46) as follows.

- Prediction at time $k-1$ (46a): This line describes the predicted densities at time step $k$, discussed at the end of Section IV-B.
- Consistency constraints (46b): This line ensures consistency among the introduced hidden variables. A set of measurements $\mathcal{Z}_{k}$ is provided at time $k$ with index set $\mathcal{J}_{k}=\left\{1, \ldots, J_{k}\right\}$. We introduce data association variables $\mathbf{c}_{k} \in \mathbb{N}^{I_{k-1}}, c_{k}^{i} \in\left\{0, \ldots, J_{k}\right\}$, and $\mathbf{d}_{k} \in$ $\mathbb{N}^{J_{k-1}}, d_{k}^{j} \in\left\{0, \ldots, I_{k-1}\right\}$, where, in target-oriented data association, $c_{k}^{i}=j$ implies that target $i$ is associated with measurement $j$, and $c_{k}^{i}=0$ implies that target $i$ is not detected. In measurement-oriented data association, $d_{k}^{j}=i>0$ implies that measurement $j$ is associated with target $i$, and $d_{k}^{j}=0$ implies that measurement $j$ originates from either a target that has never been detected or clutter. In particular, we introduced

[^2]$\Psi\left(\mathbf{c}_{k}, \mathbf{d}_{k}\right)=\prod_{i=1}^{I_{k-1}} \prod_{j=1}^{J_{k}} \psi\left(c_{k}^{i}, d_{k}^{j}\right)$, which ensures mutual consistency between $\mathbf{c}_{k}$ and $\mathbf{d}_{k}$, with $\psi\left(c_{k}^{i}, d_{k}^{j}\right)=0$ when $c_{k}^{i}=j, d_{k}^{j} \neq i$ or $c_{k}^{i} \neq j, d_{k}^{j}=i$, and 1 otherwise. The factor $\delta_{\tilde{\mathcal{X}}_{k}^{U} \uplus_{j=1}^{J J} \tilde{\mathcal{P}}_{k}^{j}}\left(\tilde{\mathcal{P}}_{k}^{\mathrm{U}}\right)$ partitions the set $\tilde{\mathcal{P}}_{k}^{\mathrm{U}}$ into $J_{k}+1$ sets, such that $\tilde{\mathcal{P}}_{k}^{\mathrm{U}}=\tilde{\mathcal{X}}_{k}^{\mathrm{U}} \uplus_{j=1}^{J_{k}} \tilde{\mathcal{P}}_{k}^{j}$, where $\tilde{\mathcal{X}}_{k}^{\mathrm{U}}$ is the set of targets that remain undetected (as indicated by $\left[1-p_{\mathrm{D}}\left(\mathbf{s}_{k}, \cdot\right)\right]_{k}^{\mathrm{X}}$ in the likelihood part), and $\tilde{\mathcal{P}}_{k}^{j}$ for $j \in \mathcal{J}_{k}$ represent surviving undetected or newborn targets that are first detected at time $k$. The factor $\delta_{\mathrm{h}_{-\left(I_{k-1}+j\right)}}\left(\tilde{\mathcal{Y}}_{k}^{j}\right)\left(\tilde{\mathcal{P}}_{k}^{j}\right)$ (see Definition 5) converts the auxiliary variable of $\tilde{\mathcal{P}}_{k}^{j}$ from 0 to $I_{k-1}+j$, turning the set $\tilde{\mathcal{P}}_{k}^{j}$ into a set $\tilde{\mathcal{Y}}_{k}^{j}$ corresponding to a newly detected target (or clutter) arising from measurement $j$. The subsets $\tilde{\mathcal{X}}_{k}^{\mathrm{U}}$, $\tilde{\mathcal{X}}_{k}^{i}$, and $\tilde{\mathcal{Y}}_{k}^{j}$ are defined as
\[

$$
\begin{align*}
\tilde{\mathcal{X}}_{k}^{\mathrm{U}} & =\left\{(u, \mathbf{x}) \in \tilde{\mathcal{X}}_{k}: u=0\right\}  \tag{47}\\
\tilde{\mathcal{X}}_{k}^{i} & =\left\{(u, \mathbf{x}) \in \tilde{\mathcal{X}}_{k}: u=i\right\}, i \in \mathcal{I}_{k-1}  \tag{48}\\
\tilde{\mathcal{Y}}_{k}^{j} & =\left\{(u, \mathbf{x}) \in \tilde{\mathcal{X}}_{k}: u=I_{k-1}+j\right\}, j \in \mathcal{J}_{k} \tag{49}
\end{align*}
$$
\]

- Set-likelihoods (46c): This last line describes the likelihood, conditioned on the data association $\mathbf{c}_{k}$ (or equivalently $\left.\mathbf{d}_{k}\right)$. The factor $\tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \tilde{\mathcal{Y}}_{k}^{j}, d_{k}^{j}\right)$ considers potential new targets or clutter, while $t\left(\mathcal{Z}_{k}^{i} \mid \mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{i}, c_{k}^{i}\right)$ considers detections and missed detections of the previously detected targets. Both likelihoods are defined as follows. We consider the likelihood when the $j$-th measurement $\mathbf{z}_{k}^{j}$ is associated with a newly detected target or with clutter conditioned on measurement-oriented data association variable $d_{k}^{j}: \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \tilde{\mathcal{Y}}_{k}{ }^{j}, d_{k}^{j}\right)$ is given by

$$
\begin{align*}
& \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \tilde{\mathcal{Y}}_{k}^{j}, d_{k}^{j}\right)  \tag{50}\\
& \quad= \begin{cases}p_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathbf{x}_{k}\right) g\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \mathbf{x}_{k}\right) \delta_{0}\left[u_{k}\right], & \tilde{\mathcal{Y}}_{k}^{j}=\left\{\left(u_{k}, \mathbf{x}_{k}\right)\right\}, \\
c\left(\mathbf{z}_{k}\right), & \tilde{d}_{k}^{j}=0 \\
1, & \tilde{\mathcal{Y}}_{k}^{j}=\emptyset, d_{k}^{j}=0 \\
0, & \tilde{\mathcal{Y}}_{k}^{j}=\emptyset, d_{k}^{j} \neq 0\end{cases} \\
& \text { otherwise. }
\end{align*}
$$

Here $p_{\mathrm{D}}(\cdot)$ accounts for the fact that a target may be detected, while $c\left(\mathbf{z}_{k}\right)$ represents the clutter intensity (when a measurement is generated by clutter and not a newly detected target). The function $g\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \mathbf{x}_{k}\right)$ is a classical likelihood function. Then, the likelihood $t\left(\mathcal{Z}_{k}^{i} \mid \mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{i}, c_{k}^{i}\right)$ considers the case when a set $\mathcal{Z}_{k}^{i}$ is associated to the $i$-th previously detected target conditioned on target-oriented data association variable $c_{k}^{i}$ :

$$
\begin{aligned}
& t\left(\mathcal{Z}_{k}^{i} \mid \mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{i}, c_{k}^{i}\right) \\
& \quad \begin{cases}p_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathbf{x}_{k}^{i}\right) g\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \mathbf{x}_{k}^{i}\right) \delta_{i}\left[u_{k}\right], & \mathcal{Z}_{k}^{i}=\left\{\mathbf{z}_{k}^{j}\right\}, c_{k}^{i}=j, \\
\left(1-\tilde{\mathrm{p}}_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathbf{x}_{k}^{i}\right)\right) \delta_{i}\left[u_{k}\right], & \left.\mathcal{Z}_{k}^{i}=\emptyset\left(u_{k}, \mathbf{x}_{k}^{i}\right)\right\} \\
1, & \tilde{\mathcal{X}}_{k}^{i}=\left\{\left(u_{k}^{i}, \mathbf{x}_{k}^{i}\right)\right\} \\
& \mathcal{Z}_{k}^{i}=\emptyset, c_{k}^{i}=0 \\
0, & \tilde{\mathcal{X}}_{k}^{i}=\emptyset\end{cases} \\
& \text { otherwise. }
\end{aligned}
$$

The factor $\left[1-p_{\mathrm{D}}\left(\mathbf{s}_{k}, \cdot\right)\right]^{\tilde{\mathcal{X}}_{k}^{\mathrm{U}}}$ describes the set of targets that remain undetected.
Using the factorized density in (46), we depict the factor graph for update, as shown in Fig. 5 (green area). Here we use the following notations for the factor nodes:

$$
\begin{align*}
& f^{F}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{U}}, \tilde{\mathcal{P}}_{k}^{1}, \cdots, \tilde{\mathcal{P}}_{k}^{J_{k}}\right) \triangleq \delta_{\tilde{\mathcal{X}}_{k}^{\mathrm{U}} \uplus_{j=1}^{J_{k}} \tilde{\mathcal{P}}_{k}^{j}}\left(\tilde{\mathcal{P}}_{k}^{\mathrm{U}}\right),  \tag{52a}\\
& f_{j}^{G}\left(\tilde{\mathcal{P}}_{k}^{j}, \tilde{\mathcal{Y}}_{k}^{j}\right) \triangleq \delta_{\mathrm{h}_{-\left(I_{k-1}+j\right)}\left(\tilde{\mathcal{Y}}_{k}^{j}\right)}\left(\tilde{\mathcal{P}}_{k}^{j}\right),  \tag{52b}\\
& f^{H}\left(\mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{\mathrm{U}}\right) \triangleq\left[1-p_{\mathrm{D}}\left(\mathbf{s}_{k}, \cdot\right)\right] \tilde{\mathcal{X}}_{k}^{\mathrm{U}},  \tag{52c}\\
& f_{j}^{I}\left(\mathbf{s}_{k}, \tilde{\mathcal{Y}}_{k}^{j}, d_{k}^{j}\right) \triangleq \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \tilde{\mathcal{Y}}_{k}^{j}, d_{k}^{j}\right),  \tag{52d}\\
& f_{i}^{J}\left(\mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{i}, c_{k}^{i}\right) \triangleq t\left(\mathcal{Z}_{k}^{i} \mid \mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{i}, c_{k}^{i}\right),  \tag{52e}\\
& f_{i, j}^{K}\left(c_{k}^{i}, d_{k}^{j}\right) \triangleq \psi\left(c_{k}^{i}, d_{k}^{j}\right) . \tag{52f}
\end{align*}
$$

We compute the messages and beliefs on the update factor graph in Fig. 5 by running developed set-type BP, detailed in Appendix F of the supplementary material. Messages are not sent backward in time. The iterative message is only performed for the data association step, whereas for other steps a single message passing is performed. As a final result, the message 27 represents the posterior of the sensor state at the end of time step $k, 22$ represents the posterior PPP of undetected targets, 18 represents the posteriors of the Bernoullis of each newly detected target, and 20 represents the posteriors of the Bernoullis of each previously detected target. These posteriors will be used when creating the factor graph connecting time step $k$ with time step $k+1$. Note that the number of detected targets grows over time.

## D. Connecting the Factor Graphs in Prediction and Update

So far, we have discussed the prediction and update factor graphs independently. We now proceed to explain how these factor graphs are connected. The factor graph in the prediction (see, yellow part in Fig. 5) includes variable nodes $\mathbf{s}_{k}, \tilde{\mathcal{P}}_{k}^{\mathrm{U}}, \tilde{\mathcal{X}}_{k}^{1}, \ldots, \tilde{\mathcal{X}}_{k}^{I_{k-1}}$ while the factor graph in the update (see, green and purple parts in Fig. 5) contains variables $\mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{\mathrm{U}}, \tilde{\mathcal{P}}_{k}^{1}, \ldots, \tilde{\mathcal{P}}_{k}^{J_{k}}, \tilde{\mathcal{X}}_{k}^{1}, \ldots, \tilde{\mathcal{X}}_{k}^{I_{k-1}}$. We note that the variables $\mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{1}, \ldots, \tilde{\mathcal{X}}_{k}^{I_{k-1}}$ are the same. To connect the other variable nodes in the prediction and update factor graphs, we can use a merging and partitioning factor (see, Definition 3) as well as a conversion factor for auxiliary variables (see, Definition 5) for newly detected Bernoullis. That is, we first adopt the factor $f^{F}\left(\tilde{\mathcal{P}}_{k}^{\mathrm{U}}, \tilde{\mathcal{X}}_{k}^{\mathrm{U}}, \tilde{\mathcal{P}}_{k}^{1}, \ldots, \tilde{\mathcal{P}}_{k}^{J_{k}}\right)$, which partitions the set $\tilde{\mathcal{P}}_{k}^{\mathrm{U}}$ into subsets $\tilde{\mathcal{X}}_{k}^{\mathrm{U}}, \tilde{\mathcal{Y}}_{k}^{1}, \ldots, \tilde{\mathcal{Y}}_{k}^{\mathcal{S}_{k}}$ (all with auxiliary variable 0). Then, to each of the newly detected Bernoullis, we apply the conversion factor for auxiliary variables $f_{j}^{G}\left(\tilde{\mathcal{P}}_{k}^{j}, \tilde{\mathcal{Y}}_{k}^{j}\right)$. Considering the set-variables that are linked to the set-factors $f^{F}(\cdot)$ and $f_{j}^{G}(\cdot)$, see Fig. 5, we know that the set-variable $\tilde{\mathcal{Y}}_{k}^{j}$ and $\mathcal{X}_{k}^{\mathrm{U}}$ follow a Poisson process with $u=I_{k-1}+j$ and $u=0$, respectively. Finally, the factor graphs for prediction and update are connected by the factors $\left(f^{A}(\cdot), f^{D}(\cdot)\right.$, and $\left.f_{i}^{E}(\cdot)\right)$ and their linked variables.
Remark 2 (Factor Graphs for Smoothing at the Previous Time Step). Fig. 5 shows the concatenation of factor graphs for the prediction and update steps at time $k-1$ and $k$. It is possible to derive a joint prediction and update factor graph (instead
of its concatenation). This factor graph would require the use of PMBs for sets of trajectories between time $k-1$ and $k$ [42], [43]. Furthermore, this factor graph would enable us to infer the state at time $k-1$ of a Bernoulli created at time $k$, via smoothing.

Remark 3 (Special Cases and Generalizations). The factorization ((40) and (46)) and the corresponding factor graph in Fig. 5 can be specialized and generalized to cover a variety of applications. Some special cases include:

- Mapping and SLAM are obtained when the targets have no mobility, which is obtained when the transition density is $f\left(\mathbf{x}_{k} \mid \mathbf{x}_{k-1}\right)=\delta\left(\mathbf{x}_{k}-\mathbf{x}_{k-1}\right)$.
- Mapping and MTT are obtained when then sensor state is known at all times, so that $f_{\mathrm{u}}\left(\mathbf{s}_{k-1}\right)$ and $f\left(\mathbf{s}_{k} \mid \mathbf{s}_{k-1}\right)$ are removed and $s_{k-1}$ and $s_{k}$ no longer explicitly appear as vertices in the factor graph (instead they are absorbed as parameters in the likelihood functions).

Remark 4 (Set-Type BP MB Filter). To obtain a set-type BP MB filter (whether labeled or not), we use the same modeling assumptions as in the set-type BP PMB filter except that the birth model is MB instead of Poisson. Then, we set the intensity of PPP to zero and add the Bernoulli components of the birth process in the prediction step [44]. The corresponding factor graph is equivalent to the one in Fig. 5 but removing all the PPP variables $\left(\mathcal{X}_{k-1}^{\mathrm{U}}, \mathcal{X}_{k}^{\mathrm{S}}, \mathcal{X}_{k}^{\mathrm{B}}, \mathcal{P}_{k}^{\mathrm{U}}, \mathcal{P}_{k}^{1}, \ldots, \mathcal{P}_{k}^{J_{k}}, \mathcal{X}_{k}^{\mathrm{U}}\right)$, their connected factors $\left(f_{\mathrm{u}}^{\mathrm{U}}, f^{B}, f^{C}, f^{D}, f^{F}, f_{1}^{G}, \ldots, f_{J_{k}}^{G}\right)$, and newly detected targets $\left(\mathcal{Y}_{k}^{1}, \ldots, \mathcal{Y}_{k}^{J_{k}}\right)$, and also adding the new birth Bernoulli variables and factors in the prediction step.

Remark 5 (On the Use of Set-Type BP with Other RFS Filters). It should be noted that set-type BP can be used to derive RFS filters based on computing marginal distributions for targets, such as PMB and MB filters, for general measurement and clutter models, including coexisting point and extended targets [45]. It is not suitable to derive PHD and CPHD filters as these filters do not calculate marginals but approximate the posterior as a PPP or as an independent and identically distributed cluster process [22]. Set-type BP is also not suitable for implementing filters based on conjugate priors such as PMBM and $\delta$-GLMB filters.

## E. Approximate KLD Minimization of Set-Type BP PMB for SLAM

Assuming that the prior is a PMB, the prediction of the settype BP is represented in closed-form. As a direct application of the PMBM update [28, Sec. IV-B], the updated density is $\tilde{f}_{\mathrm{u}}^{\mathrm{PMBM}}\left(\tilde{\mathcal{X}}_{k} \mid \mathbf{s}_{k}\right) f_{\mathrm{u}}\left(\mathbf{s}_{k}\right)$, where $\tilde{f}_{\mathrm{u}}^{\mathrm{PMBM}}\left(\tilde{\mathcal{X}}_{k} \mid \mathbf{s}_{k}\right)$ corresponds to the PMBM with the auxiliary variables [43, Sec. III-A], given the sensor state $\mathrm{s}_{k}$, where $\tilde{\mathcal{X}}_{k}=\tilde{\mathcal{X}}_{k}^{\mathrm{U}} \uplus \tilde{\mathcal{X}}_{k}^{1: I_{k-1}} \uplus \tilde{\mathcal{Y}}_{k}^{1: J_{k}}$ (see, (46)).

Lemma 1. The marginals of $\mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{\mathrm{U}}, \tilde{\mathcal{X}}_{k}^{i}, \tilde{\mathcal{Y}}_{k}^{j}$ of (46) represent a PMB that is an optimal approximation of the corresponding PMBM posterior in the sense that it minimizes the Kullback-Leibler divergence
(KLD) $\quad D\left(\tilde{f}_{\mathrm{u}}^{\mathrm{PMBM}}\left(\tilde{\mathcal{X}}_{k} \mid \mathbf{s}_{k}\right) f_{\mathrm{u}}\left(\mathbf{s}_{k}\right) \| \tilde{q}_{\mathrm{u}}^{\mathrm{PMB}}(\tilde{\mathcal{X}}) q_{\mathrm{u}}\left(\mathbf{s}_{k}\right)\right)$. The marginal densities of $\mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}^{\mathrm{U}}, \tilde{\mathcal{X}}_{k}^{i}, \tilde{\mathcal{Y}}_{k}^{j}$ are given by

$$
\begin{align*}
\tilde{q}_{\mathrm{u}}^{\mathrm{PMB}}(\tilde{\mathcal{X}}) & =\tilde{q}_{\mathrm{u}}^{\mathrm{U}}\left(\tilde{\mathcal{X}}^{\mathrm{U}}\right) \prod_{i=1}^{n} \tilde{q}_{\mathrm{u}}^{i}\left(\tilde{\mathcal{X}}^{i}\right)  \tag{53}\\
q_{\mathrm{u}}\left(\mathbf{s}_{k}\right) & =f_{\mathrm{u}}\left(\mathbf{s}_{k}\right)  \tag{54}\\
q_{\mathrm{u}}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{U}}\right) & =\int f_{\mathrm{u}}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{U}} \mid \mathbf{s}_{k}\right) f_{\mathrm{u}}\left(\mathbf{s}_{k}\right) \mathrm{d} \mathbf{s}_{k}  \tag{55}\\
q_{\mathrm{u}}\left(\tilde{\mathcal{X}}_{k}^{i}\right) & =\int f_{\mathrm{u}}\left(\tilde{\mathcal{X}}_{k}^{i} \mid \mathbf{s}_{k}\right) f_{\mathrm{u}}\left(\mathbf{s}_{k}\right) \mathrm{d} \mathbf{s}_{k}  \tag{56}\\
q_{\mathrm{u}}\left(\tilde{\mathcal{Y}}_{k}^{j}\right) & =\int f_{\mathrm{u}}\left(\tilde{\mathcal{Y}}_{k}^{j} \mid \mathbf{s}_{k}\right) f_{\mathrm{u}}\left(\mathbf{s}_{k}\right) \mathrm{d} \mathbf{s}_{k} \tag{57}
\end{align*}
$$

Then, upon convergence, the set-type BP applied to (46) approximates these marginal densities by producing the interior points of the constrained Bethe free energy on the factor graph, see Theorem 1 .

Proof. The proof of the KLD minimization is an extension of Proposition 1 of [42], showing the optimality of the solution. The Bethe free minimization is a result of Theorem 1.

## F. Exploring the Relationships: Set-Type and Vector-Type BP PMB-SLAM Filters

We now reveal connections between the proposed set-type BP filter to the vector-type BP filters [13]. The proposed settype BP PMB-SLAM filter turned out to be algorithmically identical to the vector-type BP-SLAM filters [13], except for minor details. ${ }^{3}$ We note that the connection between vectortype and RFS-based method was partially discussed from the perspective of the expression of target densities and data association in [9, Sec. XIII-A] and [28, Sec. IV-E].

1) Previously Detected Targets: Bernoulli densities in the proposed set-type BP-SLAM filter can be parameterized using a state $\mathbf{y}=\left[\mathbf{x}^{\top}, \epsilon\right]^{\top}$, where $\epsilon$ is the existence variable such that $\epsilon=1$ if the target exists and $\epsilon=0$ if the target does not exist. A Bernoulli density in vector representation is $f(\mathbf{x}, \epsilon)=f(\epsilon) f(\mathbf{x} \mid \epsilon)$ where $f(\mathbf{x}, \epsilon=1)=f(\{\mathbf{x}\})$, and $f(\mathbf{x}, \epsilon=0)=f(\emptyset)$. The vector representation has the theoretical drawback of requiring a dummy density $f(\mathbf{x} \mid \epsilon=0)$ which does not exist, though this does not affect practical results. The same procedure can be followed to define equivalent conditional densities (factors) that consider sets of at maximum one element. With this in mind, we can write the part of the factor graph in Fig. 5 which has Bernoulli densities using the existence variable representation. It is also straightforward to express the parts that involve variables that have vector densities (such as $\mathbf{s}_{k}$ ).
2) Undetected Targets: As the undetected targets are PPP distributed, this part of the factor graph, including the factors $f^{B}$ (for prediction) and $f^{H}$ (for update) cannot be written with existence variables. Therefore, the analogous factor graph with existence variables has to drop this source of information. One solution to compensate for this loss of information in

[^3]vector-type BP is to use an external PHD filter to model undetected features, as in [13]. The prediction step of the external PHD filter is designed to match the solution obtained by the (prediction) factor graph in Fig. 5.
3) Newly Detected Targets: In the update, the external PHD filter can be used to describe the density of the newly detected Bernoullis. In order to link this PHD filter with the factor graph, reference [13] requires direct modeling of the density of newly detected features. This density corresponds to the predicted intensity of the PHD filter multiplied by the probability of detection, normalized to integrate to one in [13, eq. (16)].
4) Detection Probability: Vector-type BP SLAM requires that the detection probability for undetected targets does not depend on the sensor state, such that $p_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathbf{x}_{k}\right)=p_{\mathrm{D}}\left(\mathbf{x}_{k}\right)$, as in [13]. The reason why this is required is that if $p_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathbf{x}_{k}\right)$ depends on $\mathbf{s}_{k}$ and $\mathbf{x}_{k}$, the detection probability should be part of the factor that connects each newly detected feature and the sensor state, as in Fig. 5. This could be fixed in vectortype BP by defining the density of undetected features (as the normalized PHD intensity) and then considering $p_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathbf{x}_{k}\right)$ in the factor, as in Fig. 5.
5) Sensor State Update: It is also relevant to mention that, while the factor graphs in [12], [13] consider messages from the sensor state to the newly detected features, the belief update equation of the sensor state does not have these messages, see [12, eq. (37)] and [13, Sec. III-G]. The equations with the messages from newly detected features to the sensor state are not considered in [12], [13] either. These equations can be corrected to obtain a vector-type BP-SLAM algorithm similar to the set-type BP-SLAM algorithm presented in this paper.
6) Derivations: It is also important to realize that this paper provides an alternative derivation of the (slightly modified) vector-type BP-SLAM algorithm in [13] obtained from first principles using RFSs. That is, vector-type BP-SLAM is obtained assuming models for single-feature dynamics, singlefeature death, sensor dynamics, and measurement models, but no feature births. Instead, it is assumed that, at the current time step, we know the multi-Bernoulli density of previous features and the multi-Bernoulli density of newly detected features. Then, the factor graph is obtained. Afterwards, an external PHD filter can be used in vector-based SLAM to model undetected features.

Instead, the set-type BP PMB-SLAM derivation works as follows. We require models for feature birth, single-feature dynamics, single-feature death, sensor dynamics, and measurements, similar to Bayesian multi-target tracking algorithms. Then, auxiliary variables are used to obtain the associated factor graph, and then the factor graph is solved using setBP. The resulting algorithm, with the minor modifications explained above, is similar to vector-BP SLAM with the external PHD filter in [13]. The connection is clearer by writing each Bernoulli component in terms of existence variables. This shows that the vector-BP SLAM algorithm with the external PHD filter, with the minor modifications above, can be derived from RFS theory, which is an important result for the literature. It is also relevant to note that the set-BP MB-SLAM algorithm


Fig. 6: Bistatic radio SLAM scenario, where 176 SPs are uniformly distributed. A single BS transmits the signal, and the sensor receives the two types of measurements: BS-sensor; and BS-SPs-sensor.
that we also propose could also be written with existence variables.

## V. Numerical Results

In this section, we analyze the proposed set-type BP PMBSLAM and BP MB-SLAM filters, abbreviated as SBP-PMBSLAM and SBP-MB-SLAM, respectively, in comparison with BP-SLAM [13], abbreviated as VBP-SLAM1. Note that the vector-type BP-SLAM filters [12], [13] with the minor modifications, abbreviated as VBP-SLAM2, is equivalent to the SBP-PMB-SLAM, as discussed in Sec. IV-F. We introduce the simulation setup for evaluating the SLAM filters, and subsequently the results are discussed.

## A. Simulation Setup

1) Sensor and Landmarks: We consider a propagation environment of bistatic radio SLAM, where a single base station (BS) transmits the pilot signals, and scattering points (SPs) (i.e., landmarks) are uniformly distributed, as shown in Fig. 6. A single sensor can receive two types of measurements: one from BS-sensor path; and others from BS-SPssensor paths. We denote the locations of the BS and SP $j$ by $\mathbf{x}_{\mathrm{BS}}$ and $\mathbf{x}_{\mathrm{SP}}^{j}$. The sensor state at time $k$ is denoted by $\mathbf{s}_{k}=\left[\mathbf{x}_{k, s}^{\top}, \dot{\mathbf{x}}_{k, s}^{\top}\right]^{\top}$, where $\mathbf{x}_{k, s}=\left[x_{k, s}, y_{k, s}\right]^{\top}$ denotes the location, and $\dot{\mathbf{x}}_{k, s}=\left[\dot{x}_{k, s}, \dot{y}_{k, s}\right]^{\top}$ denotes the velocity.
2) Dynamics: For the sensor dynamics during $K$ time steps, we adopt constant-velocity motion model [46, Sec. 6.3.2] with the known transition density $f\left(\mathbf{s}_{k} \mid \mathbf{s}_{k-1}\right)$, and the sensor state evolution follows

$$
\begin{equation*}
\mathbf{s}_{k}=\mathbf{F s}_{k-1}+\mathbf{B} \mathbf{q}_{k} \tag{58}
\end{equation*}
$$

F and $\mathbf{B}$ are defined as [46, Sec. 6.3.2]

$$
\mathbf{F}=\left[\begin{array}{cc}
\mathbf{I}_{2 \times 2} & \Delta t \mathbf{I}_{2 \times 2}  \tag{59}\\
\mathbf{0}_{2 \times 2} & \mathbf{I}_{2 \times 2}
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{c}
0.5 \Delta t^{2} \mathbf{I}_{2 \times 2} \\
\Delta t \mathbf{I}_{2 \times 2}
\end{array}\right]
$$

Here $\Delta t$ is the sampling time, and $\mathbf{q}_{k}$ is the driving process that follows zero-mean Gaussian distribution with the covariance matrix $\sigma_{w}^{2} \mathbf{I}_{2 \times 2}$, where $\sigma_{w}$ is the standard deviation, and $\mathbf{I}_{2 \times 2}$ is the 2 by 2 identity matrix.

We set the parameters as follows: $K=80$ time steps, $\sigma_{w}=0.1 \mathrm{~m} / \mathrm{s}^{2}$, and $\Delta t=0.5 \mathrm{~s}$. We set the prior density of the sensor state to $f\left(\mathbf{s}_{0}\right)=\mathrm{N}\left(\mathbf{s}_{0} ; \mathbf{s}_{0 \mid 0}, \mathbf{P}_{0 \mid 0}\right)$, where $\mathbf{s}_{0 \mid 0}$ is sampled from $\mathrm{N}\left(\overline{\mathbf{s}}_{0}, \mathbf{P}_{0 \mid 0}\right)$ for each simulation run. Here $\overline{\mathbf{s}}_{0}=[15,-420,0,20]^{\top}$ is the ground truth of the initial sensor state, with the units of $\mathrm{m}, \mathrm{m}, \mathrm{m} / \mathrm{s}$, and $\mathrm{m} / \mathrm{s}$, and $\mathbf{P}_{0 \mid 0}=\operatorname{blkdiag}\left[0.5 \mathbf{I}_{2 \times 2}, 0.005 \mathbf{I}_{2 \times 2}\right]$, and the units of the diagonal term of $\mathbf{P}$ are $\mathrm{m}^{2}, \mathrm{~m}^{2}, \mathrm{~m}^{2} / \mathrm{s}^{2}$, and $\mathrm{m}^{2} / \mathrm{s}^{2}$.
3) Measurements: The sensor obtains the measurement set $\mathcal{Z}_{k}=\left\{\mathbf{z}_{k}^{0}, \mathbf{z}_{k}^{1}, \ldots, \mathbf{z}_{k}^{J_{k}}\right\}$, where $\mathbf{z}_{k}^{0}$ and $\mathbf{z}_{k}^{j}$ for $j>0$ are the measurements corresponding to the BS and different SPs, respectively. Let $\mathbf{t}_{k}^{j}=\left[\left(\mathbf{x}_{\mathrm{SP}}^{j}\right)^{\top}, \mathbf{x}_{k, s}^{\top}\right]^{\top}$ be the augmented vector of SP location $\mathbf{x}_{\mathrm{SP}}^{j}$ and the sensor location $\mathbf{x}_{k, s}$. With the known BS location, the measurements $\mathbf{z}_{k}^{0}$ and $\mathbf{z}_{k}^{j}$ for $j>0$ are modeled as

$$
\begin{align*}
& \mathbf{z}_{k}^{0}=\mathbf{x}_{k, s}+\mathbf{r}_{k}  \tag{60}\\
& \mathbf{z}_{k}^{j}=\mathbf{H t}_{k}^{j}+\mathbf{r}_{k} \tag{61}
\end{align*}
$$

Here $\mathbf{H}=\left[\mathbf{I}_{2 \times 2},-\mathbf{I}_{2 \times 2}\right]$, and $\mathbf{r}_{k}$ is the measurement noise that follows zero-mean Gaussian distribution with the covariance $\sigma_{r}^{2} \mathbf{I}_{2 \times 2}$, where $\sigma_{r}$ is the standard deviation. We regard the false alarms and shortly visible SPs as clutter, modeled as $\mathbf{z}_{k}^{\mathrm{C}} \in \mathcal{Z}_{k}$. The number of clutter measurements, which are observed by the sensor, is modeled by the Poisson distribution with mean $\mu_{c}$ [42], and the clutter intensity is denoted by $c(\mathbf{z})$.

The parameters are set as follows: $\mu_{\mathrm{c}}=1, c(\mathbf{z})=1.6 \cdot 10^{-4}$ in the area of interest, and $\sigma_{r}=0.707 \mathrm{~m}$. The number of SPs that are uniformly distributed in a network is denoted by $N_{\mathrm{SP}}$. The network size is $[0,30] \mathrm{m} \times[-400,470] \mathrm{m}, N_{\mathrm{SP}}=176$, and the BS location is $\mathbf{x}_{\mathrm{BS}}=[0,0]^{\top}$. The field-of-view of the sensor is determined by

$$
p_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathbf{x}_{k}\right)= \begin{cases}p_{\mathrm{D}} & \left\|\mathbf{x}_{k}-\mathbf{s}_{k}\right\|<r  \tag{62}\\ 0 & \text { otherwise }\end{cases}
$$

where $r=20 \mathrm{~m}$ and $p_{\mathrm{D}}=0.95$. The landmarks are observable starting from $k=5$, and additional landmarks can be observable at each subsequent time step. For sensor localization in both scenarios, multipath is employed from $k=5$, whereas for $k<5$ the measurement for BS-sensor path is exploited. ${ }^{4}$
4) SLAM Filter: To investigate the influence of newly detected landmarks on sensor state updates, we consider $K$ time steps with two scenarios: one with an uninformative birth model, and the other with an informative birth model in modeling undetected landmarks. In realistic environments, the uninformative birth model represents cases where we lack prior map knowledge, whereas under the informative birth model the assumption is that we have a previously available map.

[^4]

Fig. 7: Uninformative birth case. Comparison of the proposed set-type BP PMB-SLAM SBP-PMB-SLAM (i.e., VBP-SLAM2) with VBP-SLAM1 [13] and SBP-MB-SLAM: (a) RMSEs of sensor localization and (b) GOSPA errors of landmark mapping.


Fig. 8: Informative birth case. Comparison of the proposed SBP-PMB-SLAM (i.e., VBP-SLAM2) and VBP-SLAM1 [13]: (a) RMSEs of sensor localization and (b) GOSPA errors of landmark mapping. The performance of SBP-MB-SLAM is identical to SBP-PMB-SLAM, and the plots are omitted.

Undetected landmarks and the birth for both SBP-PMBSLAM and VBP-PMB1 [13] are modeled by the PPP, implemented by the intensity functions. The intensities for undetected targets and the birth are represented by $\lambda(\mathbf{x})=$ $\sum_{q} \eta^{q} \mathrm{~N}\left(\mathbf{x} ; \mathbf{x}^{q}, \mathbf{U}^{q}\right)$ and $\lambda^{\mathrm{B}}(\mathbf{x})=\sum_{q} \eta^{\mathrm{B}, q} \mathrm{~N}\left(\mathbf{x} ; \mathbf{x}^{\mathrm{B}, q}, \mathbf{U}^{\mathrm{B}, q}\right)$, where $\mathrm{N}(\mathbf{x} ; \mathbf{x}, \mathbf{U})$ is the Gaussian density, and $\eta$ is the Gaussian weight. For SBP-MB-SLAM, the birth is modeled by the MB process. The MB birth density is the form of (11), where the $q$-th Bernoulli has an existence probability $r^{\mathrm{B}, q}$ and Gaussian density $\mathrm{N}\left(\mathbf{x} ; \mathbf{x}^{\mathrm{B}, q}, \mathbf{U}^{\mathrm{B}, q}\right)$. For the informative birth case, we set the number of births to the number of newly detected landmarks, $\mathbf{x}^{\mathrm{B}, q} \sim \mathrm{~N}\left(\mathbf{x} ; \mathbf{x}_{\mathrm{SP}}^{j(q)}, \mathbf{U}^{\mathrm{B}, q}\right), \eta^{\mathrm{B}, q}=1$, and the small Gaussian covariance $\mathbf{U}^{\mathrm{B}, q}=0.01 \mathbf{I}_{2 \times 2}$, where $j(q)$ is the SP index corresponding to the $q$-th Gaussian. For the uninformative birth case, we set the number of Gaussians for births to the same as the number of measurements, birth weight $\eta^{\mathrm{B}, q}=10^{-3}$, and the large Gaussian covariance $\mathbf{U}^{\mathrm{B}, q}=10^{6} \times \mathbf{I}_{2 \times 2}$.

Using the Kalman filter [48], we implement the messages and beliefs corresponding to landmarks and data associations. The belief of the sensor state of 27 is intractable by the Kalman filter, and thus implemented by the particle filter [4], [49] with $N_{P}$ samples. After the belief computation at each time step, we declare that a landmark is detected when $r_{k \mid k}^{i}>$
$\Gamma_{\mathrm{D}}$. The previously detected landmarks with $r_{k \mid k}^{i}<\Gamma_{\text {Ber }}$ for $i=1, \ldots, I_{k-1}+J_{k}$ are removed, and the Gaussians in the PPP with $\eta_{k \mid k}^{q}<\Gamma_{\text {Poi }}$ are eliminated.

The rest of the algorithm parameters are set as follows: $N_{p}=10^{4}, \Gamma_{\mathrm{D}}=0.4 ; \Gamma_{\text {Ber }}=10^{-5} ; \Gamma_{\text {Poi }}=5 \cdot 10^{-10}$; $p_{\mathrm{S}}=0.99$. The simulation results are averaged over 500 Monte Carlo trials. The performance of sensor localization and landmark mapping are evaluated by root mean square error (RMSE) and generalized optimal subpattern assignment (GOSPA) [50, eq. (1)] with parameters $\mathrm{G}_{p}=1, \mathrm{G}_{c}=2$, and $\mathrm{G}_{\alpha}=2$, respectively.

## B. Results and Discussions

1) Uninformative Birth: Fig. 7 shows the SLAM performance against time, under the scenario that the PPP for undetected landmarks and birth in SBP-PMB-SLAM and the MB for birth in SBP-MB-SLAM are uninformative. During $K=80$, the SLAM performance of the SBP-PMB-SLAM is identical to that of the VBP-BP-SLAM filter even though the messages 23 are employed for sensor belief computation. This happens because the messages 23 corresponding to newly detected landmarks or clutter are not as informative as the messages 20 corresponding to previously detected landmarks. The mapping performance of the SBP-MB-SLAM

TABLE I: Informative birth case: RMSEs of sensor localization and GOSPA errors of mapping with different $N_{\mathrm{SP}}$ and $\mu_{c}$.

|  |  |  | $\begin{gathered} \text { VBP- } \\ \text { SLAM1 [13] } \end{gathered}$ | $\begin{aligned} & \text { SBP-PMB- } \\ & \text { SLAM } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| RMSEs [m] | $N_{\text {SP }}=176$ | $\mu_{c}=1$ | 0.1651 | 0.1306 |
|  |  | $\mu_{c}=5$ | 0.1881 | 0.1334 |
|  |  | $\mu_{c}=10$ | 0.2014 | 0.1401 |
|  | $N_{\text {SP }}=352$ | $\mu_{c}=1$ | 0.1321 | 0.1125 |
|  |  | $\mu_{c}=5$ | 0.1361 | 0.1137 |
|  |  | $\mu_{c}=10$ | 0.1559 | 0.1195 |
| GOSPA Errors [m] | $N_{\text {SP }}=176$ | $\mu_{c}=1$ | 638.48 | 636.42 |
|  |  | $\mu_{c}=5$ | 979.74 | 977.31 |
|  |  | $\mu_{c}=10$ | 1162.34 | 1160.52 |
|  | $N_{\text {SP }}=352$ | $\mu_{c}=1$ | 622.52 | 620.99 |
|  |  | $\mu_{c}=5$ | 794.65 | 793.17 |
|  |  | $\mu_{c}=10$ | 881.29 | 880.04 |

filter is inferior to the other two filters. This is because the MB birth model is limited in the number of Bernoulli sets, where each is available for modeling a single landmark, whereas the set that follows PPP captures multiple landmarks.
2) Informative Birth: Fig. 8 shows the SLAM performance against time, under the scenario that the PPP for undetected landmarks and birth in SBP-PMB-SLAM and MB birth in SBP-MB-SLAM are informative. When using the informative PPP, we achieve performance improvement in set-type BP PMB-SLAM SBP-PMB-SLAM compared to that of VBPSLAM1. This is because new landmarks appear and the PPP for undetected landmarks is informative. The sensor localization gap is clearly visible, and the landmarks are determined, starting from $k=5$ since the landmarks begin to be observable from $k=5$. The gap of GOSPAs increases over time steps because there exist newly detected landmarks at every time step. We obtain that the performance of SBP-MB-SLAM is identical to that of SBP-PMB-SLAM, and thus the results are omitted. This is because the clutter part of the messages $23{ }^{5}$ is much smaller than the newly detected landmark part, and the implementation of MB birth for SBP-MB-SLAM is equivalent to that of SBP-PMB-SLAM, under the informative birth case.

Table I present the RMSEs of sensor localization and GOSPA errors of landmark mapping respectively, with the different setup: $\mu_{c}=1$ with $c(\mathbf{z})=1.6 \cdot 10^{-4}, \mu_{c}=5$ with $c(\mathbf{z})=8 \cdot 10^{-4}$, and $\mu_{c}=10$ with $c(\mathbf{z})=1.6 \cdot 10^{-3}$, for $N_{\mathrm{SP}}=176, N_{\mathrm{SP}}=352$. The results are averaged over all Monte Carlo simulation runs during the steady-state operation after $k>40$. Table I show the performance of both methods deteriorates progressively as the clutter Poisson mean $\mu_{c}$ increases ( $\mu_{c}=1, \mu_{c}=5, \mu_{c}=10$ ). The sensor localization accuracy with $N_{\mathrm{D}}=4$ is improved, compared to with $N_{\mathrm{D}}=2$. This improvement is attributed to the fact that sensor localization accuracy increases as either mapping accuracy or the number of detected targets increases. The performance gap between SBP-PMB-SLAM and VBP-SLAM1 arises from the usage of newly detected targets in sensor state updates.

## VI. Conclusions

In this paper, we have developed the general framework of set-type BP, which can serve as a fundamental tool for computing either the marginal (or its approximate density) of an RFS. From the framework, we derived the PMB and MB

[^5]filters with the developed set-type BP, applicable to the related problems of mapping, MTT, SLAM, and SLAT. Under the densities that follow the Bernoulli process, we demonstrated that vector-type BP is the special case of set-type BP. To handle the unknown set cardinality in the factor graph, we developed the set-factor nodes for set partitioning, set merging, and shifting set auxiliary variables. We applied the proposed set-type BP to PMB-SLAM filter and explored the relations between the set-type BP PMB and vector-type BP-SLAM [12], [13] filters. Our results demonstrated that the proposed settype BP-SLAM filter (and the equivalent vector type BP algorithm) outperforms vector-type BP from [12], [13], under the informative PPP for undetected landmarks, and equivalent for the uninformative PPP. Vector-type BP can be readily modified, through various heuristics, to match the performance and operation of set-type BP.

Other applications where set-type BP can be applied include smoothing (obtained by computing messages backward in time), extended targets (where each target may generate a set of measurements), cooperative processing (obtained by linking the factor graphs related to two different sensors), general target-generated measurements and arbitrary clutter, and positioning (by adding factors related to fixed anchors in the environment). Applications of the set-type BP framework to other families of RFS filters, along with their BP counterparts, deserve further study. Finally, we hope that the proposed framework can find application in problems outside the sphere of mapping and tracking.

## Appendix A <br> Proof of Theorem 1

We prove Theorem 1 in a similar fashion as in the vectortype BP [3, Theorem 2].

Proof. Using the set beliefs of (20) and (21), we introduce the Bethe free energy [3]: $F_{\text {Bethe }}=U_{\text {Bethe }}-H_{\text {Bethe }}$, where $U_{\text {Bethe }}$ is the Bethe average energy, given by ${ }^{6}$

$$
\begin{equation*}
U_{\text {Bethe }}=-\sum_{a} \int \mathrm{~b}\left(\underline{\mathcal{X}}^{a}\right) \ln f_{a}\left(\underline{\mathcal{X}}^{a}\right) \delta \underline{\mathcal{X}}^{a} \tag{63}
\end{equation*}
$$

and $H_{\text {Bethe }}$ is the Bethe entropy, given by

$$
\begin{align*}
H_{\text {Bethe }}= & -\sum_{a} \int \mathrm{~b}\left(\underline{\mathcal{X}}^{a}\right) \ln \mathrm{b}\left(\underline{\mathcal{X}}^{a}\right) \delta \underline{\mathcal{X}}^{a} \\
& +\sum_{i}(|\mathcal{M}(i)|-1) \int \mathrm{b}\left(\mathcal{X}^{i}\right) \ln \mathrm{b}\left(\mathcal{X}^{i}\right) \delta \mathcal{X}^{i} \tag{64}
\end{align*}
$$

The constraints of the Bethe free energy, the average energy, and the entropy are all functions of set-beliefs. They are introduced as follows. The normalization constraints are $\int \mathrm{b}\left(\mathcal{X}^{i}\right) \delta \mathcal{X}^{i}=1$ for all set-variable $i, \int \mathrm{~b}\left(\underline{\mathcal{X}}^{a}\right) \delta \underline{\mathcal{X}}^{a}=1$ for all set-factor $a$ with $|\mathcal{M}(i)| \geq 2$. The marginalization constraints are $\int \mathrm{b}\left(\underline{\mathcal{X}}^{a}\right) \delta \mathcal{X}^{\sim i}=\mathrm{b}\left(\mathcal{X}^{i}\right)$ such that $i \in \mathcal{N}(a)$.

[^6]The inequality constraints are $0 \leq \mathrm{b}\left(\underline{\mathcal{X}}^{a}\right) \leq 1$ for all setfactor $a$ and $0 \leq \mathrm{b}\left(\mathcal{X}^{i}\right) \leq 1$ for all set-variable $i$. Due to the assumption of the interior stationary point, the inequality constraints will be inactive. Thus, we enforce the equality constraints with the Lagrange multipliers, denoted by $\gamma_{a}, \gamma_{i}$, and $\lambda_{a, i}\left(\mathcal{X}^{i}\right)$, respectively, and the Lagrangian is formulated as

$$
\begin{align*}
L= & -\sum_{a} \int \mathrm{~b}\left(\underline{\mathcal{X}}^{a}\right) \ln f_{a}\left(\underline{\mathcal{X}}^{a}\right) \delta \underline{\mathcal{X}}^{a}  \tag{65}\\
& +\sum_{a} \int \mathrm{~b}\left(\underline{\mathcal{X}}^{a}\right) \ln \mathrm{b}\left(\underline{\mathcal{X}}^{a}\right) \delta \underline{\mathcal{X}}^{a} \\
& -\sum_{i}(|\mathcal{M}(i)|-1) \int \mathrm{b}\left(\mathcal{X}^{i}\right) \ln \mathrm{b}\left(\mathcal{X}^{i}\right) \delta \mathcal{X}^{i} \\
& +\sum_{a} \gamma_{a}\left(\int \mathrm{~b}\left(\underline{\mathcal{X}}^{a}\right) \delta \underline{\mathcal{X}}^{a}-1\right)+\sum_{i} \gamma_{i}\left(\int \mathrm{~b}\left(\mathcal{X}^{i}\right) \delta \mathcal{X}^{i}-1\right) \\
& +\sum_{i} \sum_{a \in \mathcal{M}(i)} \int \lambda_{a, i}\left(\mathcal{X}^{i}\right)\left(\mathrm{b}\left(\mathcal{X}^{i}\right)-\int \mathrm{b}\left(\underline{\mathcal{X}}^{a}\right) \delta \mathcal{X}^{\sim i}\right) \delta \mathcal{X}^{i}
\end{align*}
$$

By the derivatives of the Lagrangian with respect to $\mathrm{b}\left(\underline{\mathcal{X}}^{a}\right)$ and $\mathrm{b}\left(\mathcal{X}^{i}\right)$, we can obtain the interior stationary points as follows:

$$
\begin{align*}
\hat{\mathrm{b}}\left(\mathcal{X}^{i}\right) & =\frac{1}{Z_{i}} \exp \left(\frac{1}{|\mathcal{M}(i)|-1} \sum_{a \in \mathcal{M}(i)} \lambda_{a, i}\left(\mathcal{X}^{i}\right)\right)  \tag{66}\\
\hat{\mathrm{b}}\left(\underline{\mathcal{X}}^{a}\right) & =\frac{1}{Z_{a}} f_{a}\left(\underline{\mathcal{X}}^{a}\right) \exp \left(\sum_{i \in \mathcal{N}(a)} \lambda_{a, i}\left(\mathcal{X}^{i}\right)\right) \tag{67}
\end{align*}
$$

where $Z_{a}$ and $Z_{i}$ are the normalization constants. Making the identification

$$
\begin{equation*}
\lambda_{a, i}\left(\mathcal{X}^{i}\right)=\ln n_{i \rightarrow a}\left(\mathcal{X}^{i}\right)=\ln \prod_{b \in \mathcal{M}(i) \backslash\{a\}} m_{b \rightarrow i}\left(\mathcal{X}^{i}\right), \tag{68}
\end{equation*}
$$

and substitute (68) into (66) and (67), then we recover the set-type BP fixed points of (20) and (21) as follows:

$$
\begin{align*}
\hat{\mathrm{b}}\left(\mathcal{X}^{i}\right) & \propto \prod_{a \in \mathcal{M}(i)} \mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right)  \tag{69}\\
\hat{\mathrm{b}}\left(\underline{\mathcal{X}}^{a}\right) & \propto f_{a}\left(\underline{\mathcal{X}}^{a}\right) \prod_{i \in \mathcal{N}(a)} \prod_{b \in \mathcal{M}(i) \backslash\{a\}} \mathrm{m}_{b \rightarrow i}\left(\mathcal{X}^{j}\right) \tag{70}
\end{align*}
$$

To derive this theorem conversely, we introduce $\mathrm{m}_{a \rightarrow i}$

$$
\begin{equation*}
\mathrm{m}_{a \rightarrow i}=\exp \left(\frac{2-|\mathcal{M}(i)|}{|\mathcal{M}(i)|-1} \lambda_{a, i}\left(\mathcal{X}^{i}\right)+\frac{1}{|\mathcal{M}(i)|-1} \lambda_{b, i}\left(\mathcal{X}^{i}\right)\right) \tag{71}
\end{equation*}
$$

where $\lambda_{b, i}\left(\mathcal{X}^{i}\right)=\ln n_{i \rightarrow b}\left(\mathcal{X}^{i}\right)$, which can be obtained from (68) and set-message update rules of (18) and (19). Substituting $\prod_{b \in \mathcal{M}(i) \backslash\{a\}} \mathrm{m}_{b \rightarrow i}$ of (68) and $\mathrm{m}_{a \rightarrow i}$ of (71) into the set-type BP fixed points of (20) and (21), the reverse of this theorem can be shown.

We omitted a single variable that is only connected to a single factor (i.e., $|\mathcal{M}(i)|=1$ ), called a dead-end variable, in the Lagrangian since the dead-end variable does not contribute to the Bethe free energy and the beliefs. The beliefs at deadend variables are not required but it can be easily computed from the belief $\int \mathrm{b}\left(\underline{\mathcal{X}}^{a}\right) \delta \mathcal{X} \sim i$ as needed.

## Appendix B <br> Proof of Corollary 1

We prove Corollary 1 by showing that the set-belief $\mathrm{b}\left(\mathcal{X}^{i}\right)$ obtained after running set-type BP in a factor graph with no cycles corresponds to the marginal probability density of $\mathcal{X}^{i}$.
Proof. Note that $\mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right)=f_{a}\left(\underline{\mathcal{X}}^{a}\right)$ if $|\mathcal{N}(a)|=1$. By the chain rule with (18) and (19), the set-belief $\mathrm{b}\left(\mathcal{X}^{i}\right)$ of (18) is represented by the integration of the product of all set-factors $f_{a}\left(\underline{\mathcal{X}}^{a}\right)$. It corresponds to $\int f\left(\mathcal{X}^{1}, \ldots, \mathcal{X}^{n}\right) \delta \mathcal{X}^{\sim i}$ of (16).

## Appendix C <br> Proof of Proposition 1

We prove Proposition 1 with the partitioning and merging factor of Definition 3.

Proof. Using the partitioning and merging factor of Definition 3, we can then partition the Poisson set $\mathcal{X}^{j}$ with the incoming Poisson message $\mathrm{n}_{j \rightarrow a}\left(\mathcal{X}^{j}\right)$ into $|\mathcal{N}(a)|-1$ Poisson sets $\mathcal{X}^{i}$ with the Poisson outgoing messages $\mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right)$ for $i \in$ $\mathcal{N}(a) \backslash\{j\}$. Suppose we have incoming messages $\mathrm{n}_{j \rightarrow a}\left(\mathcal{X}^{j}\right)=$ $f^{\operatorname{PPP}}\left(\mathcal{X}^{j}\right)$ that follows the PPP density, $\mathrm{n}_{q \rightarrow a}\left(\mathcal{X}^{q}\right)=1$, for $q \in \mathcal{N}(a) \backslash\{j, i\}$. From (26), the partitioning messages from $f_{a}\left(\underline{\mathcal{X}}^{a}\right)$ to $\mathcal{X}^{i}$ with $i \in \mathcal{N}(a) \backslash\{j\}$ are

$$
\begin{align*}
\mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right) & =\int \mathrm{n}_{j \rightarrow a}\left(\uplus_{q \in \mathcal{N}(a) \backslash\{j\}} \mathcal{X}^{q}\right) \delta \mathcal{X}^{\sim i}  \tag{72}\\
& =\int \mathrm{n}_{j \rightarrow a}\left(\mathcal{X}^{i} \uplus \mathcal{X}\right) \delta \mathcal{X}  \tag{73}\\
& \propto f^{\mathrm{PPP}}\left(\mathcal{X}^{i}\right) \tag{74}
\end{align*}
$$

the same PPP intensity function. It indicates that the Poisson set is partitioned into multiple Poisson sets with the same PPP intensity function, which is derived in Appendix D.

Conversely, the $|\mathcal{N}(a)|-1$ Poisson sets $\mathcal{X}^{i}$ with the incoming Poisson messages $\mathrm{n}_{i \rightarrow a}\left(\mathcal{X}^{i}\right)$ for $i \in \mathcal{N}(a) \backslash\{j\}$ are merged into a single Poisson set $\mathcal{X}^{j}$ with the Poisson outgoing message $\mathrm{m}_{a \rightarrow j}\left(\mathcal{X}^{j}\right)$. Suppose we have incoming messages $\mathrm{n}_{i \rightarrow a}\left(\mathcal{X}^{i}\right)=f^{\mathrm{PPP}}\left(\mathcal{X}^{i}\right)$, for $i \in \mathcal{N}(a) \backslash\{j\}$ that follow PPP densities. The message of (30) is

$$
\begin{equation*}
\mathrm{m}_{a \rightarrow j}\left(\mathcal{X}^{j}\right)=\sum_{\uplus_{i \in \mathcal{N}(a) \backslash\{j\}} \mathcal{W}^{i}=\mathcal{X}^{j}} \prod_{i \in \mathcal{N}(a) \backslash\{j\}} f^{\mathrm{PPP}}\left(\mathcal{W}^{i}\right) \tag{75}
\end{equation*}
$$

It indicates that the outgoing message is the convolution of all incoming PPP messages, representing the union of multiple Poisson sets.

## Appendix D <br> Proof of Poisson Set Partition

We find that $f^{\operatorname{PPP}}(\mathcal{X})=e^{-\bar{\lambda}} \prod_{\mathbf{x} \in \mathcal{X}} \lambda(\mathbf{x})$ and $\bar{\lambda}=$ $\int \lambda(\mathbf{x}) \mathrm{d} \mathbf{x}$ from (9), and then (72) is expressed as

$$
\begin{align*}
& \mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right)  \tag{76}\\
& =\int e^{-\bar{\lambda}} \prod_{q \in \mathcal{N}(a) \backslash\{j\}} \prod_{\mathbf{x} \in \mathcal{X}^{q}} \lambda(\mathbf{x}) \delta \mathcal{X}^{\sim i}  \tag{77}\\
& \propto e^{-\bar{\lambda}} \prod_{\mathbf{x} \in \mathcal{X}^{i}} \lambda(\mathbf{x}) \prod_{q \in \mathcal{N}(a) \backslash\{j\}} \int e^{-\bar{\lambda}} \prod_{\mathbf{x} \in \mathcal{X}^{q}} \lambda(\mathbf{x}) \delta \mathcal{X}^{\sim(i, j)} \tag{78}
\end{align*}
$$

$$
\begin{equation*}
=e^{-\bar{\lambda}} \prod_{\mathbf{x} \in \mathcal{X}^{i}} \lambda(\mathbf{x})=f^{\mathrm{PPP}}\left(\mathcal{X}^{i}\right) \tag{79}
\end{equation*}
$$

Finally, we find that $\mathrm{m}_{a \rightarrow i}\left(\mathcal{X}^{i}\right) \propto f^{\operatorname{PPP}}\left(\mathcal{X}^{i}\right)$.

## Appendix E <br> Joint Update Density

We prove the joint update density of (46) with introducing $\mathcal{X}_{k}^{1} \uplus \cdots \uplus \mathcal{X}_{k}^{I_{k-1}}=\overline{\mathcal{X}}_{k}^{I_{k-1}}, \mathcal{Z}_{k}^{1} \uplus \cdots \uplus \mathcal{Z}_{k}^{I_{k-1}}=\overline{\mathcal{Z}}_{k}^{I_{k-1}}$, and $\mathcal{Y}_{k}^{1} \uplus \cdots \uplus \mathcal{Y}_{k}^{J_{k}}=\overline{\mathcal{Y}}_{k}^{J_{k}}$. We start with the prior at time step $k$ (without auxiliary variables) such that

$$
\begin{align*}
f_{\mathrm{p}}\left(\mathbf{s}_{k}, \mathcal{X}_{k}\right) & =f_{\mathrm{p}}\left(\mathbf{s}_{k}\right) f_{\mathrm{p}}\left(\mathcal{X}_{k}\right)  \tag{80}\\
& =f_{\mathrm{p}}\left(\mathbf{s}_{k}\right) \sum_{\mathcal{P}_{k}^{\mathrm{U}} \uplus \mathcal{X}_{k}^{I_{k-1}}=\mathcal{X}_{k}} f_{\mathrm{p}}^{\mathrm{U}}\left(\mathcal{P}_{k}^{\mathrm{U}}\right) \prod_{i=1}^{I_{k-1}} f_{\mathrm{p}}^{i}\left(\mathcal{X}_{k}^{i}\right), \tag{81}
\end{align*}
$$

where the prior assumes that the sensor state and the set of targets are independent. The set of measurements received at time step $k$ is $\mathcal{Z}_{k}=\left\{z_{k}^{1}, \ldots, z_{k}^{J_{k}}\right\}$.

## A. Likelihood

For any sets $\mathcal{P}_{k}^{\mathrm{U}}, \mathcal{X}_{k}^{1}, \ldots, \mathcal{X}_{k}^{I_{k-1}}$ such that $\left|\mathcal{X}_{k}^{i}\right| \leq 1$ for $i=$ $1, \ldots, I_{k-1}$, we introduce the likelihood functions [27, Eq. (25)]

$$
\begin{align*}
& l_{o}\left(\mathcal{Z}_{k} \mid \mathcal{P}_{k}^{\mathrm{U}}, \mathcal{X}_{k}^{1}, \ldots, \mathcal{X}_{k}^{I_{k-1}}, \mathbf{s}_{k}\right) \\
& =\sum_{\mathcal{Z}_{k}^{\mathrm{U}} \uplus \overline{\mathcal{Z}}_{k}^{I_{k-1}}=\mathcal{Z}_{k}} l\left(\mathcal{Z}_{k}^{\mathrm{U}} \mid \mathcal{P}_{k}^{\mathrm{U}}, \mathbf{s}_{k}\right) \prod_{i=1}^{I_{k-1}} t\left(\mathcal{Z}_{k}^{i} \mid \mathcal{X}_{k}^{i}, \mathbf{s}_{k}\right) \tag{82}
\end{align*}
$$

where $\mathcal{Z}_{k}^{\mathrm{U}}$ represents a measurement set including measurement elements that are generated from both targets in $\mathcal{X}_{k}^{\mathrm{U}}$ and clutter, and $t\left(\mathcal{Z}_{k}^{i} \mid \mathcal{X}_{k}^{i}\right)$ is the likelihood for a set with zero or one measurement element without clutter, given by

$$
\begin{align*}
& t\left(\mathcal{Z}_{k}^{i} \mid \mathcal{X}_{k}^{i}, \mathbf{s}_{k}\right) \\
& = \begin{cases}p_{\mathrm{D}}\left(\mathbf{x}_{k}, \mathbf{s}_{k}\right) l\left(\mathbf{z}_{k} \mid \mathbf{x}_{k}, \mathbf{s}_{k}\right), & \mathcal{Z}_{k}^{i}=\left\{\mathbf{z}_{k}\right\}, \mathcal{X}_{k}^{i}=\left\{\mathbf{x}_{k}\right\} \\
1-p_{\mathrm{D}}\left(\mathbf{x}_{k}, \mathbf{s}_{k}\right), & \mathcal{Z}_{k}^{i}=\emptyset, \mathcal{X}_{k}^{i}=\left\{\mathbf{x}_{k}\right\} \\
1, & \mathcal{Z}_{k}^{i}=\emptyset, \mathcal{X}_{k}^{i}=\emptyset \\
0, & \text { otherwise }\end{cases} \tag{83}
\end{align*}
$$

In addition, we know that, for $\mathcal{P}_{k}^{\mathrm{U}}=\mathcal{X}_{k}^{\mathrm{U}} \uplus \mathcal{Y}_{k}^{1} \uplus \cdots \uplus \mathcal{Y}_{k}^{J_{k}}$, the multi-target likelihood meets

$$
\begin{equation*}
l\left(\mathcal{Z}_{k} \mid \mathcal{P}_{k}^{\mathrm{U}}, \mathbf{s}_{k}\right)=l_{o}\left(\mathcal{Z}_{k} \mid \mathcal{X}_{k}^{\mathrm{U}}, \mathcal{Y}_{k}^{1}, \ldots, \mathcal{Y}_{k}^{J_{k}}, \mathbf{s}_{k}\right) \tag{84}
\end{equation*}
$$

## B. Posterior

From [27, Eq. (34)], the posterior density is then

$$
\begin{align*}
& f_{\mathrm{u}}\left(\mathbf{s}_{k}, \mathcal{X}_{k}\right) \propto l\left(\mathcal{Z}_{k} \mid \mathcal{X}_{k}, \mathbf{s}_{k}\right) f_{\mathrm{p}}\left(\mathbf{s}_{k}, \mathcal{X}_{k}\right)  \tag{85}\\
& =f_{\mathrm{p}}\left(\mathbf{s}_{k}\right) \sum_{\mathcal{Z}_{k}^{\mathrm{U}} \uplus \overline{\mathcal{Z}}_{k}^{I_{k-1}}=\mathcal{Z}_{k}} \sum_{k}^{\mathrm{U} \uplus \overline{\mathcal{X}}_{k}^{I_{k-1}}=\mathcal{X}_{k}} l\left(\mathcal{Z}_{k}^{\mathrm{U}} \mid \mathcal{P}_{k}^{\mathrm{U}}, \mathbf{s}_{k}\right) f_{\mathrm{p}}^{\mathrm{U}}\left(\mathcal{P}_{k}^{\mathrm{U}}\right) \\
& \quad \times \prod_{i=1}^{I_{k-1}} t\left(\mathcal{Z}_{k}^{i} \mid \mathcal{X}_{k}^{i}, \mathbf{s}_{k}\right) f_{\mathrm{p}}^{i}\left(\mathcal{X}_{k}^{i}\right) \tag{86}
\end{align*}
$$

$$
\begin{align*}
= & f_{\mathrm{p}}\left(\mathbf{s}_{k}\right) \sum_{\mathcal{Z}_{k}^{\mathrm{U}} \uplus \overline{\mathcal{Z}}_{k}^{I_{k-1}}=\mathcal{Z}_{k}} \sum_{\mathcal{P}_{k}^{\mathrm{U}} \uplus \overline{\mathcal{X}}_{k}^{I_{k-1}}=\mathcal{X}_{k}} \sum_{k}^{\mathrm{U}} \uplus \overline{\mathcal{Y}}_{k}^{J_{k}}=\mathcal{P}_{k}^{\mathrm{U}} \\
& \times f_{\mathrm{p}}^{\mathrm{U}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)\left[1-p_{\mathrm{D}}\left(\cdot, \mathbf{s}_{k}\right)\right]_{k}^{\mathcal{X}_{k}^{\mathrm{U}}} \\
& \times \prod_{j=1}^{J_{k}}\left[\chi_{\mathcal{Z}_{k}^{\mathrm{U}}}\left(\mathbf{z}_{k}^{j}\right) \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathcal{Y}_{k}^{j}, \mathbf{s}_{k}\right) f_{\mathrm{p}}^{\mathrm{U}}\left(\mathcal{Y}_{k}^{j}\right)\right. \\
& \left.+\left(1-\chi_{\mathcal{Z}_{k}^{\mathrm{U}}}\left(\mathbf{z}_{k}^{j}\right)\right) \delta_{\emptyset}\left(\mathcal{Y}_{k}^{j}\right)\right] \prod_{i=1}^{I_{k-1}} t\left(\mathcal{Z}_{k}^{i} \mid \mathcal{X}_{k}^{i}, \mathbf{s}_{k}\right) f_{\mathrm{p}}^{i}\left(\mathcal{X}_{k}^{i}\right) \tag{87}
\end{align*}
$$

where $\chi_{\mathcal{Z}_{k}^{\mathrm{U}}}\left(\mathbf{z}_{k}^{j}\right)$ is defined to be 1 if $\mathbf{z}_{k}^{j} \in \mathcal{Z}_{k}^{\mathrm{U}}$, and to be 0 otherwise. Combining the last two convolution sums into one, we have

$$
\begin{align*}
& f_{\mathrm{u}}\left(\mathbf{s}_{k}, \mathcal{X}_{k}\right) \\
& \propto f_{\mathrm{p}}\left(\mathbf{s}_{k}\right) \sum_{\mathcal{Z}_{k}^{\mathrm{U}} \uplus \overline{\mathcal{Z}}_{k}^{I_{k-1}}=\mathcal{Z}_{k} \mathcal{X}_{k}^{\mathrm{U}} \uplus \overline{\mathcal{Y}}_{k}^{J_{k}} \uplus \overline{\mathcal{X}}_{k}^{I_{k-1}}=\mathcal{X}_{k}} f_{\mathrm{p}}^{\mathrm{U}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right) \\
& \quad \times\left[1-p_{\mathrm{D}}\left(\cdot, \mathbf{s}_{k}\right)\right]^{\mathcal{X}_{k}^{\mathrm{U}}} \prod_{j=1}^{J_{k}}\left[\chi_{\mathcal{Z}_{k}^{\mathrm{U}}}\left(\mathbf{z}_{k}^{j}\right) \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathcal{Y}_{k}^{j}, \mathbf{s}_{k}\right) f_{\mathrm{p}}^{\mathrm{U}}\left(\mathcal{Y}_{k}^{j}\right)\right. \\
& \left.\quad+\left(1-\chi_{\mathcal{Z}_{k}^{\mathrm{U}}}\left(\mathbf{z}_{k}^{j}\right)\right) \delta_{\emptyset}\left(\mathcal{Y}_{k}^{j}\right)\right] \prod_{i=1}^{I_{k-1}} t\left(\mathcal{Z}_{k}^{i} \mid \mathcal{X}_{k}^{i}, \mathbf{s}_{k}\right) f_{\mathrm{p}}^{i}\left(\mathcal{X}_{k}^{i}\right) . \tag{88}
\end{align*}
$$

We can now add auxiliary variables for the previous targets $\mathcal{X}_{k}^{1}, \ldots, \mathcal{X}_{k}^{I_{k-1}}$ and also for the newly detected targets $\mathcal{Y}_{k}^{1}, \ldots, \mathcal{Y}_{k}^{J_{k}}$. The auxiliary variables for the newly detected targets will start from $I_{k-1}+1$. Then, we have

$$
\begin{align*}
\tilde{f}_{\mathrm{u}}\left(\mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}\right) \propto & f_{\mathrm{p}}(\mathbf{s}) \sum_{\mathcal{Z}_{k}^{\mathrm{U}} \uplus \overline{\mathcal{Z}}_{k}^{I_{k-1}}=Z_{k}} \tilde{f}_{\mathrm{p}}^{\mathrm{U}}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{U}}\right)\left[1-p_{\mathrm{D}}\left(\cdot, \mathbf{s}_{k}\right)\right]^{\tilde{\mathcal{X}}_{k}^{\mathrm{U}}} \\
& \times \prod_{j=1}^{J_{k}}\left[\chi_{\mathcal{Z}_{k}^{\mathrm{U}}}\left(\mathbf{z}_{k}^{j}\right) \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \tilde{\mathcal{Y}}_{k}^{j}, \mathbf{s}_{k}\right) \tilde{f}_{\mathrm{p}}^{\mathrm{U}}\left(\tilde{\mathcal{Y}}_{k}^{j}\right)\right. \\
& \left.+\left(1-\chi_{\mathcal{Z}_{k}^{\mathrm{U}}}\left(\mathbf{z}_{k}^{j}\right)\right) \delta_{\emptyset}\left(\tilde{\mathcal{Y}}_{k}^{j}\right)\right] \\
& \times \prod_{i=1}^{I_{k-1}} t\left(\mathcal{Z}_{k}^{i} \mid \tilde{\mathcal{X}}_{k}^{i}, \mathbf{s}_{k}\right) \tilde{f}_{\mathrm{p}}^{i}\left(\tilde{\mathcal{X}}_{k}^{i}\right) \tag{89}
\end{align*}
$$

By jointly considering the data associations $\mathbf{c}_{k}$ and $\mathbf{d}_{k}$ introduced in (46b), we can introduce the measurement sets as follows:

$$
\begin{align*}
& \mathcal{Z}_{k}^{i}= \begin{cases}\left\{\mathbf{z}_{k}^{c_{k}^{i}}\right\} & c_{k}^{i}>0 \\
\emptyset & c_{k}^{i}=0\end{cases}  \tag{90}\\
& \mathcal{Z}_{k}^{\mathrm{U}}=\left\{\mathbf{z}_{k}^{j}: d_{k}^{j}=0\right\} \tag{91}
\end{align*}
$$

With the association function $\psi\left(\mathbf{c}_{k}^{i}, \mathbf{d}_{k}^{j}\right)$ introduced in (46b), we can rewrite (89) as

$$
\begin{align*}
\tilde{f}_{\mathrm{u}}\left(\mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}\right) \propto & f_{\mathrm{p}}(\mathbf{s}) \sum_{\mathbf{c}_{k}, \mathbf{d}_{k}} \tilde{f}_{\mathrm{p}}^{\mathrm{U}}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{U}}\right)\left[1-p_{\mathrm{D}}\left(\cdot, \mathbf{s}_{k}\right)\right]^{\tilde{\mathcal{X}}_{k}^{\mathrm{U}}}  \tag{92}\\
& \times \prod_{j=1}^{J_{k}}\left[\chi_{\mathcal{Z}_{k}^{\mathrm{U}}}\left(\mathbf{z}_{k}^{j}\right) \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \tilde{\mathcal{Y}}_{k}^{j}, \mathbf{s}_{k}, d_{k}^{j}\right) \tilde{f}_{\mathrm{p}}^{\mathrm{U}}\left(\tilde{\mathcal{Y}}_{k}^{j}\right)\right. \\
& \left.+\left(1-\chi_{\mathcal{Z}_{k}^{\mathrm{U}}}\left(\mathbf{z}_{k}^{j}\right)\right) \delta_{\emptyset}\left(\tilde{\mathcal{Y}}_{k}^{j}\right)\right]
\end{align*}
$$

$$
\times \prod_{i=1}^{I_{k-1}} t\left(\mathcal{Z}_{k}^{i} \mid \tilde{\mathcal{X}}_{k}^{i}, \mathbf{s}_{k}, c_{k}^{i}\right) \tilde{f}_{\mathrm{p}}^{i}\left(\tilde{\mathcal{X}}_{k}^{i}\right)
$$

where $\tilde{l}\left(\mathbf{z}_{k}^{j} \mid \tilde{\mathcal{Y}}_{k}^{j}, \mathbf{s}_{k}, d_{k}^{j}\right)$ and $t\left(\mathcal{Z}_{k}^{i} \mid \tilde{\mathcal{X}}_{k}^{i}, \mathbf{s}_{k}, c_{k}^{i}\right)$ were defined in (50) and (51), respectively. We now make association variables $\mathbf{c}_{k}$ and $\mathbf{d}_{k}$ explicit in the posterior to define the density. We can then define the joint update density as

$$
\begin{align*}
\tilde{f}_{\mathrm{u}}\left(\mathbf{s}_{k}, \tilde{\mathcal{X}}_{k}, \mathbf{c}_{k}, \mathbf{d}_{k}\right) \propto & f_{\mathrm{p}}\left(\mathbf{s}_{k}\right) \tilde{f}_{\mathrm{p}}^{\mathrm{U}}\left(\tilde{\mathcal{X}}_{k}^{\mathrm{U}}\right)\left[1-p_{\mathrm{D}}\left(\cdot, \mathbf{s}_{k}\right)\right]^{\tilde{\mathcal{X}}_{k}^{\mathrm{U}}}  \tag{93}\\
& \times \prod_{j=1}^{J_{k}} \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \tilde{\mathcal{Y}}_{k}^{j}, \mathbf{s}_{k}, d_{k}^{j}\right) \tilde{f}_{\mathrm{p}}^{\mathrm{U}}\left(\tilde{\mathcal{Y}}_{k}^{j}\right) \\
& \times \prod_{i=1}^{I_{k-1}} t\left(\mathcal{Z}_{k}^{i} \mid \tilde{\mathcal{X}}_{k}^{i}, \mathbf{s}_{k}, c_{k}^{i}\right) \tilde{f}_{\mathrm{p}}^{i}\left(\tilde{\mathcal{X}}_{k}^{i}\right) \psi\left(c_{k}^{i}, d_{k}^{j}\right),
\end{align*}
$$
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## Set-Type Belief Propagation with Applications to Poisson Multi-Bernoulli SLAM: Supplementary Material

## Appendix F <br> Set-Type BP Messages and Beliefs

The messages and beliefs on the factor graph (Fig. 5) are computed as follows.

## A. Prediction

The prediction step is cascaded to the updated step of the previous time step, where we have a sensor state vector and $I_{k-1}+1$ sets: 1 for undetected targets that have never been detected; $I_{k-1}$ for detected targets that have been previously detected.

1) Sensor: We compute the message of the predicted density for the sensor state. The belief of the sensor variable $\mathbf{s}_{k-1}$ is denoted by $\mathrm{b}\left(\mathbf{s}_{k-1}\right)$, obtained from message 27 at the previous time step.
1 A message from the the sensor variable $\mathbf{s}_{k-1}$ to linked factor $A$, i.e., $f^{A}\left(\mathbf{s}_{k}, \mathbf{s}_{k-1}\right)=f\left(\mathbf{s}_{k} \mid \mathbf{s}_{k-1}\right)$, is denoted by $\mathrm{n}_{\mathrm{s}_{k-1} \rightarrow A}\left(\mathbf{s}_{k-1}\right)$, and $\mathrm{n}_{\mathrm{s}_{k-1} \rightarrow A}\left(\mathbf{s}_{k-1}\right)=\mathrm{b}\left(\mathbf{s}_{k-1}\right)$.
A message from factor $A$ to the variable $\mathbf{s}_{k}$ is denoted by $\mathrm{m}_{A \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right)$, given by

$$
\begin{equation*}
\mathrm{m}_{A \rightarrow \mathbf{s}_{k}}\left(\mathbf{s}_{k}\right)=\int \mathrm{n}_{\mathbf{s}_{k-1} \rightarrow A}\left(\mathbf{s}_{k-1}\right) f\left(\mathbf{s}_{k} \mid \mathbf{s}_{k-1}\right) \mathrm{d} \mathbf{s}_{k-1} \tag{S1}
\end{equation*}
$$

2) Undetected Targets: The undetected targets will either remain undetected again or be detected for the first time. Thus, we compute the messages of the predicted densities for the undetected targets and newly detected targets. A belief of undetected target set $\mathcal{X}_{k-1}^{\mathrm{U}}$ is denoted by $\mathrm{b}\left(\mathcal{X}_{k-1}^{\mathrm{U}}\right)$, obtained from message 22 at the previous time step.

A message from the set-variable $\mathcal{X}_{k-1}^{\mathrm{U}}$ to the linked factor $B$, i.e., $f^{B}\left(\mathcal{X}_{k}^{\mathrm{S}}, \mathcal{X}_{k-1}^{\mathrm{U}}\right)=f\left(\mathcal{X}_{k}^{\mathrm{S}} \mid \mathcal{X}_{k-1}^{\mathrm{U}}\right)$, is denoted by $\mathrm{n}_{\mathrm{X}_{k-1}^{\mathrm{U}} \rightarrow B}\left(\mathcal{X}_{k-1}^{\mathrm{U}}\right)=\mathrm{b}\left(\mathcal{X}_{k-1}^{\mathrm{U}}\right)$ that follows the PPP distribution.
4 A message from the factor $B$ to $\mathcal{X}_{k}^{\mathrm{S}}$ is denoted by $\mathrm{m}_{B \rightarrow \mathrm{X}_{k}^{S}}\left(\mathcal{X}_{k}^{\mathrm{S}}\right)$, given by

$$
\begin{equation*}
\mathrm{m}_{B \rightarrow \mathrm{X}_{k}^{\mathrm{S}}}\left(\mathcal{X}_{k}^{\mathrm{S}}\right)=\int \mathrm{n}_{\mathrm{X}_{k-1}^{\mathrm{U}} \rightarrow B}\left(\mathcal{X}_{k-1}^{\mathrm{U}}\right) f\left(\mathcal{X}_{k}^{\mathrm{S}} \mid \mathcal{X}_{k-1}^{\mathrm{U}}\right) \delta \mathcal{X}_{k-1}^{\mathrm{U}} \tag{S2}
\end{equation*}
$$

which follows the PPP distribution.
Messages from $\mathcal{X}_{k}^{\mathrm{S}}$ and $\mathcal{X}_{k}^{\mathrm{B}}$ to the linked factor $D$, i.e., $f^{D}\left(\mathcal{X}_{k}^{\mathrm{S}}, \mathcal{X}_{k}^{\mathrm{B}}, \mathcal{P}_{k}^{\mathrm{U}}\right)=\delta_{\mathcal{X}_{k}^{\mathrm{S}} \mathcal{X}_{k}^{\mathrm{B}}}\left(\mathcal{P}_{k}^{\mathrm{U}}\right)$, are denoted by $\mathrm{n}_{\mathrm{X}_{k}^{\mathrm{S}} \rightarrow D}\left(\mathcal{X}_{k}^{\mathrm{S}}\right)$, respectively, and $\mathrm{n}_{\mathrm{X}_{k}^{\mathrm{B}} \rightarrow D}\left(\mathcal{X}_{k}^{\mathrm{B}}\right)$, where $\mathrm{n}_{\mathrm{X}_{k}^{\mathrm{B}} \rightarrow D}\left(\mathcal{X}_{k}^{\mathrm{B}}\right)=f^{C}\left(\mathcal{X}_{k}^{\mathrm{B}}\right)=f^{\mathrm{Poi}}\left(\mathcal{X}_{k}^{\mathrm{B}}\right)$ follows the PPP distribution.
6 A message from the factor $D$ to $\mathcal{P}_{k}^{U}$ is denoted by $\mathrm{m}_{D \rightarrow \mathrm{P}_{k}^{\mathrm{U}}}\left(\mathcal{P}_{k}^{\mathrm{U}}\right)$, given by

$$
\begin{align*}
\mathrm{m}_{D \rightarrow \mathrm{P}_{k}^{\mathrm{U}}}\left(\mathcal{P}_{k}^{\mathrm{U}}\right)= & \iint \mathrm{n}_{\mathrm{P}_{k}^{\mathrm{S}} \rightarrow D}\left(\mathcal{X}_{k}^{\mathrm{S}}\right) \mathrm{n}_{\mathrm{X}_{k}^{\mathrm{B}} \rightarrow D}\left(\mathcal{X}_{k}^{\mathrm{B}}\right) \\
& \times \delta_{\mathcal{X}_{k}^{\mathrm{S}} \mathcal{X}_{k}^{\mathrm{B}}}\left(\mathcal{P}_{k}^{\mathrm{U}}\right) \delta \mathcal{X}_{k}^{\mathrm{S}} \delta \mathcal{X}_{k}^{\mathrm{B}} \tag{S3}
\end{align*}
$$

which follows the PPP distribution.
3) Previously Detected Targets: We compute the messages of the predicted densities for the previously detected targets. Beliefs of previously detected target set-variables $\mathcal{X}_{k-1}^{i}$ are denoted by $\mathrm{b}\left(\mathcal{X}_{k-1}^{i}\right)$, for $i=\left\{1, \ldots, I_{k-1}\right\}$, obtained from message 20 at the previous time step.

Messages from the set-variable $\mathcal{X}_{k-1}^{i}$ to the the linked factors $E^{i}$, i.e., $f_{i}^{E}\left(\mathcal{X}_{k}^{i}, \mathcal{X}_{k-1}^{i}\right)=f\left(\mathcal{X}_{k}^{i} \mid \mathcal{X}_{k-1}^{i}\right)$, are denoted by $\mathrm{n}_{\mathrm{X}_{k-1}^{i} \rightarrow E^{i}}\left(\mathcal{X}_{k-1}^{i}\right)$, and $\mathrm{n}_{\mathrm{X}_{k-1}^{i} \rightarrow E^{i}}\left(\mathcal{X}_{k-1}^{i}\right)=$ $\mathrm{b}\left(\mathcal{X}_{k-1}^{i}\right)$ for $i \in \mathcal{I}_{k-1}$.
8 Messages from factors $E^{i}$ to the linked detected setvariables $\mathcal{X}_{k}^{i}$ are denoted by $\mathrm{m}_{E^{i} \rightarrow \mathrm{X}_{k}^{i}}\left(\mathcal{X}_{k}^{i}\right)$, given by

$$
\begin{equation*}
\mathrm{m}_{E^{i} \rightarrow \mathrm{X}_{k}^{i}}\left(\mathcal{X}_{k}^{i}\right)=\int \mathrm{n}_{\mathrm{X}_{k-1}^{i} \rightarrow E^{i}}\left(\mathcal{X}_{k-1}^{i}\right) f\left(\mathcal{X}_{k}^{i} \mid \mathcal{X}_{k-1}^{i}\right) \delta \mathcal{X}_{k-1}^{i} \tag{S4}
\end{equation*}
$$

## B. Update

The update step is cascaded to the prediction step from which the messages 2,4 , and 8 are obtained.

1) Separation of Undetected Targets: The set of undetected targets is partitioned into 1 set of targets that remains undetected and $J_{k}$ sets of newly detected targets.
9 A message from the set-variable $\mathcal{P}_{k}^{\mathrm{U}}$ to factor $F$, i.e., $f^{F}\left(\mathcal{P}_{k}^{\mathrm{U}}, \mathcal{X}_{k}^{\mathrm{U}}, \mathcal{P}_{k}^{1}, \ldots, \mathcal{P}_{k}^{J_{k}}\right)=\delta_{\mathcal{X}_{k}^{\mathrm{U}} \uplus \mathcal{P}_{k}}\left(\mathcal{P}_{k}^{\mathrm{U}}\right)$, is denoted by $\mathrm{n}_{\mathrm{P}_{k}^{\mathrm{U}} \rightarrow F}\left(\mathcal{P}_{k}^{\mathrm{U}}\right)$, where $\mathrm{n}_{\mathrm{P}_{k}^{\mathrm{U}} \rightarrow F}\left(\mathcal{P}_{k}^{\mathrm{U}}\right)=\mathrm{m}_{D \rightarrow \mathrm{P}_{k}^{\mathrm{U}}}\left(\mathcal{P}_{k}^{\mathrm{U}}\right)$. Messages from the sets $\mathcal{X}_{k}^{\mathrm{U}}, \mathcal{P}_{k}^{1}, \ldots, \mathcal{P}_{k}^{J_{k}}$ to factor $F$ are $\mathrm{n}_{\mathrm{X}_{k}^{\mathrm{U}} \rightarrow F}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)=1, \mathrm{n}_{\mathrm{P}_{k}^{j} \rightarrow F}\left(\mathcal{P}_{k}^{j}\right)=1$, for $j \in\left\{1, \ldots, J_{k}\right\}$.
10 A message from factor $F$ to $\mathcal{X}_{k}^{U}$ is denoted by $\mathrm{m}_{F \rightarrow \mathrm{X}_{k}^{\mathrm{U}}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)$. With the Proposition $1, \mathrm{~m}_{F \rightarrow \mathrm{X}_{k}^{\mathrm{U}}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)$ is given by

$$
\begin{align*}
\mathrm{m}_{F \rightarrow \mathrm{X}_{k}^{\mathrm{U}}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right) & =\int \mathrm{n}_{\mathrm{P}_{k}^{\mathrm{U}} \rightarrow F}\left(\mathcal{P}_{k}^{\mathrm{U}}\right) \delta_{\mathcal{X}_{k}^{\mathrm{U}} \uplus \mathcal{P}_{k}}\left(\mathcal{P}_{k}^{\mathrm{U}}\right) \delta \mathcal{X}_{k}^{\sim \mathrm{U}}  \tag{S5}\\
& \propto f^{\mathrm{Poi}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right), \tag{S6}
\end{align*}
$$

proportional to the PPP distribution. In similarly, messages from factor $F$ to $\mathcal{P}_{k}^{j}$, for $j \in\left\{1, \ldots, J_{k}\right\}$, are denoted by $\mathrm{m}_{F \rightarrow \mathrm{P}_{k}^{j}}\left(\mathcal{P}_{k}^{j}\right)$, and with Proposition 1 , $\mathrm{m}_{F \rightarrow \mathrm{P}_{k}^{j}}\left(\mathcal{P}_{k}^{j}\right)$ for $j \in\left\{1, \ldots, J_{k}\right\}$ are given by

$$
\begin{align*}
\mathrm{m}_{F \rightarrow \mathrm{P}_{k}^{j}}\left(\mathcal{P}_{k}^{j}\right) & =\int \mathrm{n}_{\mathrm{P}_{k}^{\mathrm{U}} \rightarrow F}\left(\mathcal{P}_{k}^{\mathrm{U}}\right) \delta_{\mathcal{X}_{k}^{\mathrm{U}} \uplus \mathcal{P}_{k}}\left(\mathcal{P}_{k}^{\mathrm{U}}\right) \delta \mathcal{P}_{k}^{\sim j},  \tag{S7}\\
& \propto f^{\mathrm{Poi}}\left(\mathcal{P}_{k}^{j}\right) \tag{S8}
\end{align*}
$$

also proportional to the PPP distribution.
11 Messages from the set-variable $\mathcal{P}_{k}^{j}$ to linked factor $G^{j}$, i.e., $f_{j}^{G}\left(\mathcal{P}_{k}^{j}, \mathcal{Y}_{k}^{j}\right)=\delta_{\mathrm{h}_{-\left(I_{k-1}+j\right)}\left(\mathcal{Y}_{k}^{j}\right)}\left(\mathcal{P}_{k}^{j}\right)$, are denoted by $\mathrm{n}_{\mathrm{P}_{k}^{j} \rightarrow G^{j}}\left(\mathcal{P}_{k}^{j}\right)=\mathrm{m}_{F \rightarrow \mathrm{P}_{k}^{j}}\left(\mathcal{P}_{k}^{j}\right)$, for $j=\left\{1, \ldots, J_{k}\right\}$.
12 Messages from factor $G^{j}$ to the linked set-variable $\mathcal{Y}_{k}^{j}$ are denoted by $\mathrm{m}_{G^{j} \rightarrow \mathrm{Y}_{k}^{j}}\left(\mathcal{Y}_{k}^{j}\right)$. With the Definition 5, the messages $\mathrm{m}_{G^{j} \rightarrow \mathrm{Y}_{k}^{j}}\left(\mathcal{Y}_{k}^{j}\right)$ are given by

$$
\begin{equation*}
\mathrm{m}_{G^{j} \rightarrow \mathrm{Y}_{k}^{j}}\left(\mathcal{Y}_{k}^{j}\right)=\int \mathrm{n}_{F \rightarrow \mathrm{P}_{k}^{j}}\left(\mathcal{P}_{k}^{j}\right) \delta_{\mathrm{h}_{-\left(I_{k-1}+j\right)}\left(\mathcal{Y}_{k}^{j}\right)}\left(\mathcal{P}_{k}^{j}\right) \tag{S9}
\end{equation*}
$$

which follows the PPP distribution with auxiliary variables $u=I_{k-1}+j$.
2) Data Association: We compute the messages of marginal probabilities for $c_{k}^{i}$ and $d_{k}^{j}$ by running loopy BP [26] on the factor graph with cycle. Initial association probabilities are determined by the predicted messages and their linked likelihood factors.

13 Messages from the sensor state variable $\mathbf{s}_{k}$ to linked factors $I^{j}$, i.e., $f_{j}^{I}\left(\mathbf{s}_{k}, \mathcal{Y}_{k}^{j}, d_{k}^{j}\right)=\tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \mathcal{Y}_{k}^{j}, d_{k}^{j}\right)$ for $j \in \mathcal{J}_{k}$, and $J^{i}$, i.e., $f_{i}^{J}\left(\mathbf{s}_{k}, \mathcal{X}_{k}^{i}, c_{k}^{i}\right)=t\left(\mathcal{Z}_{k}^{i} \mid \mathbf{s}_{k}, \mathcal{X}_{k}^{i}, c_{k}^{i}\right)$ for $i \in \mathcal{I}_{k-1}$, are respectively denoted by $\mathrm{n}_{\mathbf{s}_{k} \rightarrow I^{j}}\left(\mathbf{s}_{k}\right)$, and $\mathrm{n}_{\mathrm{s}_{k} \rightarrow J^{i}}\left(\mathbf{s}_{k}\right)$, given by $\mathrm{n}_{\mathrm{s}_{k} \rightarrow I^{j}}\left(\mathbf{s}_{k}\right)=\mathrm{n}_{\mathbf{s}_{k} \rightarrow J^{i}}\left(\mathbf{s}_{k}\right)=$ $\mathrm{m}_{A \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right)$. Messages from the set-variables $\mathcal{Y}_{k}^{j}$ to factor $I^{j}$ are denoted by $\mathrm{n}_{\mathrm{Y}_{k}^{j} \rightarrow I^{j}}\left(\mathcal{Y}_{k}^{j}\right)$, and $\mathrm{n}_{\mathrm{Y}_{k}^{j} \rightarrow I^{j}}\left(\mathcal{Y}_{k}^{j}\right)=$ $\mathrm{m}_{G^{j} \rightarrow \mathrm{Y}_{k}^{j}}\left(\mathcal{Y}_{k}^{j}\right)$, for $j \in\left\{1, \ldots, J_{k}\right\}$. Messages from the set-variable $\mathcal{X}_{k}^{i}$ to linked factors $J^{i}$ are denoted by $\mathrm{n}_{\mathrm{X}_{k}^{i} \rightarrow J^{i}}\left(\mathcal{X}_{k}^{i}\right)$, and $\mathrm{n}_{\mathrm{X}_{k}^{i} \rightarrow J^{i}}\left(\mathcal{X}_{k}^{i}\right)=\mathrm{m}_{E^{i} \rightarrow \mathrm{X}_{k}^{i}}\left(\mathcal{X}_{k}^{i}\right)$, for $i \in$ $\mathcal{I}_{k-1}$.
14 Messages from the linked factors $I^{j}$ to the the linked variables $d_{k}^{j}$ are denoted by $\mathrm{m}_{I^{j} \rightarrow \mathrm{~d}_{k}^{j}}\left(d_{k}^{j}\right)$. The messages $\mathrm{m}_{I^{j} \rightarrow \mathrm{~d}_{k}^{j}}\left(d_{k}^{j}\right)$, for $j \in \mathcal{J}_{k}$, are given by

$$
\begin{align*}
& \mathrm{m}_{I^{j} \rightarrow \mathrm{~d}_{k}^{j}}\left(d_{k}^{j}\right) \\
& =\iint \mathrm{n}_{\mathbf{s}_{k} \rightarrow F^{j}}\left(\mathbf{s}_{k}\right) \mathrm{n}_{Y_{k}^{j} \rightarrow I^{j}}\left(\mathcal{Y}_{k}^{j}\right) \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \mathcal{Y}_{k}^{j}, d_{k}^{j}\right) \mathrm{d} \mathbf{s}_{k} \delta \mathcal{Y}_{k}^{j} . \tag{S10}
\end{align*}
$$

Messages from the linked factors $J^{i}$ to the linked variables $c_{k}^{i}$ are denoted by $\mathrm{m}_{J^{i} \rightarrow c_{k}^{i}}\left(c_{k}^{i}\right)$. The messages $\mathrm{m}_{J^{i} \rightarrow \mathrm{c}_{k}^{i}}\left(c_{k}^{i}\right)$, for $i \in \mathcal{I}_{k-1}$, are given by

$$
\begin{align*}
& \mathrm{m}_{J^{i} \rightarrow \mathrm{c}_{k}^{i}}\left(c_{k}^{i}\right) \\
& =\iint \mathrm{n}_{\mathrm{s}_{k} \rightarrow J^{i}}\left(\mathbf{s}_{k}\right) \mathrm{n}_{\mathrm{X}_{k}^{i} \rightarrow J^{i}}\left(\mathcal{X}_{k}^{i}\right) t\left(\mathcal{Z}_{k}^{i} \mid \mathbf{s}_{k}, \mathcal{X}_{k}^{i}, c_{k}^{i}\right) \mathrm{d} \mathbf{s}_{k} \delta \mathcal{X}_{k}^{i} . \tag{S11}
\end{align*}
$$

15 During $L$ iteration, loopy BP [26] between target-oriented data association variables $c_{k}^{i}$ and measurement-oriented data association variables $d_{k}^{J}$ with the factors $K^{i, j}$, i.e., $f_{i, j}^{K}\left(c_{k}^{i}, d_{k}^{j}\right)=\psi\left(c_{k}^{i}, d_{k}^{j}\right)$, is performed. Messages from the variables $c_{k}^{i}$ to $d_{k}^{j}$ and from the variables $d_{k}^{j}$ to $c_{k}^{i}$ at the $l$-th iteration are respectively denoted by $\mathrm{m}_{\mathrm{d}_{k}^{j} \rightarrow \mathrm{c}_{k}^{i}}^{(l)}\left(c_{k}^{i}\right)$ and $\mathrm{m}_{\mathrm{c}_{k}^{i} \rightarrow \mathrm{~d}_{k}^{j}}^{(l)}\left(d_{k}^{j}\right)$, given by

$$
\begin{align*}
& \mathrm{m}_{\mathrm{d}_{k}^{j} \rightarrow \mathrm{c}_{k}^{i}}^{(l)}\left(c_{k}^{i}\right) \\
& =\sum_{j=0}^{J_{k}} \mathrm{~m}_{J^{i} \rightarrow \mathrm{c}_{k}^{i}}\left(c_{k}^{i}\right) \psi\left(c_{k}^{i}, d_{k}^{j}\right) \prod_{i^{\prime} \in \mathcal{I}_{k-1} \backslash\{i\}} \mathrm{m}_{\mathrm{c}_{k}^{i^{\prime}} \rightarrow \mathrm{d}_{k}^{j}}^{(l-1)}\left(d_{k}^{j}\right)  \tag{S12}\\
& \mathrm{m}_{\mathrm{c}_{k}^{i} \rightarrow \mathrm{~d}_{k}^{j}}^{(l)}\left(d_{k}^{j}\right) \\
& =\sum_{i=0}^{I_{k-1}} \mathrm{~m}_{I^{j} \rightarrow \mathrm{~d}_{k}^{j}}\left(d_{k}^{j}\right) \psi\left(c_{k}^{i}, d_{k}^{j}\right) \prod_{j^{\prime} \in \mathcal{J}_{k} \backslash\{j\}} \mathrm{m}_{\mathrm{d}_{k}^{j^{\prime}} \rightarrow \mathrm{c}_{k}^{i}}^{(l-1)}\left(c_{k}^{i}\right) . \tag{S13}
\end{align*}
$$

Their initial messages are given by $\mathrm{m}_{\mathrm{d}_{k}^{j} \rightarrow \mathrm{c}_{k}^{i}}^{(0)}\left(c_{k}^{i}\right)=$ $\sum_{j=0}^{J_{k}} \mathrm{~m}_{J^{i} \rightarrow \mathrm{c}_{k}^{i}}\left(c_{k}^{i}\right) \psi\left(c_{k}^{i}, d_{k}^{j}\right) \quad$ and $\quad \mathrm{m}_{\mathrm{c}_{k}^{i} \rightarrow \mathrm{~d}_{k}^{j}}^{(0)}\left(d_{k}^{j}\right) \quad=$ $\sum_{i=0}^{I_{k-1}} \mathrm{~m}_{I^{j} \rightarrow \mathrm{~d}_{k}^{j}}\left(d_{k}^{j}\right) \psi\left(c_{k}^{i}, d_{k}^{j}\right)$.
16 Messages from the variables $c_{k}^{i}$ to factor $J^{i}$ are denoted by $\mathrm{n}_{c_{k}^{i} \rightarrow J^{i}}\left(c_{k}^{i}\right)$. The messages $\mathrm{n}_{c_{k}^{i} \rightarrow J^{i}}\left(c_{k}^{i}\right)$, for $i \in \mathcal{I}_{k-1}$, are given by

$$
\begin{equation*}
\mathrm{n}_{c_{k}^{i} \rightarrow J^{i}}\left(c_{k}^{i}\right)=\prod_{j \in \mathcal{J}_{k}} \mathrm{~m}_{\mathrm{d}_{k}^{j} \rightarrow \mathrm{c}_{k}^{i}}^{(L)}\left(c_{k}^{i}\right) \tag{S14}
\end{equation*}
$$

Messages from the variables $d_{k}^{j}$ to linked factors $I^{j}$ are denoted by $\mathrm{n}_{\mathrm{d}_{k}^{j} \rightarrow I^{j}}\left(d_{k}^{j}\right)$. The messages $\mathrm{n}_{\mathrm{d}_{k}^{j} \rightarrow I^{j}}\left(d_{k}^{j}\right)$, for $j \in \mathcal{J}_{k}$, are given by

$$
\begin{equation*}
\mathrm{n}_{\mathrm{d}_{k}^{j} \rightarrow I^{j}}\left(d_{k}^{j}\right)=\prod_{i \in \mathcal{I}_{k-1}} \mathrm{~m}_{\mathrm{c}_{k}^{i} \rightarrow \mathrm{~d}_{k}^{j}}^{(L)}\left(d_{k}^{j}\right) \tag{S15}
\end{equation*}
$$

3) Belief Computation: We compute beliefs of previously detected targets, newly detected targets, undetected targets, and sensor state. The total number of beliefs is $2+I_{k-1}+J_{k}: 1$ for the sensor state vector; 1 for undetected targets; and $I_{k-1}+J_{k}$ for detected targets.
a) Newly Detected Targets: We compute $J_{k}$ beliefs of the set-variables $\mathcal{X}_{k}^{j}$ for $j \in \mathcal{J}_{k}$. Each set-variable $\mathcal{X}_{k}^{j}$ represents a target, newly detected for the first time or clutter, obtained as follows.

17 Messages from factors $I^{j}$ to the linked set-variables $\mathcal{Y}_{k}^{j}$ are denoted by $\mathrm{m}_{I^{j} \rightarrow \mathrm{Y}_{k}^{j}}\left(\mathcal{Y}_{k}^{j}\right)$. The messages $\mathrm{m}_{I^{j} \rightarrow \mathrm{Y}_{k}^{j}}\left(\mathcal{Y}_{k}^{j}\right)$, for $j \in \mathcal{J}_{k}$, are given by

$$
\begin{align*}
\mathrm{m}_{I^{j} \rightarrow \mathbf{Y}_{k}^{j}}\left(\mathcal{Y}_{k}^{j}\right)= & \int \sum_{i=0}^{I_{k-1}} \mathrm{n}_{\mathrm{d}_{k}^{j} \rightarrow I^{j}}\left(d_{k}^{j}=i\right) \mathrm{n}_{\mathrm{s}_{k} \rightarrow I^{j}}\left(\mathbf{s}_{k}\right) \\
& \times \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \mathcal{Y}_{k}^{j}, d_{k}^{j}=i\right) \mathrm{d} \mathbf{s}_{k} . \tag{S16}
\end{align*}
$$

18 Beliefs of the set-variables $\mathcal{Y}_{k}^{j}$ are denoted by $\mathrm{b}\left(\mathcal{Y}_{k}^{j}\right)$, for $j \in \mathcal{J}_{k}$. The beliefs $\mathrm{b}\left(\mathcal{Y}_{k}^{j}\right)$ are obtained by

$$
\begin{equation*}
\mathrm{b}\left(\mathcal{Y}_{k}^{j}\right) \propto \mathrm{m}_{G^{j} \rightarrow \mathcal{Y}_{k}^{j}}\left(\mathcal{Y}_{k}^{j}\right) \mathrm{m}_{I^{j} \rightarrow \mathcal{Y}_{k}^{j}}\left(\mathcal{Y}_{k}^{j}\right) \tag{S17}
\end{equation*}
$$

which follow the Bernoulli distribution.
b) Previously Detected targets: We compute $I_{k-1}$ beliefs of the set-variables $\mathcal{X}_{k}^{i}$ for $i \in \mathcal{I}_{k-1}$. Each set-variable $\mathcal{X}_{k}^{i}$ represents the target that had been previously detected, obtained as follows.

Messages from factors $J^{i}$ to the set-variables $\mathcal{X}_{k}^{i}$ are denoted by $\mathrm{m}_{J^{i} \rightarrow \mathrm{X}_{k}^{i}}\left(\mathcal{X}_{k}^{i}\right)$. The messages $\mathrm{m}_{J^{i} \rightarrow \mathrm{X}_{k}^{i}}\left(\mathcal{X}_{k}^{i}\right)$, for $i \in \mathcal{I}_{k-1}$, are given by

$$
\begin{align*}
\mathrm{m}_{J^{i} \rightarrow \mathrm{X}_{k}^{i}}\left(\mathcal{X}_{k}^{i}\right)= & \int \sum_{j=0}^{J_{k}} \mathrm{n}_{\mathbf{c}_{k}^{i} \rightarrow J^{i}}\left(c_{k}^{i}=j\right) \mathrm{n}_{\mathbf{s}_{k} \rightarrow J^{i}}\left(\mathbf{s}_{k}\right) \\
& \times t\left(\mathcal{Z}_{k}^{i} \mid \mathbf{s}_{k}, \mathcal{X}_{k}^{i}, c_{k}^{i}=j\right) \mathrm{d} \mathbf{s}_{k} \tag{S18}
\end{align*}
$$

20 Beliefs of the set-variables are denoted by $\mathcal{X}_{k}^{i}$, for $i \in$ $\mathcal{I}_{k-1}$. The beliefs $\mathrm{b}\left(\mathcal{X}_{k}^{i}\right)$ are obtained by

$$
\begin{equation*}
\mathrm{b}\left(\mathcal{X}_{k}^{i}\right) \propto \mathrm{m}_{E^{i} \rightarrow \mathrm{X}_{k}^{i}}\left(\mathcal{X}_{k}^{i}\right) \mathrm{m}_{J^{i} \rightarrow \mathrm{X}_{k}^{i}}\left(\mathcal{X}_{k}^{i}\right) \tag{S19}
\end{equation*}
$$

which follows the Bernoulli distribution.
c) Undetected Targets: We compute 1 belief of the setvariable $\mathcal{X}_{k}^{\mathrm{U}}$ representing the targets that have never been detected and thus remain undetected again, obtained as follows.
21 A message from the sensor state $\mathbf{s}_{k}$ to factor $H$, i.e., $f^{H}\left(\mathbf{s}_{k}, \mathcal{X}_{k}^{\mathrm{U}}\right)=\left[1-\mathrm{p}_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathcal{X}_{k}^{\mathrm{U}}\right)\right]^{\mathcal{X}_{k}^{\mathrm{U}}}$, is denoted by $\mathrm{n}_{\mathrm{s}_{k} \rightarrow I}\left(\mathbf{s}_{k}\right)$, given by $\mathrm{n}_{\mathrm{s}_{k} \rightarrow H}\left(\mathbf{s}_{k}\right)=\mathrm{n}_{A \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right)$. A message from factor $H$ to the linked set-variable $\mathcal{X}_{k}^{\mathrm{U}}$ is denoted by $\mathrm{m}_{H \rightarrow \mathrm{X}_{k}^{\mathrm{U}}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)$, given by

$$
\begin{equation*}
\mathrm{m}_{H \rightarrow \mathrm{X}_{k}^{\mathrm{U}}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)=\int \mathrm{n}_{\mathrm{s}_{k} \rightarrow H}\left(\mathbf{s}_{k}\right)\left[1-\mathrm{p}_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathcal{X}_{k}^{\mathrm{U}}\right)\right]^{\mathcal{X}_{k}^{\mathrm{U}}} \mathrm{~d} \mathbf{s}_{k} \tag{S20}
\end{equation*}
$$

22 The belief of the set-variables $\mathcal{X}_{k}^{\mathrm{U}}$ is denoted by $\mathrm{b}\left(\mathcal{Y}_{k}^{j}\right)$, computed by

$$
\begin{equation*}
\mathrm{b}\left(\mathcal{X}_{k}^{\mathrm{U}}\right) \propto \mathrm{m}_{F \rightarrow \mathrm{X}_{k}^{\mathrm{U}}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right) \mathrm{m}_{H \rightarrow \mathrm{X}_{k}^{\mathrm{U}}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right) \tag{S21}
\end{equation*}
$$

which follows the Bernoulli distribution.
d) Sensor: We compute 1 belief of the sensor state $\mathbf{s}_{k}$ using the messages from the predicted sensor state, previously detected targets, and newly detected targets.
23 Messages from factor $I^{j}$ to the linked vector variable $\mathbf{s}_{k}$ are denoted by $\mathrm{m}_{I^{j} \rightarrow \mathrm{~s}_{k}}\left(\mathrm{~s}_{k}\right)$. The messages $\mathrm{m}_{I^{j} \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right)$, for $j \in \mathcal{J}_{k}$, are given by

$$
\begin{align*}
\mathrm{m}_{I^{j} \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right)= & \int \sum_{i=0}^{I_{k-1}} \mathrm{n}_{\mathrm{d}_{k}^{j} \rightarrow I^{j}}\left(d_{k}^{j}=i\right) \mathrm{n}_{\mathbf{Y}_{k}^{j} \rightarrow I^{j}}\left(\mathcal{Y}_{k}^{j}\right) \\
& \times \tilde{l}\left(\mathbf{z}_{k}^{j} \mid \mathbf{s}_{k}, \mathcal{Y}_{k}^{j}, d_{k}^{j}=i\right) \delta \mathcal{Y}_{k}^{j} . \tag{S22}
\end{align*}
$$

24 Messages from factors $J^{i}$ to the linked vector variable $\mathbf{s}_{k}$ are denoted by $\mathrm{m}_{J^{i} \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right)$. The messages $\mathrm{m}_{J^{i} \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right)$, for $i \in \mathcal{I}_{k-1}$, are given by

$$
\begin{align*}
\mathrm{m}_{J^{i} \rightarrow \mathrm{~s}_{k}}\left(\mathrm{~s}_{k}\right)= & \int \sum_{j=0}^{J_{k}} \mathrm{n}_{\mathrm{c}_{k}^{i} \rightarrow J^{i}}\left(c_{k}^{i}=j\right) \mathrm{n}_{\mathrm{X}_{k}^{i} \rightarrow J^{i}}\left(\mathcal{X}_{k}^{i}\right) \\
& \times t\left(\mathcal{Z}_{k}^{i} \mid \mathbf{s}_{k}, \mathcal{X}_{k}^{i}, c_{k}^{i}=j\right) \delta \mathcal{X}_{k}^{i} \tag{S23}
\end{align*}
$$

25 A message from $\mathcal{X}_{k}^{\mathrm{U}}$ to factor $H$ is denoted by $\mathrm{n}_{\mathrm{X}_{k}^{\mathrm{U}} \rightarrow H}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)$, and $\mathrm{n}_{\mathrm{X}_{k}^{\mathrm{U}} \rightarrow H}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)=\mathrm{m}_{F \rightarrow \mathrm{X}_{k}^{\mathrm{U}}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)$.
26 A message from factor $H$ to the sensor state $\mathbf{s}_{k}$ is denoted by $\mathrm{m}_{H \rightarrow \mathrm{~s}_{k}}\left(\mathrm{~s}_{k}\right)$, computed by

$$
\begin{equation*}
\mathrm{m}_{H \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right)=\int \mathrm{n}_{\mathrm{X}_{k}^{\mathrm{U}} \rightarrow H}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)\left[1-\mathrm{p}_{\mathrm{D}}\left(\mathbf{s}_{k}, \mathcal{X}_{k}^{\mathrm{U}}\right)\right]^{\mathcal{X}_{k}^{\mathrm{U}}} \delta \mathcal{X}_{k}^{\mathrm{U}} \tag{S24}
\end{equation*}
$$

27 A belief of the sensor variable $\mathbf{s}_{k}$ is denoted by $\mathrm{b}\left(\mathbf{s}_{k}\right)$, computed by

$$
\begin{align*}
\mathrm{b}\left(\mathbf{s}_{k}\right) \propto & \mathrm{m}_{A \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right) \mathrm{m}_{H \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right) \\
& \times \prod_{j \in \mathcal{J}_{k}} \mathrm{~m}_{I^{j} \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right) \prod_{i \in \mathcal{I}_{k-1}} \mathrm{~m}_{J^{i} \rightarrow \mathrm{~s}_{k}}\left(\mathbf{s}_{k}\right) . \tag{S25}
\end{align*}
$$

Finally, we obtain the marginal posterior densities, $f_{\mathrm{u}}\left(\mathbf{s}_{k}\right)=$ $\mathrm{b}\left(\mathrm{s}_{k}\right), f_{\mathrm{u}}^{\mathrm{U}}\left(\mathcal{X}_{k}^{\mathrm{U}}\right)=\mathrm{b}\left(\mathcal{X}_{k}^{\mathrm{U}}\right), f_{\mathrm{u}}^{i}\left(\mathcal{X}_{k}^{i}\right)=\mathrm{b}\left(\mathcal{X}_{k}^{i}\right)$ for $i \in \mathcal{I}_{k-1}$, $f_{\mathrm{u}}^{i}\left(\mathcal{X}_{k}^{I_{k-1}+j}\right)=\mathrm{b}\left(\mathcal{X}_{k}^{j}\right)$ for $j \in \mathcal{J}_{k}$.
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[^1]:    ${ }^{1}$ The number of elements of the sets is set deterministically to 1 . For example, suppose we have $\mathcal{X}^{1}=\left\{\mathbf{x}^{1}\right\}, \mathcal{X}^{2}=\left\{\mathbf{x}^{2}\right\}, \mathcal{X}^{3}=\left\{\mathbf{x}^{3}\right\}$ in the RFS representation and $x^{1}, x^{2}, x^{3}$ in the vector representation. Then, both representations are equivalent.

[^2]:    ${ }^{2}$ This step is a straightforward application of the message passing rules introduced in Section III. For completeness, the messages are detailed in Appendix F of the supplementary material.

[^3]:    ${ }^{3}$ Note that the vector-type BP-SLAM filter in [12] mentions the possibility of using an external PHD filter, but it is not explained in detail, so we focus on the comparison with [13], as it has an explicit description of the external PHD filter.

[^4]:    ${ }^{4}$ By the ellipsoidal gating method [47], the measurement for BS-sensor path is determined as $\hat{\mathbf{z}}=\min _{\mathbf{z}_{k}^{j} \in \mathcal{Z}_{k}}\left(\mathbf{z}_{k}^{j}-\mathbf{x}_{\mathrm{BS}}\right)^{\top} \mathbf{R}^{-1}\left(\mathbf{z}_{k}^{j}-\mathbf{x}_{\mathrm{BS}}\right)$.

[^5]:    ${ }^{5}$ This message comprises the sum of two parts: clutter and newly detected landmark.

[^6]:    ${ }^{6}$ The set integral such as $\int \mathrm{b}(\mathcal{X}) \ln \mathrm{b}(\mathcal{X}) \delta \mathcal{X}$ and $\int \mathrm{b}(\mathcal{X}) \ln f(\mathcal{X}) \delta \mathcal{X}$ requires the use of the measure-theoretic integral [51], due to the units of the standard set integral and densities [22, Sec. 3.2.4]. In this sense, the integral is then $\int \mathrm{b}(\mathcal{X}) \ln \left(K^{|\mathcal{X}|} \mathrm{b}(\mathcal{X})\right) \delta \mathcal{X}$ and $\int \mathrm{b}(\mathcal{X}) \ln \left(K^{|\mathcal{X}|} f(\mathcal{X})\right) \delta \mathcal{X}$, where $K$ is the unit of the hypervolume of the single state $\mathrm{x} \in \mathcal{X}$. For notational simplicity, we omit the unit $K^{|\mathcal{X}|}$ in the integration.

