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Abstract—Radio frequency fingerprint identification (RFFI) is
a promising technique that exploits the transmitter-specific char-
acteristics of the RF chain for identification. Disregarding its mas-
sive deployment, long-term evolution (LTE) systems have not fully
benefited from RFFI. In this paper, an RFFI technique is designed
to authenticate LTE devices. Three segments of the LTE physical
layer random access channel (PRACH) preambles are captured,
namely the transient-on, transient-off, and modulation parts. The
segments are first converted into differential constellation trace
figures (DCTFs), and then a specific type of neural network
called multi-channel convolutional neural network (MCCNN) is
used for identification. Additionally, the protocol is able to be
applied for open-set identification, i.e., unknown device detection.
Experiments are conducted with ten LTE mobile phones. The
results show that the proposed RFFI scheme is robust against
location changes. In the known device classification problem,
the classification accuracy can reach 98.70% in the line-of-sight
(LOS) scenario and 89.40% in the non-line-of-sight (NLOS)
scenario. In the open-set unknown device detection problem, the
identification equal error rate (EER) and area under the curve
(AUC) reach 0.0545 and 0.9817, respectively, among six known
devices and four unknown devices.
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I. INTRODUCTION

W ITH dramatic evolution of the proliferation of wireless
technologies, wireless communication has become an

indispensable part of modern life. For instance, long-term
evolution (LTE) systems have been deployed at a massive scale
for our daily communication. According to the report of the
global mobile suppliers association (GSA) in March 2022, the
number of global LTE subscribers has reached 6.83 billion
by the end of 2021, accounting for 67.1% of global mobile
communication users [1].

While bringing great convenience to users worldwide, LTE
networks are vulnerable to malicious attacks due to the broad-
cast nature of wireless transmissions [2]. Various security
threats to LTE systems have been exposed. Most of them
are due to the loophole of the protocol standard defined by
3GPP [3], especially the network access process [4]. Firstly,
LTE networks are vulnerable to physical layer threats includ-
ing radio frequency (RF) jamming, spoofing, and sniffing [5],
[6]. Secondly, the LTE authentication protocol, i.e., the evolved
packet system authentication and key agreement (EPS-AKA)
protocol, is not sufficiently secured. More specifically, the
EPS-AKA protocol relies on the international mobile sub-
scriber identity (IMSI) and the encryption protocol in the uni-
versal subscriber identity module (USIM) card [7]. However,
previous studies have demonstrated that USIM is subject to
side-channel attacks [8]. Moreover, the EPS-AKA protocol
also makes the LTE network vulnerable to denial of service
(DoS) [9] attacks because the core network has to handle every
access request from UEs [10], [11]. To prevent these attacks,
a reliable device identification scheme is essential to enhance
the security of the LTE network access process.

Radio frequency fingerprint identification (RFFI) is a phys-
ical layer security mechanism to authenticate wireless de-
vices [12]. It performs identification by analyzing transmitter-
specific distortion of the captured communication signal,
which is caused by the minor deviation in the electronic
components of a transmitter in the production process [13].
Applying RFFI to LTE systems can effectively reduce the risk
of USIM cracking and device spoofing, and further prevent
DoS attacks in the EPS-AKA process. Previous RFFI studies
are mainly focused on identifying IoT devices, such as RFID
[14]–[17], WiFi [18], LoRa [19], [20], ZigBee [21], [22], and
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Bluetooth [23]. For instance, Khadka et al. presented a robust
technology for detecting RFID tags using both the amplitude
and phase information of the frequency signature and used
a deep learning model to prevent the cloning of tags [17].
Sankhe et al. showed how their feedback-driven transmitter-
side modifications can increase differentiability for bit-similar
WiFi devices on fingerprinting identification problem [18].
Aghnaiya et al. extracted higher-order statistical features to
identify Bluetooth devices [23]. In the meanwhile, authen-
tication of cellular devices is largely neglected. There have
been some recent efforts attempting to identify mobile phones
using their global system for mobile communication (GSM)
signals [24]–[28]. Disregarding its massive deployment scale,
RFFI for LTE systems has not been fully explored, with only
very few attempts [29].

Existing RFFI studies usually leverage the advanced deep
learning technique for its superior feature extraction capa-
bility [18], [30]. However, most of them focus on closed-
set classification problems, which means the system can
only identify devices that are present in the training stage.
An unknown device is always misclassified as an existing
class with the most similar features. This is unacceptable
for security systems because malicious devices can never be
accessed during training. There should be a mechanism to
reject malicious/unknown wireless devices getting access to
the network. Specifically, an RFFI system should implement
the following functionalities:

• Known Device Classification: Classifying a known device
that has been trained and registered before. This is a
traditional multi-class classification problem with the
closed-set assumption.

• Unknown Device Detection: Identifying an unknown de-
vice, which is an open-set recognition problem [31].

There have been some studies investigating the open-set RFFI
system, e.g., One vs All (OvA) [32], OpenMax [32], heuristics
for slices [33], generative adversarial network (GAN) [34],
instance-generation-based methods [35], [36], and deep metric
learning-based approach [19]. Specific to LTE-RFFI systems,
current studies only consider the case of closed-set known
device classification and their performance under open-set
recognition is unknown.

In this paper, an open-set RFFI scheme is proposed to
identify LTE devices, which can be employed for both known
device classification and unknown device detection tasks. The
designed RFFI system can detect the presence of an un-
known/malicious mobile phone, and further predict the identity
of the known/legitimate phone. The transient-on, transient-
off, and modulation parts of the LTE PRACH preamble are
exploited to generate separate DCTFs to improve the RFFI
performance, considering the overlap of transient and mod-
ulation parts and the inhibition of the visibility of transient
characteristics in a single DCTF. The RFF is extracted from
PRACH preambles to ensure that the device identification is
done before the device establishes connections to the core
network to prevent attacks. A multi-channel convolutional
neural network scheme, namely MCCNN, is designed that
takes DCTFs as the input for the LTE device identification.

To enhance the unknown device detection ability of the RFFI
system, a custom loss function called maxmin-loss is proposed
to ensure that the neural network learns a mapping where the
feature representations of the same device are close to each
other, while those from different devices are separated farther.
Experiments are conducted using multiple LTE mobile phones
and a software-defined radio (SDR) platform to emulate LTE
eNodeB. The main contributions of this work are summarized
as follows.

• A multi-DCTF-based RFFI protocol is proposed. More
specifically, we convert the transient-on, modulation, and
transient-off parts of the LTE PRACH signal into three
DCTFs, respectively. Then the MCCNN is specially
designed for identification, which extracts features from
the three DCTFs separately and then combines them to
achieve a higher identification accuracy.

• We propose an open-set approach for LTE-RFFI systems.
It first detects whether the received signal is from an
unknown device. If it is determined that the signal is not
from an unknown device, the RFFI system will further
classify the received signal. To the best knowledge of the
authors, it is the first work considering the RFF open-set
recognition for LTE mobile phones.

• To enhance the open-set RFFI performance, a custom
loss function named maxmin-loss is designed to train the
MCCNN along with the cross-entropy loss. It aims to
cluster the intraclass representations while separating the
interclass ones. Specific to RFFI, it can lead a relatively
optimal performance on unknown device detection and
known device classification at the same time with one
model.

• The proposed LTE-RFFI system is evaluated with exten-
sive experiments. A USRP N210 SDR platform was used
to capture real-world transmissions from ten commercial-
off-the-shelf (COTS) LTE mobile phones for evaluation.
Experimental results show that the designed RFFI system
can successfully detect unknown devices and classify the
known devices with high accuracy. The area under the
curve (AUC) of unknown device detection reaches 0.9817
and the accuracy for known device classification reaches
98.70%.

The DCTF-based MCCNN scheme for closed-set LTE device
classification has been proposed in our prior work [37]. In
this work, we extended it to the open-set unknown device
detection. The signal preprocessing and DCTF generation
details are introduced and more extensive experiments are
carried out in this paper.

The rest of the paper is organized as follows. Section II gives
an introduction to the LTE PRACH signal. Section III illus-
trates the system overview. Section IV introduces the signal
preprocessing methods. Section V and Section VI present the
designed multi-DCTF and open-set MCCNN-based LTE RFFI
approaches. The experimental setup and results discussion are
presented in Section VII. Section VIII introduces the related
works in RFFI and LTE-RFFI. Section IX finally concludes
the paper.
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Fig. 1. The structure of LTE uplink physical channels and reference signals.

II. LTE PRACH PRELIMINARY

The LTE uplink multiple access technologies are known as
single-carrier frequency-division multiple access (SC-FDMA).
The LTE PRACH is one of the uplink physical channels
which carries the signal called random access preamble, i.e.,
PRACH preamble. The LTE PRACH occupies six resource
blocks (RBs), spanning 1.08 MHz in the frequency domain.
In addition to the PRACH, the uplink physical channels
also include the physical uplink shared channel (PUSCH),
the physical uplink control channel (PUCCH), and various
reference signals. An example of LTE uplink physical channels
and reference signals with 50 RBs is shown in Fig. 1.

Among PRACH, PUSCH, and PUCCH, the PRACH pream-
ble is more suitable for RFFI. Firstly, the PRACH occupies less
bandwidth compared to PUSCH, which is less affected by the
multi-path effect of wireless channels. Secondly, the PRACH
location is stable when the eNodeB parameters are determined,
while the PUCCH location can change frequently because
of the employed frequency hopping mechanism. Moreover,
when a phone accesses an LTE network, the PRACH preamble
is the first transmitted signal in the radio resource control
(RRC) connection without any identity information. Moreover,
a PRACH spoofing attack might be feasible while the 3GPP
specifications do not specify the countermeasures in this
situation [38]. The introduction of RFFI based on PRACH
can offer a potential workaround.

The RFFI system proposed in this work identifies devices
by analyzing the physical layer characteristics of PRACH
preambles. The PRACH preamble consists of a cyclic prefix
(CP) and a sequence part, which is generated by one or several
root Zadoff-Chu sequences. The uth Zadoff-Chu root sequence
xu[n] is defined as

xu[n] = e
−j

πun(n+1)
NZC , (1)

where NZC is the length of xu[n] which equals 839 in an
LTE frequency division duplex (LTE-FDD) system. The index
u ranges from 1 to 838 according to the eNodeB setup. In
each eNodeB with uth root sequence, 64 different PRACH
preambles could be generated using the following function

xu
v [n] = xu[(n+ Cv) mod NZC ], (2)

where Cv is the cyclic shift value of the vth preamble defined
by the eNodeB. The LTE terminals can randomly choose Cv
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Fig. 2. An illustration of different PRACH preambles in one typical cell
setup.
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Fig. 3. System overview.

and generate orthogonal PRACH preambles. The generated
baseband PRACH preamble signal is given as

s(t) = β

NZC−1∑
k=0

Xu
v [k]e

j2π(k+φ+ ∆f
∆fRA

(k0+
1
2 ))∆fRA(t−TCP )

(3)
where β is the amplitude gain factor, k0 is used to determine
the location in the frequency domain, ∆f is the subcarrier in-
terval of SC-FDMA symbols, ∆fRA is the subcarrier interval
of PRACH preambles, and TCP is the time duration of the
cyclic prefix in the PRACH preamble. According to the setup
in this work, ∆f is 15 kHz, ∆fRA is 1.25 KHz and φ is
seven. Xu

v [k] represents the NZC points DFT of xu
v [n]. Some

example PRACH preambles are shown in Fig. 2.

III. SYSTEM OVERVIEW

The system overview is illustrated in Fig. 3. The designed
protocol consists of two stages, namely training and inference.
In the training stage, we collect signals from available known
devices. The signal preprocessing and collection algorithms
are elaborated in Section IV. The RFFs, i.e., multiple DCTFs,
are then extracted using the scheme presented in Section V.
Finally, an MCCNN is trained with a custom loss function to
predict the device identity. The design details can be found in
Section VI. In the inference stage, the RFF is extracted from
the received signal, and then the trained MCCNN can correctly
predict from which device the signal is sent. Note that the RFFI
system can first determine whether the signal is sent from a
legitimate known device before predicting the device label. In
other words, it has open-set recognition capability.
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Fig. 4. Frequency domain correlation algorithm for fine time synchronization.

IV. SIGNAL PREPROCESSING

This section describes the algorithm for LTE signal ac-
quisition, which includes preamble detection, coarse and fine
synchronization.

A. Preamble Detection

A sliding-window-based energy detection algorithm is ap-
plied to detect the presence of PRACH preambles, which is
formulated as

Acenter

Asum
> λpd, (4)

where Asum is the amplitude sum of the spectrum in the
window, and Acenter is the amplitude sum of the spectrum
in the middle of the window. The preamble is detected when
the result exceeds a pre-defined threshold λpd.

The detected PRACH preamble is filtered by an eighth-order
Butterworth filter with a cut-off frequency of 1 MHz. Then its
power is normalized. To reduce the computing complexity, the
detected signal is down-sampled by a rate of 3/25, which is
denoted as r[n].

B. Time Synchronization

After a PRACH preamble is detected, the time synchroniza-
tion algorithm is performed to accurately locate its starting
point. It includes two steps, namely coarse and fine synchro-
nization.

1) Coarse Time Synchronization: The coarse time synchro-
nization is performed by detecting the peak in the correlation
result M [n] between duplicated CP and tail signal of the
preamble sequence, given as

M [n] =

LCP−1∑
j=0

r[n+ j]r∗[n+ j + LSEQ], (5)

where LCP and LSEQ are the lengths of the CP in the PRACH
preamble and preamble sequence, respectively. The index of
the start point d′ is calculated by finding the peak in M [n],
expressed as

d′ = argmax︸ ︷︷ ︸
n

(M [n]). (6)

2) Fine Time Synchronization: A fine time synchronization
is required since the coarse one is sensitive to multipath
effects. The utilized fine time synchronization algorithm is
based on the standard preamble correlation in the frequency
domain, which is illustrated in Fig. 4.

Firstly the CP is removed according to the assumed start
point d′ and the rest of the signal is then converted to the
frequency domain using DFT. The result is denoted as R[w].

Standard CP-free PRACH preambles are generated and con-
verted to the frequency domain as well, denoted as Rstd

v [w],
v is the preamble number.

The mobile phone would send one of the pre-defined 64
PRACH preambles in one access attempt. The correlation
sequence can be expressed as

Corrf v =
{
Corrf v0, Corrf v1, · · · , Corrf vj

}
= IDFT

(
Rstd

v

∗ ·R
)
,

(7)

where v ∈ [0, 63], j ∈ [0, NSEQ − 1]. For each Corrf v , the
peak index can be calculated as

Indexp
v = argmax︸ ︷︷ ︸

j∈[0,NSEQ−1]

∣∣Corrf vj
∣∣ . (8)

Note Indexs is the peak index calculated by two standard
preambles according to (7) and (8). Then the preamble number
v′ in the cell preamble set can be calculated as

v′ = argmin︸ ︷︷ ︸
v∈[0,63]

|Indexp
v − Indexs| . (9)

After obtaining the preamble number v′, the fine starting
point can be searched in the range of [d′ −Ns, d

′ +Ns]
where Ns can be selected by prior knowledge. For s ∈
[d′ −Ns, d

′ +Ns], calculate that

Corrf s = IDFT
(
Rstd

v′
∗ ·Rs

)
, (10)

where Rs is the DFT of r [s+NCP, s+NCP +NSEQ]. The
peak index in Corrf s can be expressed as

Indexp
s = argmax︸ ︷︷ ︸

j∈[0,NSEQ−1]

∣∣Corrf sj
∣∣ . (11)

Therefore, the estimated fine starting point d′′ of the PRACH
preamble can be calculated as

d′′ =

 argmin︸ ︷︷ ︸
s∈[d′−Ns,d′+Ns]

|Indexp
s − Indexs|

−Ns. (12)

With the help of an estimated fine starting point, the transient
parts of the received PRACH preamble can be extracted.
Note that coarse time synchronization is required before fine
time synchronization. This design can greatly narrow down
the search range in fine time synchronization and effectively
reduce the amount of computation.

The processed signals and corresponding labels are then
saved in a training dataset T , given as

T = {(ym, lm)}Mtrain

m=1 , (13)

where ym is the mth processed signal, i.e., I/Q samples, and
lm is the corresponding one-hot encoded device label.

V. MULTI-DCTF
Previous work demonstrates that converting the received I/Q

samples into an appropriate signal representation can enhance
RFFI performance [20]. In this work, we designed multi-
DCTF for LTE PRACH preambles as the input to the RFFI
system.
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(a) (b)

(c) (d)

Fig. 5. DCTFs. (a) The DCTF of a standard preamble. (b)-(d) DCTFs of
preambles from different real phones.

A. DCTF Generation

The DCTF is a specially designed feature in previous RFFI
studies [21]. We first perform a differential operation on the
received I/Q samples y[n], given as

D[n] = y[n] · y[n+ LDF ], (14)

where LDF is the differential interval and D[n] is the result
which is a complex vector. D[n] can then be mapped to the
I/Q complex plane to generate a constellation diagram, namely
DCTF. More specifically, a two-dimensional matrix Γ with a
size of [n× n] is defined. The coordinate (i, j) of D (t) in Γ
is given by

i =

⌈
DI [n] + T

2T

⌉
· n,

j =

⌈
DQ[n] + T

2T

⌉
· n,

(15)

where DI [n] and DQ[n] are real and imaginary part of D[n],
respectively. Then the DCTF can be generated by the density
of the sampling points in each pixel Γ [i, j].

B. Multi-DCTF Generation

Fig. 5 illustrates DCTFs. Fig. 5a is transformed from the
simulated standard PRACH preamble, while Figs. 5b, 5c, and
5d are generated from the real collected ones. As illustrated in
the figures, there are thin curves in the central of Fig. 5b and
Fig. 5c (highlighted in the box), which is converted from the
signal transient part. In contrast, the thin curves do not exist
in Fig. 5a and Fig. 5d. For Fig. 5a, the reason is that there is
no transient part in the simulated standard PRACH preamble.
While for Fig. 5d, this is probably because the trace of the
transient part is similar to that of the modulation part and is

(a)

(b)

Fig. 6. An illustration of LTE PRACH transient parts (a) Transient-on part.
(b) Transient-off part.

therefore obscured. In addition, the transient part may be faded
and be suppressed after normalization and mapping of the
most concentrated regions in the entire 2D plane [37]. Since
the transient part has much fewer samples compared to the
modulation part. For example, as shown in Fig. 6, the length
of transient parts is less than 100 while the signal modulation
part contains 14450 samples. Hence, it is necessary to process
the transient and modulation parts in DCTF separately to make
full use of the signal transient part.

Fig. 7 demonstrates the transient-on and off waveforms
from four different phones. It is obvious that the transient
parts vary among LTE phones. As annotated in Fig. 7, the
transient-on signal is constructed with samples from index 50
to index 150, where the starting point of the packet is index
100. After we detect the signal ending point, we will take a
segment. As illustrated in Fig. 7, the ending point of the packet
in the segment is index 100, and the transient-off signal is
created with samples from index 50 to index 150. Other parts
are considered as modulation parts. Transient-on, transient-off,
and modulation parts of the LTE PRACH preamble are used
to generate DCTFs respectively as shown in Fig. 8 for later
recognition.

After multi-DCTF generation, the training dataset T can be
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(a)

(b)

Fig. 7. Normalized amplitudes of PRACH preambles with the same preamble
index from four different phones. (a) Transient-on waveforms (the starting
point of the packet is index number 100). (b) Transient-off waveforms (the
ending point of the packet is index number 100).

(a) (b) (c)

Fig. 8. DCTFs of different parts of the LTE PRACH preamble. (a) DCTF
of the transient-on part. (b) DCTF of the modulation part. (c) DCTF of the
transient-off part.

constructed as

T = {({Γm
on,Γ

m
mod,Γ

m
off} , lm)}Mtrain

m=1 , (16)

where Γm
on, Γm

mod, and Γm
off are DCTFs generated from the

transient-on, modulation, and transient-off parts of ym, respec-
tively.

Conv., (3, 6, 5)

Maxpooling, 2

Conv., (6, 16, 5)

FC Layer

Maxpooling, 2

FC Layer

FC Layer

Softmax

Conv., (3, 6, 5)

Maxpooling, 2

Conv., (6, 16, 5)

Maxpooling, 2

Conv., (3, 6, 5)

Maxpooling, 2

Conv., (6, 16, 5)

Maxpooling, 2

Fig. 9. Architecture of the MCCNN.

VI. MCCNN BASED LTE DEVICE IDENTIFICATION

A. Neural Network Architecture

An MCCNN is proposed as a feature extractor to process
the multi-DCTF, whose architecture is shown in Fig. 9. The
three DCTFs, {Γon,Γmod,Γoff}, act as different MCCNN
input channels. The output of the three convolutional branches
is flattened and concatenated as a 1D vector, which is then
processed by three fully connected (FC) layers. The output
of the third FC layer, denoted as z = {z1, ..., zk, ..., zK}, is
deemed to be the feature representations extracted from the
multi-DCTF input. K is the number of categories. After that, a
softmax function is applied to convert z to a probability vector
p̂ = {p̂1, ..., p̂k, ..., p̂K}, which is mathematically given as

p̂k =
ez

k∑K
k=1 e

zk
. (17)

B. Loss Function

We designed a combined loss function to train the proposed
MCCNN, which is composed of cross entropy and maxmin
losses. Cross entropy loss is often used to train a classification
neural network, given as

LCE = −
K∑

k=1

pk log(p̂k), (18)

where LCE is the cross entropy loss function, pk =
{1 if sample belongs to category k, 0 otherwise}. Note that
it aims to distinguish representations among different cate-
gories but not to cluster intraclass representations or to sep-
arate interclass representations. The output probability vector
p̂ is leveraged for classification, which does not mean that
the distances among different categories are large when the
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classification probability is maximized. Therefore, the cross-
entropy loss cannot lead to discriminative representations that
are well separated among categories, which can be further
improved.

The maxmin loss is proposed to learn discriminative rep-
resentations, which is inspired by the work in [39], [40].
It is anticipated that during the training stage, intraclass
representations will be clustered and interclass representations
will be separated. We define the mean maximal intraclass
distance dmax in feature representations as

dmax =
1

K

K∑
k=1

max
zi∈Ck

∥zi − uk∥2, (19)

where uk is the mean feature representation of category Ck,
given as

uk =
1

|Ck|

|Ck|∑
i=1

zi, (20)

where |Ck| denotes the number of training instances in cat-
egory Ck. We define the minimal interclass distance dmin as
the distance between the closest two categories

dmin = min
1≤a≤K
a+1≤b≤K

∥ua − ub∥2. (21)

Then the maxmin loss LMM is defined as

LMM =
dmax

dmin
. (22)

The cross-entropy and maxmin losses are finally combined
to train the designed MCCNN, given as

Lcomb = LCE + αLMM , (23)

where Lcomb is the combined loss and α is a hyperparameter
that determines the weight between cross entropy and maxmin
loss, which is set to 0.5 in this paper.

C. Open-Set Recognition

With the learned well-separated feature representations,
the open-set recognition task can be performed by distance
measurement. Mahalanobis distance is adopted in the proposed
RFFI system, given as

dj =
√
(z− uj)TΣ

−1
j (z− uj), (24)

where Σj is the covariance matrix of zj in the training
instances. Then the similarity score Sf is defined as

Sf =
∥d∥2
min

1≤j≤K
dj

, (25)

where d is the set of dj . The decision can be made by
comparing Sf with a pre-defined threshold λ, given as

Ĉ =

{
Unknown device, when Sf < λ

argmax
k

(p̂), when Sf ≥ λ (26)

where Ĉ is the predicted device label.

LTE eNodeB

(Pseudo Station)

LTE Mobile Phone

USRP Receiver

PRACH

Accessing

PRACH

Signal Acquisition

Off-line

Process

Server

Fig. 10. Experimental setup. An LTE eNodeB pseudo station is established
for communications between the LTE mobile phone. The USRP receiver is
collecting PRACH preamble for RFFI.

(a) (b)

Fig. 11. (a) Photo of the ten LTE mobile phones. (b) Photo of the pseudo-
LTE eNodeB station and the USRP receiver.

VII. EXPERIMENTAL EVALUATION

A. Experimental Setup

1) Experimental Hardware Settings: Fig. 10 shows the
diagram of the designed experimental platform. The photos
of experimental devices are shown in Fig. 11. The platform
consists of three components, namely an LTE eNodeB station,
some LTE mobile phones and a USRP receiver.

LTE eNodeB Station: We used a USRP B205 to build a
pseudo-LTE eNodeB station with the open source srsLTE [41],
which can establish communication links with LTE mobile
phones. The uplink center frequency is set to 2,565 MHz,
which is a spare frequency channel to avoid interference. The
number of RB in the uplink channel is 50. The frequency
domain offset is set to two, which means the preamble is at
the edge of the uplink channel. Our pseudo eNodeB parameter
setup makes sure that the available preambles are generated
by one root sequence.

LTE Mobile Phones (DUTs): Ten COTS phones of four
models are employed as devices under test (DUTs) to be iden-
tified, whose information is detailed in Table I. We consider
phones 1-6 as known DUTs while the rest as unknown ones.
The transmission of PRACH preambles is enabled by manually
switching on/off the flight mode. The center frequency of
PRACH preambles is calculated as 2,561.4 MHz according
to the setup of the pseudo eNodeB station.

USRP Receiver: A USRP N210 SDR platform is used for
signal collection for RFFI since the srsLTE-based pseudo-
eNodeB station does not support access to physical layer
signals. The center frequency of USRP N210 is set to
2,561.4 MHz, the same as the carrier frequency of PRACH
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TABLE I
DUT INFORMATION

Category Name Model

Known DUTs

Phone 1 XIAOMI Redmi 5A

Phone 2 Google Nexus 5

Phone 3 Google Nexus 6P

Phone 4 HUAWEI P9

Phone 5 Google Nexus 5

Phone 6 Google Nexus 5

Unknown DUTs

Phone 7 Google Nexus 5

Phone 8 Google Nexus 5

Phone 9 HUAWEI P9

Phone 10 HUAWEI P9

TABLE II
DATASET INFORMATION

DUT Index Channel Condition # Signals

Dataset 1 DUT 1 to 10 LOS 6,535

Dataset 2 DUT 1 to 10 NLOS 5,030

Dataset 3 DUT 1 to 6 LOS & NLOS 2,540

d

LTE eNodeB

(Pseudo Station)

USRP 

Receiver

Shelf

Shelf

S
h

e
lf

Corridor

Wall

Room

Closed 

door

Fig. 12. Layout of the dataset collection environment.

preambles. The sampling rate of the USRP N210 platform is
20 MSamples/s.

2) Dataset Collection Settings: Three datasets are collected
for different evaluation purposes, which are summarized in
Table II. The layout of the dataset collection environment is
illustrated in Fig. 12. Five collection positions are set for the
LOS scenario, while two collection positions are set for the
NLOS scenario.

Dataset 1 contains signals collected from DUT 1-10. The
signal collection is carried out in an LOS scenario with a
distance of less than 6 m. This dataset includes both known and
unknown DUTs, which are used to evaluate the performance of
unknown device detection described in Section VII-B. There
are 6,535 preambles in total, among which 4,258 are from
known DUTs and the rest 2,277 are from unknown DUTs.

Dataset 2 contains signals collected from DUT 1-10. The
signal collection is carried out in an NLOS scenario with

a distance of more than 10 m. This dataset includes both
known and unknown DUTs, which are also used to evaluate
the performance of unknown device detection described in
Section VII-B. There are 5,030 preambles in total, among
which 3,315 are from known DUTs and the rest 1,715 are
from unknown DUTs.

Dataset 3 contains signals collected from DUTs 1-6. It
only includes known DUTs and is thus mainly used to
evaluate known device classification. The signal collection is
conducted in both LOS and NLOS scenarios therefore the
system robustness against channel variations can be evaluated
as well. The distance between transceivers is 6 m and 13 m
in LOS and NLOS scenarios, respectively. Dataset 3 is used
to assess the known device classification performance in
Section VII-C. There are 2,540 preambles in total. Among
them, 1,946 preambles are collected in LOS scenarios and
others are collected in NLOS scenarios.

3) Neural Network Training Settings: The training was
carried out on a PC with Ubuntu 18.04 system and GeForce
RTX 2080 Ti GPU. The PyTorch framework was used. During
the training process, the Adam optimizer was used, the initial
learning rate was 0.001 and the batch size was 64. For
Unknown device detection, the number of epochs was set to
100 and for known device classification the number of epochs
was 50 considering the dataset size.

B. Evaluation of Unknown Device Detection
1) Evaluation Metrics and Benchmarks: Essentially, un-

known device detection is a binary classification problem. Ac-
curacy is the most common performance metric, which is the
proportion of correctly classified samples to the total number
of samples. The receiver operating characteristic (ROC) curve
is often used to evaluate unknown device detection [19], which
shows the relationship between false positive rate (FPR) and
true positive rate (TPR) under different threshold settings. It
could reflect the performance of a learner based on weights of
precision and recall. Two scalar metrics can be further derived
from the ROC curve, namely AUC and equal error rate (EER).
The AUC refers to the area under the plotted ROC curve and
the EER is the location where the FPR equals 1-TPR. The
larger the AUC or the smaller the EER, the better the unknown
device detection performance.

We leverage the neural network proposed in [24] as the first
benchmark for comparison. Additionally, OpenMax is applied
to it to enable the open-set identification capability, which has
been proven to be effective in RFFI [32], [42]. Finally, we use
the designed maxmin loss to train the neural network as the
third benchmark.

2) Results of Unknown Device Detection: Dataset 1 is
leveraged to evaluate the unknown device detection perfor-
mance. We aim to evaluate whether the RFFI system can
successfully detect the signals sent from the unknown DUTs,
i.e., Phone 7-10. The training and test data are summarized as
follows:

• Training: Random 80% of the signals from DUTs 1-6,
i.e., known DUTs, in Dataset 1.

• Test: All the remaining signals in Dataset 1, including
signals from DUTs 1-10, i.e., known and unknown DUTs.
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Fig. 13. ROC curves of unknown LTE device detection.

The ROC curves are shown in Fig. 13. OpenMax is based
on the extreme value theory, correcting the softmax output of
training process by fitting extreme value models. In contrast,
MCCNN with maxmin loss trains the various parameters and
updates them under the supervision of both softmax function
and maxmin loss to drive the scheme to get high performance.
It is clear that the proposed MCCNN with maxmin loss
scheme reaches the best detection performance, with an AUC
of 0.9817 and an EER of 0.0545.

3) Results Discussion at Various Scenarios: To evaluate
unknown device detection performance at different levels of
SNR, additive white Gaussian noise (AWGN) is added to the
collected signals. The training and test data are detailed as
follows:

• Training: Random 80% of the signals from DUTs 1-6,
i.e., known DUTs, in Dataset 1. Different power levels
of AWGN are used to create different SNR levels.

• Test: All the remaining signals in Dataset 1, including
signals from DUTs 1-10, i.e., known and unknown DUTs.
AWGN with different powers is added.

In order to evaluate the performance of the proposed method
in the NLOS scenario, Dataset 2 is used. The details are as
follows:

• Training: Random 80% of the signals from DUTs 1-6,
i.e., known DUTs, in Dataset 2.

• Test: All the remaining signals in Dataset 2, including
signals from DUTs 1-10, i.e., known and unknown DUTs.

The unknown device detection results are shown in Ta-
ble III. OpenMax method is also evaluated for comparison. As
can be observed from Table III, the scheme with the maxmin-
loss has better unknown device detection performance than
the OpenMax loss in both LOS and NLOS scenarios, i.e.,
the maxmin-loss approach achieved higher AUC and lower
EER. The performances of both methods reduce when SNR
decreases. One reason is that DCTF can be affected by the
noise, as shown in Fig. 14. Compared to the high SNR
scenario, the feature is significantly blurry.

4) The Effect of Maxmin-Loss: As discussed in Sec-
tion VI-B, the proposed maxmin loss can decrease the in-
traclass while increasing the interclass distances relatively,

TABLE III
LTE DEVICE DETECTION PERFORMANCES AT VARIOUS SCENARIOS

Scenario MCCNN w/ maxmin-loss MCCNN w/ OpenMax

AUC EER AUC EER

LOS

40dB 0.9817 0.0545 0.9249 0.1234

35dB 0.9421 0.1199 0.8857 0.1611

30dB 0.8685 0.2108 0.7514 0.3509

25dB 0.8546 0.2121 0.8503 0.2090

20dB 0.8458 0.2257 0.7906 0.2683

NLOS

35dB 0.7531 0.2945 0.6231 0.4723

30dB 0.7571 0.3044 0.6549 0.4496

25dB 0.7050 0.3563 0.6092 0.5102

20dB 0.5306 0.4659 0.5476 0.5393

Fig. 14. A DCTF generated at SNR of 20dB.

leading to a better separation between the intraclass and inter-
class distance. Fig. 15 verifies this by showing the histogram
of the normalized intraclass and interclass distances between
the feature representations in the training dataset. It can be
seen that after the application of maxmin loss, the feature
representations of different categories are well separated, so an
unknown device is more likely to be detected since it would
tend to be away from all known categories in the feature space.
And this leads to better performance in the unknown device
detection problem.

C. Evaluation of Known Device Classification

1) Evaluation Metrics and Benchmarks: Classification ac-
curacy is often used to evaluate the performance of a clas-
sification problem, which is the ratio between the correctly
classified instances and the total number of test instances.

We took the schemes proposed in [24], [29] as the bench-
marks for known device classification. Although the work
in [24] is originally designed for the identification of GSM
mobile phones, we can use the same CNN structure to process
the LTE PRACH preambles. The RFFI system in [29] uses
an SVM model to classify feature vectors consisting of IQ
imbalances and variances extracted PRACH preambles.

2) Results in LOS and NLOS Scenarios: Dataset 3 is
leveraged to evaluate the performance of known device clas-
sification. We trained the MCCNN with signals collected in
LOS scenarios and test it with signals collected in both LOS
and NLOS scenarios. This allows us to evaluate the system’s
robustness to DUT position changes. The training and test data
are detailed as follows:
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(a)

(b)

Fig. 15. Normalized Intraclass and interclass distances of the training RFF
representations. (a) Trained without maxmin loss. (b) Trained with maxmin
loss.

• Training: Random 80% of the signals collected in LOS
scenarios in Dataset 3.

• Test: The remaining 20% signals of LOS scenarios and
all the signals of NLOS scenarios in Dataset 3.

The results are shown in Table IV. It can be seen that
the proposed MCCNN-based schemes outperform previous
schemes in [24], [29]. The MCCNN without maxmin loss
reaches slightly higher classification accuracy. The system
performance in the NLOS scenario is lower than that in the
LOS scenario due to changes in wireless channel conditions.
It is clear that the MCCNN-based schemes are still superior
to others.

3) Results at Various SNRs: The RFFI performance is
evaluated at different SNR conditions, which is achieved by
adding AWGN to the collected signals. The training and test
data are listed as follows:

• Training: Random 80% of the signals collected in LOS
scenarios in Dataset 3. AWGN is added.

• Test: The remaining signals are in both LOS and NLOS
scenarios in Dataset 3. AWGN is added.

TABLE IV
RESULTS OF KNOWN DEVICE CLASSIFICATION

Methods Test of Accuracy
in LOS Scenarios

Test of Accuracy
in NLOS Scenarios

Ding et al. [29] 37.40% 30.60%

Wang et al. [24] 95.34% 80.47%

MCCNN 98.70% 89.40%
MCCNN+maxmin
loss 96.11% 88.55%

To evaluate the classification performance in certain appli-
cations or environments, the signals in NLOS scenarios are
added to the training set. The details are as follows:

• Training: Random 80% of the signals collected in both
LOS and NLOS scenarios in Dataset 3. AWGN is added.

• Test: The remaining signals in LOS scenarios in
Dataset 3. AWGN is added.

The classification results are shown in Fig. 16. It is clear
that the proposed MCCNN-based schemes achieve better
performance than those proposed in [24], [29] in both LOS
and NLOS scenarios. The method in [24] is inferior to the
proposed MCCNN scheme, and the performance gap grows as
the SNR decreases. The classification accuracy of the method
proposed in [29] is lower than 40%, which is unacceptable for
an RFFI system. The segmentation mechanism for DCTF of
LTE RACH signal gives higher performance, especially when
the DCTF gets vague at a low level of SNR. And for the
scenarios with a training set including both LOS and NLOS
signals, the performance seems no significant change for all
the schemes. At the SNR of 30dB, classification accuracy
with MCCNN is 98.45%, and the accuracy is 97.15% when
MCCNN with maxmin loss is used.

The classification confusion matrices with MCCNN at
different levels of SNRs are illustrated in Fig. 17. Wrong
predictions would be more frequent at low SNR levels. The
incorrect predictions occur more often among devices of the
same model. It leads to a variety of classification performance
among different devices, e.g., at the level of 10dB SNR, the
classification accuracy of phone 2, 5 and 6 declines sharply
while that of others tends to decrease slightly.

4) Discussion on Performance with Maxmin-Loss: As pre-
viously discussed, the maxmin-loss is expected to enhance
performance in unknown device detection by creating a clear
separation between samples belonging to different categories.
In contrast, the cross entropy loss primarily emphasizes the
relationship between samples and their respective category
labels, making it advantageous for classification problem.
However, the combination of these two losses in classification
may lead to a decrease in performance. In the context of open-
set identification, our aim is to achieve a relatively optimal
performance between unknown device detection and known
device classification at the same time with one model. In fact,
both MCCNN and MCCNN with maxmin-loss exhibit superior
classification performance compared to the other two methods.
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(a)

(b)

(c)

Fig. 16. Classification performance at different SNRs. (a) Train in LOS
scenarios. Test in LOS scenarios. (b) Train in LOS scenarios. Test in NLOS
scenarios. (c) Train in LOS & NLOS scenarios, test in LOS scenarios.

VIII. RELATED WORK

RF fingerprints can be extracted from both the transient
and modulation segments of the received signals. The RF

fingerprints extracted from the transient signals include fractal
dimension [43], high-order statistical features [23], energy
property [44]–[46], and the frequency, phase, amplitude of
transient signals [46]–[48]. Transient-based methods require
precise starting point detection and signal interception algo-
rithms since the transient signal duration is extremely short.
In addition to the transient features, the RF fingerprints can
also be extracted from the modulation part. The designed
features include signal spectrum [49], estimated carrier fre-
quency offset and I/Q offset [50], [51], and transform domain
features [52], [53]. Peng et al. propose an RFF extraction
method based on DCTF, which can reflect both transient
and modulation characteristics at the same time without prior
information of the signal [21], [54]. A DCTF-based RFFI
scheme for mobile phone identification was proposed in [24].
However, it is unclear whether the visibility of the transient
and modulation parts in one figure will affect each other given
the fact that the duration of transient signals is much shorter
than that of the steady-state signal part.

Despite the fact that LTE is now among the most widely
used wireless technologies in our daily lives. Prior research
has not focused much on using RFFI to identify LTE mobile
phones. To the best knowledge of the authors, there are only
two papers investigating LTE-RFFI. In our prior work [29],
the I/Q imbalance of the random access preamble is extracted
as the feature and a support vector machine (SVM) is used as
the classifier. Zhang et al. design an LTE-RFFI system using
ResNet and evaluate it with 15 COTS mobile phones [55].
Further research is needed to investigate the effectiveness of
using RFFI to identify LTE devices.

IX. CONCLUSION

In this paper, an open-set recognition scheme for RFF-based
LTE device identification was proposed. The feasibility of
using RFF to identify LTE mobile phones was verified. DCTF
features from transient-on, modulation and transient-off parts
of LTE PRACH preamble signals were extracted. An MCCNN
scheme was proposed using these features from different
parts of the signals to reach a high level of performance
on RFFI. To maximize the interclass distances and minimize
the intraclass distances of the RFF representations, a custom
maxmin-loss was proposed to be used during the training
process of the MCCNN scheme. Extensive experiments were
carried out including ten mobile phones from four models.
The dataset was constructed with waveforms collected from
different locations including LOS and NLOS scenarios. In
known LTE device classification problems, the accuracy can
reach 98.70% in the LOS scenario at an SNR level of 30 dB
among six LTE mobile phones. In the unknown LTE device
detection problems, the EER is as low as 0.0545 and the
AUC reaches 0.9817 considering six known phones and four
unknown phones.
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