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Abstract

During the last decade, ultrashort pulse lasers have been employed for high precision surface micro-structuring of materials such as metals, semi-conductors and dielectrics with little thermal damage. Due to the ultra high intensity of focussed femtosecond pulses ($I > 10^{12}\text{W/cm}^2$), nonlinear absorption can be induced at the focus leading to highly localised material ablation or modification. This is now opening up applications ranging from integrated optics, through multi-photon induced refractive index engineering to precision surface modification for silicon scribing and solar cell fabrication.

To ensure non thermal material processing, the input fluence ($F$) of the ultrashort pulse laser must be kept in the low regime ($F \sim 1\text{Jcm}^{-2}$), a few times above the well defined ablation threshold. Accordingly, µJ ($10^{-6}\text{J}$) level pulse energy input is often required for ultrashort pulse laser fine micro/nano-surface structuring. Running at one kilohertz repetition rate, many current ultrashort pulse laser systems can provide mJ ($10^{-3}\text{J}$) level output pulse energy. Accordingly, significant attenuation of the laser output is required for many applications and hence causes a great deal of energy loss.

With this limitation in mind, holographic multiple beam ultrashort pulse laser processing, where the mJ pulse energy is split into many desired diffracted beams with arbitrary geometric arrangement, is proposed in this thesis. The multi-beam patterns are generated by phase modulation using computer generated holograms (CGHs) which are displayed on a Spatial Light Modulator (SLM). The ability to address these devices in real time and synchronize with scanning methods adds an additional flexibility to the processing. The results obtained in this thesis demonstrate high precision micro-fabrication of different kinds of materials with greatly increased processing efficiency and throughput, showing many potential industrial applications.
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<th>Symbol</th>
<th>Unit</th>
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</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$\mu$m</td>
<td>Major semiaxis of ellipse</td>
</tr>
<tr>
<td>$A$</td>
<td>n/a</td>
<td>Amplitude of complex field</td>
</tr>
<tr>
<td>$b$</td>
<td>$\mu$m</td>
<td>Minor semiaxis of ellipse</td>
</tr>
<tr>
<td>$C_e$</td>
<td>$(J\cdot kg^{-1}\cdot K^{-1})$</td>
<td>Specific heat capacity of electron</td>
</tr>
<tr>
<td>$C_l$</td>
<td>$(J\cdot kg^{-1}\cdot K^{-1})$</td>
<td>Specific heat capacity of lattice</td>
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<tr>
<td>$D$</td>
<td>n/a</td>
<td>Heat diffusion coefficient</td>
</tr>
<tr>
<td>$e$</td>
<td>n/a</td>
<td>Eccentricity of the hole shape</td>
</tr>
<tr>
<td>$E(t), E(r)$</td>
<td>n/a</td>
<td>Electric field</td>
</tr>
<tr>
<td>$E_p$</td>
<td>$\mu$J</td>
<td>Pulse energy</td>
</tr>
<tr>
<td>$f$</td>
<td>mm</td>
<td>Focal length</td>
</tr>
<tr>
<td>$F$</td>
<td>$(J\cdot cm^{-2})$</td>
<td>Laser fluence</td>
</tr>
<tr>
<td>$FT$</td>
<td>n/a</td>
<td>Fourier transform</td>
</tr>
<tr>
<td>$g$</td>
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<td>Electron-phonon coupling constant</td>
</tr>
<tr>
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<td>n/a</td>
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</tr>
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</tr>
<tr>
<td>$k$</td>
<td>n/a</td>
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</tr>
<tr>
<td>$L$</td>
<td>$\mu$m</td>
<td>Ablation depth per pulse</td>
</tr>
<tr>
<td>$l_d$</td>
<td>$\mu$m</td>
<td>Heat diffusion length</td>
</tr>
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<td>$l_s$</td>
<td>$\mu$m</td>
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</tr>
<tr>
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<td>n/a</td>
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</tr>
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<td>n/a</td>
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</tr>
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<td>(Hz)</td>
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</tr>
<tr>
<td>$t$</td>
<td>K</td>
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</tr>
<tr>
<td>$T_e$</td>
<td>K</td>
<td>Temperatures of electrons</td>
</tr>
<tr>
<td>$T_l$</td>
<td>K</td>
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</tr>
<tr>
<td>$X$</td>
<td>$\mu$m</td>
<td>Distance of the beam from the axis</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>n/a</td>
<td>Absorption coefficient</td>
</tr>
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<td>Symbol</td>
<td>Unit</td>
<td>Description</td>
</tr>
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<td>--------</td>
<td>------------</td>
<td>--------------------------------------------------</td>
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<td>$\Delta d$</td>
<td>(mm)</td>
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</tr>
<tr>
<td>$\Delta l$</td>
<td>($\mu$m)</td>
<td>Elongation of the hole shape</td>
</tr>
<tr>
<td>$\Delta n$</td>
<td>n/a</td>
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</tr>
<tr>
<td>$\Delta \lambda$</td>
<td>(nm)</td>
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</tr>
<tr>
<td>$\delta$</td>
<td>n/a</td>
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</tr>
<tr>
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<td>n/a</td>
<td>Diffraction efficiency</td>
</tr>
<tr>
<td>$\theta_i$</td>
<td>(°)</td>
<td>Incident angle</td>
</tr>
<tr>
<td>$\theta_m$</td>
<td>(°)</td>
<td>m-th order diffractive angle</td>
</tr>
<tr>
<td>$\kappa_e$</td>
<td>(W\cdot K^{-1}\cdot m^{-1})</td>
<td>Electron thermal conductivity</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>(nm)</td>
<td>Wavelength</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>($\mu$m)</td>
<td>Grating period</td>
</tr>
<tr>
<td>$\nu$</td>
<td>(Hz)</td>
<td>Frequency</td>
</tr>
<tr>
<td>$\tau_p$</td>
<td>(fs or ps)</td>
<td>Pulse duration (pulsewidth)</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>n/a</td>
<td>Phase of complex field</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>($\mu$m)</td>
<td>Hole diameter</td>
</tr>
<tr>
<td>$\psi$</td>
<td>a/n</td>
<td>Complex field representing the laser beam</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>($\mu$m)</td>
<td>Beam waist</td>
</tr>
</tbody>
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<td>3D</td>
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<td>AR. coating</td>
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</tr>
<tr>
<td>BBO crystal</td>
<td>Beta-barium borate crystal</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge-coupled device</td>
</tr>
<tr>
<td>CGH</td>
<td>Computer generated hologram</td>
</tr>
<tr>
<td>CPA</td>
<td>Chirped pulse amplification</td>
</tr>
<tr>
<td>DVI</td>
<td>Digital visual interface</td>
</tr>
<tr>
<td>ER-SLM</td>
<td>Electrically addressed reflective SLM</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-width at half-maximum</td>
</tr>
<tr>
<td>GS algorithm</td>
<td>Gerchberg-Saxton algorithm</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>ITO</td>
<td>Indium tin oxide</td>
</tr>
<tr>
<td>LC</td>
<td>Liquid crystal</td>
</tr>
<tr>
<td>LCoS</td>
<td>Liquid crystal on silicon</td>
</tr>
<tr>
<td>LG algorithm</td>
<td>Lenses and gratings algorithm</td>
</tr>
<tr>
<td>LLEC</td>
<td>Lairside laser engineering centre</td>
</tr>
<tr>
<td>MEMs</td>
<td>Microelectromechanical systems</td>
</tr>
<tr>
<td>MPFL algorithm</td>
<td>Multiplexing phase fresnel lenses algorithm</td>
</tr>
<tr>
<td>NIR</td>
<td>Near Infrared</td>
</tr>
<tr>
<td>NWDA</td>
<td>Northwest regional development agency</td>
</tr>
<tr>
<td>OLED</td>
<td>Organic light emitting diode</td>
</tr>
<tr>
<td>PFL</td>
<td>Phase Fresnel lens</td>
</tr>
<tr>
<td>PMMA</td>
<td>Poly(methyl methacrylate)</td>
</tr>
<tr>
<td>SLM</td>
<td>Spatial light modulator</td>
</tr>
<tr>
<td>UV</td>
<td>Ultra-violet</td>
</tr>
<tr>
<td>XGA</td>
<td>Extended graphics array</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction
1.1 Background to research area

During the last decade, ultrashort pulse lasers have been employed for high precision surface micro-structuring of materials such as metals, semi-conductors and dielectrics with little thermal damage. Due to the ultra high intensity of focussed femtosecond pulses \( I > 10^{12} \text{W/cm}^2 \), nonlinear absorption can be induced at the focus leading to highly localised material ablation or modification. This is now opening up applications ranging from integrated optics, through multi-photon induced refractive index engineering to precision surface modification for silicon scribing and solar cell fabrication.

However, experimental results have demonstrated that significant thermal effects still occur during material processing with the ultrashort pulses when high pulse energy is applied. To ensure non thermal material processing, the input fluence, \( F \), must be kept in the low regime \( (F \sim 1 \text{Jcm}^{-2}) \), a few times above the well defined ablation threshold. Accordingly, \( \mu \text{J} \left(10^{-6} \text{J}\right) \) level pulse energy input is often required for ultrashort pulse laser fine micro/nano-surface structuring.

Figure 1.1 (a) and (b) show the single pulse \( (\tau_p \sim 160\text{fs}) \) machined craters with 300\( \mu \text{J/pulse} \) \( (F \sim 10.6\text{Jcm}^{-2}) \) and 2\( \mu \text{J/pulse} \) \( (F \sim 0.63\text{Jcm}^{-2}) \) input pulse energy \( (E_p) \) respectively. Thermal effects, with surface melting and melt expulsion are evident in the crater machined at \( E_p \approx 300\mu \text{J} \), while the crater machined by \( E_p \approx 2\mu \text{J} \) with diameter < 10\( \mu \text{m} \) and depth <100nm shows a perfectly clean surface with negligible thermal effects.
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Fig. 1.1: The craters generated by single ultrashort pulses ($\tau_p \sim 160$fs) on a sample of silicon wafer. The pulse energy was $\sim 0.3$mJ in (a), and $\sim 2$µJ in (b). Surface melting is observed in (a), while the results in (b) shows a perfectly clean surface with much less thermal effects.

1.2 Motivation

Running at one kilohertz repetition rate, many current ultrashort pulse laser systems can provide mJ ($10^{-3}$ J) level output pulse energy. Accordingly, significant attenuation of the laser output is required for many applications and hence causes a great deal of energy loss.

Increasing the repetition rate of ultrashort pulse laser is a method to improve the processing efficiency and throughput; however, a system optimised for 1kHz operation is not easily re-configured for higher frequencies. Ultrashort pulse laser
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systems operating at much higher frequencies, above 100kHz can hit speed limitations on scanners while much more care is required in terms of pulse gating and synchronisation.

Generating multiple beams, spatially splitting a mJ level energy laser pulse into many μJ laser pulses required for high quality non-thermal micro-machining, is another method to increase the efficiency and throughput of ultrashort pulse laser processing. From multiple-beam interference to micro-lens arrays, previous studies have demonstrated many approaches to create multiple beams to improve ultrashort pulse laser micro-fabrication. In order to generate arbitrary multiple beam patterns, being able to attempt parallel processing flexibly and variably, the Spatial Light Modulator (SLM) which is a powerful device of dynamic diffractive optical elements (DOE) has been employed for multiple beam generation, as shown in figure 1.2. However, due to the complicated experimental alignment, the processing is not sufficiently flexible to reach industrial requirement. Additionally, the uniformity of multiple beams is problematic, which can significantly degrade the machining quality.

![Diagram](image)

**Fig. 1.2:** Split mJ level input single beam into many μJ level diffracted beams for thermal-free precision ultrashort pulse laser micro-processing.
With these limitations in mind, the present study uses an SLM allowing mJ pulse energy input to variably create > 30 uniform multiple beams with the demonstration of addressing CGHs in real time and synchronizing with a scanning method, which adds a great flexibility for material micro-processing. Furthermore, the uniformity of multiple beams is studied in this thesis, which gives some solutions of generating multi-beam patterns with a high uniformity.

With the high throughput gain and the great processing flexibility, the result shows many potential applications, such as fabrication of hydrophobic biomimetic surfaces with a self-cleaning ability, surface micro-structuring of metals or silicon wafers (the materials for Microelectromechanical systems (MEMS) manufacturing), and laser patterning of multi-layer structured materials, e.g. Organic Light Emitting Diode (OLED) and thin film solar cells.

1.3 Overview of the thesis

The thesis consists of eight chapters. The current chapter (Chapter 1) is the main introduction of the thesis.

Chapter 2 is the literature review. The relevant background knowledge, ranging from a brief introduction of ultrashort pulse laser systems, ultrashort pulse induced material processing to a review of the diffractive multi-beam generation method using an SLM, is reviewed in this chapter.

Chapter 3 is the experimental basis of the thesis, where the main equipment employed for the research is introduced in detail and the experimental setup is demonstrated.
Chapters 4 to 7 are the results and discussion section of the thesis. First of all, Chapter 4 focuses on the diffractive multi-beam microprocessing using femtosecond laser pulses, where the results demonstrate great gains in processing throughput and flexible surface structuring by applying holograms in real time while synchronising the scanning galvanometer. However, chromatic distortion of the beam shape is observed due to the broad spectral bandwidth of the laser source. Accordingly, picosecond laser pulses with much narrower bandwidth are employed for parallel processing as described in Chapter 5. The results not only demonstrate negligible chromatic distortion, but also faster processing speed with higher repetition rate. Then, Chapter 6 describes a study of diffractive pattern uniformity, which significantly affects the reproducibility of processing. Finally, potential applications are demonstrated in Chapter 7. Finally, Chapter 8, Conclusions and future work, is the last part of the thesis.

As shown in the List of Publications (page IV), some of the results demonstrated in this thesis have been published. I made the major contributions (including giving original ideas, carrying out experiments, analysing results and writing articles) to those listed publications where I was the first author, while the other co-authors provided some helpful assistance, such as preparing samples, booking equipment, and commenting on my writing.
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2.1 Introduction

This chapter will review the background knowledge of current research. Ultrashort pulse laser systems and ultrashort pulse laser microprocessing of materials will be introduced. One of the main drawbacks of ultrashort pulse laser material processing is the low processing efficiency and throughput. Overcoming this limitation of ultrashort pulse laser processing by creating multiple beams with a Spatial Light Modulator (SLM) is the main purpose of this research. In the following sections of this chapter, different methods of generating multiple beams will be discussed by reviewing the relevant literature.

2.2 Ultrashort pulse laser systems and ultrashort pulse laser material processing

2.2.1 Ultrashort pulse laser systems

2.2.1.1 Emission spectrum of the active medium

In order to generate an ultrashort pulse in a laser oscillator, the laser active medium, the fundamental requirement for an ultrashort pulse laser, must have a broad, continuous emission spectrum. This is due to the principle that the Fourier-transform-limited laser pulse duration is inversely proportional to its spectral width,

\[ \tau_p \cdot \Delta \nu = \text{constant} \quad (2.2.1) \]

where \( \tau_p \) is the pulse duration and \( \Delta \nu \) is the pulse frequency spectrum, both measured at Full-Width at Half-Maximum (FWHM) [2-4]. For a Gaussian pulse, whose electrical field amplitude is given by:

\[ E(t) = E_0 \exp(-2\pi \nu_0 t) \exp(-2 \ln 2 \frac{t^2}{\tau_p^2}) \quad (2.2.2) \]

The spectral amplitude is the Fourier transform:
To meet this fundamental requirement, Ti:sapphire, which has an emission spectrum that can support pulses down to ~ 6fs, has been widely chosen by researchers and commercial ultrashort pulse laser manufacturers to be the ultrashort pulse laser active medium. Other ultrashort pulse laser active media include: dyes, Cr:LiSAF, Nd:glass, Yb:glass, Yb:YAG, and Cr:YAG.

With a suitable laser active medium, ultrashort pulses are generated in a mode-locked oscillator, which can be accomplished either by Kerr-lens mode locking [5], additive pulse mode locking [6], or a special solid-state passive saturable absorber [7, 8]. Furthermore, dispersion in the optical materials (i.e. different frequency components of the pulse travel at different speeds) may stretch out the short pulse with broad spectral bandwidth, $\Delta \nu$, in the active medium and other optical elements in the cavity, termed pulse spreading. Therefore, in addition to mode locking, the ultrafast oscillator has to compensate pulse spreading by inserting an optical component with dispersion opposite to the optical active medium into the oscillator. This component is usually made of a prism pair [9, 10] or specially designed chirped mirrors [11, 12].

### 2.2.1.2 Chirped pulse amplification (CPA)

The ultrashort pulse laser oscillator usually operates at a pulse repetition rate of approximately 100 MHz, giving the pulse energy, $E_p$, in the range of nanojoules (nJ). However, for many applications, including micromachining, this level is insufficient;
hence amplification to the millijoule (mJ) level is necessary. The pulses cannot be amplified directly, as the optical components inside the amplifier will be damaged by the high intensity level of the short pulses; furthermore, the effect of self-focusing associated with high-intensity pulses can make the situation worse.

Fig. 2.2.1: The principle of chirped-pulse amplification for high-power ultrashort pulse generation. The pulse duration manipulation is to overcome damage of optical materials by high-power laser pulses in the amplifier.

Accordingly, the technique of chirped-pulse amplification (CPA) has been developed to overcome this limitation [13]. As illustrated in figure 2.2.1, which schematically shows the principle of CPA, there is a pulse stretcher between the oscillator and amplifier, increasing the pulse duration by a factor of $10^3$–$10^4$ times, and hence reducing the peak power to avoid damage. Then, the stretched pulse can be safely amplified, neatly avoiding non-linear effects which would otherwise lead to component damage. Finally, in the compressor, the amplified long pulse can be recompressed back to its original pulse duration with ~ mJ pulse energy.
Fig. 2.2.2: Grating-pair pulse stretcher (a) and compressor (b). The gratings in the stretcher are antiparallel and are parallel in the compressor. [16]

The pulse stretcher and compressor are normally made of a pair of optical gratings [14]. Figure 2.2.2 (a) demonstrates one implementation of the grating stretcher [15, 16]. The dispersive properties of the gratings are exploited to change the pulse duration of an ultrashort pulse having broad frequency spectral bandwidth, $\Delta \nu$, and the pulse is stretched while travelling between the pair of optical gratings. Different frequency components in the pulse are dispersed into different directions each time reflected on the gratings; hence they have different optical path lengths. Consequently, the frequency component that has a shorter optical path length will come out earlier than the frequency component that travels a longer path, hence the pulse is stretched. The amount of stretching is determined by the distance, $L_s = 4f \cdot L_{gs}^s$, where $L_{gs}^s$ is the separation of the stretcher grating-pair.
The compressor, demonstrated in Figure 2.2.2 (b), is also made of a pair of gratings, but the dispersion is arranged in the opposite way as the stretcher. The amount of compression is simply determined by the separation of the grating-pair, \( L_c = L_g \). To obtain the shortest compressed pulse, the compressor and the stretcher must match so that \( L_c = L_s \). Pulse duration other than the shortest can be easily obtained by simply misaligning the compressor to the stretcher by varying the grating separation. Figure 2.2.3 schematically shows a chirped pulse amplification system with grating-pair pulse stretcher and compressor.

![Diagramatic scheme of chirped pulse amplification](123x123 to 491x491)

*Fig. 2.2.3: Diagramatic scheme of chirped pulse amplification [16]*

Some experiments in this research are based on the use of a turnkey Ti:sapphire CPA femtosecond laser, a Clarke-MXR 2010 system, which delivers maximum pulse energy \( E_p \approx 1 \text{ mJ} \) at 1 kHz repetition rate, 775 nm fundamental wavelength \((\lambda)\), 180 femtosecond pulse duration and observed bandwidth \( \Delta \lambda = 1/\Delta \nu \approx 5.5 \text{ nm} \). Additional, a picosecond laser system, High-Q IC-355-800ps, which generates ultra
short laser pulses at 10ps with much narrower bandwidth ($\Delta \lambda \approx 0.1 \text{ nm}$) is also employed for current research. More details about these lasers will be introduced in Chapter 3.

2.2.1.3 Simple and compact picosecond laser system

The successful generation of ultrashort pulses with mJ level pulse energy and kilohertz repetition rate, mode locking (e.g. Kerr-lens) in solid-state (e.g. Ti:Sapphire) lasers [17-21] with chirped pulse amplification [21-25] has been an important achievement in the development of powerful ultrashort pulse laser sources. However, as can be seen from the above description, the CPA technique based ultrashort pulse laser system is considerably more complex than a long-pulse laser system that does not involve pulse duration manipulation. To operate and maintain such a laser system, specialized laser technical know-how and competence are needed. Considering a Ti:Sapphire CPA laser, the pump laser for the ultrafast oscillator and the amplifier are large-frame argon lasers or flashlamp-pumped frequency-doubled Nd:YAG lasers, which bring size, stability, and reliability problems to the system. Additionally, to ensure pulse duration and beam quality, the tolerances of alignment of stretcher and compressor are stringent. All these are impractical for such a laser system to be used in an industrial manufacturing environment.

Since recent investigations demonstrated that pulse duration in the range of several picoseconds are well suited for the precise machining of metals [26, 27], picosecond laser systems, which are much simpler and more cost effective, have been reported [28-33] and manufactured [34, 35]. As the active medium used to generate picosecond laser pulses is based on neodymium-doped crystals (e.g. Nd:YAG or Nd:YVO$_4$),
which allow for direct diode pumping, the whole system is much more compact, stable and reliable. Moreover, CPA is not required for picosecond laser systems due to the longer pulse duration, where the pulse intensity is not sufficiently high to cause any damage to optical components inside the amplifier.

![Fig.2.2.4: Schematic of the picosecond Nd:YVO$_4$ oscillator amplifier system](image)

Figure 2.2.4 shows the schematic of a Nd:YVO$_4$ oscillator amplifier system, which consists of a mode-locked picosecond oscillator, a pulse picker and a regenerative amplifier [34]. Pumped with a diode laser, the mode locked picosecond Nd:YVO$_4$ seed oscillator generates picosecond pulses with MHz level repetition rate. Then, single pulses are selected from the train of picosecond laser pulses by a pulse picker, which consists of a thin-film polarizer (TFP) and a Pockels-cell. The selected pulses are then injected into the regenerative amplifier through a combination of a Faraday rotator and a half-wave plate (HWP). The main components of the regenerative amplifier are the optical resonator formed by a series of high-reflective mirrors, Nd:YVO$_4$ crystal pumped by a diode laser and an electro-optical modulator (Pockels cell). In combination with a thin-film polarizer (TFP) and a quarter-wave plate (QWP),
the Pockels cell allows the injecting the laser pulses selected by the pulse picker into the cavity of the amplifier. Finally, after several round trips, the amplified pulses with mJ level energy can be ejected from the resonator by the same optical elements.

Nowadays, commercial picosecond lasers based on this Nd:YVO$_4$ oscillator amplifier system can generate 10ps laser pulses with maximum $E_p \approx 1$mJ, e.g. High-Q IC-355-800ps, the picosecond laser system employed for current research (which will be discussed in more detail in Chapter 3). The output repetition rate of the pulses, up to several hundreds kHz, is tuneable by a function generator sending a signal to control the Pockels-cell. Moreover, the fundamental output wavelength of 1064nm can be frequency-doubled and tripled by properly adjusting the relevant half wave plate, generating 532nm and 355nm output, respectively [34].

### 2.2.2 Ultrashort pulse laser ablation of material

In micromachining with lasers, especially drilling and cutting, material removal takes place through the ablation process where the target material under laser irradiation absorbs energy and transforms into either a liquid or a vapour. The melted liquid is expelled from the interaction region by the recoil action, while the vapour removes itself directly from the focus. Additionally, other processes, e.g. heat conduction, radiation, and plasma expansion, are associated with the laser-material interaction.

In contrast with long pulse laser processing, the ultrashort laser pulse induced ablation of material, demonstrates unique characteristics and potential advantages for high precision micromachining, indicating different physical mechanisms involved at ultrashort pulse duration. In this section, the characteristics of ultrashort pulse laser
material ablation and the difference with long pulse laser ablation are briefly introduced.

### 2.2.2.1 Absorption of laser energy

The first step in laser ablation is the absorption of laser energy by the target material. In the case of metals, laser energy is absorbed by free electrons due to inverse Bremsstrahlung. The absorption is followed by fast energy relaxation within the electronic subsystem, thermal diffusion, and energy transfer to the lattice due to electron–phonon coupling. Accordingly, the procedure of the energy transferring from laser pulses to the target material can be described by the following three stages [36-38] and is schematically shown in fig 2.2.5:

(i) light absorption

(ii) electron thermal diffusion

(iii) electron-lattice relaxation.

![Fig.2.2.5: Absorption of laser energy](image)

This energy transformation is often described in the frame of the one-dimensional two-temperature model shown below [36-38]:
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\[ C_e(T_e) \frac{dT_e}{dt} = \frac{\partial}{\partial x} (\kappa_e \frac{\partial T_e}{\partial x}) - g(T_e - T_l) + Q \]  
(2.2.5)

\[ C_l(T_l) \frac{dT_l}{dt} = g(T_e - T_l) \]  
(2.2.6)

\( T_e \) and \( T_l \) are the temperatures of electrons and the lattice, respectively, \( C_e \) and \( C_l \) are corresponding temperature dependent specific heat capacities, \( \kappa_e \) is the electron thermal conductivity, \( g \) is the electron-phonon coupling constant describing the energy exchange rate between electron and phonon subsystems, and \( Q \) is the laser power absorbed. Basically, the first equation 2.2.5 describes stages (i) and (ii), while the second equation 2.2.6 relates to stage (iii).

For most metallic materials, the time for electron-phonon coupling is from 1 to 100 picoseconds. For long laser pulses, e.g. nanosecond, where the pulse duration is much longer than lattice heating time, thermalization between the electron subsystem and the lattice takes place during the laser pulse. In this case the electrons and the lattice can be characterized by a common temperature \( T = T_e = T_l \). However, in the case of ultrashort pulse lasers, the ultra-short pulse duration (< 10ps), is comparable to or shorter than the time for energy electron-phonon coupling, and the ultra-high instantaneous intensity involved causes the electron temperature to be significantly higher than the lattice temperature during all the stages. Hence, the energy absorption takes place under the extreme non-equilibrium temperature difference between the electrons and the lattice.

2.2.2.2 Well defined ablation threshold with ultrashort pulses

The ablation of material takes place after the target material absorbs energy from laser pulses with sufficient intensity, which is called the ablation threshold. Being different
from the long pulse induced threshold of material ablation, which has a large spread, the threshold at ultrashort pulse durations become more deterministic and precise [2].

Figure 2.2.6 shows a data for single-shot plasma emission generated by laser-induced ablation in fuse silica as a function of incident laser fluence for laser pulse duration of (a) 7ns and (b) 170fs [2]. As clearly shown in figure 2.2.6 (a), for long pulses the threshold has a large uncertainty. Some pulses with fluence considerably below the threshold value (the dash-line marked in the graph) caused plasma emission, indicating that material ablation was taking place, while some pulses with fluence far above the threshold did not cause ablation since no plasma emission was observed. However, the situation changes drastically when ultrashort laser pulses were used: the deviation in ablation threshold was well-defined in a very narrow range, as shown in figure 2.2.6 (b).

![Fig.2.2.6: Single-shot plasma emission data of laser-induced breakdown in fused silica as function of incident laser fluence for laser pulse durations of (a) 7 ns and (b) 170 fs. [2]](image-url)
Due to the well-defined ablation threshold, the ablation of material can be precisely controlled by the input fluence of the ultrashort pulse laser, which shows one of the potential advantages for high precision micromachining.

2.2.2.3 ‘Thermal-free’ processing with ultrashort laser pulses

When the laser energy is deposited in a surface layer, the thickness of the layer is given by the optical penetration skin depth:

$$l_s = \frac{1}{\alpha}$$  \hspace{1cm} (2.2.7)

where \(\alpha\) is the absorption coefficient. There is another characteristic length, which is the heat diffusion length during the laser pulse, giving the heat penetration depth due to thermal conduction. This diffusion length is given by:

$$l_d = \sqrt{D\tau_p}$$  \hspace{1cm} (2.2.8)

where \(D\) is the heat diffusion coefficient and \(\tau_p\) is the laser pulse duration. For long pulses, \(l_d > l_s\), a great volume of the material can be heated by the laser pulse, hence the temperature is determined by the heat diffusion length during the laser pulse. However, in the case of ultrashort pulses, as the laser pulse duration decreases to a value \(\tau_p\) such that \(l_d = \sqrt{D\tau_p} < l_s\), the skin depth determines the heated volume during the laser pulse, not the heat penetration depth. [39, 40]

As shown in figure 2.2.7, for long pulses where the heat diffusion length is larger than the skin depth, a large volume is heated and melted; the ablation and material removal is accomplished through melt expulsion mainly driven by the vapour pressure. The processing can be very unstable due to the complicated fluid dynamics of the fluid phase. The heat diffusion is sometimes associated with the formation of surface shock
waves. These shock waves can damage nearby device structures or delaminate multilayer materials. While the amplitude of the shock waves varies with the material being processed, it is generally true that the more energy is deposited in the micromachining process, the stronger the associated shock waves. Additionally, after ablation, the resolidification of the melt can lead to irregular shapes of the crater, and different mechanical properties from the original material.

![Diagram](image)

**Fig. 2.2.7: Long pulse induced laser material ablation. [41]**

On the other hand, as shown in figure 2.2.8, for ultrashort pulses, the deposited laser energy is limited in a layer with a thickness of $l_s$. The localized energy heats the material very quickly past the liquid phase to the vapour phase with high kinetic energy (greatly above the vaporization temperature). The material removal is by direct vaporization away from the surface (into vacuum or air). Most of this is accomplished after the laser pulse irradiation is finished. Although the material may be still heated by the heat diffusion over a longer time scale, the resulting melt layer thickness can still be small because most of the heated material reaches vaporization temperature,
and there is rapid cooling due to the steep temperature gradient. The heating of the material by heat diffusion is further reduced by the fact that a large amount of the absorbed laser energy is carried away by the direct vaporization. Because there is little liquid involved, ablation and material removal become highly precise, in contrast to the long pulse case.

![Diagram](image)

**Fig.2.2.8: Ultrashort pulse induced laser material ablation. [41]**

All in all, ultrashort pulse laser micro-processing of material, in contrast with long pulse lasers, has been called ‘cold processing’ with greatly reduced thermal effects such as melting and micro-cracking. These advantages have shown the great potential of ultrashort pulse lasers applied to precision micromachining of various materials. However, it has to be pointed out that figure 2.2.7 and figure 2.2.8 are ‘idealised’ pictures of both cases. Not all the problems with long laser pulses could benefit from the use of ultrashort pulses in every case. Dausinger reported that when machining metals, using the laser with femtosecond level pulse duration does not guarantee the
absence of recast and beam deformation. This is due to nonlinear effects which can significantly degrade the machining quality in the case of metal ablation [42].

### 2.2.2.4 Material processing with picosecond laser pulses

From a laser-materials interaction point of view, Dausinger [42] argued that the mere reduction of pulse duration does not guarantee good machining quality and suggested that a pulse duration of 5 to 10 ps appears to be optimal for micromachining, especially for metals. A number of research groups have shown that picosecond laser micromachining can produce high machining quality combined with efficiency [43-47].

According to the one-dimensional two-temperature model [36-38], metals with different electron–phonon coupling constants should have their own corresponding coupling time ranges. Hence, for micro-structuring a metal with a coupling time, $\tau_{e-p}$, in the ps regime, which is the timescale required for the lattice to reach thermal equilibrium, the temporal pulse width, whether fs or ps, should play only a minor role. Recently, co-workers in the Liverpool Laser Group, have published a single pulse drilling study on metals using a picosecond laser, demonstrating similar machining results on Au ($\tau_{e-p} > 119$ps) using a 10 ps pulse, compared to an 180fs pulse [46], as shown in figure 2.2.9.
Fig. 2.2.9 (a): Cross section profiles (left) and 3-D images (right) of single-pulse drilling of Au sample using a 10ps laser at a wavelength of 1064 nm under varied laser fluence under varied laser fluence: (a) $F = 1 \text{ Jcm}^2$, (b) $F = 5 \text{ Jcm}^2$, (c) $F = 20 \text{ J cm}^2$. [46]
Fig. 2.2.9 (b): Cross section profiles (left) and 3-D images (right) of single-pulse drilling of Au sample by using a 180 fs laser at a wavelength of 775 nm under varied laser fluence: (a) $F = 1 \text{ J cm}^{-2}$, (b) $F = 5 \text{ J cm}^{-2}$, (c) $F = 10 \text{ J cm}^{-2}$. [46]
2.2.3 The limitations of ultrashort pulse laser processing

It has been demonstrated that there are two separate ablation regimes for ultrashort pulse laser ablation of material [48, 49]. For low laser fluences \( F < 1 \text{ J/cm}^2 \), the ablation depth per pulse, \( L \), can be described by the following expression [50, 51]:

\[
L = \alpha^{-1} \ln\left(\frac{F}{F_{th-l}}\right)
\]  

(2.2.9)

where \( \alpha^{-1} \) is the optical penetration skin depth and \( F_{th-l} \) is the ablation threshold for the low fluence regime. At low laser fluence, the density of hot electrons is lower and the rate of electronic heat conduction is also lower. The electrons and lattice reach thermal equilibrium faster because of the smaller difference in electronic and lattice temperatures, thus allowing less time for electron thermal diffusion. Therefore the amount of energy transferring out of the optical skin depth is negligible and the ablation is characterized by the optical penetration skin depth.

At higher laser fluence \( F > 1 \text{ J/cm}^2 \), the expression is changed to:

\[
L = l_d \ln\left(\frac{F}{F_{th-h}}\right)
\]  

(2.2.10)

where \( l_d \) is the electron heat diffusion length, and \( F_{th-h} \) is the ablation threshold for this regime. In this case, due to the high incident laser fluence, the temperature reached by the electrons is higher and the rate of electronic heat conduction is greater. Therefore, thermal equilibrium between the electrons and lattice takes a longer time, hence allowing more time for electron thermal diffusion. Thus, the ablation is characterized by the electron heat diffusion length, \( l_d \), at higher fluences.

Previous studies have shown that in the low fluence regime, where \( F \) is 0.1 - 1J/cm\(^2\), thermal diffusion is almost absent during the ablation of material, leaving a smooth machined surface; however, in the high fluence regime, where \( F > 10 \text{ J/cm}^2 \), due to
the strong plasma effects, shock waves and increased heat conduction losses, the ablation rate is saturated and thermal effects occur, strongly affecting the microprocessing efficiency and negating the advantages of ultrashort pulse laser processing [51-53].

The SEM pictures in figure 2.2.10 demonstrate the results of single pulse ablation of a polished aluminium sample with 150fs pulse length at low (a) and high (b) fluence [52]. Clearly, the result with low fluence, \( F \approx 1.4 \text{J/cm}^2 \), shows negligible melt and fine scratches observed at the centre of the ablated region, while, at higher fluence, \( F \approx 14 \text{J/cm}^2 \), significant surface melting is observed in the crater with a recast ring around. The results confirm that significant thermal effects can still take place with ultrashort laser pulses and suggest that to minimize unwanted thermal effects, low pulse fluence is desirable.

![Fig. 2.2.10: Single shot femtosecond ablation of polished aluminium, where F ≈ 1.4J/cm² (a), F ≈ 14J/cm² (b). [52]](image)

Accordingly, for the many applications of micro/nano-machining requiring high precision and quality, a pulse energy \( E_p < 10 \mu\text{J} \) of the ultrashort pulse laser is required to ensure that ablation is taking place at the low fluence regime where
thermal effects are minimized. Nevertheless, current ultrashort pulse laser systems (which are able to provide maximum output at the mJ level of pulse energy running at kilohertz repetition rate) have to severely attenuate their output making the processing significantly slow and inefficient. For instance, a Clarke-MXR 2010 system based on chirped pulse amplification, one of the ultrashort pulse laser systems used for the current research, can generate 180fs laser pulses ($\lambda = 775\text{nm}$) with maximum pulse energy $E_p = 1\text{mJ}$ at 1kHz repetition rate. However, to ensure high quality, only less than 0.01mJ can be used for micro-machining with processing efficiency < 1%! This restriction may be one of the reasons why industrial uptake of kHz femtosecond systems has been limited.

### 2.3 Multiple beam parallel processing

Generating multiple beam processing, spatially splitting a mJ level energy laser pulse into many µJ laser pulses required for high quality non-thermal micro-machining, is a novel and straightforward method to increase the efficiency and throughput of ultrashort pulse laser processing. From multiple-beam interference [54-72] to micro-lens arrays [73-79], previous studies have demonstrated many approaches to create multiple beams to improve ultrashort pulse laser microfabrication. In order to generate arbitrary multiple beam patterns, being able to attempt parallel processing flexibly and variably, the Spatial Light Modulator (SLM) is a powerful device of dynamic diffractive optical elements (DOE), that has been employed by Hayasaki et al. [80-87]. The present study also uses an SLM to variably create multiple beams with the demonstration of addressing Computer Generated Holograms (CGHs) in real time and synchronizing with the scanning method, which adds an additional flexibility for surface micro-structuring and shows potential applications for industry [88-91].
2.3.1 Parallel microfabrication of periodic structures

Periodic multiple beam patterns can be obtained by multi-beam interference of ultrashort laser pulses and used for parallel microfabrication [54-72]. Figure 2.3.1 schematically demonstrates an experimental design of material processing using this method [72]. A single beam was divided into several by a diffractive beam splitter (DBS). After a lens 1 (L1) and an aperture array (AA), five of the beams (α, β, γ, δ, ε) were selected to generate an interference pattern at the Fourier plane of a lens 2 (L2).

*Fig. 2.3.1: Experimental design of material parallel processing using the method of multi-beam interference. [72]*
Due to interference, the intensity distribution $I(r)$, was theoretically calculated as:

$$I(r) = \left\langle \left| \sum E_i(r) \right|^2 \right\rangle$$

(2.3.1)

where $E_i(r)$ is the electric field of each interference beam. $I(r)$ can be a periodic pattern, as shown in figure 2.3.2. The fabricated results on a negative photoresist SU-8 are demonstrated in figure 2.3.3.
Fig. 2.3.3: Scanning electron microscopy (SEM) images of the structure fabricated by the multi-beam interference of ultrashort pulses. (a) Top view, (b) oblique view of the same sample, and (c) oblique view of another sample fabricated at larger exposure energy. [56]

Ultrashort pulse laser microfabrication of periodic structures using a microlens array (MLA) has also been demonstrated [73-79]. Figure 2.3.4 shows a basic scheme of the optical setup. Before an optical microscope, an MLA and a relay lens, L1, were placed in the optical path. The MLA allows multiple focuses at the plane A. The lens L1 and an objective lens project multiple focuses onto the sample surface using the optical microscope by adjusting the separation between the MLA and L1.
**Fig. 2.3.4:** Basic scheme of optical setup. MLA: microlens array, L1: lens, DM: dichroic mirror, OL: objective lens. A is the plane where multiple foci are generated.

Figure 2.3.5 shows an optical micrograph of the fabricated structure on the surface of a glass substrate using a femtosecond laser system (\(\tau_p \approx 130\)fs) running at 1kHz repetition rate. Approximately 10×10 dots were fabricated in a square pattern by laser surface ablation. The total input pulse energy was approximately 120\(\mu\)J with 5s irradiation period. The pitch of the fabricated dots was about 4.6\(\mu\)m.

**Fig. 2.3.5:** An optical micrograph of the fabricated structure by MLA laser processing. [75]
2.3.2 Parallel microfabrication of arbitrary structures

Arbitrary multi-beam patterns can be generated by Diffractive Optical Elements (DOEs) which work as a hologram to modulate the input beam. With femtosecond laser pulses \( \tau_p \approx 400 \text{fs}, \lambda = 800 \text{nm} \), Y. Kuroiwa et al. successfully demonstrated both surface material ablation and internal structuring of a SiO\(_2\) glass sample using a DOE generated arbitrary multi-beam pattern [82], as shown in figure 2.3.6. The DOE, which had 4 phase levels and was designed with a wavelength of 800nm, was made of SiO\(_2\) glass with \( \frac{1}{4} \) inch (6.35mm) thickness and an effective area of 8 mm × 8 mm.

![Figure 2.3.6](image)

**Fig. 2.3.6:** The results showing the microstructuring using a DOE generated arbitrary multi-beam pattern. (a) The designed focal shape of the pattern, (b) The modulated beam profile, (c) Surface view of ablation pattern observed by optical microscopy, (d) Processed area inside the glass observed by optical microscopy, left: top view, right: side view.
As a dynamic diffractive optical element, a Spatial Light Modulator (SLM) has been employed to modulate femtosecond laser pulses and demonstrated material processing capable of parallel, arbitrary, and variable patterning - termed holographic processing [70].

**Fig. 2.3.7: Experimental setup of the holographic femtosecond laser processing system.** [80]

Figure 2.3.7 shows the experimental setup of the holographic femtosecond laser processing system. The system consisted mainly of an amplified fs laser system and a liquid crystal SLM. The femtosecond laser system generated 150 fs pulses with mJ level energy at a wavelength of 800 nm. The pulse was diffracted at the SLM and formed a desired processing pattern at the Fourier plane P of Lens 1. The processing pattern was then reduced with Lens 2 and a 40× microscope objective lens (OL) with a numerical aperture (NA) of 0.5 and was applied to a sample. The result is demonstrated in figure 2.3.8, where a pattern having 9 desired multiple beams was created by a Computer Generated Hologram (CGH) displayed on the SLM.

However, the use of a fixed hologram creating only 9 diffracted beams may not reach the industrial requirement of high throughput micro-structuring. Additionally, the
diffracted beams were not uniform, which can significantly degrade the machining quality. With these limitations in mind, the present study uses an SLM allowing mJ pulse energy input to variably create > 30 uniform multiple beams with the demonstration of addressing CGHs in real time and synchronizing with a scanning method, which adds an additional flexibility for surface micro-structuring and shows potential applications for industry [88-91].

![Diagram of SLM operation](image)

**Fig. 2.3.8:** (a) A target pattern for calculating a CGH, (b) the calculated CGH, (c) the computational reconstruction of the CGH, (d) the optical reconstruction of the CGH at the plane P, (e) a transmission microscope image, and (f) an Atomic Force Microscopy (AFM) image of the fabricated area. The vertical scale of the AFM profile is ±500 nm. [80]

### 2.4 The generation of multiple beams using a Spatial Light Modulator (SLM)

#### 2.4.1 Introduction to SLM technology

Figure 2.4.1 is a sketch showing how an SLM works, in which the input light is modulated by the hologram displayed on the SLM after reflection (a) or transmission
(b). The signal transmitting the holograms can be either optical or electrical, depending on the type of SLM. Electrically addressed reflective SLMs (ER-SLMs), Holoeye [92] LC-R 2500 and Hamamatsu [93] X10468 series, which will be introduced in Chapter 3, are employed in this research.

Fig. 2.4.1: The sketches demonstrate different types of SLM, reflective (a) and transmissive (b), and how they work.

Most of the ER-SLMs have a parallel-aligned nematic liquid crystal display (LCD), where holograms can be displayed. Figure 2.4.2 schematically shows the basic structure of the LCD. The Charge-Coupled Device (CCD) chip on the left of the figure, having a pixelated two dimension array structure with a given resolution, (1024×768 for Holoeye LC-R 2500 SLM [92]), is a device to electrically load the data from the Computer Generated Holograms (CGHs) which has the same resolution. After the data is transmitted, the required voltage is addressed onto each of the pixels to build up an electric field, E, leading to a series of changes in the corresponding liquid crystal (LC) e.g. a refractive index change, $\Delta n$ [94-96]. As shown on the right of the figure, the input light firstly reaches a transparent protective glass, and then a
transparent electrode, normally made of indium tin oxide (ITO). Then, with a reflection on the mirror, the light goes through the liquid crystal for a second time. The phase of the output light is modulated mainly due to refractive index change of the LC, $\Delta n$, driven by the electric field, $E$.

**Fig.2.4.2:** The basic structure of an LCD.

(a) **Phase modulation:**

In simple terms, the optical path difference ($\delta$) and the phase change ($\Delta \varphi$) of the output light can be evaluated by the following equations:

$$
\delta = 2 \Delta nd \tag{2.4.1}
$$

$$
\Delta \varphi = k \cdot \delta = \frac{2\pi}{\lambda} 2 \Delta nd = \frac{4\pi}{\lambda} \Delta nd \tag{2.4.2}
$$
where \( k \) and \( \lambda \) are the wave number and wavelength of the input light respectively, \( \Delta n \) is the change of refractive index, and \( d \) is the thickness of the LC. As mentioned, \( \Delta n \) is a function of the voltage \( (v) \), i.e. \( \Delta n = f(v) \). Thus:

\[
\Delta \varphi \approx \frac{4\pi}{\lambda} d \cdot f(v)
\] (2.4.3)

Since the commercial SLM displays 8 bit CGH, where the change of voltage driven by the CCD pixels has \( 2^8 = 256 \) levels, normally symbolized by the 0 – 255 grey levels, the phase change \( (\Delta \varphi) \) is a function of the grey level. The graph of \( \Delta \varphi \) versus grey level as shown in Figure 2.4.3 (which is from the measured results of the Holoeye LC-R 2500 SLM with \( \lambda = 632.8 \)nm linearly polarized laser input [97]), demonstrates near linear increase of the phase modulation by changing the grey level from 0 to 255.

![Graph showing phase modulation vs. grey level](image)

**Fig. 2.4.3:** The measured results from a Holoeye LC-R 2500 SLM with \( \lambda = 632.8 \)nm linearly polarized laser input, showing a near linear increase of the phase modulation with increasing the grey level (from 0 to 255).

**b) Intensity modulation:**

The polarization of the output light is also changed by the voltage, i.e. the grey level. So, with the setup shown in Fig. 2.4.4, (where two polarizers, P and A, with perpendicular polarisation direction, are installed before the incoming light and after
reflecting the SLM, respectively), intensity modulation can be obtained. The intensity measured after the analyser (A) depends on the grey level driving the voltage through the CCD pixels to twist the LC cells.

\[ \text{Intensity measured after the analyser (A)} \]

Overall, as shown in figure 2.4.5, an SLM is able to modulate both the phase \( \phi_0 \) and the amplitude \( A_0 \) of the input light by applying the appropriate CGHs.

\[ \text{The input light} \quad A_0 e^{i\phi_0} \]

\[ \text{The output light} \quad A_0 A e^{i(\phi_0 + \phi)} \]
2.4.2 Generation of multiple beams with an SLM

With an SLM, phase holograms can be widely used to generate multiple beams for different applications from multi-trapping of micro-particles in optical tweezers [98-113] to ultrashort pulse laser material micro-processing [82-91]. In addition, intensity holograms have some other applications, such as laser beam shaping where the hologram works as an intensity mask to modulate the intensity distribution of the input laser beam [114, 115].

Generally speaking, according to a positional relationship between the hologram and the target, the phase holograms used to generate multiple beams can be classified into three different types.

![Diagram of Multiple Beams Generation]

**Fig. 2.4.6 (a): Creation of multiple beams with Fourier Plane Hologram.**

The first type is the Fourier Plane Hologram, as named by the current author, because the target is put on the Fourier plane of the hologram, as shown in figure 2.4.6 (a). Here, lens 1 and lens 2 form a 4f-imaging optical system, used to block the undiffracted zero order (0-th) beam with a spatial filter, and lens 3 is actually used to
focus the diffracted multiple beams at the Fourier plane for the application. Based on a Fourier transform, the iterative Gerchberg-Saxton (GS) algorithm [117] is widely used in various applications from holographic optical tweezers [98-102] to ultrashort pulse laser parallel microprocessing [80] and is probably the most popular method to calculate this type of CGH. An algorithm with a non-iterative approach, known as the superposition of prisms, was first published by J. Liesener et al. [103] and is another method to generate a Fourier Plane Hologram. This has demonstrated some improvements over the GS algorithm, particularly in the calculation speed [118]. Both of the above algorithms have been employed in the current study.

The second type of hologram considered is the Fresnel Plane Hologram, where the target is put on the Fresnel plane of the hologram. Figure 2.4.6 (b) demonstrates the positional relationship between this hologram and the target. Here the diffracted beams are focused on the Fresnel plane by the hologram, with lens 1 and 2 employed as a telescope system. The un-modulated zero order beam is in the background of the diffracted peaks, with no influence on the irradiation of the target. The multiplexed Phase Fresnel Lenses Hologram, first attempted by Hasegawa et al. [81, 86] to

Fig. 2.4.6 (b): Creation of multiple beams with a Fresnel Plane Hologram.
generate multiple focused peaks for holographic femtosecond laser processing, is a typical Fresnel Plane Hologram application.

![Diagram of holographic setup with labels](image)

**Fig. 2.4.6 (c):** Creation of multiple beams with the third type of hologram - the Fourier and Fresnel plane hologram.

The third hologram type is the combination of the Fourier and Fresnel plane holograms. As illustrated in the figure 2.4.6 (c), with this type of hologram, the target is put on a plane, which is neither the Fourier nor the Fresnel plane, but the place where the multiple diffractive beams focus. Since the zero order beam is defocused on the target plane, this type of hologram can be used to avoid the unwanted effects caused by the zero order beam (Chapter three). [90]

### 2.5 The calculation of Computer Generated Hologram (CGH) algorithms

#### 2.5.1 CGH calculation algorithms summary

An optical beam can be represented by a complex field, $\Psi$, which can be written as:

$$\psi_0 = A \exp(i\varphi_0)$$  \hspace{1cm} (2.5.1)
The modulus $A$ is the amplitude of the field and $\phi$ is the phase. The phase holograms act as a transmission, $t$, mathematically expressed as the following (2.5.2), which therefore modifies only the phase of the beam.

$$\psi_f = \exp(i\phi_h)$$ (2.5.2)

When the beam given by equation 2.5.1 is incident on the SLM, the complex amplitude profile of the beam after the modulation of the phase hologram will be:

$$\psi_h = \psi_0 \cdot \psi_f = A_0 \exp[i(\phi_h + \phi_0)]$$ (2.5.3)

The algorithms which will be described in this section are used to generate this phase pattern $\phi_h$.

### 2.5.1.1. Algorithms for calculating Fourier Plane Holograms

The Fourier plane phase hologram is designed such that when the modified beam, $\psi_h$, is focused by a lens, the light intensity distribution in the image space (at the focus of the lens) is the one desired, e.g. multiple focused spots at prescribed positions.

According to Fourier optics, there is a Fourier transform relationship between the complex field, $\psi_h$, in the pupil plane of the focal lens, onto which the plane of the SLM is imaged, and the complex field, $\psi_f$, at the focus of the lens in image space, shown as the following expression:

$$\psi_f(x, y) = FT[\psi_h(x_h, y_h)]$$ (2.5.4)

The image space field can therefore be thought of as a scaled version of the far-field diffraction pattern that would be produced by the beam leaving the SLM. If one of $\psi_h$ or $\psi_f$ is known, it is straightforward to calculate the other unknown field by taking the forward or inverse Fourier transform of the known field, as shown in figure 2.5.1. The algorithms to be introduced in the following are the means of calculating the phase.
hologram for a desired far-field intensity pattern, e.g. a certain number of multiple beams with the arbitrary geometry for multiple beam applications.

![Fourier relationship between the plane of the hologram and the image space of the focal lens.](image)

**Fig. 2.5.1:** Fourier relationship between the plane of the hologram and the image space of the focal lens.

**(a) Iterative Gerchberg-Saxton (GS) Algorithm**

As mentioned, with its wide applications from holographic optical tweezers to ultrashort pulse laser parallel microprocessing [80, 99, 116], the Fourier-transform-based GS algorithm, first published by R. W. Gerchberg and W. O. Saxton in 1972 [117], is one of the most popular methods to calculate Fourier plane CGHs.

The GS algorithm can be used to calculate the phase required in the hologram plane to produce a predefined intensity distribution in the focal plane of the lens. The target intensity distribution is defined in the image space as $I_t(x_i, y_i)$, and the aim is to find $\varphi_h(x_h, y_h)$ such that $(FT \{\exp(i\varphi_h)\})^2 = I_t$. To find the desired phase $\varphi_h$, the algorithm starts at the hologram plane with a random $\varphi_r$ and constant unit amplitude. Therefore, for the first iteration step, the light field in the hologram plane is:
$$\psi_{h,1} = \exp(i\phi_1) \quad (2.5.6)$$

For the first and subsequent iteration, the light field is propagated to the image space by taking its Fourier transform, i.e., for the $k$th iteration:

$$\psi_{i,k} = FT\{\psi_{h,k}\} \quad (2.5.7)$$

Then, the light field in the image space is modified by keeping the phase but replacing the intensity with the target intensity, $I_t$:

$$\phi_{i,k} = \arg(\psi_{i,k}) \quad (2.5.8)$$

$$\psi_{i,k}' = \sqrt{I_t} \exp(i\phi_{i,k}) \quad (2.5.9)$$

The resulting light field is then propagated back to the hologram plane by taking its inverse Fourier transform:

$$\psi_{h,k}' = FT^{-1}\{\psi_{i,k}'\} \quad (2.5.10)$$

The iteration is finally completed by again keeping the phase but replacing the intensity with uniform constant intensity:

$$\phi_{h,k+1} = \arg(\psi_{h,k}') \quad (2.5.11)$$

$$\psi_{h,k+1} = \exp(i\phi_{h,k+1}) \quad (2.5.12)$$

Since the laser beam has a Gaussian intensity profile, it is sometimes desirable to replace the intensity with the Gaussian profile. With a few iterations, say $n$, the algorithm converges such that the argument of the light field at the hologram plane is the phase required to produce the target field in image space.

$$\phi_{h,n} = \arg(\psi_{h,n}) \quad (2.5.13)$$

The diagram in figure 2.5.2 graphically shows how to generate a phase hologram with the GS Algorithm. The calculation starts from the upper left corner, and moving clockwise runs through the forward/inverse Fourier transforms by replacing the initial intensity distribution with a target intensity distribution but keeping the initial phase at
the bottom right corner. As described in the iterative approach above, the phase hologram can be finally generated at the bottom left corner after several loops.

![Diagram](image)

**Fig. 2.5.2:** The diagram graphically shows how to generate a phase hologram with the GS Algorithm. [119]

The GS algorithm can be used not only to generate multiple focused spots of light but also arbitrary two-dimensional intensity distributions. Extended by Haist et al. (1997) [120], the GS algorithm has been demonstrated to modulate the intensity distributions in several planes simultaneously. Later, Sinclair et al. (2004) [99] have successfully applied this algorithm in holographic optical tweezers, simultaneously trapping several objects in individually controllable arbitrary three-dimensional positions. This algorithm takes advantage of the phase freedom and iteratively optimizes the focal-plane intensity distribution by varying both these phase values and $\phi_h$. In contrast, a simpler and computationally faster non-iterative algorithm, the complex superposition of prisms (and lenses for 3D patterns) [102, 103], is introduced in the next section, where the phase between each diffracted beam is fixed.
(b) Non-iterative complex superposition of prisms (and lenses) algorithm

First introduced by J. Liesenser [103], the non-iterative complex superposition of prisms (and lenses for 3D patterns) algorithm, may be the simplest and computationally fastest method to calculate phase CGHs for the generation of multiple beams.

As shown in figure 2.5.3, combining the phase of basic optical components, prisms or gratings (resulting in lateral shifts) and lenses (producing axial shifts), the algorithm, sometimes called the Lenses and Gratings (LG) algorithm [102], can generate three dimensional arbitrary multiple beam patterns in the imaging space after a focal lens.

![Figure 2.5.3: Phase required for lateral and axial shifts. [102]](image)

It is known that a single beam with planar phase fronts at the plane of the hologram, i.e., $\phi_h = \text{constant}$, corresponds to a single focussed spot in the image space. If the hologram plane has an inclined phase front, the spot in the image space will be laterally displaced from the optical axis. This is equivalent to passing the light through a prism with a small angle that introduces a linearly increasing phase delay $\phi_{\text{prism}}$. 
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across the beam. The phase at the hologram plane required to produce a lateral shift 
($\Delta x$, $\Delta y$) in the position of the focused spot is given by:

$$\varphi_{\text{prism}}(x_h, y_h) = \alpha(\Delta x_h + \Delta y_h)$$  \hspace{1cm} (2.5.14)

where $\alpha$ is a coefficient that depends on the imaging characteristics and wavelength.

Fig. 2.5.4: 2D arbitrary multiple laser beam pattern generated by complex 
superposition of prism phases.

To generate two dimensional arbitrary multiple beam patterns at the focal plane of the 
len, the phase at the hologram plane, $\varphi_h$, should be the complex superposition of the 
prism phases, each of which shifts a focused spot onto one of the requested positions, 
($\Delta x_i$, $\Delta y_i$), as shown in figure 2.5.4. Accordingly, $\varphi_h$ can be expressed as:
\[ \varphi_h = (\varphi_{\text{prism}-1} + \varphi_{\text{prism}-2} + \cdots + \varphi_{\text{prism}-n}) \mod 2\pi = (\sum_{i=1}^{n} \varphi_{\text{prism}-i}) \mod 2\pi \quad (2.5.15) \]

To also axially shift each of the focal spots in the image space, an additional lens phase should be added, hence obtaining multiple beam patterning in three dimensions.

The lens phase can be given as:

\[ \varphi_{\text{lens}}(x_h, y_h) = -\frac{k}{2f} (x_h^2 + y_h^2) \quad (2.5.16) \]

where \( f \) is a function of the axial shift distance and \( k = \frac{2\pi}{\lambda} \) is the wave number of the light. This is equivalent to passing the light through an additional lens with focal length, \( f \). With both prism and lens phases added, the focussed spots are displaced not only laterally and but also axially, i.e. three-dimensionally. The phase of the beam at the hologram plane is required to be the (modulus \( 2\pi \)) sum of \( \varphi_{\text{prism}} \) and \( \varphi_{\text{lens}} \):

\[ \varphi_h' = [\sum_{i=1}^{n} (\varphi_{\text{prism}-i} + \varphi_{\text{lens}-i})] \mod 2\pi \quad (2.5.17) \]

Clearly, without iterative calculation, the GL algorithm is simple and computationally fast. With a standard personal computer, the hologram calculation speed can meet the requirement of real time change in multiple beam patterns. The literature demonstrates dynamic CGHs calculation to two/three dimensional trapping and manipulation of micro/nano particles by optical tweezers with this algorithm [99, 104-105].

However, the diffraction efficiency, \( \eta \) (the ratio of the energy of the light directed to the requested positions to the total energy input) and the uniformity of the diffracted multiple beams may be low, especially for a pattern with symmetric geometry, due to the high possibility that one or more ghosts overlap with the desired diffractive (+1) order beams - a process called ‘degeneracy’ [118]. In most cases, the ghosts are the
higher order diffractive peaks produced by the phase gratings, i.e. the prism phases. As introduced, a phase grating, equivalent to a prism, deflects an enhanced +1 order beam to a required position \((\Delta x_i, \Delta y_i)\), by imposing an appropriate phase \(\varphi_{prism}\); however, it also generates other diffractive orders (e.g. -1 order) with much lower intensity. For the GL algorithm, the phase between each multiple beam is fixed, without any freedom to avoid the ghosts overlapping with the desired diffractive +1 orders, hence causing the high possibility of degeneracy.

Probably due to this high possibility of low diffraction efficiency and poor beam uniformity, the GL algorithm is not usually used to generate multiple beams for high precision ultrashort pulse laser processing. The current author is the first to attempt parallel micro-processing using ultrashort pulse laser with diffracted multiple beams generated by the GL algorithm. With the considerations of spectral bandwidth of the laser source (Chapter 4 & 5) and the geometric pattern design of multiple beams (Chapter 6), the results shown and discussed in this thesis, have also demonstrated high diffraction efficiency and excellent beam uniformity, compared with those produced by the time-consuming GS iterative algorithm.

2.5.1.2. Multiplexing Phase Fresnel Lenses (MPFL) algorithm for calculating Fresnel Plane Holograms

(a) Multiple foci reconstructed in Fresnel diffraction field

With Fresnel plane holograms, the desired multiple-beam pattern is reconstructed in the Fresnel diffraction field. In terms of the distance away from the aperture, the diffraction of light can be categorized into Fresnel diffraction (near field diffraction) and Fraunhofer diffraction (far field diffraction). As shown in figure 2.5.5, diffraction
takes place after the plane waves from a very distant point source, $S$, passing through a single small aperture on an opaque shield, $\Sigma$. Imagine that we have an observation plane, $\sigma$, parallel with $\Sigma$. If $\sigma$ is very close to $\Sigma$, at the geometric projection field, an image of the aperture is projected onto the screen which is clearly recognizable despite some slight fringing around its periphery. As $\sigma$ moves further away from $\Sigma$, reaching the Fresnel diffraction field, the image of the aperture becomes increasingly more structured as the fringes become more prominent. When $\sigma$ is in Fraunhofer diffraction field, a very great distance from $\Sigma$ (after $L_2$), the projected pattern has little or no resemblance to the actual aperture due to the Fourier transform.

**Fig 2.5.5: Fresnel (near field) diffraction and Fraunhofer (far field) diffraction.**

As described in Part A, to reconstruct the multiple foci generated by the Fourier plane hologram, a focal lens is needed to perform the Fourier transform. With the Fresnel plane hologram, the focal lens is not necessary, since the desired multiple foci are reconstructed in the Fresnel diffraction field, as shown in figure 2.5.6.
Fig. 2.5.6: Comparison of the reconstructive plane of multiple foci using Fourier (a) and Fresnel (b) plane hologram.

(b) Multiplexing Phase Fresnel Lenses (MPFL) algorithm

The use of the Multiplexing Phase Fresnel Lenses (MPFL) algorithm, used to calculate Fresnel plane holograms, was first attempted by S. Hasegawa et al. [81, 83] to generate multiple beams for parallel femtosecond laser processing.

It is known that the complex amplitude of a phase Fresnel lens (PFL) is given by:

$$\psi_{\text{PFL}}(x, y) = \exp(ik \frac{(x-x_i)^2 + (y-y_i)^2}{2z_i})$$  \hspace{1cm} (2.5.18)

where \(z_i\) is a focal length and \(k = 2\pi / \lambda\) is the wave number. With this phase Fresnel lens, the light can be focused at \((x_i, y_i, z_i)\) in the Fresnel diffraction field. Accordingly,
the MPFL which can generate \( n \) multiple foci, three dimensionally arranged in the Fresnel diffraction field, is expressed as:

\[
\psi_{h-MPFL}(x, y) = \sum_{i} \exp(ik\frac{(x-x_i)^2 + (y-y_i)^2}{2z_i} + i\phi_i)
\]  

(2.5.19)

where the amplitude is set to 1 and \( \phi_i \) is the centre phase. The diffraction peaks are made uniform by changing the centre phase and size of each phase Fresnel lens while taking account of the intensity distribution of the irradiated laser pulse and the spatial frequency response of the SLM [81].

With the phase hologram calculated by the MPFL algorithm, 2D and 3D parallel femtosecond laser processing with single-pulse irradiation has been demonstrated [81, 83]. This may be useful to fabricate microstructures inside a material and on an arbitrary-shaped material surface. However, parallel processing with diffracted multiple beams reconstructed at the Fresnel plane might not work well for a large area surface micro-structuring application, due to the small diffractive angle allowing only a small area to be fabricated.

### 2.5.2 Calculation of CGHs with a LabVIEW program

A user-friendly interactive LabVIEW program has been developed by the optical group at University of Glasgow for the application of holographic optical tweezers [102]. The program can dynamically calculate Fourier plane holograms to create and individually control the diffracted multiple beams, which, in this case, is used for trapping and manipulating the micro particles.
Fig. 2.5.7: The interface of the LabVIEW program generated by Leach et al. [102]

Basically, the program consists of three main parts. Figure 2.5.7 shows the first part of the program, the interface, where the user can specify the number of traps and the trap coordinates, \((x, y, z)\), which is relative to the focal position in Fourier diffraction field. As shown, the interface contains an area that represents the trapping plane of the optical tweezers. Users can easily change the coordinates of each trap by clicking and dragging the cursor on the target trap within this area, or numerically entering the coordinates. After receiving the coordinates of each trap from the interface, the program starts to calculate the corresponding Fourier plane hologram by the chosen algorithm in the second part of the program, the calculation engine, in which many algorithms has been included, e.g. Gerchberg-Saxton and Grating and Lenses. When the calculation stops, the hologram design is passed to the final part of the program, which displays the calculated hologram pattern on the SLM. Figure 2.5.8 (a)
demonstrates a hologram generated by this program using the Grating and Lenses algorithm, whose computational reconstruction is given in figure 2.5.8 (b).

![Fig.2.5.8: A CGH calculated by the program (a) and its computational reconstruction (b).](image)

This LabVIEW program has been used to calculate appropriate Fourier plane holograms for the current research. More details about this will be given in the following Chapters.

### 2.6 Summary

This chapter starts with a brief introduction of ultrashort pulse laser systems and its material processing. Previous studies demonstrating the great advantages of ultrashort pulse lasers micro-processing over CW and long pulse lasers are reviewed, while the results from literature, showing the main drawback of ultrashort pulse laser material processing are also highlighted. This drawback is the low processing efficiency and throughput, mainly due to the significant energy wasted by severely attenuating the mJ level output to meet the requirement of µJ level pulse energy (just a little above the material’s ablation threshold) for high precision micro-machining.
As dynamic diffractive optical elements, Spatial Light Modulators (SLM) has been recently used to generate multiple beams for multi-trapping of micro-particles in optical tweezers, and have demonstrated for parallel material micro-processing. The following chapters discuss the algorithms used to calculate proper Computer Generated Holograms (CGH) which can transform the incident beam intensity distribution, i.e. Gaussian, into the desired multiple beam patterns.
Chapter 3

Experimental Equipment and Techniques
3.1 Introduction to experimental

This chapter will firstly introduce the main equipment employed for current research, including the ultrashort pulse laser systems, Spatial Light Modulators (SLMs), scanning galvanometer systems and multi-axis motion control systems. Results on the equipment test are also discussed.

After introducing this main equipment, the methods to eliminate the zero order beam, which otherwise might cause unwanted surface damage, will be discussed and followed by the introduction of experiment setups.

3.2 Principal experimental apparatus used for the research

3.2.1 Ultrashort pulse laser systems

3.2.1.1 Clarke-MXR CPA2010 femtosecond laser system

A femtosecond laser system, Clark-MXR CPA2010, has been used to generate ultrashort laser pulses for the present research. The CPA2010 is a compact, integrated Ti:Sapphire amplified laser system, which is physically comprised of a laser head, a ORC-1000 power supply, a DT-505 Pockels cell driver, and a temperature stabilization unit, as shown in figure 3.2.1.

Similar to most of the other ultrashort pulse laser systems, the CPA2010, which contains many subcomponents in its bi-level laser head, is more complicated, compared to CW and long-pulse laser systems. Figure 3.2.2 schematically demonstrates the layout of CPA2010’s bi-level laser head. Chirped pulse amplification (CPA), where the pulse duration manipulation is involved with the pulse
stretcher and compressor setting before and after a Ti:Sapphire regenerative amplifier respectively, is adopted, as introduced in 2.2.1.2.

Fig. 3.2.1: Clark-MXR CPA2010 femtosecond laser system

Fig. 3.2.2: CPA-2010 bi-level laser head schematic layout
The oscillator, schematically demonstrated in figure 3.2.3, is based on a unidirectional, polarization rotation additively pulse mode-locked (APM) fibre laser, which uses Erbium doped fibre (SErF) as the active medium [121]. Pumped by an all solid-state fibre-coupled laser diode operating at approximately 980nm, the SErF fibre laser generates initial seed pulses at the wavelength of 1500nm [122]. By going through a second harmonic generator, a BBO (Beta-barium borate) crystal, the frequency of the pulses is doubled, hence generating a new wavelength of 775nm for further amplification. The stretched seed pulse is then amplified in the Ti: Sapphire regenerative amplifier, pumped by a Nd:YAG laser with a ORC-1000 flash lamp. Finally, through the pulse compressor, which can be misaligned to generate longer output pulse duration as mentioned in 2.2.1.2, the output laser pulse can reach approximately 1mJ pulse energy with minimum 180fs pulse duration.

Fig. 3.2.3: The schematic of the fibre oscillator. WP denotes waveplates and BRF denotes birefringent filter. [121]

Femtosecond laser pulses always have a board spectral bandwidth, because the pulse duration is inversely proportional to its spectrum (see equation 2.2.1), i.e. ultrashort pulse duration always causes a broad spectrum. The spectral bandwidth ($\Delta \lambda$) of the pulses generated by the CPA2010 has been measured by an autocorrelator, $\Delta \lambda \approx 5$ nm,
which can cause obvious chromatic distortion of the shape of the generated multiple beams with a large diffractive angle (Chapter 4).

3.2.1.2 High-Q picoseconds laser system

Another ultrashort pulse laser system used for the present research is a custom made seeded Nd:VAN regenerative amplifier laser system (High-Q IC-355-800ps, Photonics Solutions [34]) capable of running at up to 50 kHz repetition rate with output wavelengths at 1064 nm, 532 nm and 355 nm. Maximum pulse energy, $E_p > 0.25$ mJ, was measured at 1064 nm, with pulse duration, $\tau_p \approx 10$ ps. The high-Q IC-355-800ps system is principally comprised of a laser head, a laser controller (including power supply) and a chiller, shown in figure 3.2.4.

As introduced in 2.2.1.3, with a more compact and simpler system design, where the complicated chirped-pulse amplification (CPA) is not required, picosecond laser systems are more stable and reliable. The layout of High-Q IC-355-800ps system is similar to the one shown in figure 2.2.4 (chapter 2, page 13), where without any manipulation of pulse duration, a pulse picker followed the regenerative amplifier output hence allowing a single pulse to be selected by applying an appropriate TTL signal to the controller. Moreover, the system is remotely controlled by user-friendly computer software. Figure 3.2.5 shows the interface of the control software, through which most of the common laser operations can be easily done by mouse clicks and drags, e.g. switching the pulse repetition rate (by controlling the TTL signal), varying the output (by tuning the internal attenuator) and so on.
Fig. 3.2.4: High-Q IC-355-800ps picosecond laser system.

Fig. 3.2.5: The interface of High-Q IC-355-800ps control software
Due to the longer pulse duration, the monochromaticity of the High-Q IC-355-800ps system is good. Spectral bandwidth, $\Delta \lambda \approx 0.1\text{nm}$, has been measured at output wavelength, $\lambda_0 = 1064\text{nm}$, which makes the chromatic aberration negligible; hence this is taken advantage of in the present research for diffractive multiple beam microprocessing (Chapter 6).

### 3.2.2 Spatial Light Modulators (SLM)

#### 3.2.2.1 Holoeye - Boardband coated SLM

As shown in figure 3.2.6 (a), the Holoeye [92] LC-R 2500, one of the SLMs used for present research, is an electrically addressed reflective SLM (ER-SLM), based on a pixelated liquid crystal on silicon (LCoS) microdisplay supporting digital visual interface (DVI) signals with extended graphics array (XGA) resolution (1024 × 768 pixels). With broad band metallic coating for visible light (central wavelength, $\lambda_0 = 532\text{nm}$), the reflectivity and maximum phase modulation of the LC-R 2500 have been measured as approximately 75% and $2\pi$, respectively, when inputting the laser pulses from the Clark-MXR CPA2010 with 180fs pulse duration and 775nm wavelength at near infrared region. As will be introduced in detail in 4.3, the response time of the

---

Fig. 3.2.6: Commercial SLMs used for current research: (a) Holoeye LC-R 2500, (b) Hamamatsu X10468-03 (X10468-04 has the same appearance as X10468-03).[92, 93]
LC-R 2500, the time for building up and fading out a CGH, has been measured approximately 10 and 18 ms respectively, which allows the real time CGH displaying rate for parallel processing to reach 50Hz.

3.2.2.2 Dielectric coated SLM – Hamamatsu

The Hamamatsu [93] X10468-03 and the X10468-04, another two ER-SLMs employed for present research and shown in figure 3.2.6 (b), are also based on a pixelated liquid crystal device with SVGA resolution (800 × 600 pixels). However, in this case, they have a dielectric coated mirror, providing > 90% measured reflectivity for input laser beams with a specified wavelength (1064 and 532nm), for the High-Q picosecond laser system.

Another difference compared to the LC-R 2500 is the characteristics of the liquid crystal (LC). The LC-R 2500 has a 45 degree twisted nematic LC layer whose molecules are arranged in a twisted array from the front to the back of the device. Therefore, the device can not only modulate the phase of the light, but also rotate the plane of polarization. In contrast, the X10468-03/04 is a parallel aligning nematic crystal device, in which the LC molecules are aligned horizontally along the optical axis, hence causing a phase change to the light polarised along the molecule axis, but leaving the light polarisation perpendicular to the molecular axis completely unaffected.

The specifications of both the LC-R 2500 and the X10468-03/04 SLM devices are listed in table 3.1.
### Table 3.1: Specifications of SLMs employed for present research.

<table>
<thead>
<tr>
<th></th>
<th>Hamamatsu X10468-03/04</th>
<th>Holoeye LC-R2500</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC Type</td>
<td>Parallel-aligned nematic</td>
<td>45degree twisted nematic</td>
</tr>
<tr>
<td>Mode</td>
<td>Phase only</td>
<td>Phase &amp; amplitude</td>
</tr>
<tr>
<td>Resolution (pixels)</td>
<td>SVGA (800 × 600)</td>
<td>XGA (1064 × 768)</td>
</tr>
<tr>
<td>Pixel pitch (µm)</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>Effective area (mm²)</td>
<td>16 × 12</td>
<td>19.5 × 14.6</td>
</tr>
<tr>
<td>Mirror coating</td>
<td>Dielectric</td>
<td>Board band metallic</td>
</tr>
<tr>
<td>Readout wavelength (nm)</td>
<td>510 ± 50 (X10468-04)</td>
<td>400 - 1064</td>
</tr>
<tr>
<td>Reflectivity *</td>
<td>&gt;90%</td>
<td>≈ 75%</td>
</tr>
<tr>
<td>Fill factor</td>
<td>95%</td>
<td>93%</td>
</tr>
<tr>
<td>Response time** (rise/fall ms)</td>
<td>15/30</td>
<td>10/18</td>
</tr>
<tr>
<td>Frame rate (Hz)</td>
<td>60</td>
<td>72</td>
</tr>
</tbody>
</table>

* The actual reflectivity depends on readout light wavelength.
** Time required to change from 10% to 90% for 2π modulation

3.2.2.3 High power tests on Spatial Light Modulators (SLM)

3.2.2.3.1 The possible damages on SLM

To ensure that the diffractive multiple beams have sufficient pulse energy for microprocessing, $E_p > E_{th}$ ($E_{th}$ is the threshold energy of target material), especially for High-Q IC-355-800ps system running at high repetition rate (up to 50kHz), high input power may be required for parallel processing, which might cause possible damage on the SLM. Therefore, to avoid such damage, a high power test on the SLMs, to determine the safe input power range, is necessary.

The most common forms of damage on SLMs are abrasion of the coating, and photochemical and thermal damage of the liquid crystal (LC) cells [123]. Abrasion damage will occur when the peak power density of input light is too high and exceeds the abrasion threshold, while photochemical damage is caused by absorption of ultraviolet (UV) light by the LC, whose absorption coefficient increases at wavelengths ($\lambda$)
less than 350nm, hence making the LC molecules break down. Thermal damage is probably the most common form of damage and may take place due to the following steps:

1. A part of the input light energy is absorbed by the material inside the SLM,
2. LC heats up as a result of the absorbed energy,
3. LC birefringence decreases because of the increased temperature,
4. LC birefringence disappears when the temperature of LC reaches the isotropic phase temperature,
5. In the extreme case, LC may boil and undergo irreversible change.

*Fig. 3.2.7: Experiment setup for high power laser beam test on the SLMs*

### 3.2.2.3.2 Experimental high power tests

The phase (birefringence) change in SLMs due to temperature rise was detected with a simple experimental setup, as shown in figure 3.2.7, in which the laser spot ($\lambda = 1064$nm, $\tau_p \approx 10$ps) with approximately 8mm diameter from the High-Q IC-355-800ps...
was used as a high power source. By monitoring the phase change, a safe laser power range can be found.

As demonstrated in figure 3.2.7, a laser beam was linearly polarized by a polarizer and incident obliquely on an SLM with $\theta < 10$ degree. Reflected on the SLM (which was located with the LC alignment direction parallel to the plane of the paper), the beam passed through an analyzer and then was detected by a power meter. The polarizer and analyzer were aligned as their polarization directions made an angle of 45 degrees with respect to the LC alignment direction. With this setup, the phase change created in the SLM was converted to intensity change, hence detected by the power meter. Figure 3.2.8 demonstrates the intensity detected when uniform images of various grey level were displayed on the Hamamatsu X10468-03 SLM. The relative intensity ($I_r$) is the ratio of the measured intensity at each grey level ($I_n$) over the maximum intensity ($I_{\text{max}}$).

$$I_r = \frac{I_n}{I_{\text{max}}}$$  \hspace{1cm} (3.2.1)

Since the phase modulation was almost linear with the grey level, the intensity modulation detected formed a sinusoidal curve. To make the detection sensitive, the grey level was fixed at a value where the intensity change was large. As shown in figure 3.2.8, 125 was the grey level where the intensity change was most sensitive.
3.2.2.3.3 Results and discussions of high power tests

Figure 3.2.9 demonstrates the change of detected relative intensity, $I_n / I_{max}$, (i.e. change of the phase modulation) versus the time after the illumination, when the laser beam ($\lambda = 1064\text{nm}$, $\tau_p \approx 10\text{ps}$) from the High-Q IC-355-800ps laser system running at 20kHz repetition rate, was input on the Holoeye LC-R 2500 and the Hamamatsu X10468-03 SLM individually with different power level.

As shown, the detected intensity dropped initially and became stable after illumination of approximately five minutes. This was due to the factor that the phase modulation changed by absorbing the thermal energy from the input laser beam and became stable after reaching the thermal equilibrium between the liquid crystal cells and other parts of the SLM. Since the LC-R 2500 absorbed more thermal energy because of the lower reflectivity, the intensity drop detected was greater and the SLM
could not work safely with high power input, > 2W. Due to the high reflectivity, the X10468-03 still worked quiet well with 2.6W power, the maximum output of the Q IC-355-800ps laser system, when only a < 5% intensity drop was detected. With the same dielectric coating, X10468-04 also performed perfectly well with the high power input at $\lambda = 532$nm from the High-Q IC-355-800ps.

**Fig. 3.2.9:** The change of detected relative intensity, $I_n/I_{max}$ versus the time after the illumination. The blue data is from X10468-03 SLM with high reflectivity dielectric coating, while the red data is from LC-R 2500 absorbing more thermal energy due to its lower reflectivity.

### 3.2.2.3.4 Analysis of high power laser beam tests

Since the dielectric coating provided high reflectivity, the X10468-03/04 worked safely with little intensity drop, even input with full power, 2.6W, from the High-Q IC-355-800ps. Accordingly, the X10468-03/04 was employed for ultrashort pulse laser parallel processing with high repetition rate, i.e. 20 kHz, and together with the generation of 25 diffracted beams, the processing demonstrated an ‘effective’ repetition rate of 500 kHz without restrictive scan speeds (Chapter 5).
For the LC-R 2500, due to the high energy absorption, > 5% intensity change was detected within five minutes illumination when > 1W power was applied, indicating that the LC might be damaged with high power applied and long illumination time. Therefore, the LC-R 2500 might not be able to handle the high power required for diffractive multiple beams parallel ultrashort pulse processing with high repetition. However, the LC-R 2500 worked perfectly well with the Clark-MXR CPA2010 running at 1kHz, where the ultrashort pulse laser (\(\lambda \approx 775\,\text{nm}, \tau_p \approx 180\,\text{fs}\)) with several hundreds of \(\mu\text{J}\) pulse energy (i.e. several hundreds of milliwatt in power) was diffracted into 30 highly uniformed diffracted beams for surface micro-structuring (Chapter 4).

### 3.2.3 Scanning galvanometer systems and multi-axis motion control systems

#### 3.2.3.1 Scanning galvanometer systems

Two scanning galvanometer systems, a GSI - High Performance Laser Scanning Module (GSI-HPM10VM2) and a Nutfield – XLR8 [125, 126], were employed to scan and focus the laser beam generated from the Clark-MXR CPA2010 and the High-Q IC-355-800ps, respectively. Figure 3.2.10 shows the workings of the galvanometer driven laser beam scanning system, which consists of two galvanometer driven mirrors (X and Y), a flat field f-theta lens with focal length \(f \approx 100\,\text{mm}\), and integrated driver electronics enclosed in a black cube-like metallic case.
Fig. 3.2.10: The workings of the galvanometer driven laser beam scanning system, which consists of two galvanometer driven mirrors (X and Y), a flat field f-theta lens with focal length \( f \approx 100\text{mm} \), and integrated driver electronics enclosed in a black cube-like metallic case.

The two-mirror, two-axis scanners provided the capability of deflecting optical beams in an XY manner for all possible laser applications. The synchronized action of the two galvanometer servo-controlled turning mirrors directed the laser beam to specific locations on a target material surface in both X and Y directions through the flat field f-theta lens producing an agile focusing system. The motion of the galvanometer, with nanometer level accuracy and up to \( 10^4\text{mm/s} \) scanning speed, was controlled by two optional control software, SCAPS-SAMlight [127] and Lanmark-Winlase Pro.[128], both having a user friendly interface. As shown in figure 3.2.11, the software can create various geometrical shapes and texts as scanning orders with user defined parameters such as scanning speed.
3.2.3.2 Multi-axis motion control system (Aerotech)

Two multi-axis Aerotech [129] motion control systems, as shown in figure 3.2.12 (a) and (b), were employed to precisely manipulate the sample with sub-micrometer and microradian accuracy for the Clark-MXR CPA2010 and the High-Q IC-355-800ps laser systems, respectively. These comprise four axis (x, y, z, u), x-y-z three dimensional movement plus the rotation (u), and five axis (x, y, z, p, q), x-y-z three dimensional movement plus the angles tilted in the x (p) and y (q) directions, as shown in figure 3.2.12. Both of the systems were controlled by a computer program provided by Aerotech and the motion of the sample stage was able to be synchronized with the scanning of the laser beam controlled by the galvanometer systems.

Fig. 3.2.11: The interface of the software used to control the scanning galvanometer system.
3.3 Methods to remove the zero order beam

Since the diffraction efficiency $\eta$ (defined as the percentage of the total energy output divided by the energy diffracted to the desired orders) cannot reach 100% with current commercial SLMs, there is always part of the output energy undiffracted, which is called the zero order beam. To generate a diffracted pattern with over 10 desired multiple beams, $\eta$ is measured at approximately 50%, meaning that the zero order beam contains about half of the output energy and is always much stronger than any of the desired orders. Therefore, the zero order beam may lead to unwanted damage on the sample during processing, and hence should be removed.

As shown in figure 3.3.1, the brighter spot in the middle, corresponds to the zero order beam and is much stronger than any of the desired spots, the +1 orders at the bottom. The upper weaker spots were the -1 orders, which were the undesired higher orders and sometimes called ‘ghosts’. Since the hologram generating this multi-beam pattern was calculated to enhance the +1 orders, the intensity of the undesired orders, e.g. -1,
were normally below the material ablation threshold and should have no effect on the sample. (LLEC stands for Lairside Laser Engineering Centre, where the laboratory of the present research is located.)

**Fig. 3.3.1:** An ‘LLEC’ pattern with 32 desired diffracted beams projected on a paper screen.

3.3.1 Removal of the zero order beam with a 4f-imaging optical system

3.3.1.1 Zero order beam removed with 4f system

Physically blocking the zero order beam at the Fourier plane of a 4f optical system is the most common and direct method to avoid sample damage by the focussed zero order beam. This method is shown in figure 3.3.2, in which lens 1 and lens 2, both having a focal length of $f$, form a 4f optical system, i.e. AB = BP = PC = CD = $f$. The input beam, represented by a complex field, $\psi_0 = A \exp(i \varphi_0)$, is modulated by the phase hologram, $\psi_f = \exp(i \varphi_f)$, displayed on the SLM. Therefore, after reflection, the
modulated beam, \( \psi_b = \psi_0 \cdot \psi_i = A_m \exp\{i(\varphi_0 + \varphi_i)\} \), is diffracted with an angle \( \theta \) to the desired position, while the zero order beam, \( \psi_0 = A_0 \exp(i\varphi_0) \), is not diffracted, i.e. \( \theta = 0 \), and hence is separated from the desired orders at the Fourier plane \( P \) through lens 1. Since a small target is put at \( Q \) to only block the zero order beam, the optical field at \( A \) is reconstructed after the lens 2 at \( D \), but without the un-modulated zero order beam. As a scanning galvanometer with a flat field f-theta lens working as a focal system is used in the current research to make parallel processing more flexible, the modulated beam will go through the galvanometer aperture and will be again focussed on the sample to allow material machining.

**Fig. 3.3.2:** Schematic diagram for blocking the zero order beam at the Fourier plane \( P \) of the 4f optical system.
3.3.1.2 Modelling the 4f-imaging optical system with ZEMAX

To properly build up a 4f optical system into the experiment setup, it was necessary to carefully choose the correct optics (e.g. lenses and mirrors) and reasonably align them to match the experimental environment. To meet this, the 4f optical system was modelled by a powerful optical design computer program, ZEMAX [124].

There was a stock lens catalog in ZEMAX, where various models of lenses from vendors, e.g. Newport, Coherent, CVI and so on, could be chosen for the modeling of 4f optical system. By consideration of both performance and price, two plano-convex lenses, detailed in the following table, were ordered from Newport.

**Table 3.2:** The details of lens chosen for building up the 4-f optical system.

<table>
<thead>
<tr>
<th>Vender</th>
<th>Model</th>
<th>Material</th>
<th>Coating</th>
<th>EFL***</th>
<th>Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newport</td>
<td>KPX205 *</td>
<td>BK7</td>
<td>AR.16 **</td>
<td>300mm</td>
<td>50.8 mm</td>
</tr>
</tbody>
</table>

* KPX205 is a plano convex lens
** Anti-reflection coating for 650-1064nm
*** Effective Focal Length

Figure 3.3.3 shows the 3D layout of the modeled 4f optical system using ZEMAX, where lens 1 and 2 were the ordered plano-convex lenses, and a mirror, coated for 45 degree input, was used, directing the beam to the required path. The position A, where three collimated beams with different angle, $\theta$, start, corresponded to the reflection plane of the SLM. The blue beam, standing for the zero order beam, had $\theta = 0$, while the green and red beams respectively had $\theta = +/- 2$ degree, greater than the maximum diffractive angle of the desired +1 order with 1064nm input. More details about the beam reflection on the mirror are given in the inserted 3D layout with large magnification, which clearly demonstrates that the zero order beam can be separated.
from the others and physically blocked by a small opaque target somewhere near the Fourier plane. The mirror was set away from the Fourier plane, where the spot size was sufficiently large, hence ensuring that the beam intensity on the mirror was lower than the damage threshold, as shown in figure 3.3.4. Table 3.3 lists the optimized value of distance between each optical element to minimize the wavefront distortion, while figure 3.3.5 shows that the zero order beam was successfully blocked with a 4f optical system according to the ZEMAX modeling results.

**Fig. 3.3.3: 3D layout of the modeled 4f optical system**
Fig. 3.3.4: Spot diagram showing each spot size on the mirror – The radius of the spots, $r$, is given beneath; the energy intensity, $I$, hence was easily calculated by

$$I = \frac{E_n}{\pi r^2},$$

which was well below the damage threshold of the mirror coating.

Table 3.3: Optimized value of distance between each optical element to minimize the wavefront distortion.

<table>
<thead>
<tr>
<th>Distance AB</th>
<th>Distance BM</th>
<th>Distance MC</th>
<th>Distance CD</th>
</tr>
</thead>
<tbody>
<tr>
<td>~303.20mm</td>
<td>~215.33mm</td>
<td>~382.07mm</td>
<td>~302.05mm</td>
</tr>
</tbody>
</table>
Fig. 3.3.5: Demonstration of the enhancement of the $+1$ diffracted orders (LLEC pattern) combined with blocking the zero order beam using a small metallic target. The image shows intensity distribution on a paper screen taken with a digital camera.

3.3.2 Removal of the zero order beam by adding a Fresnel zone lens

3.3.2.1 Defocusing of the zero order beam at processing plane

Alternatively, in the current research, the zero order beam was also significantly defocused at the processing plane by adding a phase Fresnel lens (PFL) onto the computer generated hologram (CGH) [90]. The focal length ($f$) of the PFL can be adjusted by the software developed by Holoeye [92], as shown in figure 3.3.6.
Fig. 3.3.6: Interface of the software developed by Holoeye, which can easily superimpose and adjust the phase of the PFL.

Only the diffracted beams were converged ($f_1 > 0$) or diverged ($f_1 < 0$) by the PFL while the zero order beam was unaffected hence separating the focal planes of the diffracted from the zero order beam, as shown in figure 3.3.7. The following beam matrix equation describes the propagation of the diffracted beam from the Liquid Crystal on Silicon (LCoS) surface (A) to its focal plane (B),

$$
\begin{bmatrix}
X_B \\
tg\theta_B
\end{bmatrix} = \begin{bmatrix} 1 & d_2 \\ 0 & 1 \end{bmatrix} \times \begin{bmatrix} 1 & 0 \\ -\frac{1}{f_2} & 1 \end{bmatrix} \times \begin{bmatrix} 1 & d_1 \\ 0 & 1 \end{bmatrix} \times \begin{bmatrix} 1 & 0 \\ -\frac{1}{f_1} & 1 \end{bmatrix} \times \begin{bmatrix} X_A \\
tg\theta_A \end{bmatrix}
$$

(3.3.1)

where $X_A$ and $X_B$ are the distances of the beam from the axis and $tg\theta_A$ and $tg\theta_B$ are the gradients of the beam with respect to the axis at the position A and B, respectively. Since $tg\theta_B = 0$ and $X_A = 0$, the focal plane separation ($\Delta d$) can be calculated by the following equation derived from the beam matrix equation:
\[ \Delta d = |d_2 - f_2| = \left| \frac{f_1 f_2 - f_2 d_1}{f_1 + f_2 - d_1} - f_2 \right| \]  

(3.3.2)

where \( d_1 \approx 200\text{mm} \) was the distance between the LCoS and the \( f \)-theta lens, and \( f_2 \approx 100\text{mm} \) was the focal length of the \( f \)-theta lens. Thus:

\[ \Delta d(\text{mm}) = \left| \frac{100 f_1 - 20000}{80 + f_1} - 100 \right| \]  

(3.3.3)

A slightly defocused zero order beam could still damage the sample because it contains approximately 50% of the input pulse energy which was much stronger than any of the diffracted orders. Accordingly, \( f_1 \) must be adjusted carefully to allow sufficient separation (\( \Delta d \)) so that the fluence at the substrate is below the damage threshold. Figure 3.3.8 (a) demonstrates a CGH calculated by the Gratings and Lenses (GL) algorithm [102, 103] to generate eight first order identical beams and its computational reconstruction, while figure 3.3.8 (b) shows the micro-machined results on Ti6Al4V using the CGHs which were superimposed by PFLs with different \( f_1 \) to adjust \( \Delta d \). Figure 3.3.8 (b) shows that the defocused zero order beam still damaged the sample when the separation was \( \Delta d = 1\text{mm} \) (middle lower picture), while it was totally removed when \( \Delta d = 5\text{mm} \) (right lower picture).
Fig. 3.3.7: Schematic showing the method to separate the focal plane of diffracted beams from the zero order beam. The added PFL, lens 1, can work as either positive lens (upper) or negative lens (lower) to obtain the separation, $\Delta d$. The beam matrix equation describes the propagation of diffracted beam from LCoS surface (A) to its focal plane (B).

\[
\begin{pmatrix}
X_B \\
\tau g \theta_A
\end{pmatrix} =
\begin{pmatrix}
1 & d_1 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
\frac{1}{f_2} & 0 \\
-\frac{1}{f_2} & 1
\end{pmatrix}
\begin{pmatrix}
1 & d_1 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
\frac{1}{f_1} & 0 \\
-\frac{1}{f_1} & 1
\end{pmatrix}
\begin{pmatrix}
X_A \\
\tau g \theta_A
\end{pmatrix}
\]

Fig. 3.3.8 (a): A CGH calculated by the GL algorithm to generate eight first order identical beams (left) and its computational reconstruction (right).
3.3.2.2 Combination of the Fourier and Fresnel plane hologram

By superimposing a PFL, the desired diffractive multiple beams were focused on neither the Fourier nor the Fresnel plane. Referring to section 2.2, the CGH hence became the third type, the combination of the Fourier and Fresnel plane hologram. The current author is the first to avoid the unwanted zero order effect using above method [90].

3.4 Experimental setups

In the present research, there were two different experimental setups in terms of the method used to eliminate the zero order beam.
3.4.1 Experimental setup without the 4f optical system

Figure 3.4.1 shows the schematic of the experimental setup without the 4f optical system, by which the zero order beam was eliminated by adding a phase Fresnel lens. As shown, the ultrashort pulse laser beam, from the Clark-MXR CPA2010 ($\tau_p \approx 180$fs) or the High-Q IC-355-800ps ($\tau_p \approx 10$ps), traversed a half wave plate used for adjusting the linear polarization direction, a beam expander, $M \approx 2$, and after reflection on mirrors 1 and 2, illuminated a proper coated commercial SLM liquid crystal on silicon (LCoS) device, oriented at $<10$ degree angle of incidence. Directed by the LCoS, the modulated beam entered a scanning galvanometer with $f = 100$mm flat field of an $f$-theta lens. Substrates were mounted on a precision 4 (x, y, z, u) or 5 (x, y, z, p, q) axis motion control system (Aerotech) allowing accurate positioning of the substrate surface at the laser focus. For the Clark-MXR CPA2010 without internal intensity adjustor, an external attenuator, formed by setting a Glan laser polarizer after the half wave plate, was used in the experiments.
3.4.2 Experimental setup with 4f optical system

Although eliminating the zero order beam by adding a phase Fresnel lens (PFL) simplified the experiment setup, it also brought difficulties on finding the processing plane, where the desired diffractive multiple beams are focused. Furthermore, since the CGHs with added PFLs of different focal length, \( f \), have a different processing plane, synchronization of stage movement (up and down) and the applied CGH is needed for the process requiring real time playing of these CGHs. Even if the complicated synchronization could be correctly performed, the time consuming stage movement would significantly decrease the processing speed. Therefore, a 4f optical system was also used for the research to physically separate and block the zero order beam, while the processing plane, i.e. the focal plane of the \( f \)-theta lens, was not changed for all the applied Fourier Plane CGHs.

![Diagram of experimental setup](image)

**Fig. 3.4.2:** The schematic of experiment setup for Clark-MXR CPA2010 with a 4f optical system.
Figure 3.4.2 shows a schematic of the experimental setup with a 4f optical system, where the Clark-MXR CPA2010 was employed, generating ultrashort laser pulses, \( \tau_p \approx 180\text{fs} \) and \( \lambda_0 = 775\text{nm} \). The output of ultrashort pulses with 1 kHz repetition rate was attenuated by a half wave-plate and a Glan laser polariser. After reflection on mirrors 1 and 2, the laser illuminated a reflective SLM liquid crystal on silicon (LCoS) device with 1024 x 768 pixels (Holoeye LC-2500), oriented at < 10 angle of incidence. A beam expanding telescope, with magnification, \( M = 2 \), was used to reduce the average intensity on the SLM, where the computer generated holograms (CGHs) were displayed. Appropriate holograms required to create arbitrary multi-beam patterns at the substrate surface were generated via an interactive LabVIEW program using a number of algorithms to calculate the CGHs (detailed in 2.3.2.3). The input optical beam was represented by a complex field, \( \psi_0 = A \exp(i\phi_0) \), and the SLM displayed a phase hologram, \( \psi_t = \exp(i\phi_t) \). Accordingly, after reflecting on the SLM (at A in fig. 3.4.2), the beam was modulated to be \( \psi_h = \psi_0 \cdot \psi_t = A \exp[i(\phi_0 + \phi_t)] \).

Lens 1 and 2 were two AR coated BK7 plano-convex lenses as detailed in table 3.2. Referring to Fig. 3.4.2, since distance \( AB = BP = PM + MC = CN + ND = f = 300\text{mm} \), following the modelling results given in table 3.3, a 4f optical system with unity magnification was formed. Accordingly, at D, the complex field was identical with that at A. The zero order reflected beam was spatially separated and blocked at Q. Just after D, the modulated beam, \( u_h \), entered the 10 mm aperture of a scanning galvanometer system with a flat field lens \((f = 100\text{mm})\). The proximity of the beam, \( u_h \) (at D) to the input aperture of the galvanometer ensured that diffracted beams where transmitted cleanly to the substrate surface, while the flat field of the f-theta lens produced a near perfect focusing system. Substrates were mounted on a precision
4-axis (x, y, z, u) motion control system (Aerotech) allowing accurate positioning of the substrate surface at the laser focus.

For the High-Q IC-355-800ps, the experimental setup was very similar to that shown in figure 3.4.2. A dielectric coated SLM (Hamamatsu X10468-03 or X10468-04) with high reflectivity, > 90%, was used for 1064nm and 532nm output respectively, where high average power (up to ~ 2.6W) was applied with high repetition rate, 20kHz, demonstrating encouragingly fast parallel processing (Chapter 6).

3.5 Summary

This chapter has introduced the main equipments used for the current research, including the ultrashort pulse laser systems, SLMs, scanning galvanometer and motion control systems. Then, the two different methods used to eliminate the unwanted zero order beam have been presented. The first method physically blocks the zero order beam at the Fourier plane of a 4f optical system, while the second method, devised by the current author and published in a peer reviewed journal [90], defocuses the zero order beam at the processing plane using a combination of the Fourier and Fresnel plane holograms. The final part of the chapter introduced the experimental setups.
Chapter 4

Diffractive multi-beam microprocessing using femtosecond laser pulses
4.1 Introduction

After giving the detailed experimental procedure in chapter 3, this chapter presents the results of diffractive multi-beam microprocessing using femtosecond laser pulses, $\tau_p \approx 160\text{fs}$, $\lambda = 775\text{nm}$, and $f = 1\text{kHz}$, generated by the Clark-MXR CPA2010 laser system.

The results from micro-machining using static diffractive pattern created by the simple and computationally fast Lenses and Gratings algorithm will be firstly demonstrated in 4.2.1, where ~ 0.3mJ pulse energies were successfully split into more than 30 desired diffractive multiple beams with good uniformity, each of them having $\mu\text{J}$ pulse energy, the observed energy level for precision processing. The observed linearly increased eccentricity of hole shape when gaining the diffractive angle, which was caused by finite spectral bandwidth of femtosecond laser pulses, will be discussed after in 4.2.2.

Starting with the discussion of the SLM response time, section 4.3 will demonstrate dynamic diffractive pattern micro-processing by real time playing of the CGH plus synchronization of the scanning method, which added an additional flexibility for surface micro-structuring.

4.2 Static CGH multiple laser beam micro-processing

4.2.1 Precision micro-drilling using diffractive $\mu\text{J}$-level multiple beams

Figure 4.2.1 (a) shows optical micrographs of the surface structuring on silicon with an ‘LLEC’ pattern comprising 32 blind holes while Figure 4.2.1 (b) demonstrates a random spot pattern comprising 30 holes. Each hole pattern was micro-machined simultaneously on a silicon wafer by creating the spot patterns in the LabVIEW
program [102] then applying the calculated CGHs to create the desired geometries. The Gratings and Lenses (GL) algorithm [102, 103], which is simple and computationally fast, was used to calculate computer generated holograms (CGHs) producing multiple independent diffractive +1 order beams for processing. The incident pulse energy on the SLM was $E_p \sim 300 \mu J$. All diffractive spots had similar dimensions indicating accurate calculation of the CGH. The large hole above the main pattern of holes was generated by the zero order beam.

**Fig. 4.2.1 (a):** ‘LLEC’ pattern comprising 32 micro-sized holes.

**Fig. 4.2.1 (b):** Random spots pattern comprising 30 micro-sized holes.
In order to evaluate the pulse energy of each of the diffracted spots, the size of hole produced was compared to a calibrated series of drilled holes using a single beam of varying pulse energy, as shown in table 4.1. When using the SLM, the diameter of each of the 30 diffractive spots was measured to be \( \approx 20\mu m \), which indicated that each of the spots had a pulse energy of approximately 5\( \mu J \). The total input pulse energy was evaluated by measuring the power (\( \approx 300\mu J \)) before the aperture of the scanning galvanometer. Consequently, the diffraction efficiency of the SLM is approximately 50\% , which is fairly typical of commercially available units, especially when used slightly outside their recommended range of operating wavelengths (in this case, the employed SLM, the Holoeye LC-2500, is broad band coated and recommended for use in the visible region, 400-700 nm).

**Table 4.1: The calibrated series of drilled hole diameters using a single beam of varying pulse energy.**

<table>
<thead>
<tr>
<th>Pulse energy, ( E_p (\mu J) )</th>
<th>Spot diameter (( \mu m ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-3*</td>
<td>&lt;15**</td>
</tr>
<tr>
<td>4*</td>
<td>(~ 15)</td>
</tr>
<tr>
<td>5</td>
<td>20.3 \pm 0.4</td>
</tr>
<tr>
<td>10</td>
<td>25.1 \pm 0.5</td>
</tr>
<tr>
<td>15</td>
<td>30.2 \pm 0.6</td>
</tr>
<tr>
<td>20</td>
<td>35.5 \pm 0.8</td>
</tr>
<tr>
<td>25</td>
<td>41.3 \pm 0.8</td>
</tr>
<tr>
<td>30</td>
<td>46.2 \pm 1.1</td>
</tr>
<tr>
<td>35</td>
<td>52.4 \pm 1.3</td>
</tr>
<tr>
<td>40</td>
<td>58.6 \pm 1.4</td>
</tr>
</tbody>
</table>

* Around the ablation threshold
** Unstable ablation crater size
(a) Hole size (area) vs. distance away from zeroth order hole

(b) Eccentricity $a/b$ vs. distance away from zeroth order hole

Fig. 4.2.2: Hole size and eccentricity versus the distance from each diffracted spot to the zero order hole in both ‘LLEC’ and random spots patterns
Figures showing measured hole size and eccentricity versus distance from the zero order hole in both ‘LLEC’ and random spots patterns are given in Figures 4.2.2 (a) and (b). The uniformity of the diffracted beams is shown by the measurements of ablated spot diameters ($\Phi$) using the Wyko NT1100 optical surface profiler (Veeco) [130]: $\Phi_1=20.3\pm1.2\mu$m (“LLEC” pattern) and $\Phi_2=21.7\pm1.1\mu$m (random spots pattern).

The spot size in random spots pattern is significantly larger than ‘LLEC’ pattern. This might be due to the highly asymmetric pattern design of the random spots pattern, which caused a higher diffractive efficiency. Chapter 6 will give more details about the effects caused by geometric pattern design. To avoid large variations in the required intensity distributions between spots, it is advantageous to avoid patterns with a high degree of symmetry, which is discussed in Chapter 6.

Additionally, there is a modest increase in eccentricity with distance, which is probably mainly due to the finite bandwidth of the laser source. All diffractive optics suffer from the same limitation when used with a broadband source, namely for a given design of CGH, the shift of the focused spot away from the zero order is proportional to the wavelength ($\lambda$) of the spectral component. Accordingly, the spot is elongated by an amount equal to its fractional spectral bandwidth multiplied by the number of equivalent grating line-pairs in the CGH design. For example, the 160fs source has a fractional spectral bandwidth of approximately 0.7% ($\lambda = 775$nm, $\Delta\lambda = 5$nm). A spot shifted away from the zero order using a CGH with 25 line-pairs per mm would result in an eccentricity of the diffraction limited focal spot of approximately 2:1, in agreement with the observed results. The laser source bandwidth would therefore appear to set an upper limit on the useful field of view of
the system. Further study on spectral bandwidth caused beam shape distortion will be discussed in 4.2.2.

![Image of micro-structuring a silicon substrate with 'LLEC' and random spots patterns.](image_url)

**Fig. 4.2.3:** The zero orders removed when micro-structuring a silicon substrate with the ‘LLEC’ and random spots patterns.

The un-diffracted zero order beam containing approximately 50% of the input pulse energy was blocked by a metallic target at position Q (Figure 3.3.2). Referring to figure 3.3.5, digital camera images show the holographically produced energy distribution of the ‘LLEC’ pattern on a paper screen near the Fourier plane. The +1 order beams contain the majority of the diffractive energy because the CGH was designed to enhance them, while -1 order beams with much lower energy (<< the material ablation threshold) leave the substrate unaffected. The lower two pictures of figure 4.2.3 demonstrate the absence of large holes showing that the zero order beam was successfully removed.
4.2.2 The distortion of beam shape caused by finite spectral bandwidth

4.2.2.1 The observation of distorted beam shape

As mentioned, the observed significant increase in eccentricity when applying a larger diffractive angle was due to the lateral chromatic aberration caused by the finite bandwidth ($\Delta \lambda$) of the laser source [82, 131]. If the input beam has a single wavelength, it will keep the initial round shape after the diffraction, as shown in figure 4.2.4 (a). However, the laser beam, generated by Clark-MXR CPA2010 laser system, had a broad bandwidth, $\Delta \lambda \approx 5$nm. Since the angle of diffraction is proportional to the input wavelength, the components with longer wavelength will have a larger angle of diffraction, while the shorter wavelength components will be diffracted at a smaller angle, hence elongating the beam shape after the diffraction, as shown in figure 4.2.4 (b).

![Diagram](image.png)

Fig. 4.2.4 (a): Illustration of how the desired +1 diffractive beam retains a round shape when the input beam has a single wavelength i.e. $\Delta \lambda \rightarrow 0$. 
Fig. 4.2.4 (b): Illustration of how the shape of desired +1 diffractive beam is elongated towards zero order beam when the input beam has a measurable finite bandwidth, $\Delta \lambda \approx 5\text{nm}$.

To investigate this phenomenon further, holes were ablated on silicon with the +1 order laser beams with varying angle of diffraction (figure 4.2.5). Referring to figure 4.2.5 (a), the results show that the long axis of the elliptically fabricated structure was slightly tilted away from the direction towards the zero order beam, instead of aligning with the axis. This may be explained by micro-machining, in this case, at a significant distance from the centre of the flat field of the f-theta lens, where the slight astigmatism of the femtosecond beam becomes apparent if the focus wanders away from the true f-theta plane. The combination of this minor effect and the primary effect of chromatic dispersion led to a rotation of the long axis. Secondly, the ablation debris on the surface is deposited non-uniformly, aligning along the short axis of the ellipse, which is thought to be due to an asymmetric expansion of the plasma following ablation, driven by the much higher intensity gradient along the short axis.
By taking greater care with regard to the SLM alignment in the optical line and positioning the zero order close to the centre of the f-theta lens field, improved results demonstrate that the long axis of the elliptically fabricated structure is indeed aligned to the direction toward the zero order beam (figure 4.2.5 (b)). In this case, the debris was easily removed with methanol and a lens tissue.

**Fig. 4.2.5 (a):** Observed growing eccentricity of micro-machined holes on a silicon substrate with increasing diffractive angle of +1 orders, showing a slight tilt of the major axis. The ablation debris is deposited non-uniformly due to the asymmetric expansion of the plasma. The zero order is marked.

**Fig. 4.2.5 (b):** Improved result over figure 4.2.5 (a) in which the major axis of the elliptical structures aligns to the zero order. The debris has been simply removed using methanol.
4.2.2.2 Prediction of the eccentricity of beam shape by calculation

The bandwidth limitation, mentioned above, is a characteristic of all diffractive optics when used with a broadband source (in this case, $\Delta \lambda \sim 5\text{nm}$). Based on the grating equation, $A (\sin \theta_m + \sin \theta_i) = m\lambda$, where $A$ is the grating period and $m$ is the order of diffraction, the expected variation of eccentricity $e$ versus diffractive angle can be used to predict the drilled hole shape. Here, the incident angle $\theta_i$ on the SLM is $< 10^\circ$, and $+1$ order ($m = 1$) diffractive angle $\theta_{+1}$ is $< 2^\circ$, hence $\sin \theta_{+1} \sim \theta_{+1}$. The grating equation can be simplified to: $\theta_{+1} = \sin \theta_{+1} = \lambda/A$, (where $\Lambda$ is the grating period.). Hence by differentiating, the following is obtained:

$$\Delta \theta_{+1} = \frac{1}{\Lambda}$$

or,

$$\Delta \theta_{+1} = \frac{\Delta \lambda}{\Lambda} \quad (4.2.1)$$

If $f$ is the focal length of the f-theta lens, the elongation $\Delta l$ caused by $\Delta \lambda$ at the focal plane is then:

$$\Delta l = f \cdot \Delta \theta_{+1} = \frac{f}{\Lambda} \Delta \lambda \quad (4.2.2)$$

while the diameter of the focused spot can be calculated from:

$$2\omega_0 = \frac{4M^2f\lambda}{\pi D} \quad (4.2.3)$$

where $D$ is the raw beam (spot) diameter and $M^2 - 1$ is the beam quality factor. Thus, the eccentricity $e$ at a given diffractive angle can be calculated by $e = \frac{a}{b} \approx (\Delta l + 2\omega_0)/2\omega_0$, where $a$ and $b$ are the major and minor semiaxis of the elliptical hole shape.

Figure 4.2.6 indicates excellent agreement between the experimental and calculated eccentricity, $e$, which increases linearly when varying the angle of diffraction.
Fig. 4.2.6: Experimental and calculated eccentricity $a/b$ of machined holes versus angle of diffraction showing excellent agreement. Eccentricity increases linearly with angle of diffraction.

4.2.2.3 Effect of beam shape distortion on process stability

The distorted intensity profile at higher angles of diffraction also affects ablation. Figure 4.2.7 shows a comparison of the measured ablation depth on Ti6Al4V with angle of diffraction and pulse number. In each case, pulse energy was $E_p \sim 5 \, \mu$J and ablation depth decreased with increasing angle of diffraction due to the growing ellipticity of beam shape. Accordingly, to ensure precision femtosecond processing with a 5nm bandwidth (at $\lambda=775$nm), the diffracted angle should be limited to $\theta_{\text{diff}} < 0.5$ degree where the eccentricity $e = a/b < 1.5$. 
4.3 Laser microprocessing with dynamic diffracted beam patterns

While static holograms are useful and can be combined with the galvanometer system to demonstrate parallel processing with fixed spot geometry, processing by real time control the CGHs is demonstrated in this section.

4.3.1 Response time of the SLM

When addressing a series of CGHs in real time, the playing rate (i.e. the number of CGHs played per second) is significantly restricted by the response time, which is the period of time required to fade out the previous CGH (fall time) and build up a new
one (rise time). In this section, the response time of the Holoeye LC-R 2500, one of the SLMs used for the present research, is investigated.

In the experiment, two CGHs, calculated by the GL algorithm, capable of generating three desired diffractive beams individually, were alternately displayed on the SLM at a 10Hz refresh rate, whilst the laser was scanned in a straight line at a speed of 50mm/s on a polished silicon sample by the scanning galvanometer. Figure 4.3.1 shows an optical micrograph of the machined pattern on the silicon sample, where CGH1 was fading out and CGH2 was building up during the scanning. Due to the quick scanning speed, partially or completely separated single-pulse-machined craters (holes) were produced on the surface of the sample. Since the pulse repetition rate was 1kHz, the period of time between two adjacent holes was 1ms. On the left hand side of figure 4.3.1, towards the scanning direction, the size of the holes machined by the diffracted order beams decreases, while, in contrast, the zero order machined holes increase in size. This indicates the fading out of the CGH1, where the diffracted pulse energy was gradually transferred back to the zero order beam. Similarly, the increase of diffracted beam hole size and the decrease of the zero order beam hole size on the right hand side of the figure represent the time period when CGH2 was gradually building up and the pulse energy was re-diffracted to the desired multiple beams.
Fig. 4.3.1: Optical micrograph of the machined pattern on a silicon wafer, where the CGH1 was fading out and CGH2 was building up during the scanning. The number of zero order beam machined holes between A and B was 27, and the period of time between two adjacent holes was 1 ms; hence the response time was estimated at ~ 27 ms.

Fig. 4.3.2: Rise and fall times of SLM (LC-R 2500) given by Holoeye. [97]
As shown in figure 4.3.1, by counting the number of zero order beam machined craters from A (CGH1 starting to fade out) to B (CGH2 built up completely), the response time was estimated to be \( \sim 27 \text{ms} \) (fall time \( \sim 17 \text{ms} \), rise time \( \sim 10 \text{ms} \)), which reasonably matches the value given in Holoeye LC-R 2500 specification manual, 28ms (fall time \( \sim 18 \text{ms} \), rise time \( \sim 10 \text{ms} \)), shown in figure 4.3.2.

The maximum CGH playing rate is restricted by the response time and should be \(< 50 \text{Hz} \). However, if there is a little change in the position of the desired diffracted beams when building up the successive CGH, a 50Hz rate of CGH playing also allows perfectly good machining results in parallel processing, which will be demonstrated in section 4.3.2.

### 4.3.2 Micro-processing by real time playing CGHs

Figure 4.3.3 (a) shows a pattern comprising 121 holes laser machined by real time playing of 15 stored CGHs at 20 Hz refresh rate, and Fig. 4.3.3(b) demonstrates the formation of the pattern, which was completed within 0.75s. The incident pulse energy on the SLM was \( E_p \sim 300 \mu \text{J} \).

Combining real time control of the CGHs with scanning, diffractive multi-beam processing has significant potential to produce complex surface micro-machining patterns. Figures 4.3.4 (a) and (b) illustrate this on a polished Ti6Al4V substrate where 6 micro-channels, a-f were generated by applying the appropriate CGHs at 50Hz refresh rate while simultaneously scanning the diffracted spots at a speed of
1mm/s. The resulting micro-channels a – f, were ~40µm wide and ~ 10µm deep. The wider channel positioned above the micro channels, was machined by the zero order beam.

**4.3.3 (a):** Pattern completed by real time playing 15 series of CGHs at 20 Hz refresh rate (50ms duration per CGH).

**Fig. 4.3.3 (b):** The stages in formation of the pattern of figure 4.2.3 (a).
(a) Whole pattern view (5× objective); 6 channels a to f were generated by the diffractive beams while the wider channel 0 above was formed by zero order beam

(b) 3D view by Wyko NT1100 optical surface profiler, where ~10 µm depth (10 times over scan) micro-channels are illustrated

Fig. 4.3.4: Micro-channels obtained by combining CGH real time control with Galvanometer scanning.
4.3.3 Synchronizing the action of hologram application with scanning techniques

By synchronisation of real time playing holograms with laser beam scanning, 2D surface micro-structuring of Ti6Al4V was achieved and analysed. A pattern ‘OPTICS’ (in Chinese and English) comprising 129 holes processed on a Ti6Al4V substrate using 7 CGHs combined with the galvanometer scanner is shown in figure 4.3.5, while figure 4.3.6 shows the pattern with zero order removed. The incident pulse energy on the SLM was $E_p \sim 150\mu$J, and the measured hole diameter ($\phi \sim 25\mu$m) and depth ($\sim 2.3\mu$m) corresponds to an exposure time of 200ms (i.e. 200 pulses), with pulse energy $E_p \sim 5\mu$J in each +1 diffracted order beam. As each CGH generated more than 15 higher order holes simultaneously, a throughput gain factor $G > 15$ was demonstrated compared to single beam processing in this case.

The material samples chosen for this research were silicon wafer (a significant semiconductor widely used in the fabrication of integrated circuit and other microdevices) and Ti6Al4V (a metallic alloy extensively used in aerospace and bioscience). Both materials have a relatively low threshold for femtosecond pulse induced laser ablation. Thus, when using a single beam to machine, significant attenuation would be needed to provide a pulse energy just above the threshold, hence resulting in low processing efficiency. Here, however, the above results from parallel processing demonstrate great advantages in term of increasing both processing throughput and efficiency.
Chapter 4 Diffractive multi-beam microprocessing using femtosecond laser pulses

Fig. 4.3.5: ‘OPTICS’ pattern created by 7 CGHs applied at appropriate positions using the galvanometer scanner (shown together with zero order holes).

Fig. 4.3.6: ‘OPTICS’ pattern with zero order holes eliminated (The insert 3D pictures were measured using Wyko NT1100 optical surface profiler, illustrating the depth of the holes).
4.4 Summary

The results obtained from multiple diffracted beam laser microprocessing using femtosecond pulses demonstrate that precision ultrashort pulse laser micro-structuring using an SLM in this approach is a novel method to increase processing efficiency and throughput. Pulse energies up to 300µJ at 1kHz repetition rate were diffracted into > 30 spots with 50% efficiency. This constitutes a throughput gain > 1 order of magnitude for precision micro-structuring tasks requiring micro-joule level pulse energies. Additionally, the ability to address CGHs in real time and synchronize with the scanning method adds an additional flexibility for surface micro-structuring. This work has been published in peer reviewed journals [88, 89].

However, caused by the finite bandwidth (Δλ ~ 5nm) of the laser source, the elongation of the machined holes, which was observed, and correctly predicted by our simple calculation based on the grating equation, highlights a potential limitation of parallel processing using an SLM with femtosecond laser pulses. Therefore, the picosecond laser system (High-Q IC-355-800ps), which generates 10ps duration pulses with much narrower spectral bandwidth (Δλ ~ 0.1nm, at 1064nm output), can make the spectral distortion negligible. This was employed to perform diffracted multi-beam microprocessing, and will be detailed in Chapter 5.
Chapter 5

Diffractive multiple beam microprocessing using picosecond laser pulses
5.1 Introduction

A picosecond laser system (High-Q IC-355-800nm) with narrow spectral bandwidth ($\tau \approx 10\text{ps}$, $\Delta \lambda \approx 0.1\text{nm}$) was employed for diffractive multiple beam processing. Compact solid state picosecond laser systems ($\tau < 15\text{ps}$) with high pulse energy, high average power and high repetition rate, have advantages over femtosecond systems for high precision micro-machining [42-47]. The distortion of the intensity profile at high diffracted angle is eliminated due to the narrower spectral bandwidth of the laser source compared to a femtosecond laser. The drilled holes retained a near perfect round shape (eccentricity: $e < 1.04$) when applying a large diffractive angle ($\theta \approx 1.27^\circ$). The successful achievement of high power (2.5W) parallel processing with 25 diffracted beams and 20kHz laser repetition rate demonstrated the industrial potential of this precision laser micro-processing.

5.2 Experiment setup

Fig. 5.2.1: The schematic of experiment setup for High-Q IC-355-800ps with a 4f optical system.
The picosecond laser system used for the work here was a custom made seeded Nd:Vanadate regenerative amplifier laser system (High-Q IC-355-800ps, Photonics Solutions [34]), as introduced in Chapter 3. Figure 5.2.1 shows the schematic of the experimental setup. The 10 ps output beam ($\lambda = 1064$nm or 532nm) traversed a half wave plate used for adjusting the linear polarization direction, a beam expander ($M \approx 3$) and, after reflection on mirrors 1, 2 and 3, illuminated a reflective phase only SLM (Hamamatsu X10468-03 or 04). This was a liquid crystal on silicon (LCoS) device with 800 x 600 pixels and dielectric coated for 1064nm or 532nm wavelength (Reflectivity $\eta \approx 95\%$), respectively, oriented at $<10$ degree angle of incidence. A 4f-optical system was formed from A to D to remove the unwanted 0-th order beam. The modulated beam entered a scanning galvanometer with $f = 100$mm flat field $f$-theta lens (Nutfield) producing a near perfect focusing system. Substrates were mounted on a precision 5-axis (x, y, z, p, q) motion control system (Aerotech) allowing accurate positioning of the substrate surface at the laser focus. The spectral bandwidth, $\Delta \lambda \approx 0.1$nm, was relatively narrow and important in eliminating any chromatic dispersion from the SLM.

5.3 Spectral bandwidth effect on diffracted beam shape

Figure 5.3.1 (a) shows a series holes drilled on a silicon sample using 10ps ($\lambda_0 \approx 1064$nm, $\Delta \lambda \approx 0.1$nm) pulses when varying the diffractive angle. Figure 5.3.1 (b), the 2D (left) and 3D (right) micrographs with large magnification clearly show the reasonably round hole shape when applying a large angle of diffraction ($\theta > 1^\circ$). The eccentricity $e = a / b$ of these drilled hole shape as a function of diffractive angle is plotted in figure 5.3.2, and shows that $e$ increases only very modestly, $e < 1.04$. Figure 5.3.3, shows that there is a negligible variation of ablation depth (1000 pulses, $E_p \approx$
5\mu J) with increasing angle of diffraction, demonstrating a high degree of reproducibility of diffractive multi-beam processing. The above results indicate that the elongation of diffracted beam shape caused by chromatic distortion can be eliminated by employing picosecond laser pulses (\(\tau \approx 10\text{ps}\)) with narrower bandwidth, hence allowing constant ablation rate.

![Image](image.png)

**Fig. 5.3.1:** (a) A series holes drilled on a silicon sample when varying the diffractive angle. (b) The 2D (left) and 3D (right) micrographs with large magnification, showing the shape of the hole, fabricated by single 10ps pulse, when applying large diffractive angle, \(\theta > 1^\circ\).
**Fig. 5.3.2:** The eccentricity $e$ of hole shape drilled by 10ps when varying the angle of diffraction.

**Fig. 5.3.3:** The variation of ablation depth using one thousand 10ps pulses ($E_p \approx 5\mu J$) when varying the angle of diffraction.
5.4 High power parallel processing with high repetition rate at \( f = 20\text{kHz} \)

![Diagram of 25 diffractive beams pattern and scanning method.](image)

**Fig. 5.4.1:** Schematic showing the design of the 25 beams pattern and the method of scanning. (The vertical distance between two adjacent spots was 100\(\mu\)m; by repeatedly scanning the pattern with 50\(\mu\)m vertical offset each time, multiple micro-channels with 50\(\mu\)m intervals can be obtained.).

With the ps system (\(\tau \approx 10\text{ps}\)) operating at high repetition rate (\(f = 20\text{kHz}\)) and maximum output (\(P_{\text{average}} \approx 2.5\text{W}\)), parallel processing was demonstrated, using a 25 diffractive beams pattern, created by a CGH calculated by the 2D Gershberg-Saxton (GS) algorithm. The schematic given in figure 5.4.1 demonstrates the design of the beams pattern and the method of scanning, while the micrographs in figure 5.4.2 show the micro-machining results on a polished Ti6Al4V sample. A 10 \(\times\) 10mm surface area was processed by covering it with \(\sim 2\mu\)m deep micro-channels at 50\(\mu\)m intervals and overscanned 20 times at a scan speed 100mm/s, in a time of 16s. The channels
created were very uniform and had a width of 25.3±0.4\,\mu m, indicating the accuracy of CGH calculation using the GS algorithm. The diffractive efficiency was measured at ~ 50\%, allowing > 1.2\,W to be diffracted into 25 parallel beams. This had the effect of creating an "effective" repetition rate of 500kHz without encountering the limit of the galvanometer scanning speed.

\textbf{Fig. 5.4.2:} Micrograph demonstrating the results of micro-channels covering a 10 × 10\,mm area machined by the 25 beams pattern on polished Ti6Al4V (upper), and micrographs showing the result with higher magnification (lower left) and 3D surface profile image by Wyko NT1100 optical surface profiler (lower right).

\section{5.5 Summary}

Microprocessing with the diffractive multiple beams derived from 10ps laser pulses has been discussed in this chapter. The machined holes were found to be perfectly round, independent of angle of diffraction and hence demonstrating the advantage of parallel processing using ultrashort pulses with picosecond pulse duration and narrow
spectral bandwidth. Furthermore, simultaneously scanning of multiple diffracted beams (n = 25) containing > 1.2W average power with higher repetition rate (up to) $f = 20\text{kHz}$ successfully yielded high throughput surface micro-structuring, by creating an "effective" repetition rate of 500kHz, which would otherwise not have been possible due to the maximum scan speed of the galvanometer mirrors. This work has been published in a peer reviewed journal [90].
Chapter 6

Uniformity study of diffractive laser beam patterns
6.1 Introduction

The uniformity of the diffractive pattern is a significant parameter, since many industrial applications would require that all the diffractive beams have a good identity to ensure consistent processing.

As reported by Curtis et al.[118], the uniformity of the diffractive pattern is not only affected by the algorithm used to calculate the CGH, but also the geometric design of the diffractive pattern. A slight spatial disordering of periodic and symmetric patterns can significantly reduce intensity variations among each of the desired diffractive peaks. A better uniformity of diffractive pattern has been demonstrated by improving the CGH calculation algorithm, e.g. adding iterative calculations to minimize the uniformity error of the computationally reconstructed diffractive peaks [81, 102], or taking into account of the intensity distribution of the irradiated laser pulse and the spatial frequency response of the SLM [81, 83, 87]. However, there are no reports that experimentally studied the change of the pattern uniformity by control of the geometric design of diffractive pattern.

This chapter will demonstrate the experimental results showing the change of uniformity by varying the geometric pattern design.
6.2 Methodology of the uniformity study

6.2.1 Geometric design of the diffractive pattern

Two typical CGH calculation algorithms, the Lenses and Gratings (non-iteration) [102, 103] and the Gerchberg-Saxton (iteration) [117], were adopted for this uniformity study.

![Fig. 6.2.1: The periodic $5 \times 5$ array with high degree of symmetry - the basic geometric design of a diffractive pattern.](image)

A periodic $5 \times 5$ array with high degree of symmetry, shown in figure 6.2.1, was the basic geometric design of the diffractive pattern. To quantitatively control the degree of symmetry, each of the designed diffractive order beams in the pattern was given a freedom of asymmetry ($R$), and they hence no longer had a fixed position, but were located randomly within a circle area (centre: $(\rho_i, \rho_j)$; Radius = $R$), shown in figure 6.2.2.
6.2.2 The uniformity measurement

The uniformity of the diffractive patterns can be quantitatively described by calculating the standard deviation, \( \sigma \). In this study, the diameter of each micro-sized hole machined by the diffracted beams, \( D_1, D_2, D_3, \ldots D_n \), was first measured, and then an average value \( \overline{D} \) was calculated from:

\[
\overline{D} = \frac{1}{n} \sum_{i=1}^{n} D_i
\]  

(6.2.1)

Accordingly, the standard deviation was calculated from:

\[
\sigma = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (D_i - \overline{D})^2}
\]  

(6.2.2)

Finally, the percentage variation was analysed to quantitatively describe the uniformity of the diffracted beam patterns according to the following calculation.

\[
V = \frac{\sigma}{\overline{D}} \times 100\%
\]  

(6.2.3)
6.3 Results of uniformity study

6.3.1 Diffraction efficiency and uniformity resulting from the geometric pattern design

The optical micrographs in figure 6.3.1 show the machining results on a polished Ti6Al4V substrate using the LG algorithm, and show the change of the pattern uniformity by varying the freedom of asymmetry. Figures 6.3.2 shows the diffractive efficiency (a), the total fraction of light directed to the desired multiple beams, and uniformity (b) versus the freedom of asymmetry, R, where the applied CGHs were calculated using two different algorithms, the Lenses and Gratings (LG) and the Gerchberg-Saxton (GS). Each data point in the figures represents the average value calculated from five different random patterns given the same freedom of asymmetry, R.

As shown in the graphs, the asymmetrically designed geometric pattern (R > 20µm) greatly improves the uniformity and diffraction efficiency. For symmetric patterns (R < 20µm), the iterative GS algorithm clearly outperforms the LG algorithm. Nonetheless, by increasing of the freedom of asymmetry (R), both uniformity and diffraction efficiency were greatly improved using the LG algorithm, matching (and even slightly surpassing) the results using the GS algorithm.
Fig. 6.3.1: Optical micrographs showing the machining results on a polished Ti6Al4V substrate using the LG algorithm when the freedom of asymmetry was set to be: $R = 2 \, \mu\text{m}$, $20 \, \mu\text{m}$, and $50 \, \mu\text{m}$. Clearly, the pattern with a high degree of symmetry, shows poor uniformity, e.g. When $R = 2 \, \mu\text{m}$, $V \approx 41.2\%$, while more an asymmetrically designed pattern has good uniformity, e.g. When $R = 50 \, \mu\text{m}$, $V \approx 5.6\%$. 

$R$: Freedom of asymmetry  
$V$: The percentage of variation
Fig. 6.3.2 (a): The diffractive efficiency of the multi-beam pattern versus the freedom of asymmetry, $R$.

Fig. 6.3.2 (b): The uniformity of the machined holes on a Ti6Al4V substrate (described by the Percentage of Variation) versus the freedom of asymmetry, $R$. 
6.3.2 Generating symmetric patterns by combination of several asymmetric patterns with good uniformity

To generate a uniform periodic or symmetrical pattern (e.g. a beam array), the pattern can be separated into several asymmetric parts playing one after another at a given rate with a synchronization of the scanning motion.

Fig. 6.3.3 (a): The design of a 10×4 hole array pattern formed by four asymmetric patterns.
Fig. 6.3.3 (b): The processing results of $10 \times 4$ holes array pattern with (left) and without (right) zero order holes.

Fig. 6.3.3 (c): The result produced by repeating the patterns with the galvanometer system to create large area processing.

Figure 6.3.3 (a) illustrates the design of a $10 \times 4$ hole array pattern formed by four asymmetric parts ensuring good uniformity of the desired beams. Figure 6.3.3 (b) shows the processing results on a polished Ti6Al4V substrate with incident pulse energy, $E_p \sim 100\mu$J, on the SLM. As shown, the machined holes were reasonably uniform ($\Phi=25.3\pm1.6\mu$m) and round (maximum eccentricity $a/b < 1.5$). Figure 6.3.3
(c) shows this pattern repeated using the scanning galvanometer hence increasing the processing area.

By using the patterns created by the offset holograms of figure 6.3.3 (a), while scanning with the galvanometer, a 3D chessboard type structure was created in real time by scanning 200µm × 200µm squares (10µm offsets, 10mm/s) and varying numbers of overscans \( n \). Here, CGH1 and 2 were applied with \( n_1 = 50 \), generating a 5µm deep structure \( (d_1) \), while, CGH3 and 5 were applied with \( n_2 = 10 \), creating shallower structures with \( d_2 \sim 1\mu\text{m} \). (figures 6.3.3 (d) and (e)).

**Fig. 6.3.3 (d) and (e):** Schematic showing the combination of the four asymmetric patterns used to generate 3D chessboard-like structure (d), and the micro-machined 3D chessboard structure(e).
6.4 Discussion

6.4.1 The degeneracy of the design pattern

Unwanted diffractive intensity peaks may be generated with the desired multiple beams. These peaks are sometimes called ‘ghosts’ in the literature [118]. A simple example of ghosts is the higher-order diffraction peaks produced by a phase grating. This grating, equivalent to a prism, deflects a +1 order beam to a position \((\rho_x, \rho_y)\) by imposing the phase \(\varphi \propto \rho \cdot r\), where \(r\) is the hologram coordinate. The weaker higher-order beams also appear in predictable positions, as shown in figure 6.4.1.

![Fig. 6.4.1](image)

**Fig. 6.4.1:** A digital camera photograph showing a diffractive pattern reconstructed on a paper screen: Only the four brighter spots marked by a blue triangle are the desired diffractive orders, all the other weaker spots appearing on the dark background are the ghosts. The red dashed line marks a series spots generated by a phase grating, where only the +1 order is desired.

With the Lenses and Gratings (LG) algorithm, a CGH, which can generate a N\times M beam array, as shown in figure 6.4.2, is presented as:
\[ \varphi_n = \sum_{i,j}^{n,m} \varphi_{i,j} \]  

(6.4.1)

where, \( \varphi_{i,j} \) is a phase of prism which can deflect a +1 order beam to the desired position, \((\rho_i, \rho_j)\).

Without giving a sufficient extra freedom to avoid the degeneracy caused by the ghosts overlapping and interfering with the desired orders [118], the highly symmetric patterns can show a high degree of non-uniformity and poor diffraction efficiency, explaining the results in figures 6.3.1 and 6.3.2 when \( R < 10 \) with the LG algorithm.

6.4.2 Degeneracy avoided by adding a random phase

On applying a freedom of asymmetry, \( R \), the position of each designed +1 order beams was no longer fixed, but randomly located within a circle area (centre: \((\rho_i, \rho_j)\); Radius = \( R \)), as shown in figure 6.2.2. In this way, a random phase, \( \varphi_{i,j}(R) \), is added to the individual prism phase \( \varphi_{i,j}' = \varphi_{i,j} + \varphi_{i,j}(R) \). The phase CGH for the pattern with \( R \) can then be represented as:

\[ \varphi_n' = \sum_{i,j}^{n,m} \varphi_{i,j}' = \sum_{i,j}^{n,m} (\varphi_{i,j} + \varphi_{i,j}(R)) \]  

(6.4.2)
R is equivalent to adding an extra phase ($\phi_{i,j} (R)$), which gave the extra freedom to improve the uniformity of the diffractive pattern by decreasing the possibility of degeneracy. The larger the value of $R$, the more freedom of phase was delivered to each of the desired +1 order beams, hence further avoiding the degeneracy, which explains the results shown in figure 6.3.1.

### 6.5 Summary

The results described in this chapter show that, to ensure a good uniformity of the diffracted pattern, a highly degree of symmetry in the pattern design should be avoided, although the time-consuming iterative GS algorithm may generate a symmetric diffractive pattern ($R < 20 \, \mu m$) with a slightly better uniformity.

The simple and computationally fast non-iterative LG algorithm can generate asymmetric patterns with excellent uniformity and high diffractive efficiency ($R > 20 \, \mu m$, $V < 6\%$ and $\eta > 50\%$); hence it can be an ideal algorithm of CGH calculation for diffractive multi-beam ultrafast laser processing.
Chapter 7

Investigations into potential applications of diffractive multiple beam laser microprocessing
7.1 Introduction

Since the laser energy available from commercial laser sources exceeds the single beam laser ablation process requirements, parallel processing with multiple beams could provide an easy route for up-scaling processing speed and reduce manufacturing costs. The following sections describe methods studied for parallel processing of materials with high speed, dynamic control and great flexibility, for a number of material types and potential applications.

7.2 High throughput surface micro-structuring of silicon

Surface micro-structuring of silicon has been reported to change the surface wetting properties and opens up a large range of applications, such as self-cleaning surfaces, microfluidics, lab-on-chip devices, low friction coatings, water proof and anti-rain textiles [132-135]. The wetting properties of materials can be modified by altering either the morphology or the chemistry of a surface [136-140]. Ultrashort pulse laser micro-structuring of silicon has demonstrated a unique advantage, that is producing a morphology which exhibits two length scales via a simple one step process, without the need of a clean room facility or high-vacuum equipment requirements [141, 142]. However, the low processing throughput might be a main issue preventing ultrashort pulse lasers from finding applications in surface micro-structuring for industry. With this limitation in mind, an SLM, Holoeye LC-R 2500, was employed here to generate multi-beam patterns for a high throughput surface micro-structuring of silicon using a Clark-MXR CPA2010 femtosecond laser.
7.2.1 Diffractive multi-beam pattern design

The multi-beam pattern for surface micro-structuring of silicon was a 10×4 beam array, formed by four asymmetric parts to keep a good uniformity of the desired beams, as discussed in chapter 6. The pattern was scanned in six concentric circles. The diameter of each concentric circle was 300, 250, 200, 150, 100 and 50 μm and the gap between two neighbouring circles was 25 μm as shown in figure 7.2.1. The distance between two neighbouring diffractive beams (d) was designed to be 300, 200 and 150 μm. There was no interference among the scanned circles when d = 300 μm; however, the circles partially and totally interfered when d = 200 μm and d = 100 μm respectively, as shown in figure 7.2.2.

![Multi-beam pattern design](image)

*Fig. 7.2.1: Multi-beam pattern design for surface micro-structuring of silicon – generating a 10×4 beam array.*
Fig. 7.2.2: Scanning patterns for six concentric circles. (a) $d = 0.3\text{mm}$; no interference among the scanned circles, (b) $d = 0.2\text{mm}$; partial interference among the scanned circles, (c) $d = 0.15$, total interference among the scanned circles.

7.2.2 Results of micro-structuring of silicon using the diffracted patterns

An ultrashort pulse laser beam ($\tau_p \approx 180\text{fs}$) with pulse energy, $E_p \approx 200\mu\text{J}$, was applied to the SLM, and after diffraction each of the desired multiple beams with $E_p \approx 10\mu\text{J}$ was scanned at a speed of $20\text{mm/s}$ across the silicon sample surface. The machining speed was ten times faster than single beam processing. The results are compiled in table 7.1. The surface morphology was controlled by $d$, the distance between two neighbouring diffractive beams. When $d$ was smaller, the more scanned circles that interfered generated a surface with greater roughness. The measured contact angle decreased by increasing the surface roughness and hence the silicon surface became more hydrophilic as a result of the structuring process.
The chemistry of the machined silicon surface was investigated by a Raman spectrometer. The results indicated that a part of the material was oxidised and probably formed a SiO₂ layer after processing. After removing the oxidised layer by immersing in a 10% HF solution, the contact angle of the silicon sample was measured again. The results demonstrated that the contact angle increased with the oxidised layer removed and the silicon surface became hydrophobic.

Table 7.1: The results of micro-structuring of silicon using the diffracted multi-beam patterns.

<table>
<thead>
<tr>
<th>d (mm)</th>
<th>3D profile of the machined silicon surface (by Wyko NT1100 optical surface profiler)</th>
<th>Measured contact angle of water droplet*</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td><img src="image" alt="3D profile" /></td>
<td>Contact Angle: Theta = 45.63°</td>
</tr>
<tr>
<td>0.2</td>
<td><img src="image" alt="3D profile" /></td>
<td>Contact Angle: Theta = 39.70°</td>
</tr>
<tr>
<td>0.15</td>
<td><img src="image" alt="3D profile" /></td>
<td>Contact Angle: Theta = 23.98°</td>
</tr>
</tbody>
</table>

* The water droplet contact angle of the original silicon surface was measured at 50.57°
**Fig. 7.2.3:** Change of the contact angle versus the surface morphology (controlled by $d$) and chemistry (before and after the oxidised layer removed).

Figure 7.2.3 shows the change of the contact angle against the surface morphology (controlled by $d$, the distance between two neighbouring diffractive beams) and the chemistry (before and after the oxidised layer was removed) of the silicon sample processed by the diffracted multi-beam patterns. The red line indicates the contact angle of the original silicon surface, measured as $50.57^\circ$.

### 7.3 Laser patterning of organic light emitting diode (OLED) materials

Laser patterning of OLED materials is a key industrial process in the manufacturing of OLED displays or solid-state lighting foils [143]. Ultrashort pulse lasers are of particular interest for this application, as they enable selective ablative removal of OLED layers with very low energy density requirements on the target. Since the laser output from current commercial laser sources exceeds single beam ablative process
requirements, parallel processing with multiple beams could provide a novel route for up-scaling processing speed and reduce manufacturing costs. Hence SLMs could be employed for high throughput precision patterning of OLED materials (metal cathode and Indium Tin Oxide (ITO) anode) on flexible and glass substrates. The following describes an experimental study to explore this process application.

### 7.3.1 Diffractive multi-beam patterning of cathode layers

![Laser beam](image)

As shown in figure 7.3.1, OLEDs are multi-layer materials, with each layer having its own ablation threshold, (for example, the top cathode layer, aluminium, has lower ablation threshold than the underlying anode layer, ITO film [144]). Hence, by controlling the laser fluence, selective removal of the aluminium can be achieved. Cross hatch patterning of an OLED using 15 parallel beams produced by a Hamamatsu X10468-04 SLM at 532 nm wavelength was applied, as shown in figure 7.3.2. A picosecond laser, High-Q IC-355-800ps, with 532nm wavelength was used. The laser pulse energy, the repetition rate and the scanning speed were 12 μJ, 5 kHz and 30 mm/s, respectively. Only a single scan was conducted, resulting in multiple scribe lines with a pitch of 86 μm, a line width of ~10 μm and a depth of ~ 290 nm.

*Fig. 7.3.1: The layered structure of OLED material.*
The depth profile of the scribe line shown in figure 7.3.2 (bottom), revealed a flat bottom channel in which the cathode and organic layers were removed, while the underlying anode (ITO film) remained unaffected.

Fig. 7.3.2: Parallel processing of OLED. Optical micrographs (Upper), cross-sectional profile of a single line (bottom).

7.3.2 Diffractive multi-beam patterning of Anode (ITO)

Since the absorption of ITO material in the NIR region is stronger than that in the visible region, a picosecond laser, High-Q IC-355-800ps, with 1064nm wavelength was used for patterning of ITO on glass samples. Figure 7.3.3 demonstrates a microscopic image and surface profile of the ITO sample that was ablated using 15 beams generated by the Hamamatsu X10468-03 SLM with 1064 nm laser wavelength. The incident pulse energy on the sample was 16 µJ with 5 kHz repetition rate, and 15
mm/s scanning speed. Only a single scan was performed. The grating period, \( \Lambda \), was 65 \( \mu \text{m} \). As illustrated, the scribing line had a depth of \( \sim 60 \text{ nm} \) and a width of 14 \( \mu \text{m} \), and showed a flat bottom area that indicated complete removal of the ITO film. Placing the spots closer and using lower laser pulse energies reduced the pitch and the scribing width, respectively. There was no significant thermal damage to the surrounding area observed.

**Fig. 7.3.3:** Parallel processing of ITO thin film sample using a diffractive multi-beam. Top: Optical micrographs; Bottom: Cross-sectional profile of a single scribe.

### 7.4 Selective ablation of surface material (silicon wafer) by diffractive multi-beams

#### 7.4.1 Selective ablation by modulating the focal height

As the focal position of each diffractive order beam can be three dimensionally modulated by a CGH calculated algorithm, a diffractive beam pattern, NWDA, with 39 multiple beams focused at two different planes was modulated. Here, a 3D
Gershberg-Saxton algorithm was adopted to calculate the CGH, as shown in figure 7.4.1 (a). The distance between the two focal planes was \( \Delta d \approx 0.5\text{mm} \), as shown in figure 7.4.1(b). The machining result using ultrashort laser pulses (\( \tau_p \approx 10\text{ps}, \lambda \approx 1064\text{nm} \)) is demonstrated in figure 7.4.2, where 1000 pulses was input with total pulse energy, \( E_p \approx 220\mu\text{J} \), measured before the SLM. The upper surface of the sample (a silicon wafer) was positioned on the focal plane of the beams composing ‘N’ and ‘D’, which fabricated holes \( \Phi_1 \approx 24\pm0.8\mu\text{m} \). Clearly, the size of the holes composing ‘W’ and ‘A’, which were fabricated by the beams modulated slightly out of focus at the sample surface, was smaller (\( \Phi_2 \approx 15\pm0.5\mu\text{m} \)) due to the decrease of Gaussian distributed hot spot on the sample surface where the fluence was higher than the well defined ablation threshold (see figure 7.4.3). Accordingly, the fluence of each diffractive +1 order could be adjusted by precisely modulating the focal height.

**Fig. 7.4.1:** (a) The CGH, calculated by 3D Gershberg-Saxton algorithm, which can create a ‘NWDA’ diffracted beam pattern with 39 multiple beams focused at two different planes. (b) Schematic showing the computationally reconstructed ‘NWDA’ pattern.
Fig. 7.4.2: Processing result for the ‘NWDA’ pattern applied to a polished Ti6Al4V sample.

Fig. 7.4.3: Schematic demonstrating the size of hole adjusted by precisely modulating the focal height difference of each diffractive order, \( \Delta d \). (a) The diffractive beam is precisely focused on the sample surface hence fabricating a larger sized hole; (b) the
diffractive beam is slightly out of focus by a distance ($\Delta d$), hence fabricating smaller sized hole.

7.4.2 Multi-beam scanning with different number of spots per line

Beam scanning with a different number of spots per line mimics a variable spot overlap and can produce variable controlled ablation depth [91]. As shown in Figure 7.4.4 (a), 10 beams were arranged in a pyramid-shaped pattern (4-3-2-1) so as to achieve selective ablation with a single scan at different positions. The small red circles in Figure 7.4.4 (b) denote the 10-beam pattern used for silicon scribing. The total pulse energy incident on the sample was 18 $\mu$J, giving ~1.8 $\mu$J per beam. With a wavelength of 532 nm, a repetition rate of 5 kHz and a scan speed of 1 mm/s, different ablation depths were obtained, and 4, 3, 2 and 1 beams produced scribe lines with depth of ~2.82, 1.81, 1.33 and 0.82 $\mu$m respectively, as shown in Figure 7.4.4 (c).

![Fig. 7.4.4 (a): Schematic of selective ablation using different number of spots per line to produce different ablation depth. [91]](image_url)
Fig. 7.4.4 (b): Micrograph of 10 beams selective ablation on silicon. The red circles represent the positions of the 10 beams. [91]

Fig. 7.4.4 (c): Cross-sectional surface profile of the 10 beams selective ablation on silicon. The scribe line 1, 2, 3 and 4 are consistent with those labelled in Fig. 7.2.4 (b). [91]

7.5 Diffractive multi-beam internal structuring of volume gratings

Using appropriate objectives, the laser beam can be precisely focused inside transparent materials, such as PMMA, with a tiny beam size, $d < 10 \mu m$. The internal material properties can be modified to achieve a controllable refractive index change ($\Delta n$), due to the highly focused laser energy, as a result of multi-photon absorption [145-147]. Accordingly, this method has been adopted to fabricate a wide range of internal optical components including waveguides, couplers, gratings and Fresnel lenses. The pulse energy, $E_p$, needed for $\Delta n$ modulation is material-dependant and usually less than $1 \mu J$. Applying greater energies would damage the material. Thus, the speed of internal material structuring is very slow with single beam processing. An unprecedented processing speed has been demonstrated for the fabrication of the internal volume gratings by applying parallel processing [149], where the desired diffracted beams were focused inside the material, as illustrated in figure 7.5.1.
Figure 7.5.1: Schematic showing the internal volume grating fabrication by applying parallel processing of diffractive multi-beam.

Fig. 7.5.2: Top: digital camera picture showing a series of volume gratings written inside a PMMA slab. Bottom: high magnification micrograph showing the fabricated grating with period, $T \approx 19\mu m$. 
As shown figure 7.5.2, a series of 5 mm × 5 mm × 1 mm volume gratings were written inside a PMMA sample using 160 fs laser pulses at repetition rate $f = 1$ kHz (Clark-MXR CPA2010). A diffracted pattern of 21 desired beams, as shown in figure 7.5.3, was used for the parallel processing to greatly increase the processing speed. Each of the gratings was completed within 10 minutes. The fabricated gratings had a measured diffraction efficiency $\sim 68\%$ at the Bragg angle, giving a refractive index modification $\Delta n \sim 1.64 \times 10^{-4}$ according to Kogelnik’s coupled wave theory [148].

**Figure 7.5.3**: Schematic showing the diffracted pattern of 21 desired beams, as applied to fabricate a volume grating at a scanning at a speed of 1 mm/s.
The gain in writing speed had an effect of multiplying the effective laser repetition rate by a gain factor, $G > 20$, equivalent to the single beam processing with $f > 20\text{kHz}$, but without the drawbacks of higher frequencies such as increased thermal accumulation effects and the necessity of increased scan speeds of the substrate, which would ultimately hit inertial limits of the motion control stages.

### 7.5 Summary

In this chapter, ultrashort pulse laser parallel processing using diffracted multiple beams has demonstrated several potential applications. Firstly, high throughput surface micro-structuring of a silicon sample has been accomplished. The wetting properties of the silicon surface were controllably changed by the diffractive multi-beam processing with a throughput gain factor, $G = 10$, comparing to the single beam processing. Secondly, materials with a multi-layer structure (OLED) were structured on a specific top layer, while leaving the substrate layer unaffected. Thirdly, the selective ablation of surface material was demonstrated on a silicon sample by both adjusting the focal height of each of the beams and controlling the number of spots traversing each scanning line. Finally, diffractive multi-beam internal structuring results demonstrated that a significant gain in writing speed could be achieved.
Chapter 8

Conclusions and recommendation for future work
8.1 Conclusions

The conclusions drawn from each of the investigations described in this thesis are given in the following sections. These highlight the key findings and original aspects of the research undertaken.

8.1.1 Flexible high throughput short pulse laser processing

The results obtained demonstrated that precision diffractive multi-beam ultrashort pulse laser micro-structuring using a Spatial Light Modulator (SLM) is a novel method to increase processing throughput. Millijoule ($10^{-3}$ J) level output from the ultrashort pulse laser systems has been successfully diffracted into > 30 arbitrary multiple spots with reasonably good uniformity. The diffractive multi-beam patterns are generated by Computer Generate Holograms (CGHs) calculated by appropriate algorithms and displayed on the SLM. By applying CGHs in real time while synchronising the scanning galvanometer, the results have demonstrated additional flexibility for surface micro-structuring, e.g. the multiple micro-channels fabricated on a silicon wafer and a true 3D chessboard type structure micro-machined on a polished Ti6Al4V sample. This work has been published in peer reviewed journals [88, 89].

8.1.2 Methods to remove the zero order beam

The zero order beam, always containing approximately 50% of the original energy input, should be removed before processing using the multi-beam patterns to avoid any unwanted damage to the sample. This undesired damage by the zero order beam can be avoided by either installing a 4f-imaging optical system to block the zero order at the Fourier plane, or adding a Fresnel zone lens on the CGH to defocus the zero
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order at the processing plane (3.3, Chapter 3), as first reported by the current author and published in a peer reviewed journal [90].

8.1.3 The elongation of hole shape caused by chromatic distortion

The finite laser bandwidth is shown to significantly alter the intensity distribution of the diffracted beam at higher angles resulting in elongated hole shapes and confirmed by a simple calculation using the grating equation (4.2.2, Chapter 4). This limitation can be neglected by using picosecond temporal pulselength with narrow spectral bandwidth, where the machined holes are almost perfectly round, independent of angle of diffraction and hence showing the advantage of parallel processing (5.3 Chapter 5). This work has been published in a peer reviewed journal [89].

8.1.4 Improving the uniformity of the diffracted multi-beam pattern

The uniformity of the diffracted beam pattern is not only affected by the methods of CGH calculation, but also the geometric design of the diffractive pattern. A slight spatial disordering of periodic and symmetric patterns was found to significantly reduce intensity variations between each of the desired diffracted peaks.

The results in chapter 6 showed that, to ensure a good uniformity of the diffracted beam pattern, a high degree of symmetry geometric design should be avoided, although the time-consuming iterative Gerchberg-Saxton (GS) algorithm may generate a symmetric diffractive pattern (R < 20µm) with a slightly better uniformity.

It was shown that the simple and computationally fast Lenses and Gratings (LG) non-iterative algorithms, could generate asymmetric patterns with excellent uniformity and
high diffraction efficiency (R > 20µm, V < 6% and η > 50%) and so could be an ideal algorithm of CGH calculation for diffractive multi-beam ultrashort pulse laser processing. This work is going to be published in conference or journal.

8.2 Recommendation for future work

The following recommendations for further research have arisen from the work in this thesis:

8.2.1 High power laser beam tests on SLMs

High power tests should be carried out to explore the maximum power handling of the SLMs, hence knowing the viable energy diffracted to the desired multiple beams, which is a significant step of transferring the laboratory work to industrial applications.

8.2.2 Further study of the multi-beam uniformity affected by the geometric pattern design

As demonstrated in 6.3.2, uniform periodic arrays of diffractive spots can be generated by suitable sets of partial patterns with an asymmetric geometry design. Further study should be focused on the development of mathematical models which can be used to predict the optimum design of partial patterns.

8.2.3 Selective ablation of materials in multi-layer structures

Laser patterning of Organic Light Emitting Diodes (OLEDs) is a key industrial process in the manufacturing of OLED displays or solid-state lighting foil. Ultrashort pulse lasers are of particular interest for this application as they enable selective ablative removal of OLED layers with very low energy density requirements on target.
Since sufficient laser output from commercial laser sources is currently exceeding single beam process requirements, parallel processing with multiple beams could provide a novel route for up-scaling processing speed and reduce manufacturing costs.

In the thesis, the removal of single layer, metal cathode and ITO anode, and selective ablation on a silicon wafer using the diffractive multi-beam patterns have been demonstrated (7.2 and 7.3, Chapter 7). In the future, selective ablation of the material with a multi-layer structure, e.g. OLED, should be attempted. The layers are coatings of different materials, e.g. organic semiconductor, metals and ITO, on a substrate, maybe glass, and hence have different ablation thresholds for the ultrashort pulses. Accordingly, selectively ablating the layers using a diffractive multi-beam pattern with precisely controlled pulse energy in each spot is possible, as shown in figure 8.2.1.

**Fig. 8.2.1:** Selective ablation of multi-layer structured material using a diffractive multi-beam pattern.
8.2.4 Diffractive multi-beam internal structuring of transparent material

Using suitable objectives, the ultrashort pulse laser beams could be precisely focused inside transparent materials, e.g. PMMA, with beam ‘spot’ size, $d < 10\mu m$. The internal material could thus be modulated to have a controllable refractive index change, $\Delta n$, by these highly focused intense beams due to the multi-photon absorption. Accordingly, this method could be adopted to fabricate a wide range of internal optical components including waveguides, couplers, gratings and Fresnel lenses. The pulse energy, $E_p$, required for $\Delta n$ modulation is material-dependant and usually less than 1µJ. Applying $E_p$ over that required will damage the material. Thus, the speed of the internal material structuring is very slow with single beam processing.

Studies carried out with co-workers in the Liverpool research group have shown that an unprecedented process speed could be demonstrated to modulate the internal material and a series of volume gratings has been successfully fabricated inside PMMA. In the future, more materials, such as fused silica, could be attempted for the diffractive multi-beam internal structuring with dynamic CGH control to make the processing more flexible.
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