Results of the ASY-EOS experiment at GSI: The symmetry energy at suprasaturation density
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Directed and elliptic flows of neutrons and light charged particles were measured for the reaction $^{197}$Au+$^{197}$Au at 400 MeV/nucleon incident energy within the ASY-EOS experimental campaign at the GSI laboratory. The detection system consisted of the Large Area Neutron Detector LAND, combined with parts of the CHIMERA multidetector, of the ALADIN Time-of-flight Wall, and of the Washington-University Microball detector. The latter three arrays were used for the event characterization and reaction-plane reconstruction. In addition, an array of triple telescopes, KRATTA,
was used for complementary measurements of the isotopic composition and flows of light charged particles.

From the comparison of the elliptic flow ratio of neutrons with respect to charged particles with UrQMD predictions, a value $\gamma = 0.72 \pm 0.19$ is obtained for the power-law coefficient describing the density dependence of the potential part in the parametrization of the symmetry energy. It represents a new and more stringent constraint for the regime of supersaturation density and confirms, with a considerably smaller uncertainty, the moderately soft to linear density dependence deduced from the earlier FOPI-LAND data. The densities probed are shown to reach beyond twice saturation.

PACS numbers: 21.65.Cd, 21.65.Ef, 25.75.Ld

I. INTRODUCTION

Differences in the collective emission properties of neutrons and protons in neutron-rich heavy-ion reactions at intermediate bombarding energies have been proposed as potential observables for the study of the equation of state of asymmetric nuclear matter [1–4]. Among them, the neutron-proton elliptic flow ratio and difference have been shown to be sufficiently sensitive probes of the high-density behavior of the nuclear symmetry energy [5, 6]. The comparison of existing data from the FOPI-LAND experiment [7, 8] with calculations performed with the UrQMD transport model [9–11] suggested a moderately soft to linear symmetry term, characterized by a coefficient $\gamma = 0.9 \pm 0.4$ for the power-law parametrization of the density dependence of the potential part [5]. This result has excluded super-soft scenarios but suffers from the considerable statistical uncertainty of the experimental data. The same data set was also compared to calculations performed with the Tübingen QMD model and a constraint compatible with the UrQMD result was obtained [6, 12, 13]. In addition, a thorough study of the parameter dependence of the model predictions was performed in order to devise a route towards a model-independent constraint of the high-density symmetry energy. It showed that presently acceptable limits for the choice of parameters in the isoscalar part of the transport description cause uncertainties comparable with but not larger than those of the experimental FOPI-LAND data [12]. It was also found that different parametrizations of the isovector part of the equation of state, the Gogny inspired (momentum dependent) and the power law (momentum independent) potential, lead to very similar predictions for the neutron-vs-charged-particle elliptic-flow ratio or difference.

To improve the statistical accuracy of the experimental flow parameters for the $^{197}\text{Au}+^{197}\text{Au}$ reaction and to extend the flow measurements to other systems, the symmetric collision systems $^{197}\text{Au}+^{197}\text{Au}$, $^{96}\text{Zr}+^{96}\text{Zr}$, and $^{96}\text{Ru}+^{96}\text{Ru}$ at 400 MeV/nucleon incident energies have been chosen for the ASY-EOS experimental campaign, conducted at the GSI laboratory in May 2011 (experiment S394). As in the FOPI-LAND experiment, the Large Area Neutron Detector LAND [14] was used for the detection and identification of neutrons and light charged particles. Parts of the CHIMERA multidetector [15, 16], of the ALADIN Time-of-flight Wall [17], and of the Washington-University Microball detector [18] were used for the event characterization and reaction-plane reconstruction. By including the KRATTA telescope array [19] with isotopic identification of charged-particles up to atomic number $Z = 4$ in the setup, additional observables as, e.g., yields and flows of light-charged particles and yield ratios of the isobar pairs $^3\text{H}/^4\text{He}$ or $^7\text{Li}/^7\text{Be}$ were made available for the study of isospin effects in these reactions.

The results reported here refer exclusively to the $^{197}\text{Au}+^{197}\text{Au}$ reaction whose analysis has been completed. It is shown that the new data confirm the moderately soft to linear density dependence of the symmetry energy deduced from the earlier FOPI-LAND data. However, for technical reasons, the capabilities of the LAND detector could not be fully exploited. This had the effect that the originally intended measurement of detailed dependencies of the neutron flows on rapidity, transverse momentum, and particle type could not be fully realized. Uncertainties of some of the required corrections restricted the analysis to essentially only providing the ratio of neutron over charged-particle flows, integrated over the LAND acceptance. By comparing it with the results of UrQMD calculations adapted to the experimental acceptance and analysis conditions, a new and more stringent constraint for the symmetry energy at supra-saturation densities was derived.

The technical deficiencies of the LAND timing system, the methods developed to correct for them in the analysis, and the consequences for the obtained results are described and explained in detail in the Appendix. The confidence in the validity of the main, acceptance integrated, result is derived from the fact that it is found to be only weakly dependent on assumptions regarding details of the corrections. These uncertainties were quantitatively assessed by varying the assumptions within well-defined intervals and by treating their effects as systematic errors. These systematic and the statistical errors of the collected data set are of approximately equal magnitude.

The present work derives its importance also from the fact that the flow probe, at present, appears to be the

decased
most robust observable for testing the nuclear equation of state at high densities. The recent comprehensive study of charged particle flows for $^{197}$Au+$^{197}$Au collisions at energies from 0.4 to 1.5 GeV/nucleon reflects a remarkable consistency in its support of a soft solution for the equation of state of symmetric matter, including momentum-dependent forces [20,21]. It provides a narrower constraint than previously available [22]. Such narrower limits for the compressibility of symmetric nuclear matter are very useful also with regard to the equation of state of asymmetric matter. They have the effect of reducing systematic uncertainties originating from the choice of parameters for the isoscalar sector of a transport description [12].

Major efforts have recently been made to reduce the apparent systematic discrepancies in the interpretation of the FOPI pion ratios [23] with increasingly complex transport calculations [24–29]. Of particular interest is the observation that the predicted $\pi^−/\pi^+$ yield ratios are expected to rise when the medium modifications of pion production thresholds are explicitly considered [25]. This effect may permit reproducing the experimental values with choices for the symmetry energy that are less extreme than those required in some of the earlier pion studies [30–32]. On the other hand, the calculations of Hong and Danielewicz [24] exhibit only a small sensitivity of integrated pion ratios to the stiffness of the symmetry energy, pointing to the need for energy-differential observables. Further work will thus be required before pion yields and yield ratios can be reliably applied to the investigation of the high-density symmetry energy.

The important role played by the nuclear symmetry energy in nuclear structure and reactions as well as in astrophysics is the subject of several review articles [33–37]. A brief introductory review of the situation at supra-saturation densities is available in Ref. [38]. A comprehensive list of pertinent articles has recently appeared in the Topical Issue on Nuclear Symmetry Energy [39].

II. EXPERIMENTAL DETAILS

A. Setup for S394

A schematic view of the experimental setup of the ASY-EOS experiment at the GSI laboratory is shown in Fig. 1. The beam was guided in vacuum to about 2 m upstream from the target. A thin plastic scintillator foil viewed by two photo-multipliers was used to record the projectile arrival times and to serve as a start detector for the time-of-flight measurement. The Large Area Neutron Detector LAND [14] was positioned to cover laboratory angles around 45$^\circ$ with respect to the beam direction. A veto wall of plastic scintillators in front of LAND allowed discriminating between neutrons and charged particles. In this configuration, it was possible to measure the directed and elliptic flows of neutrons and charged particles near mid-rapidity within the same angular acceptance.

Opposite of LAND, covering a comparable range of polar angles, the Kraków Triple Telescope Array KRATTA [19] had been installed to permit flow measurements of identified charged particles under the same experimental conditions. Results obtained with KRATTA will be published separately.

For the event characterization and for measuring the orientation of the reaction plane, three detection systems had been installed. The ALADIN Time-of-Flight (AToF) Wall [17] was used to detect charged particles and fragments in forward direction at polar angles up to $\theta_{lab} \leq 7^\circ$. Its capability of identifying large fragments and of characterizing events with a measurement of $Z_{bound}$ [17] permitted the sorting of events according to impact parameter. Four double rings of the CHIMERA multidetector [15,16] carrying together 352 CsI(Tl) scintillators in forward direction and four rings with 50 thin CsI(Tl) elements of the Washington University Microball array [18] surrounding the target provided sufficient coverage and granularity for determining the orientation of the reaction plane from the measured azimuthal particle distributions.

The kinematic coverage achieved with this assembly of detection systems is illustrated in Figs. 2 and 3. In Fig. 3, in particular, the enhanced particle yields in the kinematic regimes of participant and spectator emissions are clearly visible. The product yields from the decay of the projectile spectator seen with CHIMERA and the AToF Wall do not exactly match because the AToF efficiency for hydrogen isotopes in this energy range is lower than that of the CHIMERA modules.
The Large Area Neutron Detector (LAND, Ref. [14]), upgraded with new TACQUILA GSI-ASIC electronics [40], was positioned at a distance of 5 m from the target. Its kinematic acceptance was similar to that of the forward LAND subdetector used in the FOPI/LAND experiment [5] but slightly larger in rapidity for given transverse momentum due to the shorter distance from the target. LAND consists of 10 consecutive layers of 2 x 2 m² area, together adding up to the 1-m depth of the detector. Each layer is formed by 20 modules of 2-m length whose orientations alternate from layer to layer between vertical and horizontal. The modules have a 10 x 10 cm whose orientations alternate from layer to layer between tector. Each layer is formed by 20 modules of 2-m length for KRATTA and CHIMERA) and were calculated for the specific detector thresholds and configurations. An average value was chosen for the four types of detector elements of the Microball (labeled µBall in the figure).

B. Detection systems

1. LAND detector

The Large Area Neutron Detector (LAND, Ref. [14]), upgraded with new TACQUILA GSI-ASIC electronics [40], was positioned at a distance of 5 m from the target. Its kinematic acceptance was similar to that of the forward LAND subdetector used in the FOPI/LAND experiment [5] but slightly larger in rapidity for given transverse momentum due to the shorter distance from the target. LAND consists of 10 consecutive layers of 2 x 2 m² area, together adding up to the 1-m depth of the detector. Each layer is formed by 20 modules of 2-m length whose orientations alternate from layer to layer between vertical and horizontal. The modules have a 10 x 10 cm² cross section and are built from 9 sheets of iron and 10 sheets of plastic-scintillator material, all 5-mm thick, arranged in alternating order and oriented parallel to the entrance plane of the detector. Two sheets of 2.5-mm thickness form the entrance and exit layers of each module. In this design, the iron serves as a converter and the plastic scintillators as detectors for the produced ionizing radiation.

As it turned out during the analysis, the standard method of identifying the showers generated by interacting neutrons in the full LAND assembly was not feasible because of the timing difficulties related to the use of the new electronic system (discussed in Sec. III A below and in the Appendix). Only 19 modules (out of 20) of the first layer of LAND are included in the present analysis. This lowers the detection efficiency for neutrons and modifies its energy dependence, effects that had to be taken into account. The resulting range of polar angles that were covered by this part of LAND was 37.7° ≤ θ lab ≤ 56.5° with respect to the beam direction.

A veto wall consisting of 10-cm wide and 5-mm thick plastic-scintillator slabs covered the front face of LAND, permitting the distinction between neutral and charged particles. The slabs were mounted in vertical orientation parallel to the modules of the first plane of LAND. Charged particles were identified on the basis of coincident hits in the veto wall, matching the time and position of the corresponding hit in LAND. However, due to insufficient resolution achieved in the readout of the analog signals, the identification of the atomic number Z of the recorded charged particles on the basis of their energy loss in the veto-wall scintillators was not feasible. The comparative analysis was thus restricted to the collective flows of neutrons with respect to that observed for all charged particles detected within the acceptance of LAND.

2. KRATTA hodoscope

The Kraków Triple Telescope Array, KRATTA [19], was specifically designed for the experiment to measure the energy, emission angles, and isotopic composition of light charged reaction products. The 35 modules of KRATTA were arranged in a 7x5 array and placed opposite to LAND at a distance of 40 cm from the target.
They covered 160 msr of solid angle at polar angles between 24° and 68°. The modules of KRATTA consisted of two, optically decoupled, CsI(Tl) crystals (thickness of 2.5 cm and 12.5 cm) and three large-area, 500-μm thick, PIN photodiodes. The middle photodiode and the short CsI(Tl) crystal read out by the diode from its front face were operated as a single-chip telescope [41]. Very good isotopic resolution has been obtained in the whole dynamic range up to Z ∼ 4. The methods used for deriving it and the virtue of using digital pulse-shape recording throughout are described in Ref. [19].

3. CHIMERA hodoscope

Four double rings of the CHIMERA multidetector [15, 16] had been transported to the GSI laboratory and installed at their nominal distances from the target, covering polar angles between 7° and 20°. They carried together 352 CsI(Tl) scintillators, 12 cm in thickness and read out with photodiodes. Each of the 8 individual rings provided a 2π azimuthal coverage with either 40 or 48 modules per ring. For calibration purposes, 4 of the Si detectors of the regular CHIMERA setup were installed in each ring. For these telescopes, an independent digital pulse-shape acquisition system was used to investigate and improve the particle identification and calibration methods [42]. The recorded telescope data proved very useful for verifying the analysis schemes developed for this experiment.

The CHIMERA rings were intended for the detection and identification of light charged particles, primarily expected to come from the mid-rapidity regime. In the analysis, a rapidity gate γ > 0.1 in the center-of-mass (c.m.) reference system was applied to exclusively select forward-hemisphere emissions for determining the orientation of the reaction plane.

For the use of CHIMERA modules at the present energy regime, the identification of punch-through particles was essential. In addition, the velocity of registered particles had to be reconstructed with an accuracy permitting the application of the rapidity gate. For particles stopped in the CsI, this was done using the mass number A and the deposited energy of the particles resolved in the fast-vs-slow identification map.

For particles punching through the CsI, their atomic number, essentially Z = 1 or 2, was evident in the fast-vs-slow identification plots. A most probable mass number A was assigned on the basis of the measured energy loss ∆E and used to reconstruct the total kinetic energy and momentum. The mass A = 4 was assigned to helium isotopes. In the case of the hydrogen isotopes, A = 3 was assigned to a Z = 1 particle if ∆Ep,t < ∆E < ∆Ep,t. A = 2 was assigned if ∆Ep,t < ∆E < ∆Ep,t, and A = 1 was assigned if ∆E < ∆Ep,t. Here ∆Ep,t refers to the calculated maximum energy loss ∆E deposited in the CsI(Tl) module by punch-through particles, and the subscript x = p, d, t indicates protons, deuterons and tritons, respectively. The reconstructed total kinetic energy was then used to determine the velocity of the particle. An example of the two-dimensional maps used for the particle identification and analysis is shown in Fig. 4.

4. ALADIN ToF Wall

A central square part of the ALADIN Time-of-Flight (ToF) Wall [17] with an area of approximately 1 m² was placed symmetrically with respect to the beam direction at a distance of 3.7 m downstream from the target. It was used to detect forward emitted charged particles and fragments at polar angles smaller than 7°, i.e. within the opening of the forward-most CHIMERA ring. The two layers of the AToF Wall (front and rear) each consisted of 48 modules of 2.5 × 110 cm² plastic scintillators with a thickness of 1 cm and with photo-multipliers (PMs) mounted at their upper and lower end faces. The modules are arranged in densely packed groups of eight modules, six groups per layer, and all oriented in vertical direction. They provided the atomic numbers Z of the detected fragments and light charged particles, as well as their velocities and directions of emission. The threshold was set below the maximum of the Z = 1 distribution in the
The atomic number \( Z \) of light fragments is individually resolved on the basis of the measured time and energy loss up to approximately \( Z = 10 \), as illustrated in Fig. 5. The unusually high background appearing in these maps is attributed to interactions of the ions with air during their flight path to the detector. Heavier fragments are identified with a resolution of \( \Delta Z \approx 2 \) (FWHM) for lithium fragments to about 100 ps for fragments with \( Z > 10 \). The AToF timing signals were used to generate a reaction trigger. The minimum requirement was 3 recorded tracks in the front-wall and 3 recorded tracks in the rear-wall modules. The front- and rear-wall tracks are usually pairwise correlated and produced by the same particles. The central group of eight modules containing the central opening was not included in the trigger circuit. These trigger requirements had the effect of suppressing collisions producing moderate excitations. However, the forward position of the wall and the long passage of the beam through air had the effect of still producing unwanted trigger signals generated by reactions on non-target material. The methods chosen to efficiently eliminate such events in the analysis are explained below.

The target was surrounded by an array of fifty 3.6-mm to 5.6-mm thick CsI(Tl) elements of the Washington University Microball (so-called Reaction Microball) [18]. This array had 4 azimuthally symmetric rings, subtended the range of polar angles between 60° and 147° in the laboratory and, thus, was essentially sensitive to backward emissions in the c.m. frame of the reaction. The azimuthal distributions of modules recording a hit above threshold provided a measure of the orientation of the reaction plane as seen in the rear hemisphere. The small diameter of the array of only about 10 cm offered a nearly negligible solid-angle for reactions occurring downstream from the target, a property that was used for suppressing background reactions in the analysis.

### C. Beams and targets

With beam intensities of about \( 10^6 \) pps and targets of 1-2% interaction probability, about \( 5 \times 10^6 \) events were collected for each of the systems \( ^{197}\text{Au} \), \( ^{197}\text{Au} \), \( ^{96}\text{Zr} \), \( ^{96}\text{Zr} \), and \( ^{96}\text{Ru} + ^{96}\text{Ru} \). Additional runs were performed without a target to measure the background from the interaction of projectile ions with non-target material. The 3.7 m column of air between the target and the AToF Wall represents by itself an additional target with a theoretical interaction probability of about 6% for \( ^{197}\text{Au} \) projectiles.

Measurements with iron shadow bars in front of LAND, with and without a target, were used to determine the background of scattered neutrons not directly originating from the target. The shadow bars consisted of several pieces of iron, together representing a block of 60 cm in thickness and shaped to precisely cover the solid-angle acceptance of the LAND detector as seen from the target position. Results obtained with the \( ^{96}\text{Zr} \) and \( ^{96}\text{Ru} \) beams and targets will not be presented here.

### III. DATA ANALYSIS

The analysis of the experimental data has been performed within the FairRoot software framework primarily developed for the use with the future FAIR detectors [44]. The FairRoot framework contains a complete simulation of the ASY-EOS detector setup and geometry and of the data analysis schemes. Theoretical calculations can be performed within the same software environment and filtered in order to adapt them to the experimental acceptance and analysis conditions.

#### A. LAND timing

A major difficulty arose from the fact that the new TACQUILA GSI-ASIC electronics [40] of the LAND de-
The detector did not permit the recognition of the very low-energy γ-ray signals in the LAND modules. The absolute time calibration, therefore, had to be obtained from a spectra comparison with data of the FOPI-LAND experiment. Furthermore, the digital timing information was found to be frequently, with approximately 30% - 40% probability, affected by ±25 ns time jumps, arising from errors in counting the number of 25-ns clock cycles occurring between the start and stop signals in a time measurement. These uncertainties were identified and corrected with procedures that are described in detail in the Appendix. Where possible, recourse was taken by comparing with or adjusting to existing data from previous FOPI and FOPI-LAND experiments.

The goal pursued in the present analysis consisted in applying the evident corrections and in quantifying the uncertainties associated with correction steps that could not be unambiguously determined. For the time-resolved differential data, the main uncertainty arises from the so-called second correction step, devised for wrongly recorded hits not recognized in the first correction step (see Appendix). In addition to recovering the correct times of the intended class of hits, it has the side effect of misplacing an unknown number of valid hits in the time spectra. This causes a mixing of the flow properties within the affected time intervals. The problem was investigated by applying the second correction to randomly chosen fractions of the selected group of candidate hits and by comparing the consequences with data sets obtained in FOPI measurements [45]. It will be shown that the mixing affects the deduced flow parameters but, to a much smaller extent, the flow ratios. Its contribution to the systematic error of the power-law exponent γ amounts to $\Delta \gamma = \pm 0.05$.

This particular correction and the mixing that it causes play only a minor role for the acceptance-integrated results obtained after integrating over the full time spectra. Timing errors have no consequence here as long as they do not lead beyond the limits of the integration interval. A remaining source of uncertainty is the precise choice of the low-energy thresholds as it should match their counterparts in the calculations. For charged particles, the threshold energy is given by the requirement to pass through the veto wall and to reach the first scintillator plane of LAND, for protons about 60 MeV. It is thus independent of the time measurement, provided the hit is within the accepted time interval. For neutrons, the low-energy threshold is defined by the chosen integration limit at long times-of-flight. Timing errors are effective here. To minimize the overall uncertainty, the integration limit was placed at times-of-flight much longer than expected for charged particles and into a low-intensity region less affected by the timing corrections (see Appendix). Its nominal value corresponded to 30 MeV kinetic energy for nucleons. The level of remaining uncertainties was determined by varying the integration limit within a wide interval and by comparing with calculations performed with corresponding energy thresholds for neutrons. As observed in the differential case, the flow ratios are only mildly affected because uncertainties cancel. The observed variation of $\Delta \gamma = \pm 0.07$ represents the overall systematic error arising from the LAND timing properties.
B. Impact parameter determination

For selecting according to impact parameter, global variables were constructed from the CHIMERA and AToF data. They included

\[ Z_{\text{bound}} = \sum_{i=1}^{N} Z_i \text{ with } Z_i \geq 2 \]  
(1)

and the ratio of transverse to longitudinal charge,

\[ Z_{\text{RAT}} = 10 \cdot \frac{Z_{\text{trans}}}{Z_{\text{long}}} \]  
(2)

with an arbitrarily chosen scale factor 10 and with

\[ Z_{\text{trans}} = \sum_{i=1}^{N} Z_i \sin^2(\theta_i), \quad Z_{\text{long}} = \sum_{i=1}^{N} Z_i \cos^2(\theta_i) \]  
(3)

where \( \theta_i \) is the polar angle of the \( i^{th} \) particle in the laboratory reference system. \( Z_{\text{bound}} \) is close to the charge of the primary spectator system and monotonically correlated with the impact parameter, while \( Z_{\text{RAT}} \) increases with the centrality of the reaction. The choice of these variables as impact parameter selectors has been guided by performing UrQMD calculations for given impact parameter ranges and filtering the simulated reaction events for angular acceptance, detection thresholds and resolution of the detectors.

For constructing \( Z_{\text{bound}} \), fragments recorded with CHIMERA and the AToF Wall were used where not otherwise indicated. Larger fragments (\( Z > 4 \), cf. Fig. 4) are exclusively expected at very forward angles, well within the kinematic acceptance of \( \theta_{\text{lab}} \leq 7^\circ \) of the AToF Wall. The evolution of the largest atomic number \( Z_{\text{max}} \) observed in an event as a function of \( Z_{\text{bound}} \), here from AToF alone, is shown in Fig. 6. The relative behavior of these two observables resembles closely that known from earlier results reported by the ALADIN Collaboration for the same reaction [17]. Only for large \( Z_{\text{bound}} \) is a difference observed, as \( \langle Z_{\text{max}} \rangle \) does not reach beyond 70. It is caused by the chosen trigger condition that suppressed the most peripheral event group with small multiplicity and a \( Z_{\text{max}} \) close to the projectile \( Z \).

The expected anti-correlation of \( Z_{\text{bound}} \) as determined from AToF alone, rising with impact parameter \( b \) and the multiplicity of charged particles measured with the CHIMERA rings at intermediate angles is observed as well (Fig. 7). The group of events with both, small \( Z_{\text{bound}} \) and small multiplicities detected with CHIMERA (hatched area in the figure) is interpreted as containing nearly undeflected heavy projectile fragments that have passed undetected through the central hole of the AToF Wall. Such events are expected from very peripheral \( ^{197}\text{Au} + ^{197}\text{Au} \) collisions as well as from the interaction of the beam with N or O nuclei of the air downstream of the target. The class of events within the hatched region was not further considered in the analysis.

The correlation of \( Z_{\text{bound}} \) with \( Z_{\text{RAT}} \), as obtained from the combined CHIMERA and AToF data for \(^{197}\text{Au} + ^{197}\text{Au} \) collisions at 400 MeV/nucleon, are presented in Fig. 8 (top left panel). The two impact-parameter sensitive quantities are globally anti-correlated as expected: \( Z_{\text{bound}} \) grows while \( Z_{\text{RAT}} \) drops with increasing impact parameter. For orientation, \( Z_{\text{RAT}} = 0.15 \) is obtained for particles detected at the forward limit of the CHIMERA acceptance \( \theta_{\text{lab}} = 7^\circ \), \( Z_{\text{RAT}} = 1.3 \) for particles detected at the largest angle \( \theta_{\text{lab}} = 20^\circ \), and \( Z_{\text{RAT}} \approx 0.7 \) for a homogeneous distribution within the CHIMERA acceptance. The observed distribution is compatible with these limits. Values smaller than \( Z_{\text{RAT}} = 0.15 \) are suppressed by the trigger condition of four or more charged particles detected with CHIMERA and two or more hits recorded by the Microball by which peripheral collisions are suppressed. In addition, the adopted condition requiring an anti-correlation of the preferential azimuthal directions of these particles observed with CHIMERA and with the Microball was applied (see Sec. III D). A very similar pattern is observed for the result of UrQMD calculations, performed for the range of impact parameters \( b < 10.0 \) fm.
The ridge line deduced from the simulations follows the experimental distribution rather well (Fig. 8, top-left panel). The correlation observed when the target foil is removed is shown in the top-right panel of Fig. 8. The yields are normalized with respect to the integrated beam intensity so that the much lower intensity of background reactions becomes evident. They display a similar anti-correlation, however much less pronounced and extending mainly over the range typical for the more peripheral collisions in the \( ^{197}\text{Au}+^{197}\text{Au} \) case. The observed concentration of background events at large \( Z_{\text{bound}} > 40 \) also coincides with the expectation for collisions of \( ^{197}\text{Au} \) beam particles with predominantly \( ^{14}\text{N} \) encountered downstream of the target location \[46\]. The initially high yield of AToF trigger signals from \( ^{197}\text{Au}+\text{air} \) collisions is reduced to the apparent low level by applying the conditions on the multiplicity and azimuthal orientation of Microball hits within the event.

For the actual impact-parameter selections within the range of interest \( b < 7.5 \) fm, the global observables \( Z_{\text{bound}} \) and \( ZRAT \) were used. The condition on multiplicity specified above provided no additional restriction within this range of central and mid-peripheral collisions. The quality of the resolution that can be expected, according to the UrQMD model, is illustrated in the bottom-left panel of Fig. 8. Three examples of central, mid-central and more peripheral selections with nominal impact-parameter intervals of \( b < 3 \) fm, \( 3 < b < 7.5 \) fm, and \( b > 7.5 \) fm, respectively, are displayed. The expected smoothing of the boundaries of the actually selected intervals is about equal for the \( Z_{\text{bound}} \) and \( ZRAT \) observables. The interval chosen for generating the acceptance-integrated flow ratio in the final analysis is a nominal \( b < 7.5 \) fm. As the calculations show, the actual distribution can be expected to contain nearly all events with \( b < 6 \) fm and, with decreasing probability, a selection of events with impact parameters up to \( b \approx 10 \) fm.

C. Reaction plane orientation

For the experimental estimates of the azimuthal orientation of the impact-parameter vector, both CHIMERA and AToF data were used. In the CHIMERA analysis, a Q-vector \( [47] \) was calculated as

\[
\vec{Q}_{\text{CHI}} = \sum_{i=1}^{N} Z_i \beta_{\perp,i} \gamma_i, \tag{4}
\]

with the transverse-velocity vectors \( \beta_{\perp,i} \) and with \( N \geq 4 \), i.e. by requiring at least four identified particles recorded by CHIMERA. An important factor in the Q-vector definition is the weight factor \( \omega = +1(-1) \) for emissions in the forward (backward) hemisphere in the c.m. system. It is omitted here because emissions in the forward hemisphere are exclusively selected with the condition on rapidity \( y_{\text{c.m.}} > 0.1 \). The vector \( \vec{Q}_{\text{CHI}} \) represents a \( Z \)- and transverse-velocity-weighted, i.e. approximately transverse-momentum-weighted, direction in the plane perpendicular to the beam direction.

In the AToF analysis, a second vector \( \vec{Q}_{\text{AToF}} \) has been determined from the recorded positions of the interaction of detected fragments with the Time-of-Flight Wall. The horizontal coordinates were determined with the uncertainty given by the slat widths of 2.5 cm. It reduces to 1.25 cm if the fragment was identified in both layers as observed in most cases. The vertical coordinate was determined from the measured difference of the top and bottom time signals, and a resolution of typically about \( \pm 2 \) cm was obtained. The distance to the beam axis, under the assumption of approximately beam velocity, is proportional to the transverse velocity of the detected particle or fragment. The resulting azimuthal vector was weighted with the atomic number \( Z \) of the fragment and \( \vec{Q}_{\text{AToF}} \) was obtained by summing over all individual vec-
tors within an event. Also here, the weight factor \(\omega\) can be omitted as the AToF acceptance of \(\theta_{\text{lab}} \leq 7^\circ\) strongly favors projectile fragments. A time-of-flight gate selecting forward emissions in the c.m. frame was used in addition.

The resolution obtained with these two quantities is overall comparable but depends somewhat on the impact parameter. Peripheral collisions associated with small multiplicities in the CHIMERA part of the recorded event may be more easily characterized with the heavy fragments seen in AToF while more central collisions leading to high CHIMERA multiplicities may produce only few light fragments within the acceptance of the AToF Wall. As it turned out, in the impact parameter range of interest, \(b \leq 7.5\) fm, only about 10% of the events permitted the calculation of a \(\vec{Q}\)-vector from AToF hits alone. Because the AToF geometry is not azimuthally symmetric, the resulting inclusive \(\vec{Q}\)-vector distributions are not fully isotropic.

With the Microball data, the reaction-plane orientation was estimated by summing over the azimuthal directions of the recorded hits. A vector \(\vec{Q}_{\mu\text{Ball}}\) has been calculated as

\[
\vec{Q}_{\mu\text{Ball}} = \sum_{i=1}^{N} \hat{r}_i^\mu,
\]

where \(\hat{r}_i^\mu\) is the azimuthal unit vector in the direction of the location of the detector module that recorded the \(i^{th}\) hit. A minimum multiplicity of \(N \geq 2\) was imposed. In this case, the weight factor \(\omega\) has been omitted because the rapidity of the detected particles was not determined even though the Microball acceptance of \(\theta_{\text{lab}} \geq 60^\circ\) can be expected to select mainly backward emissions. As shown below, the orientation of \(\vec{Q}_{\mu\text{Ball}}\) was indeed found to be opposite to those of the CHIMERA and AToF \(Q\)-vectors.

The three \(Q\)-vectors are strongly correlated. An example for the degree of coincidence of the CHIMERA and AToF azimuthal orientations is shown in Fig. 9. The individual azimuthal reaction-plane orientations obtained from the CHIMERA and AToF Wall data are evidently strongly correlated. With the target foil removed (middle panel), the coincidence of orientations is no longer present; the correlation pattern is dominated by the slightly reduced acceptance of AToF in the region near 0\(^\circ\). The applied condition requiring that the CHIMERA and Microball orientations are within the adopted anti-correlation gate of \(\pm 90^\circ\) suppresses unwanted background, as discussed in Sec. III D in more detail. The resulting distributions of the difference \(\Phi_{\text{CHI}} - \Phi_{\text{AToF}}\) of the azimuthal angles of the vectors \(\vec{Q}_{\text{CHI}}\) and \(\vec{Q}_{\text{AToF}}\) for the class of events containing a valid \(\vec{Q}_{\text{AToF}}\) is shown in the bottom panel.

The inclusive reaction-plane distributions, as given by the combined \(Q\)-vectors obtained by summing over recorded hits in CHIMERA and AToF for three choices of impact-parameter windows, are shown in the top row of Fig. 10. The observed flatness indicates that the particle angular distributions have not been biased by variations of the detector efficiencies, by properties of the event triggering or by other azimuthal asymmetries in the experiment.

Several different methods of estimating the reaction-plane orientation were applied to the data in order to identify possible systematic uncertainties related to it. They are all based on the \(Q\)-vector method of Ref. [47] but differ in the kinematic quantities used as weights for summing over the included particles and fragments. Besides the product \(Z\beta\gamma\) (cf. Eq. 4), equal weights for all particles and the atomic number \(Z\) alone of each particle were also used as weights for summing over the azimuthal directions of the recorded hits either in both CHIMERA and AToF or in CHIMERA alone. It was, in addition, investigated to what extent the result varies with the value of the rapidity gate chosen for selecting the forward hemisphere in the c.m. reference frame.

The criterion chosen for this investigation was the achieved resolution of the reaction-plane orientation. It determines the necessary corrections and the uncertainty associated with the obtained flow parameters [48]. It was evaluated with the sub-event mixing technique as described in Refs. [49, 50] and quantified through the resolution parameter \(\chi\). This parameter is inversely proportional to the width of the difference distribution of sub-event orientations, assumed to be Gaussian in the present case (cf. Ref. [48]). Examples of difference distributions obtained for selected intervals of impact parameter are given in the bottom row of Fig. 10, including the corresponding results for \(\chi\). The resolution parameters obtained with the studied choices of weights and detector
systems are listed in Table I for the interval of nominal impact parameter $3 < b < 7.5$ fm. The best resolution, indicated by the largest value for $\chi$, has been achieved using the product $Z_{\beta_{y}}\gamma$ as the weight and by summing over the recorded hits with $y_{c.m.} > 0.1$ in both CHIMERA and AToF. All the results shown in the following sections were obtained with this choice. It is interesting to note, however, that other choices for the weighting factors lead to very comparable results (Table I).

The correction factors resulting from the so determined dispersion of the reconstructed reaction plane were obtained according to Ref. [49, 50]. Resolution parameters $\chi$ in the range of 1.2 to 1.6 (Fig. 10) correspond to attenuation factors $\langle \cos(n\Delta\phi) \rangle$ of approximately 0.8 to 0.9 for $n = 1$, i.e. for the case of directed flow, and to $\approx 0.5$ to 0.65 for the elliptic flow ($n = 2$). Their inverse values represent the correction factors to be applied to the Fourier coefficients describing the measured azimuthal anisotropies. The validity of the method used for determining the reaction-plane orientation and its experimental dispersion were confirmed by a comparison of collective flows obtained from the KRATTA and from FOPI data [45] for the same reaction. Excellent agreement is obtained for directed and elliptic flows of hydrogen and helium isotopes within the common acceptance of the two experiments [51].

### Table I: Resolution parameter $\chi$ obtained for the estimation of the reaction-plane orientation with different choices for the Q-vector construction for the case of $^{197}\text{Au}+^{197}\text{Au}$ collisions in the range of nominal impact parameter $3 < b < 7.5$ fm.

<table>
<thead>
<tr>
<th>System</th>
<th>$y_{c.m.} &gt; 0.1$</th>
<th>$y_{c.m.} &gt; 0.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHIMERA alone, equal weight</td>
<td>1.39</td>
<td>1.36</td>
</tr>
<tr>
<td>CHIMERA + AToF, equal weight</td>
<td>1.45</td>
<td>1.37</td>
</tr>
<tr>
<td>CHIMERA alone, $Z_{\beta_{y}}\gamma$</td>
<td>1.51</td>
<td>1.42</td>
</tr>
<tr>
<td>CHIMERA + AToF, $Z_{\beta_{y}}\gamma$</td>
<td>1.58</td>
<td>1.50</td>
</tr>
<tr>
<td>CHIMERA alone, $Z_{\beta_{y}}\gamma$</td>
<td>1.52</td>
<td>1.42</td>
</tr>
<tr>
<td>CHIMERA + AToF, $Z_{\beta_{y}}\gamma$</td>
<td>1.59</td>
<td>1.49</td>
</tr>
</tbody>
</table>

In runs with empty target frames, the recorded yields are low and only a weak positive correlation is observed. The distribution of differences between the two Q-vector orientations, normalized with respect to the integrated beam intensity, is presented in the bottom left panel. To minimize the contributions of non-target collisions in the data analysis, an anti-correlation of the CHIMERA and Microball Q-vector orientations was required. The condition $|\Phi_{\text{CHIMA}} - \Phi_{\text{Microball}}| > 90^\circ$ was applied, resulting in a relative weight of background reactions of less than 20%. It underlines the importance of the Microball data for identifying and rejecting off-target reactions.

The bottom-right panel of Fig. 11 shows the LAND multiplicity (number of modules hit per event), normalized with respect to the integrated beam intensity, for $^{197}\text{Au}+^{197}\text{Au}$ and $^{197}\text{Au}+\text{Empty Frame}$ data sets. After applying the CHIMERA-Microball anti-correlation condition, the contribution from non-target backgrounds in the kinematic region of LAND is weak, starting with less than 20% at unit multiplicity to much less than 1% at multiplicity 10. In the final analysis, normalized yields of the remaining non-target background events were subtracted from the corresponding $^{197}\text{Au}+^{197}\text{Au}$ data sets.
distributions were fitted with the Fourier expansion

\[ f(\Delta \phi) \propto 1 + 2v_1 \cos(\Delta \phi) + 2v_2 \cos(2\Delta \phi) \]  

(6)

to determine the coefficients describing the observed directed \((v_1)\) and elliptic \((v_2)\) flows. \(\Delta \phi\) represents the azimuthal angle of the momentum vector of an emitted particle with respect to the determined reaction plane [48]. Due to insufficient resolution, charge identification with the \(\Delta E\)-vs-time-of-flight technique has not been possible with LAND in the present experiment. Therefore, only results for neutrons and for all recorded charged particles are presented in the following.

IV. EXPERIMENTAL RESULTS

Azimuthal distributions of neutrons and light charged particles measured with LAND with respect to the reaction plane determined with the CHIMERA and AToF detectors, as described in the previous section, were extracted for \(^{197}\text{Au}+^{197}\text{Au}\) reaction at 400 MeV/nucleon in the interval of impact parameters \(3.35 \leq b \leq 6\) fm. The percentages of cases to which the so-called second step of the timing corrections was applied are given in the legend (see text). The solid and dashed black lines indicate the limits 40% and 100%, respectively, of the studied probability interval.

A. Timing corrections

The timing information of particles detected with LAND in these data sets had been corrected as described in Sec. III A and in the Appendix. One of the unknown parameters appearing in this procedure was the amount of particles misplaced or wrongly corrected in the so-called second step. Therefore, a series of analysis runs was performed in which the percentage of particles subjected to it was reduced from 100% to 40% in steps of increasing width. The resulting flow parameters are shown in Fig. 12 as a function of the reduced rapidity \(y_{\text{lab}}/y_{\text{proj}}\). It is observed that the influence of the second correction is negligible at rapidities \(y_{\text{lab}}/y_{\text{proj}} \approx 0.4\) but significant at lower and higher rapidities. At a reduced rapidity \(y_{\text{lab}}/y_{\text{proj}} = 0.4\), the acceptance of LAND in this experiment selects transverse momenta of approximately 0.3 to 0.5 GeV/c/nucleon for which the discussed effect is, apparently, less severe. As expected for a mixing between time intervals, the modifications at low and high rapidities occur in opposite directions for both the directed and elliptic flows.

For the data selected for this purpose, an interval of nominal impact parameters \(3.35 \leq b \leq 6\) fm was chosen because corresponding flow data had been made available by the FOPI Collaboration [45]. The comparison is not meant to identify a “best” percentage at which the problem will largely disappear. It only shows that the 100% application of the second step does not necessarily lead to improved flow values, consistent with the observation made for the time spectra discussed in the Appendix. It also suggests an application with 40% as a useful lower limit. Variations within this interval of 40% to 100% are considered as suitable for quantifying the contribution of the mixing and the underlying timing uncertainty to the systematic error of the measurement. It applies mainly to the flow parameters deduced as a function of rapidity or of transverse momentum. The effect is of minor importance for the acceptance-integrated flow ratios based on time-integrated particle yields.

B. Collective flows

Flow parameters obtained after correcting for the dispersion of the reaction plane are shown in Fig. 13 as a function of the transverse momentum per particle \(p_t/A\). They are integrated over the rapidity range covered by the LAND acceptance which increases with \(p_t/A\) from \(y_{\text{lab}}/y_{\text{proj}} \approx 0.3\) to 0.7 (cf. Fig. 1 of Ref. [5]). The observed yield of particles decreases rapidly with increasing transverse momentum, so that the low-intensity regions at high \(p_t\) are more strongly affected by occasionally misplaced particles originating from the regions of high yield at lower \(p_t\). For this reason, the analysis is restricted to transverse momenta \(p_t/A \leq 0.7\) GeV/c. The selected range of nominal impact parameter is \(b \leq 7.5\) fm, and a fraction of 80% is chosen for the application of the sec-
Second correction step discussed above, compatible with the comparison of elliptic-flow results shown in Fig. 12. The coefficient $v_1$ rises from negative values for small $p_t/A$ to small positive values at $p_t/A > 0.6$, reflecting the correlation of transverse momentum with rapidity caused by the acceptance of LAND. The coefficient $v_2$ is small at small $p_t/A$ and assumes values below $v_2 = -0.1$ at larger $p_t/A$, indicating the strength of particle squeeze-out in the directions perpendicular to the reaction plane.

V. INTERPRETATION WITH URQMD

As in the earlier FOPI-LAND study [5], the ultrarelativistic QMD (UrQMD) model of the group of Li and Bleicher [9–11] has been employed to deduce the density dependence of the nuclear symmetry energy. Even though alternative parametrizations have recently become available [52, 53], the version employed in the FOPI-LAND study was used again, so as to permit a direct comparison of the density dependences obtained from the two experiments. The differences are, furthermore, not very large. In the study presented by Wang et al. using a variety of Skyrme forces a very comparable stiffness parameter $L = 89 \pm 23$ MeV was obtained, differing from the original result $L = 83 \pm 26$ MeV by only a few MeV [5, 53]. The parameter

$$L = 3p_0 \frac{\partial E_{\text{sym}}}{\partial \rho} |_{\rho_0}$$

is proportional to the slope of the symmetry energy at saturation (see, e.g., Ref. [35]).

The UrQMD model was originally developed to study particle production at high energy [54]. By introducing a nuclear mean field with momentum dependent forces, it has been adapted to the study of intermediate energy heavy-ion collisions [55]. The chosen equation of state is stiff. The updated Pauli-blocking scheme, introduced to provide a more precise description of experimental observables at lower energies, is described in Ref. [57]. Different options for the dependence on asymmetry were implemented. Two of them are used here, expressed as a power-law dependence of the potential part of the symmetry energy on the nuclear density $\rho$

$$E_{\text{sym}} = E_{\text{sym}}^{\text{pot}} + E_{\text{sym}}^{\text{kin}} = 22 \text{MeV}(\rho/\rho_0)^{\gamma} + 12 \text{MeV}(\rho/\rho_0)^{2/3}$$

with $\gamma = 0.5$ and $\gamma = 1.5$ corresponding to a soft and a stiff density dependence.

The UrQMD predictions for these two choices are shown in Fig. 13 in comparison with the experimental data, for both neutrons and charged particles. A filtering procedure was used to adapt the results to the experimental conditions. They qualitatively follow the experimental flow values, even though the predicted squeeze-out is less pronounced than that observed. A significant sensitivity with respect to the stiffness of the symmetry energy is visible for the elliptic flow of neutrons. By comparing it to the strength of the charged-particle flow in the form of flow ratios or differences, this sensitivity is expected to be preserved, even in the presence of a global over- or underprediction of the elliptic flows [5, 6].

The slight underprediction is known to be related to the so-called FP1 parametrization for the momentum dependence of the elastic nucleon-nucleon cross sections in the default version of the UrQMD model that was used here. UrQMD studies of the reaction dynamics at intermediate energies have shown that the in-medium modification of the elastic nucleon-nucleon cross sections is an important ingredient for realistic descriptions, and various parametrizations have been tested [52]. In the previous FOPI-LAND study, additional calculations were performed with the FP2 parametrization, causing the elliptic flow parameter $v_2$ to be slightly overpredicted. The absolute values of $v_2$ obtained with FP1 and FP2 differ by $\approx 40\%$ for this reaction [56, 57]. The calculated ratios retain, nevertheless, the sensitivity of the elliptic flow to the stiffness of the symmetry energy and depend only weakly on the chosen parametrization for the in-medium cross sections [5].
The systematic study of the residual model dependence of transport descriptions of the elliptic flow ratios and differences by Cozma et al. [12] has, in addition, demonstrated that the Tübingen QMD transport model used there leads to equivalent results regarding the deduced stiffness of the symmetry energy. In particular, also the impact of including or neglecting the momentum dependence of the symmetry potential was investigated with different parametrizations. Important input quantities identified by this study were the isoscalar compressibility and the width of the nucleon wave function employed in the calculations. Narrower constraints for these quantities will reduce the theoretical uncertainties. A quantitative study of the model differences between the UrQMD and the Tübingen versions was performed by Wang et al. [53]. Expressed in terms of the central value obtained for the slope parameter $L$, an uncertainty of $\Delta L \approx 10$ MeV may be ascribed to the observed model dependence of the UrQMD versus the Tübingen-QMD analyses.

Besides the momentum-dependence of the symmetry potential [58–63], attention has to be paid to the recent observation of short-range correlations [64, 65], leading to larger tails of the momentum distributions in symmetric matter than in pure neutron matter and to a reduction of the kinetic part in the parametrization of the symmetry energy [66–68]. It will be interesting to incorporate these correlations in transport models and to explore their consequences [69, 70]. However, in a first study [26], the effect for elliptic-flow ratios was found to be negligibly small for the case of a mildly soft to linear density dependence of the symmetry energy that is supported by the present data. It is, nevertheless, evident that the improvement of current theoretical descriptions is an important goal for the future. Reducing theoretical uncertainties and enhancing their consistency [71], will permit tighter constraints for the high-density dependence of the symmetry energy.

The UrQMD transport program is stopped at a collision time of 150 fm/c and a conventional phase-space coalescence model with two parameters is used to construct clusters. Nucleons with relative momenta smaller than $P_0$ and relative distances smaller than $R_0$ are considered as belonging to the same cluster. The values $P_0 = 0.275$ GeV/c and $R_0 = 3.0$ fm have been adopted as standard parameters. With these values the overall dependence of cluster yields on $Z$ is rather well reproduced but the yields of $Z = 2$ particles are underpredicted [5]. In the comparison with the FOPI data set used for Fig. 12, an underprediction by a factor 1.4 was observed. The yields of deuterons and tritons in central collisions are also underestimated by similar factors. The present experimental data integrate over the charged-particle yields observed with LAND. A test was, therefore, thought to be necessary in order to confirm the equivalence of $Z$-integrated and $Z$-resolved analyses. As shown in the following section, the results indeed agree.

FIG. 14: (Color online) Elliptic flow ratio of neutrons over all charged particles for moderately central ($b < 7.5$ fm) collisions of $^{197}$Au+$^{197}$Au at 400 MeV/nucleon as a function of the transverse momentum per nucleon $p_t/A$, evaluated with a fraction of 80% for the second step of timing corrections (see Sec. IV A). The black squares represent the experimental data, the green triangles and purple circles represent the UrQMD predictions for soft ($\gamma = 1.5$) and soft ($\gamma = 0.5$) power-law exponents of the potential term, respectively. The solid line is the result of a linear interpolation between the predictions, weighted according to the experimental errors of the included four bins in $p_t/A$, and leading to the indicated $\gamma = 0.75 \pm 0.10$.

A. Differential data

Constraints for the symmetry energy were determined by comparing the ratios of the elliptic flows of neutrons and charged particles (ch), $v_2^n/v_2^{ch}$, with the corresponding UrQMD predictions for the soft and stiff assumptions. Because hydrogen isotopes could not be selected, as done in the FOPI-LAND study [5], a test was performed for confirming the equivalence of results obtained when including all recorded charged particles in the analysis. For this purpose, the data of the FOPI-LAND experiment were analyzed with and without the condition $Z^ch = 1$ applied in the charged-particle selection and with the limitation $p_t/A \leq 0.7$ GeV/c of the integration interval in transverse momentum. The corresponding power-law coefficients $\gamma$ were determined by comparing with UrQMD calculations performed with the same conditions. The changes observed for the central values were less than $\Delta \gamma = 0.05$, accompanied however by the larger statistical error of the FOPI-LAND data set.

The ratio $v_2^n/v_2^{ch}$ obtained from the present data for moderately central ($b < 7.5$ fm) collisions as a function of the transverse momentum per nucleon $p_t/A$ is shown in Fig. 14. The chosen fraction for the second step of timing corrections (see Sec. IV A) is 80%, compatible with the comparison with FOPI data presented in Fig. 12. Under this assumption, the best description of the neutron-vs-charged-particle elliptic flow is obtained with a power-law coefficient $\gamma = 0.75 \pm 0.10$ where $\Delta \gamma = 0.10$ is the
The efficiency calculations were carried out with Geant3 within the FairRoot software framework [44]. The still remaining uncertainty arising from this procedure is connected with the choice of the upper limit of the time-of-flight interval which determines the lower threshold of the neutron energy. For protons to pass through the veto wall and to be detected in a LAND module, a minimum energy of about 60 MeV is required while neutrons with lower energies may still be detected (Fig. 16). The magnitude of this effect has been assessed by varying the upper limit of flight-time integration between 60 and 90 ns, resulting in a slight variation of the obtained flow ratio and the exponent $\gamma$. The UrQMD calculations were performed for this purpose with kinetic-energy thresholds that corresponded to the chosen integration limit for neutrons and the physical lower detection thresholds for charged particles. Acceptance-integrated elliptic-flow values were then determined from the azimuthal anisotropy of the obtained yields and the linear interpolation between the predictions was used to determine the corresponding exponents $\gamma$.

The results for the measured and calculated acceptance-integrated flow ratios and the resulting $\gamma$ are shown in Fig. 17. A small monotonic variation of $\gamma$ with the assumption regarding the upper limit of the ToF interval is evident. The 1-$\sigma$ error margins are confined to the interval $\gamma = 0.77 \pm 0.17$. It overlaps with the interval obtained by varying the fraction of hits included in the second correction step (Fig. 15). This is not unexpected as the two methods are both aiming at quantifying the remaining consequences of not recognized simultaneous timing errors of the two signals from a paddle. The variation of the maximum of the ToF interval, in addition, includes the effect of a possible smearing of the energy threshold for neutrons and charged particles by the 25-ns time jumps.

FIG. 15: Potential-term coefficient $\gamma$ deduced by interpolating between the UrQMD predictions shown in Fig. 14 as a function of the fraction chosen for the second step of timing corrections (see Sec. IV A). The dependence of the resulting $\gamma$ on the choice made for the second timing correction in the data analysis is shown in Fig. 15. Under the assumption that the second correction should be applied to at least 40% of the corresponding particles, the 1-$\sigma$ error margins are confined within the interval $\gamma = 0.75 \pm 0.15$ as apparent from the figure. The larger error $\Delta \gamma = 0.15$ is expected to include the systematic uncertainty caused by the existence of misplaced hits, not identified in the first step and only partly included in the second step of the timing correction scheme of the analysis.

B. Acceptance-integrated flow ratio

The new constraint deduced in the preceding section is slightly lower but still within the uncertainty interval of the previous value $\gamma = 0.9 \pm 0.4$ deduced from the FOPI-LAND data and the same UrQMD model [5]. The error is significantly reduced by a factor of more than two. To confirm the validity of the obtained result and to minimize complications arising from the time-of-flight measurement with LAND, an acceptance-integrated flow ratio was determined by integrating over the full $t_{\text{hit}}$ spectrum shown in Fig. 21 in the Appendix. It includes all recorded particles irrespective of their actual location within this spectrum. The corresponding UrQMD calculations were integrated over the full acceptance of LAND as given by the covered interval of laboratory angles. The thresholds and the energy and particle-type dependent detection efficiency of the effectively used first plane of the LAND detector behind the veto wall were taken into account (Fig. 16). The efficiency calculations were carried out with Geant3 within the FairRoot software framework [44].
FIG. 17: (Color online) Measured elliptic-flow ratio for moderately central \((b < 7.5 \text{ fm})\) collisions of \(^{197}\text{Au} + ^{197}\text{Au}\) at 400 MeV/nucleon in comparison with stiff and soft UrQMD predictions (top panel) and deduced symmetry term coefficient \(\gamma\) (bottom panel) as a function of the upper limit of the time-of-flight interval used to obtain time integrated results. The dashed horizontal lines mark the upper and lower limits of the 1-\(\sigma\) statistical error margin \(\Delta \gamma = \pm 0.10\) within the time interval \(60 < \text{ToF} < 90\) ns.

C. Final corrections

Up to this point, the effects of charge-changing processes, nuclear or instrumental, have been ignored in the analysis. The largest effects of this kind are caused by misidentifications of charged particles as neutrons, because of a missing veto signal, and of neutrons as charged particles, because of a neutron-induced reaction in a veto panel that produces a signal. Nuclear charge-exchange reactions with cross sections on the level of millibarn are less important in comparison (see, e.g., Refs. [72, 73]). Furthermore, protons converted into neutrons in the veto wall may still have left a signal there while neutrons converted to protons are included in the measured, rather small, efficiency for neutron detection of the thin veto paddles (see below). Misidentifications reduce the difference between the measured flow patterns and thus cause a small increase of the apparent flow ratio. The resulting symmetry-term coefficient appears stiffer than without these effects.

Calculations within the R3BRoot simulation framework [44] have been performed with different assumptions regarding the detector response and particle recognition. In particular, the particle-dependent detection thresholds have been taken into account (Fig. 16). The obtained reduction of the power-law exponent \(\gamma\) varied between \(\Delta \gamma = -0.03\) and -0.07, with the lower and upper boundaries being obtained with the most extreme assumptions.

The magnitude of the required correction is, qualitatively, easily understood. A 1-mm gap between veto paddles causes an inefficiency of approximately 1%. It may cause the equivalent amount of charged particles to appear as neutrons in the analysis. As charged particles by nature, they have a five-fold higher probability for being detected in the first layer of LAND. By taking into account the known yield ratio of charged particles over neutrons of approximately \(2/3\) and the measured flow ratio of \(v_n^2/v_{ch}^2 = 0.72\) (Fig. 17), a corrected ratio \(v_n^2/v_{ch}^2 = 0.71\) is obtained. With the sensitivity of the flow ratio as represented in the figure, the correction amounts to \(\Delta \gamma = -0.05\). It represents an upper limit for this particular effect because the veto paddles are aligned with respect to the elements of the first plane of LAND and not all particles passing through the veto gaps are recorded. As an analysis detail, we note here that in testing the coincidence of timing signals in the veto wall and first plane of LAND the possibility of undetected \(\pm 25\) ns displacements of one of the signals was taken into account (errors in the positions derived from the time signals have all been corrected, see Appendix). Other processes exist but are less important. The detection probability for
neutrons in the 5-mm veto paddles is below 1% (cf. Fig. 1 of Ref. [14]) and the coincidence requirement of a matching hit in the first module of LAND further reduces the probability of misidentifications of this kind. In the simulations, all these effects are included.

The adopted reduction \(\Delta \gamma = -0.05 \pm 0.02\) leads to a final result for the power-law coefficient \(\gamma = 0.72 \pm 0.19\). The quoted uncertainty is obtained by a linear addition of the systematic error of the correction and the \(\Delta \gamma = -0.17\) uncertainty resulting from the comparison of the acceptance-integrated flow ratio with the UrQMD calculations (Fig. 17). The possibility of charge misidentifications considered here has not been taken into account in the FOPI-LAND analysis. There, its magnitude appears small in comparison with the uncertainty \(\Delta \gamma = \pm 0.4\) of this earlier result. It was also not included yet in presentations of preliminary ASY-EOS results at conferences [74].

The obtained constraint for the density dependence of the symmetry energy is shown in Fig. 18 in comparison with the FOPI-LAND result of Ref. [5] as a function of the reduced density \(\rho/\rho_0\). The new result confirms the former and has a considerably smaller uncertainty. Judging from the purely statistical error of \(\Delta \gamma = \pm 0.10\) (Fig. 15), even smaller errors can be expected from future measurements.

For reference, the low-density behavior of the symmetry energy from Refs. [75–78] as reported in Ref. [79] is included in the figure. The present parametrization is found compatible also with these results from nuclear structure studies and from reactions at lower bombarding energy. The corresponding slope parameter describing the variation of the symmetry energy with density at saturation is \(L = 72 \pm 13\) MeV. Judging from the analysis work done with the FOPI-LAND data, one may expect that the analysis of the present data with the Tübingen QMD [6, 12] will lead to a similar or possibly slightly larger value for the parameter \(L\) [13, 53, 80]. On the other hand, using values lower than the default \(E^{\text{pot}}_{\text{sym}}(\rho_0) = 22\) MeV (Eq. 8), as occasionally done in other UrQMD studies [81], is likely to lower the result for \(L\) by several MeV (cf. Ref. [5]). Corresponding analyses based on the present data are in progress.

**VI. DENSITY PROBED**

Calculations predict that central densities of two to three times the saturation density may be reached in \(^{197}\text{Au} + ^{197}\text{Au}\) collisions at 400 to 1000 MeV/nucleon on time scales of \(\approx 10 – 20\) fm/c [82]. The resulting pressure produces a collective outward motion of the compressed material whose strength, differentiating between neutrons and protons, is influenced by the symmetry energy in asymmetric systems [22]. It is to be expected, on the other hand, that the observed transverse momenta of emitted particles and their azimuthal variation apparent as elliptic flow carries information acquired during the full reaction history. The tests performed with the FOPI-LAND flow data and varying parameters for the potential part of the symmetry energy in the UrQMD had already indicated that densities above and below saturation contribute to the observed flow patterns [5].

A force-weighted density has been defined by Le Fèvre et al. in their recent study of the equation of state of symmetric matter, based on FOPI elliptic-flow data and IQMD calculations [21]. For \(^{197}\text{Au} + ^{197}\text{Au}\) collisions at 400 MeV/nucleon, its broad maximum extends over densities \(0.8 < \rho/\rho_0 < 1.6\). Liu et al. report in their study of pion production in the same reaction that the relative sensitivity of the \(\pi^-/\pi^+\) yield ratios to the symmetry energy is distributed over a density range of approximately \(0.7 < \rho/\rho_0 < 1.8\) with a maximum near \(\rho/\rho_0 \approx 1.2\) [83]. These more quantitative studies, with partly different methods, consistently support the assumption that supra-saturation densities up to nearly twice saturation are probed at this energy with collective flows and meson production, not exclusively but with major effects produced above saturation.

For the present purpose, a detailed analysis of the collision processes has been performed with the Tübingen version [12] of the QMD model (TuQMD). The sensitivity to the various density regimes probed in heavy-ion collisions was studied quantitatively by examining their impact on the variation of elliptical-flow-ratio observables with the two choices of a mildly stiff and a soft parametrization for the density-dependent asymmetric-matter equation of state (assy-EoS). To that end, the density-dependent quantity \(\text{DEFR} (\text{Difference of Elliptic-Flow Ratio})\)

\[
\text{DEFR}^{(\alpha,Y)}(\rho) = \frac{v_2^{\alpha,Y}(v = -1, \rho)}{v_2^{\alpha,Y}(v = 1, \rho)}
\] (9)

has been determined using the TüQMD transport model, where \(Y\) labels a particle or a group of particle species and \(x\) the assy-EoS stiffness resulting from the momentum-dependent one-body potential introduced by Das et al. [58]. The density-dependent elliptic-flow ratios (EFR) in this expression are calculated with a modified symmetry potential

\[
V_{\text{sym}}(x, \tilde{\rho}) = \begin{cases} 
V_{\text{sym}}^{\text{Gogny}}(x, \tilde{\rho}) & \tilde{\rho} \leq \rho \\
V_{\text{sym}}^{\text{Gogny}}(0, \tilde{\rho}) & \tilde{\rho} > \rho 
\end{cases}
\] (10)

with \(x = \pm 1\) according to Eq. 9. The difference of the \(x = \pm 1\) potentials is tested only at densities up to the particular \(\rho\), the argument of \(\text{DEFR}\). This choice leads to \(\text{DEFR}^{(\alpha,Y)}(0) = 0\) and to the proper stiff-soft splitting for large values of the density \(\rho\). Values at intermediate densities are a measure of the impact on elliptic flow observables of regions of density lower than that chosen for the argument. The derivative of \(\text{DEFR}\) with respect to density provides thus the sensitivity density of the elliptic flow ratio observable under consideration as a function of the nuclear matter density.

In the upper panel of Fig. 19, the density dependence of \(\text{DEFR}^{(\alpha,Y)}\) for the choice \(Y=\text{all charged particles (ch)}\) is
presented. It is seen that DEFR increases monotonically up to density values in the neighborhood of $2.5\rho_0$, close to the maximum density probed by nucleons in heavy-ion collisions at 400 MeV/nucleon incident energy. The relative sensitivity of the elliptic flow ratio of neutrons over charged particles to the various density regions is presented in the lower panel of Fig. 19, together with the same quantity for the neutron-over-proton and neutron-over-hydrogen flow ratios. It is readily observed that the maximum sensitivity of the neutron/proton $EFR$ lies in the 1.4 to 1.5 $\rho_0$ region. It is lowered to 1.0 to 1.1 $\rho_0$ for the choices that involve light complex particles. The probed regions of nuclear density are thus considerably higher than the densities around or below 0.7 $\rho_0$ probed with nuclear structure observables [77–79]. Even lower densities in the vicinity of $\rho_0/3$ have very recently been reported as the region of sensitivity probed with the dipole polarizability of $^{208}$Pb [84].

The moderately different density regions probed by $EFR$ observables involving protons and, respectively, light complex particles are expected to lead to slightly different extracted values for the asy-EoS stiffness. Preliminary results, employing existing experimental FOPI-LAND data for $v_2^p/\rho_0^p$ and $v_2^n/\rho_0^n$ and the TiQMD transport model, suggest this to be the case [85]. A slightly stiffer asy-EoS is favored by the latter observable, a difference that will be enhanced if one corrects for the fact that transport models coupled with phase-space coalescence algorithms tend to underpredict light cluster multiplicities by factors ranging up to 2–3. Deuterons and tritons are of particular interest here. This result suggests that, at higher densities, the asy-EoS density dependence is somewhat softer than at saturation. It may thus be feasible to extract constraints for the parameters of the higher order terms of the Taylor expansion of the symmetry energy in density around the saturation point, in particular the curvature parameter $K_{sym}$. Information regarding the curvature is of high interest as, e.g., the inclusion of exchange terms in microscopic models cause a stiffening [86] while considering the momentum tails caused by short-range correlations may cause a softening [70] of the predictions for the symmetry energy in the density regime near and above saturation.

It is, therefore, of extreme importance for future experiments to be able to extract a clean separate proton signal. Additionally, theoretical models that allow for an independent adjustment of the slope and curvature parameters of the symmetry energy term will be required to be able to push the extracted constraints for the asy-EoS density dependence into the $2\rho_0$ region.

VII. CONCLUSION AND OUTLOOK

From the measurement of the elliptic flows of neutrons and light charged particles in the reaction $^{197}$Au+$^{197}$Au at 400 MeV/nucleon incident energy a new, more stringent constraint for the nuclear symmetry energy at supersaturation density has been deduced. From the comparison of the elliptic flow ratio of neutrons vs charged-particles with UrQMD predictions, a value $\gamma = 0.72 \pm 0.19$ is obtained for the power-law coefficient of the potential part in the parametrization of the model. It confirms the moderately soft to linear density dependence of the symmetry energy deduced previously from the FOPI-LAND data. The densities probed were shown to reach beyond twice saturation.

The effects of deficiencies of the LAND timing electronics have been studied in detail and their effects assessed by systematically varying correction parameters over their intervals of uncertainty. An acceptance-integrated flow ratio for neutrons over charged particles has been generated by integrating over the time-of-flight spectra. It is largely insensitive to timing uncertainties but still subject to a systematic error caused by an instrumental smearing of detection thresholds. Their effect contributes to the total error $\Delta\gamma = \pm 0.10$ of the acceptance-integrated result that includes a statistical error $\Delta\gamma = \pm 0.10$.

The slope parameter that corresponds to the obtained parametrization of the symmetry energy is $L = 72 \pm 13$ MeV. As densities near and beyond saturation are efficiently probed with the present observable, one may convert this result into a symmetry pressure $p_0 = \rho_0 L/3 = \ldots$
3.8 \pm 0.7 \text{ MeVfm}^{-3} \text{ (with } \rho_0 = 0.16 \text{ fm}^{-3} \text{)}, equivalent to 6.1 \pm 1.1 \times 10^{12} \text{ Pa}. It represents the pressure in pure neutron matter at saturation because the pressure in symmetric matter vanishes at this density. The pressure in neutron-star matter with asymmetries \( \delta = (\rho_n - \rho_p)/\rho \) less than unity should be lower. The estimate developed in Sec. 9.1 of Ref. [35], based on \( \beta \)-equilibrium, yields a proton fraction \( x_p = (1 - \delta)/2 \) of about 5\% for \( E_{\text{sym}} = 34 \text{ MeV} \) (cf. Eq. 8) and saturation density. With the corresponding asymmetry \( \delta = 0.90 \), the pressure of the asymmetric baryonic matter is reduced to 3.1 MeVfm\(^{-3}\). Adding the contribution of the degenerate electrons yields a value of 3.4 MeVfm\(^{-3}\) for the pressure in neutron-star matter at saturation density. The same or very similar values are obtained with the expressions presented in Refs. [87, 88]. Compared to the results of Steiner \etal [89], they are located within the upper half of the 95\%-confidence interval obtained by these authors from neutron-star observations.

While interpretations in this direction may still appear speculative at present and in need of further study, they reveal the potential of pressure measurements in nuclear reactions. As far as the modelization of nuclear reactions is concerned, it will be important to improve the description of the nuclear interaction in transport models [71], to reduce the parameter ranges also in the isoscalar sector, to improve the algorithms used for clustering, as well as going beyond the mean-field picture, including short-range correlations. The latter have recently been investigated in nuclei [64, 65] and their consequences for transport descriptions of intermediate-energy heavy-ion reactions are of high interest and need to be investigated [69]. Moreover, it will be quite important to compare the experimental data with the predictions of several transport models, of both Boltzmann-Vlasov and molecular-dynamics type [90], in order to pursue the work towards a model-independent constraint of the high-density symmetry energy initiated in Ref. [12].

The results of the present experiment, together with the theoretical study of the density probed, may also be seen as a strong encouragement for extending the measurement of neutron and charged particle flows to other reaction systems and energies. The presented calculations suggest that the curvature parameter \( K_{\text{sym}} \) can be addressed experimentally if higher precision and elemental and isotopic resolution for charged particles can be achieved. Future experiments will, therefore, benefit from the improved calorimetric capabilities of the NeunLAND detector presently constructed as part of the \( R^3B \) experimental setup [91] and from the availability of radioactive ion beams for reaction studies at FAIR.
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VIII. APPENDIX: CORRECTION OF LAND TIMING

In the TACQUILA electronic board [40], the time measurement of a recorded hit is performed by registering the time of the start signal (\( \text{tac} \)) inside a 25-ns clock-cycle window, the time of the common stop signal inside its 25-ns clock-cycle window (so-called \( t_{17} \)) and the number \( n_c \) of cycles occurring between the start and stop cycles. The returned calibrated time information \( t_{\text{cal}} \) is then given by

\[
 t_{\text{cal}} = t_{\text{tac}} + 25n_c - t_{17} \text{ (ns)}. \tag{11}
\]

The resolution of the timing system is of the order of 10 ps (rms) [40].

Examples of the observed correlations between \( t_{17} \) (in channels) and the so measured \( t_{\text{cal}} \) (in ns) for the two photomultipliers (PM’s) of a paddle of the first plane of LAND are shown in panels a) and b) of Fig. 20. Ideally, no correlation should be visible as the distribution of the stop signals inside the clock cycle window should be completely random. Unexpectedly, however, a strong correlation is observed; preferences exist, primarily, for high \( t_{17} \) values at smaller times \( t_{\text{cal}} \) but also for low \( t_{17} \) values at larger times. This behavior by itself implies an improper functioning of the TACQUILA board. It is
The described malfunctions clearly affect the measurements of the hit position $Y_{\text{time}}$ along the vertically oriented paddles, derived from the difference, and of the arrival time $t_{\text{hit}}$ at the paddle, derived from the sum of the two signals recorded for a hit. The two quantities are given by

$$Y_{\text{time}} = t_{\text{cal}1} - t_{\text{cal}2}$$

$$t_{\text{hit}} = (t_{\text{cal}1} + t_{\text{cal}2})/2$$

where the indices 1 and 2 refer to the two PM’s of a given paddle; the signals $t_{\text{cal}1}$ and $t_{\text{cal}2}$ are, at this stage, not yet synchronized, i.e., not yet corrected for time offsets generated by, e.g., differences of the cable lengths of the two PM’s. The position $Y_{\text{time}}$ is, therefore, still given in units of nanoseconds and not necessarily centered with respect to the paddle length.

In the case of malfunctions, the time differences may be sufficiently large, so that the deduced hit position falls outside the physical length of the paddle. This can be easily corrected by adding or subtracting 25 ns to the time difference. It will move the hit to its correct position inside the paddle. To recover the correct arrival times $t_{\text{hit}}$ is not equally feasible in this case. It would require the knowledge of whether the wrong position of $Y_{\text{time}}$ is caused by erroneous $+25$ ns in one or $-25$ ns in the other of the two signals coming from a paddle. The two possibilities correspond to $t_{\text{hit}}$ values that differ by 25 ns. Moreover, it is also possible that both time measurements are affected by the same $\pm 25$ ns time jump. In that case, the position $Y_{\text{time}}$ is correct but the returned arrival time $t_{\text{hit}}$ is erroneous by $\pm 25$ ns. Because the expected range of arrival times at LAND exceeds 25 ns, an easy and straightforward procedure for recovering the correct time information does not exist.

It has, nevertheless, been possible to develop a correction scheme for recovering the correct times with high probability and for determining the consequences of remaining uncertainties for the finally determined symmetry-term coefficient. This was achieved with the help of correction parameters whose effects can be assessed on a quantitative level. The scheme divides into two parts.

The first correction step starts from the observed correlation of the position measurement $Y_{\text{time}}$ with the position $Y_{\text{amp}}$ obtained from the amplitudes of the normalized PM signals. The uncorrected correlation (Fig. 20c) shows clearly separated regions of unphysical positions.
Y_{\text{time}}, marked with U (up), D (down), and 2U (twice up), in addition to the strongest group of coinciding position measurements. The distribution of uncorrected positions Y_{\text{time}} for a typical module of the first plane of LAND is shown in the top panel of Fig. 21 and the corresponding t_{\text{hit}} distribution is shown in the bottom panel of the same figure (“no corr”, full line in black). The two side groups with wrong Y_{\text{time}} positions are weak (< 10%) compared to the main group but significant. The probability for double time jumps in the same direction is below 1% and essentially negligible. The 25-ns repetitions of structures in particular, the repeated appearance of narrow artificial peaks generated by the electronics. These structures were removed before other corrections were applied.

![Graph](image1)

FIG. 21: (Color online) Hit distributions for a module of the first plane of LAND as a function of the position Y_{\text{time}} (top panel) and of the arrival time t_{\text{hit}} (bottom panel). Black solid lines denote the uncorrected distributions, the colored lines represent the distributions after the 1st (red, small dots), the 1stbis (green, thick dots), and the 2nd (blue, thick dashed) corrections. “Bad peaks” refers to artificial sharp peaks at 25 ns intervals (filled purple areas) generated by the electronic readout.

In the attempt to correct the wrong positions, the chosen scheme takes into account the value of t_{1T} relative to the returned time as shown in panels a) and b) of Fig. 20. In the example of a hit belonging to the region ’U” in panel c), t_{\text{cal},1} may be located in what is defined as the “good” region, i.e. in the interval between 460 ns and 720 ns but outside the gates ’A1’ and ’A2’ in panel a), and t_{\text{cal},2} may be located in region ’B1’ of panel b). In this case, it is obviously more probable that t_{\text{cal},2} is incorrect, i.e. that the number of clock cycles is wrong by one unit, and 25 ns is thus added to its value. Instead, if t_{\text{cal},1} is located in region ’A2’ and t_{\text{cal},2} in the “good” region, i.e. outside the gates ’B1’ and ’B2’ in panel b), 25 ns are subtracted from t_{\text{cal},2}. Corresponding corrections are applied to hits belonging to regions marked as ’D’ and ’2U’ in Fig. 20c as well as to a region ’2D’ when it appeared in other cases. This part of the correction scheme is summarized in Table II and marked as 1st step in the last column. Note that three possibilities exist for correcting the rare double jumps, depending on where the hits are found to be located. The superscripts “+” and “−” used in the table indicate regions analogous to the four regions ’A1’, ’A2’, ’B1’, and ’B2’ marked in panels a) and b) of Fig. 20 but located further out by another +25 ns or -25 ns from the central part of the spectrum.

<table>
<thead>
<tr>
<th>Panel c)</th>
<th>Panel a)</th>
<th>Panel b)</th>
<th>t_{\text{cal},1}</th>
<th>t_{\text{cal},2}</th>
<th>Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
<td>A2</td>
<td>-25 ns</td>
<td></td>
<td></td>
<td>1st</td>
</tr>
<tr>
<td>U</td>
<td>A1</td>
<td>+25 ns</td>
<td></td>
<td></td>
<td>1st</td>
</tr>
<tr>
<td>D</td>
<td>B1</td>
<td>-25 ns</td>
<td></td>
<td></td>
<td>1st</td>
</tr>
<tr>
<td>D</td>
<td>B2</td>
<td>+25 ns</td>
<td></td>
<td></td>
<td>1st</td>
</tr>
<tr>
<td>2U</td>
<td>A2</td>
<td>+25 ns</td>
<td></td>
<td></td>
<td>1st</td>
</tr>
<tr>
<td>2U</td>
<td>B1</td>
<td>+25 ns</td>
<td></td>
<td></td>
<td>1st</td>
</tr>
<tr>
<td>2D</td>
<td>A1</td>
<td>-25 ns</td>
<td></td>
<td></td>
<td>1st</td>
</tr>
<tr>
<td>2D</td>
<td>B2</td>
<td>-25 ns</td>
<td></td>
<td></td>
<td>1st</td>
</tr>
<tr>
<td>good</td>
<td>A1</td>
<td>+25 ns</td>
<td></td>
<td></td>
<td>2nd</td>
</tr>
<tr>
<td>good</td>
<td>A2</td>
<td>+25 ns</td>
<td></td>
<td></td>
<td>2nd</td>
</tr>
<tr>
<td>good</td>
<td>B1</td>
<td>+25 ns</td>
<td></td>
<td></td>
<td>2nd</td>
</tr>
<tr>
<td>good</td>
<td>B2</td>
<td>+25 ns</td>
<td></td>
<td></td>
<td>2nd</td>
</tr>
</tbody>
</table>

TABLE II: The first three columns indicate the regions referred to in the listed panels of Fig. 20 while the next two columns specify the actions taken on t_{\text{cal},1}, t_{\text{cal},2}, or both. The last column indicates the number of the correction step as given in the text.

Panel d) of Fig. 20 shows the Y_{\text{time}}-vs-Y_{\text{amp}} correlation after this first correction step. The corresponding Y_{\text{time}} and t_{\text{hit}} distributions are shown in Fig. 21 (in red). It is evident that not all the wrong positions have disappeared because some hits do not fulfill the assumptions made in devising the first step of the correction scheme (of the order of 2%, cf. Fig. 21, top panel). In that case, an additional correction called 1stbis is applied. At this step, the location of the hit pattern in the t_{1T}-vs-t_{\text{cal}} maps (Fig. 20a and b) is ignored and the correct Y_{\text{time}} is recovered by either adding 25 ns to one or by subtracting 25 ns from the other of the two time signals t_{\text{cal},1} and t_{\text{cal},2} of that hit. The choice made between these two possibilities was based upon which of them had appeared with the higher probability when the 1st correction step had been applied to the same paddle. Panel e) of Fig. 20 shows the Y_{\text{time}}-vs-Y_{\text{amp}} correlation after this correction: now all the positions deduced from time signals are correct. They coincide with the positions deduced from the amplitudes and are within the physical length of the paddle (Fig. 21, top, in green, coinciding with blue).

At this stage, cases in which both time measure-
ments are affected by the same time jump have not yet been touched. They remain correct regarding their positions $Y_{\text{time}}$ but the problem of their erroneous arrival times $t_{\text{hit}}$ is not solved yet. For that purpose, an additional correction step has been conceived. It is based on the assumption that the coincident location of the two signals of a hit in either regions 'A1' and 'B1' or in 'A2' and 'B2' of their respective $t_{17\text{-vs-}t_{\text{cal}}}$ maps is a strong indication of a simultaneous jump. The correction step consists of either adding or subtracting 25 ns to both values $t_{\text{cal}1}$ and $t_{\text{cal}2}$ of that hit, so that they fall into the central regions of their maps. It is marked as 2nd step in the last column of Table II. It simply changes the arrival times $t_{\text{hit}}$ by 25 ns but leaves the position $Y_{\text{time}}$ and its correlation with $Y_{\text{amp}}$ unaffected. The so obtained final $t_{\text{hit}}$ distribution is shown in Fig. 21 (bottom panel, in blue).

It is evident that the second correction step falsely modifies correctly measured cases of long or short times with time signals $t_{\text{cal}1}$ and $t_{\text{cal}2}$ accidentally falling into the marked regions. Its effect is particularly large in the interval 640 ns to 660 ns of the $t_{\text{hit}}$ spectrum where it causes a depression (Fig. 21, bottom panel). The geometric mean between the yields before and after this correction would approximately represent a smooth time spectrum that would seem more probable. This level can be reached if only about 80% of the hits near the center down to about 50% towards the edges of this region are actually moved in the second step while the rest of the selected candidates is left at their original arrival times in the 640 ns to 660 ns interval. However, as it is not known which of the hits should be moved and which should be left at their time positions, a correction of this kind is not properly feasible. It will smoothen the time spectrum but, because of the necessarily random selection, an inevitable mixing of hits between the affected time intervals will occur.

This situation was addressed by considering the fraction of randomly selected hits whose arrival times are actually modified in step 2 as an unknown correction parameter. The time spectrum in Fig. 21 (bottom panel) and the comparison of flow results as a function of this fraction with FOPI results (Fig. 12 in Sec. IV A) suggest a value of at least 40%. Apart from that, it remains unknown and its significance for the differential flow ratios must be assessed. The result, a systematic variation of $\Delta \gamma = 0.05$ as a function of this fraction, is shown in Fig. 15 and discussed in Sec. V A. For the acceptance-integrated analysis based on time-integrated data sets (Sec. V B), the present corrections are of minor importance because very few hits are actually moved across the boundaries of the integration interval.

Due to the logarithmic gain chosen for the new TACQUILA electronic board, the signals of low-energy gamma rays fell below threshold with the effect that the calibration of the time spectra could not be based on a measured gamma peak. The location of the zero-time-of-flight point $t_0$ was, therefore, determined from a comparison of velocity spectra, generated with various assumptions on $t_0$, with the well calibrated spectrum available from the FOPI-LAND experiment. The high-velocity part of the spectrum was found to exhibit the most distinctive variation as a function of the choice for $t_0$ (Fig. 22). The presence of artificial peaks at arrival times $t_{\text{hit}} \approx 677$ and 702 ns (Fig. 21, bottom panel) limited the useful range to velocities $vel > 18$ cm/ns or $E_{\text{kin}} > 230$ MeV for nucleons. The rapid variation of the velocity spectrum with the choice of $t_0$ permitted its determination with an uncertainty of the order of 1 ns (Fig. 22). Its location at $t_{\text{hit}} = 707.6$ ns is marked in the spectrum of arrival times $t_{\text{hit}}$. As the displayed times are measured with respect to a delayed common stop signal, finite time-of-flight values are to the left of $t_0$. Photons would appear at $t_{\text{hit}} = 691$ ns, indicating that the yield at larger $t_{\text{hit}}$ represents the level of background and of hits that are still misplaced. The interval $18 \le vel < 25$ cm/ns used for the comparison corresponds to $680 \le t_{\text{hit}} < 688$ ns, a region only mildly affected by corrections. The same is true for the main group of recorded hits with arrival times between $t_{\text{hit}} = 669$ and 685 ns, corresponding to flight times between 23 and 39 ns and to kinetic energies of 100 to 400 MeV for nucleons (note that artificial peaks are removed).

The correction effects are stronger for arrival times between $t_{\text{hit}} = 642$ and 663 ns, expected for nucleons with approximately 30 to 70 MeV kinetic energy. The time spectrum in that region is strongly modified by the second correction step moving particles from this region into the main group centered at $t_{\text{hit}} = 680$ ns (Fig. 21, bottom panel). The threshold energy of 60 MeV for protons to pass through the veto wall and to be detected in a LAND module is located within the affected region ($t_{\text{hit}} = 659$ ns). The same is true for the thresholds of deuterons and tritons, located at smaller energy per nucleon and correspondingly longer times-of-flight.
In order to be independent of the applied corrections, the acceptance-integrated result was obtained by integrating the time spectra up to $t_{\text{hit}} = 640$ ns, i.e. beyond the critical regions. The maximum time-of-flight of 67.5 ns defines a threshold of 30 MeV for neutrons. It is lower than the physical thresholds for charged particles, a condition that was equally applied in the UrQMD simulations. Only double time jumps and background events, apart from the neutrons below threshold, can contribute to the low-intensity region at $t_{\text{hit}} < 640$ ns. Possible systematic effects related to these effects were investigated by varying the integration limit between $617 < t_{\text{hit}} < 648$ ns, i.e. flight times between 60 and 90 ns, and by correspondingly adjusting the neutron-energy threshold in the calculations. The resulting variation of $\gamma$ is small as shown in Fig. 17.

It is once more noted here that the timing corrections are applied to all particles independently of whether they are charged or neutral. This has obviously reduced their influence on the flow ratios used here as principal observables, in agreement with the results of the tests performed.
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[91] https://www.gsi.de/r3b.