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Abstract

In this paper, a mathematical methodology is presented for the determination of the solution of motion for linear constrained mechanical systems applicable also to systems with singular coefficients. For mathematical completeness and also to incorporate some other interesting cases, the methodology is formulated for a general class of higher order matrix differential equations. Thus, describing the system in an autoregressive moving average (ARMA) form, the closed form solution is derived in terms of the finite and infinite Jordan pairs of the system’s polynomial matrix. The notion of inconsistent initial conditions is considered and an explicit formula for the homogeneous system is given. In this respect, the methodology discussed in the present note provides an alternative view to the problem of computation of the response of complex multi-body systems. Two interesting examples are provided and applications of the equation to such systems are illustrated.
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1. Introduction

1.1. Motivation

Singular linear systems can occur either in continuous time (modelled using differential equations) or discrete time (using difference equations) frameworks. In engineering literature they are also known as “generalized” or “differential-algebraic” systems and their applications are numerous. In physical sciences and economics, this class of systems play a key-role in the modelling and simulation process of many interesting applications. Examples include, amongst others, the Leontief multi-sector model in economics [37], lumped parameter $n$-degree-of-freedom systems [16, 47, 52, 54] in mechanics. One field of research, where singular dynamical systems arise naturally, is the field of modelling mechanical systems subject to constraints. Such problems are of fundamental importance in the area of analytical dynamics and the determination of equations of motion of constrained systems, has been the subject of numerous studies dating back to the pioneering works of [36] and [20]. For this type of systems, a very interesting approach has been proposed by Udwania and Kalaba [52, 53] and by Udwania and Phohomsiri [55]. According to their approach, additional constraint forces are introduced and eventually, the equations of motion of the constrained mechanical system are obtained. Under this framework, the explicit computation of the constraint forces is not always an easy task to perform, especially in complex cases such as multi-body systems, see [14, 16, 40, 48, 49].

In the process of modelling, the mass matrix of the system may end up being singular, as a consequence of the formulation of the unconstrained equations of motion. This can happen either due to the dependence between the generalized coordinates chosen to describe the system or due to occasions where it is possible to assign null mass to a body whose inertia is negligible.

In this paper, there are two main goals. First, by adopting well established tools and methods from the algebraic theory of linear time-invariant systems, we present their application to the computation of the time response of linear mechanical systems subject to constraints, resulting from modeling techniques presented in [55] and [1]. The key results of the algebraic theory and particularly the application of the so called polynomial matrix approach are well established in the control engineering literature, but it is our view that, it is rather obscure in the community of structural/mechanical engineering. Our approach uses the finite and infinite Jordan pairs of the system’s polynomial matrix and the Laurent expansion of its inverse. In this setup, the equations of motion can also be handled effectively, and explicit formulas for the computation of the time response in the original generalized coordinate system are derived. Second, the proposed approach is extended to higher order linear differential systems and for a particular class of Apostol-Kolodner equations, see
This is motivated by the fact that systems of order higher than two may occur when second order interconnected mechanical systems are being considered. For example, a fourth order linear matrix differential equation is encountered when modelling a flexible joint robot with electric motors in the joints [41]. A good collection of such higher order problems that arise in various applications can be found in [6].

1.2. Model Formulation

In this subsection, the mathematical formulation of the linear model is introduced and discussed making the equation of motion for constrained mechanical systems a special case (see Section 5). Thereafter, our attention focuses on higher order linear dynamical systems with a possibly singular leading matrix coefficient which are described by the Eq. (1),

\[ A_q x^{(q)}(t) + A_{q-1} x^{(q-1)}(t) + A_{q-2} x^{(q-2)}(t) + \ldots + A_0 x(t) = f(t), \]  

where \( A_i \in \mathbb{R}^{n \times n}, \) \( x(t) \) and \( f(t) \) are \( n \times 1 \) vector valued piecewise - smooth distributions introduced in [51], whose initial conditions may (or may not) satisfy the admissibility constraints (see Definition 3.2). The use of piecewise - smooth distributions as the signal space for the behavior of Eq. (1) is wide enough to accommodate both functional and certain types of distributional solutions of Eq. (1). This particular framework incorporates, as a special case, the space of impulsive-smooth distributions introduced in [26] and elaborated in [23, 24, 22] and it is fully compatible with the unilateral Laplace transform discussed in [39].

As it has also been discussed in the previous subsection, such types of systems are often encountered in applications from many scientific disciplines, since they can be used to describe effectively a series of interesting phenomena. In the existing literature of higher order linear matrix differential systems with a singular leading matrix, a notable special case of such systems is the one where \( A_{q-1} = \cdots = A_1 = \mathcal{O}_{n \times n} \) and \( f(t) = \mathcal{O}_{n \times 1} \), i.e.  

\[ A_q x^{(q)}(t) = A_0 x(t), \]  

where systems given by Eq. (2) are called higher order linear matrix differential equations of Apostol-Kolodner type; see [30]. The solution of such systems has been originally studied in [3, 35] for \( q = 2 \) and later in [50, 58] for the general case of \( q > 2 \). These results have later been extended to the case of singular systems in [30, 31, 45]. Second order Apostol-Kolodner type systems \( (q = 2) \) have a significant physical interpretation, since they represent linear mechanical systems with no damping.
Instead of the generalized (pseudo) inverse theory [8], a methodology which uses matrix transformations to analyse Eq. (1) and transform the system into an equivalent state space or descriptor form has been extensively used, see [2, 43]. Indeed, in the area of electrical and control engineering, descriptor systems have been the subject of extensive research, see for instance [9, 10, 13, 38, 44]. It should be pointed out that the connection between generalized (pseudo) inverse theory and matrix transformations approach has been explored in [28, 29]. Additionally, in [30], the solution of Eq. (2) is derived through the use of the Weierstrass decomposition of the matrix pencil involved. Thus, the system is decomposed into two subsystems, the so-called slow and fast ones, which in turn can be studied separately. More specifically, the slow subsystem is expressed in state space form through a variable transformation and then solved using known results from the theory of linear systems. The fast subsystem on the other hand is shown to have only the zero solution. These results are combined and the complete solution of the system Eq. (2) is derived for consistent initial conditions. Additionally, the solution is generalised to include the impulsive behaviour of the system at time $t_0$, which is the result of non-consistent initial conditions.

The analysis of higher order systems through equivalent state space models may not always be desirable. As Antsaklis and Michel [2] comment, the transformation of the system Eq. (1) into an equivalent representation usually involves a change of the internal variables. This may be inconvenient, since it can lead to the loss of the physical meaning of the original variables.

In the present paper, we use a direct method to derive the solution of Eq. (1). Writing the system Eq. (1) as an Autoregressive (AR) representation (see [62])

$$\left( A_\rho^q + A_1 \rho + A_0 \right) x(t) = f(t), \quad (3)$$

where $\rho := d/dt$, the solution is presented through the use of the finite and infinite Jordan Pairs of the polynomial matrix $A(\rho)$ and the Laurent expansion of its inverse, as was also studied in [56, Chapter 4], [57]. The algebraic structure of polynomial matrices and the theory of Jordan pairs has been studied in the early work of [25] and later in [5, 33] and the references therein. Symbolic and numerical algorithms have also been developed for the computation of the Jordan chains of polynomial matrices in [59].

It should be noted that the analysis of linear systems using algebraic representations has also been the subject of an extensive research in the behavioral framework which was first introduced by Willems in his seminal works [61, 62, 63] and later in
Based on his approach, given as a starting point the solution space (or “behavior”) of a system, one seeks to find mathematical models to adequately represent the given trajectories. Several types of models can be employed to obtain this goal, and thus the study of their structural properties, and the possible relations between them is of a great research interest. However, it should be noted that the approach adopted in the present paper follows a rather different path. The mathematical models of constrained mechanical systems are obtained using a modification of the Udwadia and Phohomsiri [55] approach and their resulting behavior is in turn studied in terms of the structural invariants of the matrices involved in the model.

As noted above, an important advantage of the proposed approach is that variable transformations are avoided. Thus, the states of the system retain their physical meaning and the general solution of the system is written in a simple and compact matrix form. Then, using facts from the analytic computation of the matrix exponential found in [4, 11, 15, 42], different analytic formulas of the solution are presented. Additionally, it should be mentioned here that by using this method, it is easier to derive the general solution of a system exhibiting impulsive behavior, which is a result of the non-consistent initial conditions. Impulsive behavior is encountered in many physical models where abrupt changes occur in small time. These changes may happen in time that is relatively short compared to the physical progress of the system, and thus they can be considered as instantaneous. Examples include the impacts that can cause impulsive changes to the state variables and in mechanical systems that are inherently impulsive, like nanodevices [65]. Other examples are multimode systems, like mechanical linkages where the modes may relate to the activation and deactivation of different contact forces [21]. Electrical circuits with switches, like the gear shift of a motor vehicle, are also an example. In such systems, switching may lead to an instantaneous change in the state space and the occurrence of an impulse [21]. In overall, it is clear by these examples that the consistency of initial conditions and the impulsive behavior of a system should be carefully considered and not be overlooked.

On the other hand, a drawback of the method presented in this paper is that the computation of the Jordan pairs of a polynomial matrix or the Laurent expansion of its inverse is not a computationally easy task. For large scale systems with high dimensional matrices, existing algorithms may not be suitable. Yet, the analysis presented here can be combined with numerical methods for computing Jordan chains and the Smith form in [59] and [60], to derive a computationally efficient result.

The remaining of the paper is organised as follows. In Section 2, a necessary mathematical background is presented for the better understanding of the main findings. Section 3 presents the solution space of Eq. (1), considering both the cases
of inconsistent and consistent initial conditions. In Section 4, new explicit formulas for the homogeneous equation are given and additionally for the case of higher order Apostol-Kolodner systems. Section 5 contains two interesting numerical applications from the area of mechanical engineering. Section 6 concludes the paper and gives new directions for further research.

2. Mathematical Preliminaries

In this section, a necessary brief introduction of the polynomial matrix theory is presented. Specifically, results regarding the finite and infinite zero structure of polynomial matrices, which are used extensively for the computation of the general solution of the system Eq. (1) are summarized. In addition, some formulas for the matrix exponential $e^{At}$ are given, which are used to further simplify the solution of the system. We only focus on the special case where the matrix $A$ is block diagonal, since the general solution includes an exponential term of a matrix in Jordan block diagonal form.

2.1. Matrix Polynomials

Let $\mathbb{R}, \mathbb{C}$ be the field of real and complex numbers respectively, $\mathbb{R}[s]$ the ring of polynomials with coefficients from $\mathbb{R}$ and $\mathbb{R}(s)$ the field of rational functions. By $\mathbb{R}[s]^{p \times m}, \mathbb{R}(s)^{p \times m}, \mathbb{R}_{rr}(s)^{p \times m}$, we denote the sets of $p \times m$ polynomial, rational and proper rational matrices with real coefficients. For matrices $A_1, A_2, \ldots, A_n$, their direct sum is denoted by $A_1 \oplus A_2 \oplus \cdots \oplus A_n$ or by blockdiag{$A_1, A_2, \ldots, A_n$}. A square polynomial matrix is called regular if $\exists s \in \mathbb{C}$ such that $\det(A(s)) \neq 0$.

Consider a regular polynomial matrix $A(s) = A_q s^q + A_{q-1} s^{q-1} + \ldots + A_1 s + A_0$, (4) with $A_i \in \mathbb{R}^{r \times r}$ and $A_q \neq 0$.

**Definition 2.1.** [56, Sections 1.2, 3.3] A square polynomial matrix $A(s) \in \mathbb{R}[s]^{r \times r}$ is called unimodular if $\det(A(s)) = c \in \mathbb{R}, c \neq 0$ for all $s \in \mathbb{C}$. A rational matrix $A(s) \in \mathbb{R}_{rr}(s)^{r \times r}$ is called biproper if $\lim_{s \to \infty} A(s) = E \in \mathbb{R}^{r \times r}$ with $\text{rank} E = r$.

**Theorem 2.2.** [56, Section 1.3] Let $A(s)$ as in Eq. (4). There exist unimodular matrices $U_L(s) \in \mathbb{R}[s]^{r \times r}, U_R(s) \in \mathbb{R}[s]^{r \times r}$ such that

$$S_{A(s)}^C(s) = U_L(s) A(s) U_R(s) = \text{diag}(1, \ldots, 1, f_z(s), f_{z+1}(s), \ldots, f_r(s)), \quad (5)$$

with $1 \leq z \leq r$ and $f_j(s)/f_{j+1}(s) = z, z+1, \ldots, r$. $S_{A(s)}^C(s)$ is called the Smith form of $A(s)$, where $f_j(s) \in \mathbb{R}[s]$ are the invariant polynomials of $A(s)$. The zeros $\lambda_i \in \mathbb{C}$
of \( f_j(s) \), \( j = z, z + 1, \ldots, r \) are called finite zeros of \( A(s) \). Assume that \( A(s) \) has \( \ell \) distinct zeros. The partial multiplicities of each zero \( \lambda_i \in \mathbb{C} \), \( i = 1, \ldots, \ell \) satisfy

\[
0 \leq n_{i,z} \leq n_{i,z+1} \leq \ldots \leq n_{i,r},
\]

i.e.

\[
f_j(s) = (s - \lambda_i)^{n_{i,j}} \hat{f}_j(s),
\]

\( j = z, \ldots, r \) with \( \hat{f}_j(\lambda_i) \neq 0 \). The terms \( (s - \lambda_i)^{n_{i,j}} \) are called finite elementary divisors of \( A(s) \) at \( \lambda_i \). The multiplicity of each zero is \( n_i = \sum_{j=z}^{r} n_{i,j} \). Denote by \( n \) the sum of the degrees of the finite elementary divisors of \( A(s) \), i.e.

\[
n := \deg \left( \prod_{j=z}^{r} f_j(s) \right) = \sum_{i=1}^{\ell} \sum_{j=z}^{r} n_{i,j}.
\]

Similarly, we can find \( U_L(s) \in \mathbb{R}(s)^{r \times r} \), \( U_R(s) \in \mathbb{R}(s)^{r \times r} \) having no poles and zeros at \( s = \lambda_0 \) such that

\[
S_{A(s)}^{\lambda_0}(s) = U_L(s)A(s)U_R(s) = \text{diag}(1, \ldots, 1, (s - \lambda_0)^{n_z}, \ldots, (s - \lambda_0)^{n_r}),
\]

\( S_{A(s)}^{\lambda_0}(s) \) is called the local Smith form of \( A(s) \) at the point \( \lambda_0 \).

**Theorem 2.3.** [56, Section 3.3, Corollary 3.54] Let \( A(s) \) defined in Eq. (4). There exist biproper matrices \( U_L(s) \in \mathbb{R}_p^{r \times r}(s) \), \( U_R(s) \in \mathbb{R}_p^{r \times r}(s) \) such that

\[
U_L(s)A(s)U_R(s) = S_{A(s)}^{\infty}(s) = \text{diag} \left( s^{q_1}, s^{q_2}, \ldots, s^{q_u}; \frac{1}{s^{q_{u+1}}}; \frac{1}{s^{q_{u+2}}}; \ldots; \frac{1}{s^{q_r}} \right),
\]

with \( 1 \leq u \leq r \), \( q_1 \geq \ldots \geq q_u \geq 0 \) and \( q_r \geq q_{r-1} \geq \ldots q_{u+1} > 0 \). \( S_{A(s)}^{\infty}(s) \) is called the Smith form of \( A(s) \) at infinity. The first \( u \) terms \( s^{q_1}, \ldots, s^{q_u} \) (resp. the latter \( (r - u) \) terms \( s^{q_{u+1}}, \ldots, s^{q_r} \)) are the poles (resp. zeros) at \( s = \infty \) of \( A(s) \). In addition, it holds that \( q_1 = q \).

**Definition 2.4.** [56, Section 4.2.1] The dual polynomial matrix of \( A(s) \) is defined as

\[
\tilde{A}(s) := s^qA(\frac{1}{s}) = A_0 + A_1s^{q-1} + \ldots + A_q.
\]
Theorem 2.5. [56, Section 4.2.1] Let $\tilde{A}(s)$ as in (11). There exist matrices $\tilde{U}_L(s) \in \mathbb{R}(s)^{r \times r}$, $\tilde{U}_R(s) \in \mathbb{R}(s)^{r \times r}$ having no poles or zeros at $s = 0$, such that

$$S^0_{\tilde{A}(s)}(s) = \tilde{U}_L(s)\tilde{A}(s)\tilde{U}_R(s) = \text{diag}(s^{\mu_1}, \ldots, s^{\mu_r}).$$

(12)

$S^0_{\tilde{A}(s)}(s)$ is the local Smith form of $\tilde{A}(s)$ at $s = 0$. The terms $s^{\mu_j}$ are the finite elementary divisors of $\tilde{A}(s)$ at zero and are called the infinite elementary divisors (i.e.d.) of $A(s)$.

The connection between the Smith form at infinity of $A(s)$ and the Smith form at zero of the dual matrix is given in [27], [56, Section 4.2.1]:

$$S^0_{\tilde{A}(s)}(s) = \text{diag} \left( 1, s^{q_1}, \ldots, s^{q_u}, s^{q+q_{u+1}}, \ldots, s^{q+q_r} \right) = \text{diag}(s^{\mu_1}, s^{\mu_2}, \ldots, s^{\mu_r}),$$

(13)

where by i.p.e.d. and i.z.e.d. we denote the infinite pole and infinite zero elementary divisors respectively. From the above formula it is seen that the orders of the infinite elementary divisors of $A(s)$ are given by

$$\mu_1 = q - q_1, \quad \mu_j = q - q_j \quad j = 2, 3, \ldots, u,$$

$$\mu_j = q + q_j \quad j = u + 1, \ldots, r.$$  

(14)

We denote by $\bar{\mu}$ the sum of the degrees of the infinite elementary divisors of $A(s)$ i.e.

$$\bar{\mu} := \sum_{j=1}^{r} \mu_j.$$  

(15)

Theorem 2.6. [12], [25, Chapter 7] Let $(C_i \in \mathbb{R}^{r \times n_i}, J_i \in \mathbb{R}^{n_i \times n_i})$ be a matrix pair, where $J_i$ is a Jordan matrix corresponding to the zero $\lambda_i$. This pair is a Jordan Pair of $A(s)$ corresponding to $\lambda_i$ if and only if it satisfies

- $\det A(s)$ has a zero $\lambda_i$ of multiplicity $n_i$.
- $\text{rank} \left( C_i^T \quad (C_i J_i)^T \quad \ldots \quad (C_i J_{i}^{q-1})^T \right)^T = n_i$.
- $\sum_{i=0}^{q} A_i C_i J_i^i = 0$. 
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Taking a Jordan Pair for every zero \( \lambda_i \) of \( A(s) \) we define a Finite Jordan Pair of \( A(s) \) as

\[
C = (C_1 \cdots C_\ell) \in \mathbb{R}^{r \times n}, \quad J = J_1 \oplus \cdots \oplus J_\ell \in \mathbb{R}^{n \times n}.
\]

Similarly, let \( \bar{C}_\infty \in \mathbb{R}^{r \times \bar{\mu}}, \bar{J}_\infty \in \mathbb{R}^{\bar{\mu} \times \bar{\mu}} \) be a matrix pair, where \( \bar{J}_\infty \) is a Jordan matrix corresponding to the zero \( \lambda_i = 0 \). This pair is an Infinite Jordan Pair of \( A(s) \) if and only if it satisfies

- \( \det \bar{A}(s) \) has a zero at \( \lambda = 0 \) of multiplicity \( \bar{\mu} \).
- \( \text{rank} \left( \bar{C}_\infty^T (\bar{C}_\infty \bar{J}_\infty)^T \cdots (\bar{C}_\infty \bar{J}_\infty^{-1})^T \right)^T = \bar{\mu} \).
- \( \sum_{i=0}^{q} A_{i} \bar{C}_{\infty} \bar{J}_{\infty}^{-i} = 0 \).

The infinite Jordan Pair of \( A(s) \) can be constructed by taking a Jordan Pair \( (\bar{C}_{\infty,j} \in \mathbb{R}^{r \times \bar{\mu}_j}, \bar{J}_{\infty,j} \in \mathbb{R}^{\bar{\mu}_j \times \bar{\mu}_j}) \) for different algebraic multiplicities of the zero \( \tilde{\lambda}_i = 0 \) of \( \tilde{A}(s) \) and combining them as

\[
\bar{C}_\infty = (C_{\infty,1} \cdots C_{\infty,r}) \in \mathbb{R}^{r \times \bar{\mu}}, \quad \bar{J}_\infty = J_{\infty,1} \oplus \cdots \oplus J_{\infty,r} \in \mathbb{R}^{\bar{\mu} \times \bar{\mu}}.
\]

A method for constructing the Jordan Pairs of a polynomial matrix is given in [25, 34].

**Lemma 2.7.** [56, Section 4.2.3] The Laurent expansion of \( A(s)^{-1} \) at infinity is given by

\[
A(s)^{-1} = H_{\text{pol}}(s) + H_{sp}(s) = H_{q_r} s^{q_r} + \cdots + H_1 s + H_0 + H_{-1} s^{-1} + H_{-2} s^{-2} + \ldots,
\]

where \( H_{\text{pol}}(s), H_{sp}(s) \) denote the polynomial and the strictly proper part of \( A(s)^{-1} \), and \( q_r \) is the maximum order amongst the orders of zeros at infinity of \( A(s) \) in Eq. (10).

**Theorem 2.8.** [56, Section 4.2.3] The inverse of \( A(s) \) can be decomposed as

\[
A(s)^{-1} = C(sI_n - J)^{-1} B_F + C_{\infty}(I_\mu - sJ_{\infty})^{-1} B_{\infty},
\]

where the matrix triple \( (C, J, B_F) \) and \( (C_{\infty}, J_{\infty}, B_{\infty}) \) are the minimal realizations of the strictly proper and polynomial parts of \( A(s)^{-1} \) respectively, given by

\[
H_{sp}(s) = C(sI_n - J)^{-1} B_F
\]
and
\[ s^{-1}H_{\text{pol}}(s^{-1}) = C_\infty(sI_\mu - J_\infty)^{-1}B_\infty \]  
(21)
or equivalently
\[ H_{\text{pol}}(s) = C_\infty(I_\mu - sJ_\infty)^{-1}B_\infty \]  
(22)
with \( C \in \mathbb{R}^{r \times n}, \ J \in \mathbb{R}^{n \times n} \) as in Eq. (16), \( B \in \mathbb{R}^{n \times r}, \ C_\infty \in \mathbb{R}^{r \times \mu}, \ J_\infty \in \mathbb{R}^{\mu \times \mu}, \ B_\infty \in \mathbb{R}^{\mu \times r}, \) where
\[ J_\infty = J_{\infty,r} \oplus J_{\infty,r-1} \oplus \cdots \oplus J_{\infty,u+1}, \]  
(23)
and \( J_{\infty,i} \) are nilpotent matrices of the form
\[ J_{\infty,i} = \begin{pmatrix} 0 & 1 & \cdots & 0 \\ 0 & 0 & \cdots & \vdots \\ 0 & 0 & \cdots & 1 \\ 0 & 0 & \cdots & 0 \end{pmatrix} \in \mathbb{R}^{(\hat{q}_i+1) \times (\hat{q}_i+1)}, \ i = u + 1, ..., r, \]  
(24)
and \( \mu = \sum_{i=u+1}^{\hat{q}_r} (\hat{q}_i + 1) \). It holds that
\[ (sI_n - J)^{-1} = s^{-1}I + s^{-2}J + s^{-3}J^2 + \ldots \]  
(25)
\[ (I_\mu - sJ_\infty)^{-1} = I + sJ_\infty + s^2J_\infty^2 + \ldots + s^{\hat{q}_r}J_\infty^{\hat{q}_r}. \]  
(26)

By equating the coefficients of the powers of \( s^i \) of the last two expressions for \( A(s)^{-1} \), we get
\[ H_i = C_\infty J_{i,r}^i B_\infty, \quad i = 0, 1, 2, ..., \hat{q}_r \]  
(27a)
\[ H_{-i} = CJ_{i}^{i-1}B, \quad i = 1, 2, \ldots \]  
(27b)

**Lemma 2.9.** [56, Theorem 4.50] The coefficients of \( A(s) \) and \( A(s)^{-1} \) satisfy the following system of equations:
\[ H_{i-q}A_q + \ldots + H_iA_0 = \delta_iI_r, \]  
(28)
where \( H_i = 0 \) for \( i > \hat{q}_r \) and \( \delta_i = 0 \), for \( i \neq 0 \) and \( \delta_0 = 1 \). In particular, the first
\[ q + \hat{q}_r \] above equations can be written in matrix form as

\[
\begin{pmatrix}
H_{\hat{q}_r} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
H_{\hat{q}_r-(q-1)} & \cdots & H_{\hat{q}_r} \\
\end{pmatrix}
\begin{pmatrix}
A_q & \cdots & 0 \\
\vdots & \ddots & \vdots \\
A_1 & \cdots & A_q \\
\end{pmatrix}
= -\begin{pmatrix}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0 \\
\end{pmatrix}
\begin{pmatrix}
A_0 & \cdots & A_{q-1} \\
\vdots & \ddots & \vdots \\
0 & \cdots & A_0 \\
\end{pmatrix}. \quad (29)
\]

**Remark 2.10.** The fundamental matrix sequence \( H_i \) can be effectively computed using the technique proposed in Fragulis et al. [18].

### 2.2. Exponential Matrices

Consider a matrix \( J_i \) in Jordan form, corresponding to the zero \( \lambda_i \), i.e.

\[
J_i = \begin{pmatrix}
\lambda_i & 1 & \cdots & 0 \\
0 & \lambda_i & \ddots & \vdots \\
\vdots & \ddots & \ddots & 1 \\
0 & \cdots & 0 & \lambda_i \\
\end{pmatrix} \in \mathbb{R}^{n_i \times n_i}. \quad (30)
\]

**Lemma 2.11.** [11, Lemma 2] Let \( J_i \in \mathbb{R}^{n_i \times n_i} \) be a Jordan matrix corresponding to the zero \( \lambda_i \). Then

\[
e^{\lambda_i t} = G_i(t), \quad (31)
\]

where \( G_i(t) \) is the \( n_i \times n_i \) matrix function

\[
G_i(t) := e^{J_i t} = e^{\lambda_i t} = e^{\lambda_i t} = \begin{pmatrix}
1 & t & t^2/2 & \cdots & t^{n_i-1}/(n_i-1)! \\
0 & 1 & t & \cdots & t^{n_i-2}/(n_i-2)! \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & \cdots & 1 \\
\end{pmatrix}, \quad (32)
\]

whose elements can be written in compact form as

\[
g_{kj}(t) = \begin{cases}
  e^{\lambda_i t} \frac{t^{j-k}}{(j-k)!} & 1 \leq k \leq j \leq n_i, \\
  0 & \text{otherwise}.
\end{cases} \quad (33)
\]
Another useful formula for the matrix exponential that we exploit is the following.

**Lemma 2.12.** [11, Lemma 4] Let \( J \) be a matrix in Jordan canonical form with \( \ell \) distinct eigenvalues \( \lambda_1, \ldots, \lambda_\ell \) and \( M_J(s) = \prod_{i=1}^{\ell} (s - \lambda_i)^{m_i} \) be its minimal polynomial. Then,

\[
e^{Jt} = \sum_{k=0}^{m-1} J^k f_k(t), \tag{34}
\]

where the functions \( f_k(t) \) satisfy the following equations

\[
\sum_{k=i}^{m-1} \binom{k}{i} \lambda_i^{k-i} f_k(t) = \frac{t^i}{i!} e^{\lambda_i t}, \tag{35}
\]

with \( j = 1, \ldots, \ell, \ i = 0, \ldots, m_j - 1 \) and \( \sum_{i=1}^{\ell} m_i = m = \deg M_J(s) \).

Finally, a formula for the analytic computation of the exponential function of a Jordan matrix, similar to the one in Lemma 2.12, but more detailed is the following.

**Lemma 2.13.** [4, Theorem 1] Let \( J \) be a matrix in Jordan canonical form with \( \ell \) distinct eigenvalues \( \lambda_1, \ldots, \lambda_\ell \) and \( M_J(s) = \prod_{i=1}^{\ell} (s - \lambda_i)^{m_i} \) be its minimal polynomial. Then,

\[
e^{Jt} = \bigoplus_{i=1}^{\ell} \left( \sum_{j=0}^{m_j-1} f_{ij}(t) J_i^j \right), \tag{36}
\]

where

\[
f_{ij}(t) = \frac{e^{\lambda_{ij} t}}{j!} \left( \sum_{n=j}^{m_j-1} \frac{(-1)^{n-j}}{(n-j)!} \lambda_i^{n-j} t^n \right), \tag{37}
\]

with \( j = 1, \ldots, \ell, \ i = 0, \ldots, m_j - 1 \) and \( \sum_{i=1}^{\ell} m_i = m = \deg M_J(s) \).

In case where the matrix \( J_i \) has complex eigenvalues \( \lambda_i = a \pm bi \), with multiplicity \( 2m_i \), its Jordan form is (see [46])

\[
J_i = \begin{pmatrix}
D & I_2 & 0 & \cdots & 0 \\
0 & D & I_2 & \cdots & 0 \\
& & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & D & I_2 \\
0 & \cdots & \cdots & \cdots & D
\end{pmatrix} \in \mathbb{R}^{2m_i \times 2m_i}, \tag{38}
\]
where
\[ D = \begin{pmatrix} a & b \\ -b & a \end{pmatrix}, \tag{39} \]
and the exponential of this matrix is given by
\[
e^{Jt} = e^{at} \begin{pmatrix} M & Mt & Mt^2 & \cdots & M \frac{t^{m_i-1}}{(m_i-1)!} \\ 0 & M & Mt & \cdots & M \frac{t^{m_i-2}}{(m_i-2)!} \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & \cdots & M \\ \end{pmatrix}, \tag{40} \]
where
\[ M = e^{Dt} = \begin{pmatrix} \cos(bt) & \sin(bt) \\ -\sin(bt) & \cos(bt) \end{pmatrix}. \tag{41} \]

3. Time Domain Solution

In the present section, the solution of Eq. (1) is analytically presented. First, the system is studied without making any assumption about the consistency of the initial conditions. As it was mentioned in the introduction, non consistency of initial conditions gives rise to impulsive terms in the behavior of the system, a phenomenon that is encountered in many physical systems. In subsection 3.2, we restrict our attention to the case of consistent initial conditions and give a formula for the impulse free solution.

3.1. Arbitrary Initial Conditions

Considering again the system Eq. (1) (or (3)), we take the following results, as a derivation and an assemble of the results in [56] and later in [19, 57] and [32].

**Theorem 3.1.** The general solution of Eq. (1) (or (3)) is given by
\[
x(t) = Ce^{Jt}x_s(0) + \int_0^t Ce^{J(t-\tau)}B_F f(\tau)d\tau + \sum_{i=0}^{\hat{q}_r} C_{\infty}J_i^{\hat{q}_r-1}B_{\infty}f^{(i)}(t) - \sum_{i=0}^{\hat{q}_r-1} \delta^{(i)}(t)C_{\infty}J_i^{\hat{q}_r-1}x_f(0) + f_{imp}(t), \tag{42} \]
where \( \delta(t), \delta'(t), ... \) denotes the Dirac \( \delta \)-distribution and its (distributional) derivatives.

**Proof.** Let \( X(s) = \int_0^\infty x(t)e^{-st}dt \) and \( F(s) = \int_0^\infty f(t)e^{-st}dt \) denote the unilateral Laplace transform of \( x(t) \) and \( f(t) \), respectively (see [39, 51]). Taking the Laplace transform of Eq. (1), we get

\[
L\{ A(p)x(t) \} = L\{ f(t) \} \Rightarrow A(s)X(s) - X_{in}(s) = F(s),
\]

where \( X_{in}(s) \) is the initial conditions vector

\[
X_{in}(s) = \begin{pmatrix} A_q & \cdots & 0 \\ \vdots & \ddots & \vdots \\ A_1 & \cdots & A_q \end{pmatrix} \begin{pmatrix} x(0^-) \\ \vdots \\ x(q-1)(0^-) \end{pmatrix}. \tag{47}
\]

Now, going back to Eq. (46), we have

\[
A(s)X(s) = X_{in}(s) + F(s) \Rightarrow X(s) = A(s)^{-1}X_{in}(s) + A(s)^{-1}F(s). \tag{48}
\]

So the system can be decomposed into its free response \( x_{hom}(t) = L^{-1}\{X_{hom}(s)\} \) which is the response of the homogeneous system and is connected to the initial conditions of \( x(t) \) and its dynamic response \( x_{dynamic}(t) = L^{-1}\{X_{dynamic}(s)\} \) which is the response of the system due to its input \( f(t) \). We shall examine these two terms separately. Regarding the homogeneous solution of the system we have

\[
X_{hom}(s) = A(s)^{-1}X_{in}(s) = (H_{q^r} s^{q^r} + \cdots + H_0 + H_{-1} s^{-1} + \cdots)X_{in}(s). \tag{49}
\]
After some matrix simplifications, taking into account Eq. (29), the above formula can be decomposed into its polynomial and rational parts

\[ X_{\text{hom}}(s) = - \left( s^{q_r - 1} I_r \ldots I_r \right) \left( \begin{array}{ccc} H_{q_r} & \ldots & 0 \\
 & \ddots & \vdots \\
 \vdots & \ddots & \vdots \\
 H_{q_r - (q_r - 1)} & \ldots & H_{q_r} \end{array} \right) \left( \begin{array}{c} A_0 \ldots A_{q-1} \\
 \vdots \quad \ddots \quad \vdots \\
 0 \ldots A_0 \end{array} \right) \left( \begin{array}{c} x(0^-) \\
 \vdots \\
 x^{(q-1)(0^-)} \end{array} \right) \]

\[ + \left( s^{-1} I_r \ldots \right) \left( \begin{array}{ccc} H_{-q} & \ldots & H_{-1} \\
 H_{-q-1} & \ldots & H_{-2} \\
 \vdots & \ddots & \vdots \\
 A_1 & \ldots & A_q \end{array} \right) \left( \begin{array}{c} x(0^-) \\
 \vdots \\
 x^{(q-1)(0^-)} \end{array} \right). \]  

(50)

It is obvious that by taking the inverse Laplace Transform, the polynomial part \( X_{\text{hom}}^{\text{pol}}(s) \) of \( X_{\text{hom}}(s) \) gives rise to the impulsive behavior of the system. If however the initial conditions \( x(0^-), x^{(1)}(0^-), \ldots, x^{(q-1)}(0^-) \) satisfy Eq. (3) it is shown in [56, Section 4.2.4] that the polynomial part of \( X_{\text{hom}}(s) \) is equal to zero, thus the system has no impulsive solutions. In the general case though, we consider \( X_{\text{hom}}^{\text{pol}}(s) \neq 0 \). Taking the inverse Laplace Transform of the above equation, using Eqs. (27a) and (27b), after some simplifications (see [56, Section 4.2]), the general solution of Eq. (1) is given by:

\[ x_{\text{hom}}(t) = C e^{J t} x_s(0) - C_\infty (\delta(t) J_\infty + \delta'(t) J_\infty + \ldots + \delta^{(q_r-1)}(t) J^{q_r}_\infty) x_f(0). \]  

(51)

Now regarding the second part of Eq. (48), \( X_{\text{dynamic}}(s) \), we have

\[ X_{\text{dynamic}}(s) = A(s)^{-1} F(s) \Rightarrow X_{\text{dynamic}}(s) = C(s I_n - J)^{-1} B_F F(s) + C_\infty (I_\mu - s J_\infty)^{-1} B_\infty F(s). \]

Making use of the properties of the Laplace Transform

\[ L^{-1}\{(s I - J)^{-1}\} = e^{J t} \]  

(52)

and

\[ L^{-1}\{F(s) G(s)\} = \int_0^t f(t - \tau) g(\tau) d\tau, \]  

(53)

we get

\[ L^{-1}\{C(s I_n - J)^{-1} B_F F(s)\} = \int_0^t C e^{J(t-\tau)} B_F f(\tau) d\tau. \]  

(54)
On the other hand, from
\[ L\{f(t)\} = F(s), \]
\[ L\{f^{(1)}(t)\} = sF(s) - f(0^-), \]
\[ \vdots \]
\[ L\{f^{(q)}(t)\} = s^qF(s) - s^{q-1}f(0^-) - \ldots - f^{(q-1)}(0^-), \]
we get
\[ L^{-1}\{C_\infty(I_\mu - sJ_\infty)^{-1}B_\infty F(s)\} = \]
\[ = L^{-1}\{C_\infty(I + sJ_\infty + s^2J_\infty^2 + \ldots + s^{\hat{q}_r}J_\infty^{\hat{q}_r})B_\infty F(s)\} = \]
\[ = L^{-1}\{C_\infty B_\infty F(s) + C_\infty J_\infty B_\infty(sF(s) - f(0^-)) + \]
\[ \ldots + C_\infty J_\infty^{\hat{q}_r}B_\infty (s^{\hat{q}_r}F(s) - s^{\hat{q}_r-1}f(0^-) - \ldots - f^{(\hat{q}_r-1)}(0^-)) + \]
\[ + (s^{\hat{q}_r-1}I_r \ldots I_r) \begin{pmatrix} H_{\hat{q}_r} \\ \vdots \\ H_1 \end{pmatrix} \begin{pmatrix} f(0) \\ \vdots \\ f^{(\hat{q}_r-1)}(0^-) \end{pmatrix} \]
\[ = \sum_{i=0}^{\hat{q}_r} C_\infty J_\infty^i B_\infty f^{(i)}(t) + (\delta^{(\hat{q}_r-1)}(t)I_r \ldots \delta(t)I_r) \begin{pmatrix} H_{\hat{q}_r} \\ \vdots \\ H_1 \end{pmatrix} \begin{pmatrix} f(0) \\ \vdots \\ f^{(\hat{q}_r-1)}(0^-) \end{pmatrix}. \tag{56} \]

So overall, the dynamic response of the system is
\[ x_{\text{dynamic}}(t) = \int_0^t e^{J(t-\tau)}B_F f(\tau) d\tau + \sum_{i=0}^{\hat{q}_r} C_\infty J_\infty^i B_\infty f^{(i)}(t) + \]
\[ + (\delta^{(\hat{q}_r-1)}(t)I_r \ldots \delta(t)I_r) \begin{pmatrix} H_{\hat{q}_r} \\ \vdots \\ H_1 \end{pmatrix} \begin{pmatrix} f(0) \\ \vdots \\ f^{(\hat{q}_r-1)}(0^-) \end{pmatrix}. \tag{57} \]

Combining all the equations above, the general solution Eq. (42) is derived. \( \square \)

3.2. Consistent Initial Conditions

In the following, we continue with the analysis of system Eq. (3) under the assumption of consistent (or admissible) initial conditions.

**Definition 3.2.** [56] The set of all initial conditions \( x(0^-), x^{(1)}(0^-), \ldots, x^{(q-1)}(0^-) \) and \( f(0^-), \ldots, f^{(\hat{q}_r-1)}(0^-) \) that give rise to smooth functional solutions (equivalently impulse free) of the system (3) is called the set of Admissible Initial Conditions and is denoted by \( \mathcal{H}_{\text{ia}} \).
In accordance to [32], we conclude to the following result.

**Theorem 3.3.** The set of all \( \mathcal{H}_{iu} \) is given by

\[
\mathcal{H}_{iu} = \left\{ x^{(i)}(0^-), i = 0, \ldots, q - 1, \ f^{(i)}(0^-), i = 0, \ldots, \hat{q}_r - 1 : \right. \\
\left. \sum_{i=k}^{\hat{q}_r} H_i \left( f^{(i-k)}(0^-) - \sum_{j=0}^{q-i+k-1} A_j x^{(i+j-k)}(0^-) \right) = 0, k = 1, 2, \ldots, \hat{q}_r \right\}.
\]

(58)

**Proof.** This equation is directly obtained by taking the impulsive part of the general solution Eq. (42) and equating it to the zero vector. \( \square \)

Under the assumption of consistent initial conditions, the impulsive terms in Eq. (42) reduce to zero, so we conclude to the following theorem.

**Theorem 3.4.** The general solution of Eq. (4) for consistent initial conditions is given by

\[
x(t) = C e^{Jt} x_s(0) + \int_0^t C e^{J(t-\tau)} B_F f(\tau) d\tau + \sum_{i=0}^{\hat{q}_r} C_\infty J_\infty B_\infty f^{(i)}(t). \quad (59)
\]

It is obvious that the solution Eq. (59) of Eq. (4) depends on the finite and infinite Jordan pairs of the polynomial matrix \( A(\rho) \) and also the matrices \( B_F, B_\infty \).

What must be noted though is that the absence of impulsive solutions for \( x(t) \) at \( t = 0 \) does not imply its continuity too. So a system without impulsive solution may still have \( x(0^+) \neq x(0^-) \). The conditions under which \( x^{(i)}(0^+) = x^{(i)}(0^-), \ i = 0, \ldots, q - 1 \) were studied in [57] for the homogeneous case only. An extension of this result for the nonhomogeneous system is given in the following theorem.

**Theorem 3.5.** If condition

\[
\begin{pmatrix}
H_0 & \cdots & H_{q-1} \\
\vdots & \ddots & \vdots \\
H_{-q+1} & \cdots & H_0
\end{pmatrix} \\
A_0 & \cdots & A_{q-1}
\end{pmatrix}
\begin{pmatrix}
x(0^-) \\
\vdots \\
x^{(q-1)}(0^-)
\end{pmatrix} = \\
\begin{pmatrix}
H_0 & \cdots & H_{\hat{q}_r} \\
\vdots & \ddots & \vdots \\
H_0 & \cdots & H_{\hat{q}_r}
\end{pmatrix}
\begin{pmatrix}
f(0^+) \\
\vdots \\
f^{(q+\hat{q}_r-1)}(0^+)
\end{pmatrix}
\]

(60)

is satisfied, then the solution \( x(t) \) of Eq. (1) and its derivatives \( x^{(1)}(t), \ldots, x^{(q-1)}(t) \) will be continuous at \( t = 0 \).
**Proof.** Assume Eq. (60) holds. Taking into account Eq. (28), it can be easily verified that

\[
\begin{pmatrix}
H_{-q} & \cdots & H_{-1} \\
\vdots & \ddots & \vdots \\
H_{-2q-1} & \cdots & H_{-q}
\end{pmatrix}
\begin{pmatrix}
A_q & \cdots & 0 \\
\vdots & \ddots & \vdots \\
A_1 & \cdots & A_q
\end{pmatrix}
+ \begin{pmatrix}
H_0 & \cdots & H_{q-1} \\
\vdots & \ddots & \vdots \\
H_{-q+1} & \cdots & H_0
\end{pmatrix}
\begin{pmatrix}
A_0 & \cdots & A_{q-1} \\
\vdots & \ddots & \vdots \\
A_0 & \cdots & A_0
\end{pmatrix}
= I_{rq}
\]

(61)

Taking Eq. (59) for \( t = 0^+ \), and its derivatives up to \( (q-1) \), since \( \delta(t) = \ldots = \delta^{(q-1)}(t) = 0 \) for \( t = 0^+ \), we have

\[
\begin{pmatrix}
x(0^+) \\
\vdots \\
x(q-1)(0^+)
\end{pmatrix}
= \begin{pmatrix}
C \\
\vdots \\
C J^{q-1}
\end{pmatrix}
+ \begin{pmatrix}
C_{\infty} B_{\infty} & \cdots & C_{\infty} J_{\infty}^q B_{\infty} \\
\vdots & \ddots & \vdots \\
C_{\infty} B_{\infty} & \cdots & J_{\infty}^q B_{\infty}
\end{pmatrix}
\begin{pmatrix}
f(0^+) \\
\vdots \\
f(0^+) + \delta^{(q-1)}(0^+)
\end{pmatrix}
\]

(62)

Substituting \( x_s(0) \), making use of Eqs. (27a) and (27b), (62) becomes

\[
\begin{pmatrix}
x(0^+) \\
\vdots \\
x(q-1)(0^+)
\end{pmatrix}
= \begin{pmatrix}
H_{-q} & \cdots & H_{-1} \\
\vdots & \ddots & \vdots \\
H_{-2q-1} & \cdots & H_{-q}
\end{pmatrix}
\begin{pmatrix}
A_q & \cdots & 0 \\
\vdots & \ddots & \vdots \\
A_1 & \cdots & A_q
\end{pmatrix}
\begin{pmatrix}
x(0^-) \\
\vdots \\
x(q-1)(0^-)
\end{pmatrix}
+ \begin{pmatrix}
H_0 & \cdots & H_{\hat{q}_r} \\
\vdots & \ddots & \vdots \\
H_0 & \cdots & H_{\hat{q}_r}
\end{pmatrix}
\begin{pmatrix}
f(0^+) \\
\vdots \\
f(0^+) + \delta^{(q-1)}(0^+)
\end{pmatrix}
\]

(63)

Taking into account Eq. (61), the above equation takes the form

\[
\begin{pmatrix}
x(0^+) \\
\vdots \\
x(q-1)(0^+)
\end{pmatrix}
= \begin{pmatrix}
x(0^-) \\
\vdots \\
x(q-1)(0^-)
\end{pmatrix}
- \begin{pmatrix}
H_0 & \cdots & H_{q-1} \\
\vdots & \ddots & \vdots \\
H_{-q+1} & \cdots & H_0
\end{pmatrix}
\begin{pmatrix}
A_0 & \cdots & A_{q-1} \\
\vdots & \ddots & \vdots \\
A_0 & \cdots & A_0
\end{pmatrix}
\begin{pmatrix}
x(0^-) \\
\vdots \\
x(q-1)(0^-)
\end{pmatrix}
+ \begin{pmatrix}
H_0 & \cdots & H_{\hat{q}_r} \\
\vdots & \ddots & \vdots \\
H_0 & \cdots & H_{\hat{q}_r}
\end{pmatrix}
\begin{pmatrix}
f(0^+) \\
\vdots \\
f(0^+) + \delta^{(q-1)}(0^+)
\end{pmatrix}
\]

(64)

Now, in view of Eq. (60), the last two terms of Eq. (64) vanish, hence the solution \( x(t) \) of Eq. (1), and its derivatives \( x(1)(t), \ldots, x(q-1)(t) \) are continuous at \( t = 0 \).
4. Special Case: Apostol - Kolodner Matrix Differential Equation

4.1. Explicit Formulas

In the case where the system has no input, it is easily seen from Eq. (59) that the solution of the homogeneous Eq. (1) under consistent initial conditions is given by

\[ x(t) = C e^{J t} x_s(0). \tag{65} \]

In this case, in order to construct the solution of the system, only the knowledge of the finite Jordan pair \((C, J)\) of \(A(\rho)\) and \(B_F\) is required. Computation of the infinite Jordan pairs is not necessary. Thus, one can make use of the fact that the strictly proper part of the matrix \(A(\rho)^{-1}\) is equal to

\[ A(\rho)^{-1}_{sp} = C(\rho I - J)^{-1} B_F. \tag{66} \]

and so, the above equation can be used to compute \(B_F\). So the computation of the infinite Jordan pair \((C_\infty, J_\infty)\) can be completely omitted. Now, since the matrices \((C, J)\) constitute the finite Jordan pair of \(A(s)\), they have the following form

\[ C = [C_1, C_2, \ldots, C_\ell], \quad J = J_1 \oplus \cdots \oplus J_\ell, \tag{67} \]

where \(C_i \in \mathbb{R}^{n_i \times n_i},\ J_i \in \mathbb{R}^{n_i \times n_i}\) and \(\ell\) are the distinct finite zeros \(\lambda_i, i = 1, \ldots, \ell\) of \(A(\rho)\) with \(n_i = \sum_{j=z}^{r} n_{i,j}\).

In the special case where the matrix \(A(s)\) has \(2m\) distinct pairs of complex conjugate zeros and \(k\) distinct real zeros, such that \(k + 2m = \ell\), then the pair \((C, J)\) is partitioned as

\[ C = [C_1, \ldots, C_k, C_{k+1}, \ldots, C_{k+m}], \quad J = J_1 \oplus \cdots J_k \oplus J_{k+1} \oplus \cdots J_{k+m}, \tag{68} \]

where \(J_1, \ldots, J_k\) are in the form Eq. (30) and \(J_{k+1}, \ldots, J_{k+m}\) are in the form Eq. (38). Here we assumed, without loss of generality, that the first \(k\) zeros are real and the latter \(2m\) are complex.

Using this partition, we can derive the following corollaries.

**Corollary 4.1.** The general solution Eq. (65) of the homogeneous Eq. (1) is given by

\[ x(t) = \bigoplus_{i=1}^{\ell} C_i e^{J_i t} x_s(0). \tag{69} \]

Using the three different formulas for the matrix exponential presented in Lemmas 2.11, 2.12 and 2.13, we can derive new analytic expressions for the solution of the homogeneous Eq. (1), given in the following three corollaries respectively.
Corollary 4.2. Using the notation of Lemma 2.11, the general solution of the homogeneous Eq. (1) can be rewritten as

\[ x(t) = \bigoplus_{i=1}^{\ell} \bigoplus_{j=1}^{n_i} C_i G_i(t)x_s(0), \]  

(70)

Corollary 4.3. Using the notation of Lemma 2.12, the general solution of the homogeneous Eq. (1) can be rewritten as

\[ x(t) = \sum_{k=0}^{m-1} C J^k f_k(t)x_s(0), \]  

(71)

where \( f_k(t) \)'s satisfy Eq. (35).

Corollary 4.4. Using the notation of Lemma 2.13, the general solution of the homogeneous Eq. (1) can be rewritten as

\[ x(t) = \bigoplus_{i=1}^{\ell} \left( C_i \sum_{j=0}^{m_i-1} f_{ij}(t) J^j i \right) x_s(0), \]  

(72)

where \( f_{ij}(t) \) satisfy Eq. (37).

4.2. Apostol-Kolodner type

For the special case of Higher order Apostol-Kolodner differential equations

\[ F x^{(q)}(t) = G x(t), \]  

(73)

or equivalently

\[ (A_q \rho^q - A_0)x(t) = 0, \]  

(74)

where \( A_q = F \) and \( A_0 = G \), the solution formulas are the same. The only difference is the initial condition vectors. Since for these type of systems we have \( A_{q-1} = \cdots = A_1 = 0 \), \( x_s(0) \) and \( x_f(0) \) become

\[ x_s(0) = \begin{pmatrix} x(0^-) \\ \vdots \\ x^{(q-1)}(0^-) \end{pmatrix}, \]  

(75)

\[ x_f(0) = \begin{pmatrix} x(0^-) \\ \vdots \\ x^{(q-1)}(0^-) \end{pmatrix}. \]  

(76)

See also [30] for necessary comparison.
5. Applications to Mechanical Engineering

5.1. 2-DOF Mass Spring Systems

Consider as in [55], a system with two masses \( m_1 \) and \( m_2 \), connected with springs with stiffness coefficients \( k_1 \) and \( k_2 \), shown in Figure 1. The system is decomposed into two separate sub-systems, connected by the constraint \( q_1 = x_1 + d \), where \( d \) is the length of mass \( m_1 \), as shown in Figure 2. The equations of the unconstrained system are

\[
\begin{bmatrix}
    m_1 & 0 & 0 \\
    0 & m_2 & m_2 \\
    0 & m_2 & m_2
\end{bmatrix}
\begin{bmatrix}
    \ddot{x}_1 \\
    \dot{q}_1 \\
    \dot{q}_2
\end{bmatrix}
= \begin{bmatrix}
    -k_1 & 0 & 0 \\
    0 & 0 & 0 \\
    0 & 0 & -k_2
\end{bmatrix}
\begin{bmatrix}
    \ddot{x}_1 \\
    q_1 \\
    \dot{q}_2
\end{bmatrix}
= \begin{bmatrix}
    -k_1 \ddot{x}_1 \\
    0 \\
    -k_2 \dot{q}_2
\end{bmatrix},
\]

(77)

where \( \ddot{x}_1 = x_1 - l_{1.0} \) and \( \ddot{q}_2 = q_2 - l_{2.0} \) and \( l_{1.0}, l_{2.0} \) are the unstretched lengths of the springs \( k_1 \) and \( k_2 \). The connection between the two subsystems is given by the constraint

\[
\begin{bmatrix}
    1 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
    \ddot{x}_1 \\
    \dot{q}_1 \\
    \dot{q}_2
\end{bmatrix} = 0.
\]

(78)

It was shown in [55] that the above system has a unique equation of motion if and only if the matrix \( (M^T \ A^T)^T \) has full rank \( n \). This holds true for \( m_1, m_2 > 0 \).
Furthermore, an explicit equation for the acceleration of the system is given through the use of Moore-Penrose matrices. In contrast to that method, we shall implement the procedure proposed in [1], to derive the constrained equations of motion of the system in the form

\[ \ddot{M} \dot{q}(t) = \ddot{K} q(t), \]  
(79)

where

\[ \ddot{M} = \begin{pmatrix} V^T M \\ A \end{pmatrix}, \quad \ddot{K} = \begin{pmatrix} V^T K \\ 0 \end{pmatrix} \]  
(80)

and \( V \) is a matrix whose columns form a basis of \( A \). The matrix \( V \) is

\[ V = \begin{pmatrix} 0 & 1 \\ 0 & 1 \\ 1 & 0 \end{pmatrix}, \]  
(81)

and the constrained equations of motion are

\[ \begin{pmatrix} 0 & m_2 & m_2 \\ m_1 & m_2 & m_2 \\ 1 & -1 & 0 \end{pmatrix} \begin{pmatrix} \ddot{x}_1 \\ \dot{q}_1 \\ \dot{q}_2 \end{pmatrix} = \begin{pmatrix} 0 & 0 & -k_2 \\ -k_1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \ddot{x}_1 \\ \dot{q}_1 \\ \dot{q}_2 \end{pmatrix}. \]  
(82)
Since the matrix \( \bar{M} \) is invertible for \( m_1, m_2 > 0 \), the above equations can be written as

\[
\begin{pmatrix}
\ddot{x}_1 \\
\dot{q}_1 \\
\ddot{q}_2
\end{pmatrix} = \begin{pmatrix}
\frac{k_2 q_2 - k_1 x_1}{m_1} \\
\frac{k_2 q_2 - k_1 x_1}{m_2} \\
-k_2 m_1 q_2 + k_2 m_2 q_2 - k_1 m_2 x_1
\end{pmatrix},
\]

(83)

which is the exact same formula for the acceleration obtained in [55]. To further draw this example under the proposed framework, the solution of the constrained system (82) shall be derived. Assuming for simplicity that \( m_1 = m_2 = m \) and \( k_1 = k_2 = k \) the system can be written as

\[
\begin{pmatrix}
0 & m \rho^2 & k + m \rho^2 \\
k + m \rho^2 & m \rho^2 & m \rho^2 \\
m \rho^2 & -\rho^2 & 0
\end{pmatrix}
\begin{pmatrix}
\bar{x}_1 \\
q_1 \\
\bar{q}_2
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix},
\]

(84)

where the system matrix is \( A(\rho) = \bar{M} \rho^2 - \bar{K} = A_2 \rho^2 + A_0 \). The Smith Form of the matrix \( A(\rho) \) is

\[
S^C_{\bar{A}(\rho)}(\rho) = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \rho^2\left(\frac{3 + \sqrt{5}}{m^2} + \frac{2k m^2 + m^2 \rho^4}{m^2} \right)
\end{pmatrix},
\]

(85)

and following the method presented in [25, 34] we find, after some simplifications, the matrices

\[
C = \begin{pmatrix}
0 & 0 & \frac{1}{2} (3 + \sqrt{5}) & 0 & \frac{1}{2} (3 - \sqrt{5}) & 0 \\
1 & 0 & \frac{1}{2} (3 + \sqrt{5}) & 0 & \frac{1}{2} (3 - \sqrt{5}) & 0 \\
0 & 0 & -2 - \sqrt{5} & 0 & -2 + \sqrt{5} & 0
\end{pmatrix},
\]

(86)

\[
J = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{\sqrt{5k + \sqrt{5k}}}{\sqrt{2}} & 0 & 0 & 0 \\
0 & 0 & -\frac{\sqrt{5k - \sqrt{5k}}}{\sqrt{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{\sqrt{5k - \sqrt{5k}}}{\sqrt{2}} & 0 \\
0 & 0 & 0 & 0 & -\frac{\sqrt{5k + \sqrt{5k}}}{\sqrt{2}} & 0
\end{pmatrix},
\]

(87)
\[
B_F = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & -1 \\
-\sqrt{\frac{2}{5+\sqrt{5}}} \sqrt{\frac{k}{m}} & \frac{(-5+\sqrt{5})}{5k} \sqrt{\frac{k}{6m+2\sqrt{5}m}} & \frac{5-3\sqrt{5}}{5\sqrt{2}(3+\sqrt{5})} \sqrt{\frac{k}{m}} \\
0 & 0 & 0 \\
\sqrt{\frac{2}{5+\sqrt{5}}} \sqrt{\frac{(-3+\sqrt{5})k}{m}} & \frac{5\sqrt{5}}{5\sqrt{5}} \sqrt{\frac{(-3+\sqrt{5})k}{m}} & \frac{5+3\sqrt{5}}{5\sqrt{2}(3+\sqrt{5})} \sqrt{\frac{k}{m}}
\end{pmatrix}.
\]  

(88)

Now, assuming consistent initial displacements \( \bar{x}_1(0), q_1(0), \bar{q}_2(0) \) and initial velocities, the general solution of the system is

\[
x(t) = Ce^{\mathbf{J}t} \mathbf{x}_s(0),
\]

(89)

where

\[
\mathbf{x}_s(0) = (J B_F A_2 - B_F A_2) \begin{pmatrix} q(0^-) \\ \dot{q}(0^-) \end{pmatrix}.
\]

(90)

The displacement of the two masses for a particular choice of the parameters is given in Figure 3.

5.2. 2-DOF Mass Spring Systems With Damping And Massless Bodies

Consider as in [7], a lumped parameter system consisting of a mass \( m \) with displacement \( u_3 \), connected to a wall with linear springs with constants \( k_1, k_2 \) and linear viscous dampers with viscous coefficients \( c_1, c_2 \), as shown in Figure 4. The system is modelled using two massless joints between the springs and the dampers, with displacements \( u_1 \) and \( u_2 \) respectively. The equations of motion for the system are

\[
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & m
\end{pmatrix}
\begin{pmatrix}
\ddot{u}_1 \\
\ddot{u}_2 \\
\ddot{u}_3
\end{pmatrix} + \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & -c_2 & c_2
\end{pmatrix}
\begin{pmatrix}
\dot{u}_1 \\
\dot{u}_2 \\
\dot{u}_3
\end{pmatrix} + \begin{pmatrix}
k_1 + k_2 & 0 & -k_2 \\
0 & 0 & 0 \\
-k_2 & 0 & k_2
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
u_3
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix},
\]

(91)

which can be written in AR form as

\[
\begin{pmatrix}
k_1 + k_2 & 0 & -k_2 \\
0 & \rho(c_1 + c_2) & -\rho c_2 \\
-k_2 & -\rho c_2 & \rho^2 m + \rho c_2 + k_2
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
u_3
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix},
\]

(92)
Figure 3: Displacements $\bar{x}_1(t), \bar{q}_2(t)$ of the two masses of the constrained system for $m = 10$ kg, $k = 2$ N/m, $d = 0.2$ m, $l_{1,0} = l_{2,0} = 0.2$ m with initial displacements $x_1(0) = 1$ m, $\bar{x}_1(0) = 0.8$ m, $q_1(0) = 1.2$ m, $q_2(0) = 2.2$ m, $\bar{q}_2(0) = 2$ m and zero initial velocities.

where the system matrix is $A(\rho) = M\rho^2 + K\rho + Q = A_2\rho^2 + A_1\rho + A_0$ and the mass matrix $M$ is singular. Our first step is to find the Jordan pairs of the matrix $A(\rho)$. To simplify the computations, let’s assume that $k_1 = 2k_2$ and $c_1 = 2c_2$. The Smith form of the matrix $A(\rho)$ is

$$S_{A(\rho)}^C(\rho) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \frac{\rho(2k_2 + 2c_2 + 3m\rho^2)}{3m} \end{pmatrix},$$

and following the method presented in [25, 34] we find the matrices

$$C = \begin{pmatrix} 0 & \frac{1}{3} & \frac{1}{3} \\ -\frac{2k_2}{3m} & \frac{1}{3} & \frac{1}{3} \\ 0 & 1 & 1 \end{pmatrix},$$
Figure 4: A 1-DOF spring-mass system modelled as a multiple DOF system with massless joints.

\[
J = \begin{bmatrix}
0 & 0 & 0 \\
0 & -\frac{c_2 - \sqrt{c_2^2 - 6k_m}}{3m} & 0 \\
0 & 0 & -\frac{c_2 + \sqrt{c_2^2 - 6k_m}}{3m} \\
\end{bmatrix}, \quad (95)
\]

\[
B_F = \begin{bmatrix}
0 & -\frac{m}{2c_k} & 0 \\
-\frac{1}{2\sqrt{c_2^2 - 6k_m}} & -\frac{1}{2\sqrt{c_2^2 - 6k_m}} & -\frac{3}{2\sqrt{c_2^2 - 6k_m}} \\
-\frac{1}{2\sqrt{c_2^2 - 6k_m}} & -\frac{1}{2\sqrt{c_2^2 - 6k_m}} & -\frac{3}{2\sqrt{c_2^2 - 6k_m}} \\
\end{bmatrix}, \quad (96)
\]

\[
H_0 = \begin{bmatrix}
\frac{1}{3k_2} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}, \quad H_1 = H_2 = \ldots = 0. \quad (97)
\]

Since \( H_1 = \ldots = 0 \), the inverse of \( A(s) \) is a proper matrix, so from Eq. (42) it is seen that the solution of the system will be impulse free. Moreover, the solution will be continuous at \( t = 0 \) if Eq. (62) holds, that is

\[
\begin{pmatrix}
u(0^+) \\ \dot{\nu}(0^+)
\end{pmatrix} = \begin{pmatrix}
C \\ CJ
\end{pmatrix} \begin{pmatrix}
J \quad B_F \\
C_1 \quad C_2
\end{pmatrix} \begin{pmatrix}
A_1 \\ A_2
\end{pmatrix} \begin{pmatrix}
u(0^-) \\ \dot{\nu}(0^-)
\end{pmatrix} \quad (98)
\]
Setting \( u(0^+) = u(0^-), \dot{u}(0^+) = \dot{u}(0^-) \) in Eq. (98), we obtain the conditions

\[
\begin{align*}
    u_1(0^-) &= \frac{u_3(0^-)}{3}, \\
    \dot{u}_1(0^-) &= \dot{u}_2(0^-), \\
    \ddot{u}_3(0^-) &= 3\dot{u}_2(0^-),
\end{align*}
\]  

(99)

Now, assuming consistent initial displacements \( u_1(0), u_2(0), u_3(0) \) and initial velocities \( \dot{u}_1(0), \dot{u}_2(0), \dot{u}_3(0) \), the general solution of the system is

\[
    x(t) = Ce^{\mu t} x_4(0),
\]  

(100)

The displacement of the mass \( m \) for specific parameters is given in Figure 5.

Figure 5: Displacement \( u_3(t) \) of the mass for \( m = 10 \) kg, \( k_2 = 3 \) N/m, \( c_2 = 4 \) N s/m with initial displacements \( u_1(0) = \frac{2}{3}, u_2(0) = 1 \) m, \( u_3(0) = 2 \) m and zero initial velocities.

6. Conclusions

In this paper, using a mathematical approach which considers the finite and infinite Jordan pairs of the matrix \( A(\rho) \), the closed form solution of the equations of motion for linear mechanical systems with constrains is derived. The methodology is general enough to accommodate either non-singular or singular leading coefficient matrices. For mathematical completeness and also for the purpose of extending
the method to some other interesting cases, the methodology and analysis are presented for the general class of linear systems of order higher than two. The proposed methodology also takes into account the possible inconsistency of initial conditions, so the general solution of the system possibly involves impulsive terms. In addition, we further study the case of homogeneous systems, and propose analytic expressions for the homogeneous solution, namely Eqs. (69), (70), (71), (72), based on different methods for the computation of the matrix exponential. There are many more formulas that could be proposed, since the analytic computation of the matrix exponential is itself the subject of extended study.

A possible direction for further research, could be the extension of these methods to non regular systems, i.e. systems with \( \text{det} A(\rho) = 0 \) or with \( A(\rho) \) non square. An extension of these results to discrete time systems is also possible. Finally, the determination of the stochastic response of linear multi-degree-of-freedom (MDOF) structural systems with singular matrices (see \cite{16, 17}) could be subject of another future extension.
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