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Abstract

A new method for determining the reflection and transmission properties of lattices is developed. The method uses multipole expansions, and certain transformations of the algebraic equation systems that appear when boundary conditions are applied. It is more direct, and much simpler, than earlier approaches based on integral transforms and the Wiener–Hopf technique. The method is demonstrated for the case of a semi-infinite lattice of sound soft acoustic point scatterers, but can easily be generalised to account for finite size effects, and more general boundary conditions.

1 Introduction

Bloch waves propagate through periodic structures without loss of energy, and have been found to exist in a number of physical contexts including electromagnetism, acoustics, and elasticity [1, 2, 3]. Generally, a periodic structure that supports Bloch wave propagation can only do so at certain frequencies, and in certain directions. This band structure gives rise to a range of applications, including basic components such as filters and mirrors, and more radical ideas such as optical circuits [4]. Much of the literature in this area is devoted to the propagation problem, that is determining the parameter regimes in which Bloch waves can exist in a particular medium. In contrast, very little attention has been paid to the excitation problem, in which a wave incident from free space strikes the edge of a periodic structure, and some of the energy may be converted into Bloch waves. The excitation problem is generally much more difficult than the associated propagation problem, but it has enormous implications for the effectiveness of periodic media in manipulating wave propagation. For example, a band gap filter can prevent the transmission of signals at certain frequencies, but part of the signal at the desired frequencies may also be reflected back. By solving the excitation problem, it is possible to determine the proportion of incident energy that is lost in this way.

A qualitative discussion of electromagnetic Bloch wave excitation is given in [4, pp. 221–227], but here the authors are only concerned with the number of diffracted Bloch waves and the directions in which these propagate. No method for determining their amplitudes is given. Perhaps the simplest case in which Bloch wave excitation can occur involves a plane wave incident on a semi-infinite lattice of acoustic point scatterers. This was considered in [5]. In a subsequent paper, the same authors went on to introduce finite size effects, thereby allowing for a greater range of boundary conditions and frequencies [6]. Another recent paper considers excitation of Bloch waves in a semi-infinite lattice of pinned points on a thin plate modelled by Kirchhoff theory [7]. In all three of these papers, the boundary value problem is converted into an infinite linear system of algebraic equations (using the multipole method [8, chapter 4], or a reduced form for point scatterers), but these systems can only be
solved directly in cases where no Bloch waves exist; otherwise truncation introduces spurious reflection effects which change the nature of the problem. However, applying an appropriate integral transform leads to a Wiener–Hopf equation. Once this is solved, the reflection and transmission properties of the lattice can be calculated. The idea of using the Wiener–Hopf method in this way was originally introduced in a study of wave diffraction by a linear array [9, 10] (see also [11]). For problems involving point scatterers, the Wiener–Hopf equation is scalar, and can be solved by a standard procedure [12]. On the other hand, allowing for finite size effects leads to a matrix Wiener–Hopf equation. Although solutions to equations of this type are known to exist, obtaining them is notoriously difficult, and a general method has yet to be found (see [13] for a discussion of this issue and relevant references). In particular, the matrix equation obtained in [6] is not amenable to any of the methods recently surveyed in [14]. The authors of [6] overcame this issue by approximating the field between consecutive rows as a finite expansion in grating modes. This eventually reduces the problem of solving the Wiener–Hopf equation to a complex root finding problem. However, implementing a solution to this turns out to be rather difficult, because the roots must be located with great precision, and the complexity of the function and the number of roots become greater as the frequency is increased.

The purpose of this paper is to introduce a more direct method for calculating the reflection and transmission properties of lattices, based on the filtering technique introduced in [15]. The idea behind this is very straightforward. First, the dispersion relation from the associated propagation problem is solved, to determine the Bloch vectors for waves that may be excited inside the lattice. The algebraic equations obtained from the multipole method are then transformed in such a way that slowly convergent terms, present due to the excitation of Bloch waves, are removed. Only Bloch vectors corresponding to waves that transport energy toward infinity are included in this process; this is the radiation condition for Bloch wave excitation problems. The resulting rapidly convergent system can be truncated without introducing spurious reflection or damping effects. After inverting the truncated system numerically, the solution to the original system can be reconstructed, and all important quantities such as the Bloch wave amplitudes, and the proportions of energy transmitted into and reflected back from the lattice, can be calculated.

Aside from being simpler than the Wiener–Hopf approach discussed above, our new method has the advantage that allowing for lattice elements of finite size has very little effect aside from introducing more complicated algebra. Therefore it makes sense to present the method initially for the case of acoustic point scatterers. The structure of the paper is as follows. Sections 2–4 contain a review of the basic material needed for modelling wave interactions with lattices. Section 5 contains some formulas for the evaluation of quasiperiodic Green’s functions, which are required by our method. The same Green’s functions are used when the problem is solved via the Wiener–Hopf technique (see [5]), so the need for these is not a new complication. Section 6 presents a simple method for solving the propagation problem, using the quasiperiodic Green’s functions from section 5. The algebraic system of equations that governs scattering by a semi-infinite lattice is obtained in section 7. This is the same equation that was solved via the Wiener–Hopf method in [5]. Indeed, all of the material in sections 2–7 can be found in the references given. Its inclusion here is necessary in order to present our method in a coherent fashion, using consistent notation. The application of the filtering method to the infinite algebraic system is performed in section 8. This is the key part of the paper, and the process for transforming the system in the presence of an arbitrary number of Bloch waves is the main result. To maintain the flow of the material, a technical part of the proof that establishes the validity of the transformation is deferred to the appendix. Section 9 contains details of another idea from [15], namely infinite array subtraction. This can be used to recalculate certain coefficients in the problem, given the amplitudes of the excited Bloch waves obtained from the filtering method, and provides a stringent means of testing the accuracy of our results. Formulae for determining the reflected and transmitted fields, and a related conservation of energy criterion are obtained in sections 10 and 11. A small number of numerical results
are presented in section 12. The purpose of these is to demonstrate that the method works, and to illustrate its accuracy. A greater range of results will be presented in the second part of this work, where finite size effects will be introduced. Some concluding remarks, including a detailed comparison of the filtering method and the Wiener–Hopf approach, are given in section 13.

2 Scattering by a small cylinders

We will consider the interaction of two-dimensional wave fields $u(r)$ with cylinders of radius $a$ and infinite length (so that there is no variation in the $z$ direction). Outside the cylinders, the field $u(r)$ must satisfy the Helmholtz equation

$$(\nabla^2 + k^2)u(r) = 0,$$  

(1)

and on their surfaces we have the Dirichlet boundary condition

$u(r) = 0.$  

(2)

After $u(r)$ has been determined, a time-harmonic acoustic potential can be retrieved by writing

$$U(r,t) = \text{Re}[u(r)e^{-i\omega t}]$$  

(3)

where $\omega = ck$, with $\omega$ representing frequency, and $c$ the speed of sound in the exterior medium. Note that $U(r,t)$ can also be interpreted as the $z$ component of a transverse magnetic (TM) electric field vector incident on a lattice of perfectly conducting cylinders. In this case $c$ represents the speed of light.

Now any field incident on a cylinder centred at $r = R$ can be expanded in the form

$$u_i(r) = \sum_{n=-\infty}^{\infty} I_n J_n(k|r-R|)e^{in\mu},$$  

(4)

where $J_n$ is the Bessel function of order $n$, and $\mu$ is the anticlockwise angle between the positive $x$ axis and the vector $r - R$. Setting $r = R$ reveals that $I_0 = u_i(R)$, and hence, on the surface of the cylinder we have

$$u_i(r) = u_i(R) J_0(ka) + O(ka).$$  

(5)

If we take the scattered field to be

$$u^s(r) = A H_0^{(1)}(k|r-R|),$$  

(6)

where $H_0^{(1)}$ is a Hankel function of the first kind, then the Dirichlet boundary condition (2) is satisfied at the leading-order if the amplitude coefficient $A$ is given by

$$A = -Z_0 u_i(R),$$  

(7)

in which

$$Z_0 = \frac{J_0(ka)}{H_0^{(1)}(ka)} = \left(1 + \frac{2i}{\pi} [C + \ln(ka) - \ln 2] \right)^{-1} + O((ka)^2).$$  

(8)

Here, $C = 0.5772\ldots$ is Euler’s constant. This method for treating scattering in the low frequency limit dates back to [16]. The same results can also be obtained using asymptotic expansions (see [8, chapter 8]). In this way one can also derive approximate scattering coefficients for arbitrary small shapes. Higher-order terms can be obtained using shift operators [8, sections 2.4–2.5], leading to Graf’s addition theorem and the full linear theory for multiple scattering. However, the leading-order approximation, in which $O(ka)$ and smaller terms are discarded, is sufficient for our purposes.
3 Two-dimensional lattices

A two-dimensional lattice can be formed by placing identical objects at points with position vectors

\[ \mathbf{R}_{jp} = j \mathbf{s}_1 + p \mathbf{s}_2, \quad j, p \in \mathbb{Z}. \]  

Without loss of generality, we may assume that

\[ \mathbf{s}_1 = s_1 \hat{x} \quad \text{and} \quad \mathbf{s}_2 = \eta_1 \hat{x} + \eta_2 \hat{y}, \]

where the circumflex denotes a unit vector,

\[ s_1/2 \geq \eta_1 \geq 0 \quad \text{and} \quad \eta_2 > 0. \]

Here we have introduced the convention that \(|\mathbf{v}| = v\) for any vector \(\mathbf{v}\), which will be used throughout. We will also require the reciprocal lattice vectors

\[ \mathbf{s}^*_1 = \frac{1}{s_1} \left( \hat{x} - \frac{\eta_1}{\eta_2} \hat{y} \right) \quad \text{and} \quad \mathbf{s}^*_2 = \frac{\hat{y}}{\eta_2}. \]

These have the property that

\[ \mathbf{s}_j \cdot \mathbf{s}^*_p = \delta_{jp}, \]

where \(\delta_{jp}\) is the Kronecker delta. Consequently, if

\[ \mathbf{R}^*_mn = 2\pi (m \mathbf{s}^*_1 + n \mathbf{s}^*_2), \quad m, n \in \mathbb{Z}, \]

then

\[ e^{i \mathbf{R}_{jp} - \mathbf{R}^*_mn} = 1, \]

for all combinations of integers \(j, p, m\) and \(n\). Further details of lattice theory can be found in [17] and [4, Appendix B].

4 Grating modes

In what follows, we will consider wave fields that have the one-dimensional quasiperiodicity property

\[ u(\mathbf{r} + s_1 \hat{x}) = e^{i \beta_x j s_1} u(\mathbf{r}). \]

A field that satisfies (16) and the Helmholtz equation (1) may be expanded as a series of grating modes. That is,

\[ u(\mathbf{r}) = \sum_{j=-\infty}^{\infty} e^{i \beta_{xj} \hat{x}} \left[ c^-_j e^{\gamma(t) y} + c^+_j e^{-\gamma(t) y} \right], \]

where

\[ \beta_{xj} = \beta_x + 2 j \pi/s_1, \quad j \in \mathbb{Z}, \]

and

\[ \gamma(t) = \begin{cases} \sqrt{t^2 - k^2} & \text{if } |t| \geq k, \\ -i \sqrt{k^2 - T^2} & \text{if } |t| < k. \end{cases} \]

In general, the amplitude coefficients \(c^\pm_j\) are different in different regions, for example above and below a grating, or between different rows of a lattice. There are a finite number terms in (17) for which the real
part of $\gamma(\beta_{xj})$ is zero; these represent propagating modes. Since the distinction between propagating modes and evanescent modes is important, we introduce the sets

$$\mathcal{M} = \{ j : j \in \mathbb{Z}, |\beta_{xj}| \leq k \} \quad \text{and} \quad \mathcal{N} = \{ j : j \in \mathbb{Z}, |\beta_{xj}| > k \}. \quad (20)$$

We will refer to modes with amplitude coefficient $c_j^+$ as upwards oriented (propagating in the positive $y$ direction, or decaying as $y \to \infty$), whereas those with coefficients $c_j^-$ are downwards oriented. To avoid certain technicalities associated with Wood’s anomalies (also sometimes called resonances), we will assume that the parameters $\beta_x$, $s_1$ and $k$ are such that $|\beta_{xj}| \neq k$ for any integer $j$, so that $\gamma(\beta_{xj}) \neq 0$. For the case of a linear array, a method for dealing with Wood’s anomalies was developed in [18]. It is possible to adapt the analysis of semi-infinite lattices in a similar way, but this is not pertinent to the current paper.

For later purposes, it is useful to determine the direction in which a field of the form (17) transports energy across lines parallel to the $x$ axis. Now the average energy flux over any line $S$ in one time-period is given by the line integral [5]

$$\langle E_S \rangle = -\frac{P_0 \omega}{2} \Im \int_S u(r) \frac{\partial}{\partial n} u^*(r) \, ds, \quad (21)$$

where the derivative is taken in a direction normal to $S$ and the superscript $*$ denotes a complex conjugate. If $\langle E_S \rangle > 0$, the direction of net energy flux is the same as the orientation of the normal. The constant $P_0$ represents the quiescent fluid density in the case of an acoustic wavefield. For a TM polarised electric field, this should be replaced by $1/(\omega^2 \mu_0)$, where $\mu_0$ is the magnetic permeability of the exterior medium. Taking $S$ to be the straight line from the point $(x_0 - s_1/2, y_0)$ to $(x_0 + s_1/2, y_0)$, and directing the normal parallel to $\hat{y}$, (21) becomes

$$\langle E_S \rangle = -\frac{P_0 \omega}{2} \Im \left. \int_{x_0-s_1/2}^{x_0+s_1/2} u(r) \frac{\partial}{\partial y} u^*(r) \, dx \right|_{y=y_0} \, dy. \quad (22)$$

Now

$$\int_{x_0-s_1/2}^{x_0+s_1/2} e^{i \beta_{xj} x} e^{-i \beta_{xj} x} \, dx = s_1 \delta_{jp}, \quad (23)$$

so if we use (17) in (22), we obtain

$$\langle E_S \rangle = -\frac{P_0 \omega s_1}{2} \Im \sum_{j=-\infty}^{\infty} \gamma^*(\beta_{xj}) \left[ c_j^- e^{\gamma(\beta_{xj}) y_0} + c_j^+ e^{-\gamma(\beta_{xj}) y_0} \right]$$

$$\times \left[ (c_j^-)^* e^{\gamma^*(\beta_{xj}) y_0} - (c_j^+)^* e^{-\gamma^*(\beta_{xj}) y_0} \right]. \quad (24)$$

Considerable simplifications now occur on separating terms in which $\gamma(\beta_{xj})$ is imaginary from those in which it is real. We find that

$$\langle E_S \rangle = \frac{P_0 \omega s_1}{2} \sum_{j \in \mathcal{M}} |\gamma(\beta_{xj})| \left( |c_j^+|^2 - |c_j^-|^2 \right) - P_0 \omega s_1 \sum_{j \in \mathcal{N}} \gamma(\beta_{xj}) \Im[c_j^+ (c_j^-)^*], \quad (25)$$

where the sets $\mathcal{M}$ and $\mathcal{N}$ are defined in (20). The same formula is given in [6] and also earlier (with different notation) in [19]. As noted in [19], the second term on the right-hand side of (25) plays no role in problems involving a single grating illuminated by a plane wave, because in such cases there are no incoming evanescent modes, so for $j \in \mathcal{N}$ we have $c_j^- = 0$ above the grating and $c_j^+ = 0$ below. However, this term is of crucial importance in lattice problems because there is a full set of upwards and downwards oriented grating modes between each consecutive pair of rows. Since $x_0$ and $y_0$ do not appear in (25), there is some freedom in setting the location of $S$. Convenient choices are typically $x_0 = q \eta_1$ and $y_0 = (q + 1/2) \eta_2$ for an integer $q$, so that there are no singularities on the integration path (see e.g. Fig. 7 in [5]).
5 Quasiperiodic Green’s functions

The quasiperiodic Green’s function for a row of sources located at the points \( r = R_j \) (9) is given by

\[
G_0(r; \beta_x) = \sum_{j=-\infty}^{\infty} e^{ijs_1\beta_x} H_0^{(1)}(k|r - R_j|). \tag{26}
\]

By a straightforward application of Poisson summation [20, 5], this may be rewritten in the spectral form

\[
G_0(r; \beta_x) = -\frac{2i}{s_1} \sum_{j=-\infty}^{\infty} \frac{e^{i\beta_x x}}{\gamma(\beta_x)} e^{-\gamma(\beta_x) |y|}, \tag{27}
\]

where \( \beta_x \) is defined in (18) and (19), respectively. Closely related to \( G_0 \) is the one-dimensional lattice sum

\[
\sigma_0(\beta_x) = \lim_{r \to 0^+} [G_0(r; \beta_x) - H_0^{(1)}(kr)] \tag{28}
\]

\[
= 2 \sum_{j=1}^{\infty} \cos(js_1\beta_x) H_0^{(1)}(js_1), \tag{29}
\]

which is sometimes called a Schlömilch series, and can be evaluated using the methods in [21].

We will also need the quasiperiodic Green’s functions for multiple rows, which were originally considered in [5]. For rows \( q_0, \ldots, q_1 \), we have

\[
G_{0}^{(q_0,q_1)}(r; \beta) = \sum_{q=q_0}^{q_1} \sum_{j=-\infty}^{\infty} e^{iR_q \beta} H_0^{(1)}(k|r - R_jq|) \tag{30}
\]

\[
= \sum_{q=q_0}^{q_1} e^{iqs_2 \beta} G_0(r - qs_2; \beta_x), \tag{31}
\]

where \( \beta = \beta_x \hat{x} + \beta_y \hat{y} \). If \( q_0 \) and \( q_1 \) are finite integers, this has the spectral form

\[
G_{0}^{(q_0,q_1)}(r; \beta) = -\frac{2i}{s_1} \sum_{j=-\infty}^{\infty} \frac{e^{i\beta_x x+\gamma(\beta_x)y}}{\gamma(\beta_x)} \frac{e^{q_0w_j} - e^{(1+q_1)w_j}}{1 - e^{w_j}}, \tag{32}
\]

where

\[
w_j^\pm = \pm \eta_2 \gamma(\beta_x) + i(\eta_2 \beta_y - 2j\pi \eta_1/s_1), \tag{33}
\]

and the upper and lower signs are to be taken when \( y \geq q_1 \eta_2 \) and \( y \leq q_0 \eta_2 \), respectively. The situation in which \( q_0 \eta_2 < y < q_1 \eta_2 \) can be accounted for by considering the rows above and below the observer separately and using (32) twice. Finally, for semi-infinite lattices, [5] gives the formulae

\[
G_{0}^{(q_0,\infty)}(r; \beta) = \frac{2i}{s_1} \sum_{j=-\infty}^{\infty} e^{q_0w_j} \frac{e^{i\beta_x x+\gamma(\beta_x)y}}{\gamma(\beta_x)(e^{w_j} - 1)}, \quad y \leq q_0 \eta_2 \tag{34}
\]

and

\[
G_{0}^{(-\infty,q_1)}(r; \beta) = \frac{2i}{s_1} \sum_{j=-\infty}^{\infty} e^{q_1w_j} \frac{e^{i\beta_x x-\gamma(\beta_x)y}}{\gamma(\beta_x)(e^{-w_j} - 1)}, \quad y \geq q_1 \eta_2. \tag{35}
\]
6 The propagation problem

The propagation problem

The problem of Bloch wave propagation through two-dimensional lattices of cylindrical Dirichlet scatterers was considered in detail in [1]. Here we require only a leading-order approximation, valid when the scatterer radius is much smaller than the incident wavelength. In this case a Bloch wave has the form

\[ u(\mathbf{r}) = BG_0^{(-\infty, \infty)}(\mathbf{r}; \beta), \]  

(36)

for a Bloch vector \( \beta \) and an arbitrary amplitude coefficient \( B \). This has the two-dimensional quasiperiodicity property

\[ u(\mathbf{r} + \mathbf{R}_{jp}) = e^{i\mathbf{R}_{jp} \cdot \beta} u(\mathbf{r}), \]  

(37)

which incorporates the one-dimensional property (16). The Bloch vector must be chosen so that the boundary condition on the cylinder centred at the origin is satisfied. Boundary conditions elsewhere then follow by quasiperiodicity. From the perspective of this cylinder, the Bloch wave may be decomposed into incoming and scattered fields \( u_0^i \) and \( u_0^s \), where the incoming field consists of the radiation from all the other cylinders. That is

\[ u_0^i(\mathbf{r}; \beta) = B \sum_{p=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} e^{i\mathbf{R}_{jp} \cdot \beta} H_0^{(1)}(k|\mathbf{r} - \mathbf{R}_{jp}|) \]  

(38)

and

\[ u_0^s(\mathbf{r}; \beta) = B H_0^{(1)}(kr), \]  

(39)

where the prime in (38) indicates that the term in which \( R_{jp} = 0 \) is to be omitted from the summation. Comparing these to (6) and (7), we find that \( B = -Z_0 u_0^i(0; \beta) \), where \( Z_0 \) is given by (8). Evaluating (38) at the origin then yields

\[ 1 + Z_0 \Xi_0(\beta) = 0, \]  

(40)

where

\[ \Xi_0(\beta) = \sum_{p=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} e^{i\mathbf{R}_{jp} \cdot \beta} H_0^{(1)}(kR_{jp}). \]  

(41)

A number of methods for computing two-dimensional lattice sums of this type are discussed in [21]. One simple approach is to use the decomposition

\[ \Xi_0(\beta) = G_0^{(-\infty, -\infty)}(0; \beta) + \sigma_0(\beta_2) + C_0^{(1, \infty)}(0; \beta), \]  

(42)

where the terms on the right-hand side are defined in section 5.

Equation (40) is the dispersion relation for Bloch waves. Given fixed values for all parameters except \( \beta_y \), its real roots must be determined before we can proceed to consider Bloch wave excitation. To simplify this process, we use results from [21, section 3] to conclude that \( \text{Re}[\Xi_0] = -1 \), and so (40) becomes

\[ 1 + W_0 \text{Im}[\Xi_0(\beta)] = 0, \]  

(43)

where

\[ W_0 = iZ_0/|1 - Z_0| = J_0(ka) / Y_0(ka). \]  

(44)

Here, \( Y_0 \) is the Neumann function of order zero, and the coefficient \( W_0 \) is clearly real. Now, from (9) and (10), we have \( \mathbf{R}_{jp} \cdot \hat{y} = p\eta_2 \), so (37) shows that all possibilities are accounted for if we consider

\[ 0 \leq \beta_y < 2\pi/\eta_2. \]  

(45)
We must also take into account the fact that the function $\Xi_0$ has poles at points where $|\beta + \mathbf{R}_m^*| = k$, for some $m, n \in \mathbb{Z}$ [21, eqn. (3.18)]. From (14) and (12),
\[
\mathbf{x} \cdot (\beta + \mathbf{R}_m^*) = \beta_x + \frac{2m\pi}{s_1}
\]
so at any pole we must have
\[
|\beta_x + \frac{2m\pi}{s_1}| \leq k.
\]
Given a value for $m$ which satisfies (47), there are two possible values for the $y$ component. These are given by
\[
\dot{y} \cdot (\beta + \mathbf{R}_m^*) = \pm \sqrt{k^2 - (\mathbf{x} \cdot (\beta + \mathbf{R}_m^*))^2},
\]
from which we easily obtain
\[
\beta_y + \frac{2n\pi}{\eta_2} = \frac{2\pi mn\eta_1}{s_1\eta_2} \pm \sqrt{k^2 - (\beta_x + \frac{2m\pi}{s_1})^2}.
\]
Since $n \in \mathbb{Z}$ it now follows that, for each $m$ satisfying (47), there are precisely two poles such that $\beta_y$ satisfies (45), unless the square root evaluates to zero, in which case there is only one pole for this particular choice of $m$.

Another useful piece of information that can be obtained from the propagation problem is the direction in which each Bloch wave carries energy across lines parallel to the $x$ axis. Now Bloch waves do not have well-defined phase velocities, because integer multiples of $s_1^*$ and $s_2^*$ can be added to $\beta$ with no substantive effect in view of (15) and (37). Therefore we must use information about energy transportation to determine the direction of propagation (see [4, pp. 222–225] for further discussion). To this end, we evaluate (25) for the Bloch wave represented by (36). Thus, using (34) and (35) with $q_1 = q$, and $q_0 = 1 + q$ we find that for $q\eta_2 \leq y \leq (1 + q)\eta_2$, a Bloch wave can be expanded in the form (17), with
\[
ce_j^+ = \frac{2iBe^{\eta_j^+}}{s_1\gamma(\beta_{xj})(e^{-w_{j}^+} - 1)} \quad \text{and} \quad ce_j^- = \frac{2iBe^{(1+q)w_{j}^-}}{s_1\gamma(\beta_{xj})(e^{w_{j}^-} - 1)}.
\]
If $\gamma(\beta_{xj})$ is imaginary, then so too are $w_{j}^+$ and $w_{j}^-$, and so
\[
|c_j^+|^2 = \frac{4|B|^2}{s_1^2|\gamma(\beta_{xj})(e^{-w_{j}^+} - 1)|^2} \quad \text{and} \quad |c_j^-|^2 = \frac{4|B|^2}{s_1^2|\gamma(\beta_{xj})(e^{w_{j}^-} - 1)|^2}, \quad j \in \mathcal{M}.
\]
On the other hand, if $\gamma(\beta_{xj})$ is real, then $(w_{j}^-)^* = -w_{j}^+$, so
\[
\text{Im}[c_j^+(c_j^-)^*] = \left| \frac{B}{s_1\gamma(\beta_{xj})} \right|^2 \text{Im}[\text{csch}^2(w_{j}^+ / 2)], \quad j \in \mathcal{N}.
\]
There is no dependence on $q$ here, which should be expected because Bloch waves propagate through the lattice without loss of energy. For a given value for $\beta_y$, we may now compute $\langle E_S \rangle$ using (25), up to a factor of $|B|^2$, which plays no role in determining the direction of propagation. If $\langle E_S \rangle > 0$, or $\langle E_S \rangle < 0$, then the Bloch wave transports energy in the direction of increasing, or decreasing $y$, respectively. A Bloch wave with $\langle E_S \rangle = 0$ does not transport any energy in the $y$ direction.
The excitation problem

We now consider a plane wave
\[ u^i(r) = e^{ik(x \cos \psi_0 + y \sin \psi_0)} \] (53)
incident on a semi-infinite lattice formed from small cylinders centred at the points \( r = R_{jp} \), with \( j \in \mathbb{Z} \) and \( p = 0, 1, \ldots \) (see figure 1). The scattered field for this problem inherits the one-dimensional quasiperiodicity property (16) with \( \beta_x = k \cos \psi_0 \), and so we have
\[ u^s(r) = \sum_{p=0}^{\infty} A_p \sum_{j=\infty}^{\infty} e^{ijs_1 k \cos \psi_0} H_{0}^{(1)}(k|r - R_{jp}|), \] (54)
for as yet unknown coefficients \( A_p \). It should be noted that the quasiperiodicity condition generally precludes the existence of surface waves along the edge at \( y = 0 \), because \( 0 \in \mathcal{M} \) for all angles of incidence (see equation (20)), meaning there is always at least one grating mode that transports energy into free space.

We will apply the Dirichlet boundary condition (2) on the cylinders centred at the points \( r = R_{0q} \), for \( q = 0, 1, \ldots \) Boundary conditions elsewhere then follow by quasiperiodicity. The field incoming toward the cylinder located at \( r = R_{0q} \), which consists of the incident wave and the radiation from all the other cylinders, is given by
\[ u^i_q(r) = e^{ik(x \cos \psi_0 + y \sin \psi_0)} + \sum_{p=0}^{\infty} A_p \sum_{j=\infty}^{\infty} e^{ijs_1 k \cos \psi_0} H_{0}^{(1)}(k|r - R_{jp}|), \] (55)
where the prime indicates that the term in which \( j = 0 \) and \( p = q \) is omitted from the summation. The scattered response is
\[ u^s_q(r) = A_q H_{0}^{(1)}(k|r - R_{0q}|). \] (56)
Comparing these to (6) and (7), we find that \( A_q = -Z_0 u^i_q(r_{0q}) \). Evaluating (55) at \( r = R_{0q} \) then yields
\[ A_q + Z_0 \sum_{p=0}^{\infty} A_p \sum_{j=\infty}^{\infty} e^{ijs_1 k \cos \psi_0} H_{0}^{(1)}(kR_{j,p-q}) = T_q, \quad q = 0, 1, \ldots \] (57)
where
\[ T_q = -Z_0 e^{i \eta_1 \cos \psi_0 + \eta_2 \sin \psi_0}. \]  
(58)

If we now write
\[ S_p = \begin{cases} \sigma_0(k \cos \psi_0) & \text{if } p = 0, \\
G_0(p s_2; k \cos \psi_0) & \text{otherwise}, \end{cases} \]  
(59)

then (57) becomes
\[ A_q + Z_0 \sum_{p=0}^{\infty} A_p S_{q+p} = T_q, \quad q = 0, 1, \ldots \]  
(60)

In cases where no Bloch waves are excited, \( A_q \to 0 \) as \( q \to \infty \), and this system can be solved by truncation. No further conditions are needed. However, if Bloch waves are excited then \( \hat{A}_q \neq 0 \), and (60) cannot be solved by truncation. Moreover, the solution is not unique, because we have yet to apply a radiation condition. The appropriate condition is to forbid Bloch modes that transport energy toward \( y = 0 \) from appearing in the far field inside the lattice. This will be incorporated into the analysis as part of the filtering method, discussed in the next section.

### 8 The filtering method

In a case where a single Bloch wave is excited, we can write
\[ A_q = B e^{i s_2 \cdot \beta} + \hat{A}_q. \]  
(61)

The correct value for \( \beta_y \) must yield a solution to (43) with \( \langle E_S \rangle \geq 0 \) as described in section 6. This has two effects: it causes \( \hat{A}_q \) to vanish as \( q \to \infty \), and it ensures that the far field inside the lattice does not include any Bloch waves incoming from infinity, so that the radiation condition is satisfied. Now the decomposition (61) introduces a new unknown into the problem (the Bloch wave amplitude \( B \)), but this can be ‘filtered out’ by writing
\[ A_q^{(1)} = \begin{cases} A_0 & \text{if } q = 0, \\
A_q - e^{i s_2 \cdot \beta} A_{q-1} & \text{otherwise}. \end{cases} \]  
(62)

For \( q > 0 \), we then have \( A_q^{(1)} = \hat{A}_q - e^{i s_2 \cdot \beta} \hat{A}_{q-1} \), which vanishes as \( q \to \infty \). Solving the recurrence relation for \( A_q^{(1)} \), we find that
\[ A_q = \sum_{j=0}^{q} A_j^{(1)} e^{i (q-j) s_2 \cdot \beta}. \]  
(63)

There are now two ways in which we may obtain a system of equations for \( A_q^{(1)} \). One possibility is to take phase shifted differences between consecutive equations in (60). This was the preferred approach in [15], but the equation in which \( q = 0 \) requires special treatment (because there is no preceding equation). If two Bloch waves are excited, the equations with \( q = 0 \) and \( q = 1 \) must be treated as special cases, and so on, meaning that the process is difficult to generalise to account for arbitrary numbers of Bloch waves. Therefore we use the alternative method (also suggested in [15]), which is to substitute (63) into (60). In this way, we obtain
\[ \sum_{j=0}^{q} A_j^{(1)} e^{i (q-j) s_2 \cdot \beta} + Z_0 \sum_{p=0}^{\infty} \sum_{j=0}^{p} A_j^{(1)} e^{i (p-j) s_2 \cdot \beta} S_{q-p} = T_q, \quad q = 0, 1, \ldots \]  
(64)
Again, this cannot be solved by truncation, because the inner sum in the second term involves $A_0^{(1)}, A_1^{(1)}, \ldots$ for every $p$. However, if we interchange the summations, we find that

$$
\sum_{j=0}^{q} A_j^{(1)} e^{i(q-j)s_2 \beta} + Z_0 \sum_{j=0}^{\infty} A_j^{(1)} e^{i(q-j)s_2 \beta} \Gamma_{j-q}(\beta) = T_q, \tag{65}
$$

where

$$
\Gamma_j(\beta) = \begin{cases} 
G_0^{(j,\infty)}(0; \beta) & \text{if } j > 0, \\
G_0^{(1,\infty)}(0; \beta) + \sigma_0(k \cos \psi_0) & \text{if } j = 0, \\
G_{0}^{(j-1)}(0; \beta) + G_0^{(1,\infty)}(0; \beta) + \sigma_0(k \cos \psi_0) & \text{if } j < 0.
\end{cases} \tag{66}
$$

Since $A_q^{(1)} \to 0$ as $q \to \infty$, equation (65) can be truncated at $j = P$ and $q = P$, say. The resulting finite system is then solved numerically, and (63) is used to compute the original coefficients. If $P$ is such that the discarded coefficients are numerically negligible, then the Bloch wave amplitude can be calculated using (61); thus

$$
B = e^{-i P s_2 \beta} A_P. \tag{67}
$$

We now look to generalise the above procedure, to account for cases in which multiple Bloch waves are excited. In place of (61), we write

$$
A_q = \hat{A}_q + \sum_{m=1}^{\lambda} B^{(m)} e^{i q s_2 \beta^{(m)}}. \tag{68}
$$

Again, the correct choices for the $y$ components of the Bloch vectors are those values in the range (45) that yield solutions to (43) with $\langle E_S \rangle \geq 0$, so that $\hat{A}_q \to 0$ as $q \to \infty$, and the far field cannot include incoming Bloch waves. We also define

$$
A_q^{(\lambda)} = \begin{cases} 
A_q & \text{if } q = 0 \text{ or } \lambda = 0, \\
A_q^{(\lambda-1)} - e^{i s_2 \beta^{(\lambda)}} A_q^{(\lambda-1)} & \text{otherwise},
\end{cases} \tag{69}
$$

so that $A_q^{(0)}$ is the original unfiltered coefficient, whereas $A_q^{(\lambda)}$ has the first $\lambda$ Bloch waves filtered out for $q \geq \lambda$. Solving the recurrence relation for $A_q^{(\lambda-1)}$ yields

$$
A_q^{(\lambda-1)} = \sum_{j=0}^{q} A_j^{(\lambda)} e^{i(q-j)s_2 \beta^{(\lambda)}}, \tag{70}
$$

but we require an expression for $A_q^{(0)}$ in terms of $A_q^{(\lambda)}$, for substitution into the linear system (60). If we start with $A_q^{(0)}$ and use (70) twice, we obtain

$$
A_q^{(0)} = \sum_{j=0}^{q} A_j^{(1)} e^{i(q-j)s_2 \beta^{(1)}}
= \sum_{j=0}^{q} \sum_{p=0}^{j} A_p^{(2)} e^{i(j-p)s_2 \beta^{(2)}} e^{i(q-j)s_2 \beta^{(1)}}
= \sum_{p=0}^{q} A_p^{(2)} e^{-ip s_2 \beta^{(2)}} e^{i q s_2 \beta^{(1)}} \sum_{j=p}^{q} e^{i j s_2 (\beta^{(2)} - \beta^{(1)})}
= d_{2,1} \sum_{p=0}^{q} A_p^{(2)} e^{i(q-p)s_2 \beta^{(1)}} + d_{1,2} \sum_{p=0}^{q} A_p^{(2)} e^{i(q-p)s_2 \beta^{(2)}},
$$
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where

\[ d_{n,m} = \frac{1}{1 - e^{ib_2(\beta^{(n)} - \beta^{(m)})}}. \]  

(71)

Repeating this process, we find that

\[
A_q^{(0)} = d_{2,1} \sum_{j=0}^{q} \sum_{p=0}^{m} A_j^{(3)} e^{i(j-p)s_2 \beta^{(3)}} e^{i(q-p)s_2 \beta^{(1)}} + d_{1,2} \sum_{j=0}^{q} \sum_{p=0}^{m} A_j^{(3)} e^{i(j-p)s_2 \beta^{(3)}} e^{i(q-p)s_2 \beta^{(2)}}
\]

\[
= d_{2,1} d_{3,1} \sum_{j=0}^{q} A_j^{(3)} e^{i(q-j)s_2 \beta^{(1)}} + d_{1,2} d_{3,2} \sum_{j=0}^{q} A_j^{(3)} e^{i(q-j)s_2 \beta^{(2)}}
\]

\[
+ d_{1,3} d_{2,3} \sum_{j=0}^{q} A_j^{(3)} e^{i(q-j)s_2 \beta^{(3)}},
\]

since

\[ d_{2,1} d_{1,3} + d_{1,2} d_{2,3} = d_{1,3} d_{2,3}. \]

Therefore we may postulate the general result

\[
A_q^{(0)} = \sum_{m=1}^{\lambda} Q_m^\lambda \sum_{j=0}^{q} A_j^{(\lambda)} e^{i(q-j)s_2 \beta^{(m)}},
\]

(72)

where

\[ Q_1^1 = 1 \quad \text{and} \quad Q_m^\lambda = \prod_{n=1 \atop n \neq m}^{\lambda} d_{n,m}, \quad \lambda > 1. \]

(73)

This is correct in the cases where \( \lambda = 1, 2 \) and 3. Let us attempt an inductive step by using (70) in (72). We find that

\[
A_q^{(0)} = \sum_{m=1}^{\lambda} Q_m^\lambda \sum_{j=0}^{q} \sum_{p=0}^{m} A_p^{(\lambda+1)} e^{i(j-p)s_2 \beta^{(\lambda+1)}} e^{i(q-p)s_2 \beta^{(m)}}
\]

\[
= \sum_{m=1}^{\lambda} Q_m^\lambda e^{iqs_2 \beta^{(m)}} \sum_{p=0}^{m} A_p^{(\lambda+1)} e^{-ips_2 \beta^{(\lambda+1)}} \sum_{j=p}^{q} e^{ijs_2 (\beta^{(\lambda+1)} - \beta^{(m)})}
\]

\[
= \sum_{m=1}^{\lambda} Q_m^\lambda d_{\lambda+1,m} \sum_{p=0}^{m} A_p^{(\lambda+1)} e^{i(q-p)s_2 \beta^{(m)}} + \sum_{m=1}^{\lambda} Q_m^\lambda d_{m,\lambda+1} \sum_{p=0}^{m} A_p^{(\lambda+1)} e^{i(q-p)s_2 \beta^{(\lambda+1)}}
\]

\[
= \sum_{m=1}^{\lambda} Q_m^{\lambda+1} \sum_{p=0}^{m} A_p^{(\lambda+1)} e^{i(q-p)s_2 \beta^{(m)}} + \left( \sum_{m=1}^{\lambda} Q_m^\lambda d_{m,\lambda+1} \right) \sum_{p=0}^{m} A_p^{(\lambda+1)} e^{i(q-p)s_2 \beta^{(\lambda+1)}}.
\]

If we can show that

\[ \sum_{m=1}^{\lambda} Q_m^\lambda d_{m,\lambda+1} = Q_{\lambda+1}^{\lambda+1}, \]

(74)

then (72) is established for all \( \lambda \in \mathbb{N} \). Evidently (74) is true if \( \lambda = 1 \). Otherwise it is equivalent to writing

\[ \sum_{m=1}^{\lambda} \prod_{n=1 \atop n \neq m}^{\lambda} d_{n,m} d_{n,\lambda+1} = 1, \]

(75)
and if we set \( z_m = e^{-s_2 \beta^{(m)}} \), the proof follows immediately on applying the result in the appendix.

We may now substitute (72) into (60), recalling that \( A_q(0) = A_q \). In this way we find that the linear system for \( A_q^{(\lambda)} \) is

\[
\sum_{m=1}^{\lambda} Q_m^{\lambda} \left[ \sum_{j=0}^{q} A_j^{(\lambda)} e^{i(q-j)s_2 \beta^{(m)}} + Z_0 \sum_{j=0}^{\infty} A_j^{(\lambda)} e^{i(q-j)s_2 \beta^{(m)}} \Gamma_{j-q}(\beta^{(m)}) \right] = T_q, \quad q = 0, 1, \ldots
\]  

(76)

This can be solved by truncation at \( j = P \) and \( q = P \), say, and the original coefficients can be computed using (72). We may also determine the Bloch wave amplitudes using (72). Thus, if \( A_j^{(\lambda)} \) is negligible for \( j \geq P \), then

\[
A_q^{(0)} = \sum_{m=1}^{\lambda} \left( Q_m^{\lambda} \sum_{j=0}^{P} A_j^{(\lambda)} e^{-ij s_2 \beta^{(m)}} \right) e^{iq s_2 \beta^{(m)}}, \quad q \geq P,
\]  

(77)

from which we can read off the Bloch wave amplitudes as

\[
B^{(m)} = Q_m^{\lambda} \sum_{j=0}^{P} A_j^{(\lambda)} e^{-ij s_2 \beta^{(m)}}.
\]  

(78)

In the case where \( \lambda = 1 \) (so that \( m = 1 \) is the only possibility), using (73) and (70) reduces this to

\[
B^{(1)} = \sum_{j=0}^{P} A_j^{(\lambda)} e^{-ij s_2 \beta^{(1)}} = e^{-ip s_2 \beta^{(1)}} A_P^{(0)},
\]  

(79)

in agreement with (67).

9 Infinite array subtraction

Another idea from [15] offers a useful means of testing our results. If the Bloch vectors \( \beta^{(m)} \) and associated amplitude coefficients \( B^{(m)} \) have been determined, then we may form a linear system of equations for \( \hat{A}_q \) by substituting (68) into (60), and taking known terms to the right-hand side. In this way, we obtain

\[
\hat{A}_q + Z_0 \sum_{p=0}^{\infty} \hat{A}_p S_{q-p} = T_q - \sum_{m=1}^{\lambda} \left[ B^{(m)} e^{iq s_2 \beta^{(m)}} [1 + Z_0 \Gamma_{-q}(\beta^{(m)})] \right], \quad q = 0, 1, \ldots
\]  

(80)

where \( \Gamma \) is defined in (66). In this way, the slowly convergent terms are subtracted from the linear system, leaving a rapidly convergent system for the decaying coefficient \( \hat{A}_q \). The new system can be simplified slightly by exploiting the fact that each Bloch wave is a solution to the propagation problem. Thus, the dispersion relation (40) can be written in the form

\[
1 + Z_0 \left[ G_0^{(-\infty, -q-1)}(0; \beta) + \Gamma_{-q}(\beta) \right] = 0,
\]  

(81)

so that

\[
\hat{A}_q + Z_0 \sum_{p=0}^{\infty} \hat{A}_p S_{q-p} = T_q + Z_0 \sum_{m=1}^{\lambda} B^{(m)} e^{iq s_2 \beta^{(m)}} G_0^{(-\infty, -q-1)}(0; \beta^{(m)}), \quad q = 0, 1, \ldots
\]  

(82)

It should be emphasised that this system will only converge if the correct values for \( \beta^{(m)} \) and \( B^{(m)} \) are inserted on the right-hand side.
10 Reflection and transmission

It is convenient to represent the reflected and transmitted fields in terms of scattering angles \( \psi_j \), which are defined so that

\[
k \cos \psi_j = k \cos \psi_0 + 2j \pi / s_1 \quad \text{and} \quad k \sin \psi_j = i \gamma (k \cos \psi_j),
\]

where \( \gamma \) is given by (19). We also introduce the quantities

\[
\rho_j = e^{-ik(\eta_1 \cos \psi_j + \eta_2 \sin \psi_j)} \quad \text{and} \quad \tau_j = e^{ik(\eta_1 \cos \psi_j - \eta_2 \sin \psi_j)}.
\]

Note that \( \cos \psi_j \) is always real, whereas \( \sin \psi_j \) may be positive real or positive imaginary (but not zero since we are not dealing with Wood’s anomalies; see section 4). Consequently, \( |\rho_j| = |\tau_j| \to \infty \) as \( |j| \to \infty \). Using this notation, we can simplify the exponentials involving \( w^\pm_j \), which appear in the spectral representations for the quasiperiodic Green’s functions (34) and (35). Thus, since \( \beta_x = k \cos \psi_0 \) for all Bloch vectors \( \beta \), we find that

\[
e^{w^+_j} = \rho_j e^{is_2 \beta} \quad \text{and} \quad e^{w^-_j} = \tau_j^{-1} e^{is_2 \beta}.
\]

Below the lattice, the total field can be expanded as a series of grating modes as in (17), with \( \beta_{xj} = k \cos \psi_j \). The only upwards oriented mode in this region is the incident field, so

\[
u(r) = \sum_{j=-\infty}^{\infty} e^{ikx \cos \psi_j} \left[ c_{j0} e^{-iky \sin \psi_j} + \delta_{j0} e^{iky \sin \psi_j} \right], \quad y \leq 0,
\]

where \( \delta_{j0} = 1 \) if \( j = 0 \) and 0 otherwise. To determine \( c_{j0} \), we insert the quasiperiodic Green’s function (26) into the representation of the scattered field (54), to obtain

\[
u^s(r) = \sum_{p=0}^{\infty} A_p G_0(r - ps_2; k \cos \psi_0).
\]

Then, introducing the decomposition (68) and using (31), we find that

\[
u^s(r) = \sum_{m=1}^{\Lambda} B^{(m)} G_0^{(0,\infty)}(r; \beta_{x(m)}) + \sum_{p=0}^{\infty} \hat{A}_p G_0(r - ps_2; \beta_x).
\]

Finally, after using the spectral representations (27) and (34) along with (83) and (85), we may read off the reflection coefficients as

\[
c_{j0}^- = \frac{2}{ks_1 \sin \psi_j} \left[ \sum_{m=1}^{\lambda} \frac{B^{(m)} \tau_j}{\tau_j - e^{is_2 \beta_{x(m)}}} + \sum_{p=0}^{\infty} \hat{A}_p \tau_j^{-p} \right].
\]

Evidently, the far field below the lattice may be obtained by simply limiting the summation in (86) to \( j \in M \), so that \( \sin \psi_j \) is real, meaning that propagating modes are retained, whereas evanescent modes are discarded.

Calculation of the transmitted field is more complicated. Between each consecutive pair of rows, the total field can again be represented in the form (17), this time with a full set of upwards and downwards oriented modes. That is

\[
u(r) = \sum_{j=-\infty}^{\infty} e^{ikx \cos \psi_j} \left[ c_{jq}^- e^{-iky \sin \psi_j} + c_{jq}^+ e^{iky \sin \psi_j} \right], \quad (q-1)\eta_2 \leq y \leq q\eta_2, \quad q \in \mathbb{N}.
\]
Since the far field inside the lattice can consist only of Bloch waves, we decompose the total field into the form

$$u(r) = \hat{u}(r) + u^b(r),$$

with

$$\hat{u}(r) = e^{ik(x \cos \psi_0 + y \sin \psi_0)} - \sum_{m=1}^{\lambda} B^{(m)} G_0(-\infty, -1)(r; \beta^{(m)}) + \sum_{p=0}^{\infty} \hat{A}_p G_0(r - ps_2; \beta_z)$$

(92)

and

$$u^b(r) = \sum_{m=1}^{\lambda} B^{(m)} G_0(-\infty, \infty)(r; \beta^{(m)}).$$

(93)

We then write

$$e^{\pm q} = \hat{e}^{\pm q} + b^{\pm q},$$

(94)

where the terms on the right-hand side are the contributions from (92) and (93), respectively. For $\hat{e}^{q}$, we observe that only the last term on the right-hand side of (92) includes downwards oriented modes (and only for $p \geq q$). Therefore, on using (27), we find that

$$\hat{e}^{-q}_{jq} = \frac{2\tau_{jq}}{ks_1 \sin \psi_j} \sum_{p=0}^{\infty} \hat{A}_{p+q} \tau^{-p}_j.$$

(95)

One the other hand, all three terms in (92) contribute to $\hat{e}^{+ q}_{jq}$. Again using (27), and also (35), we obtain

$$\hat{e}^{+ q}_{jq} = \delta_{j0} + \frac{2}{ks_1 \sin \psi_j} \left[ \sum_{m=1}^{\lambda} \frac{B^{(m)}}{1 - \rho_j e^{is_2 \beta^{(m)}}} + \sum_{p=0}^{q-1} \hat{A}_p \rho^p_j \right].$$

(96)

Similarly, for the contributions to $u^b$, we use (34) with $q_0 = q$ and (35) with $q_1 = q-1$ to show that

$$b^{+ q}_{jq} = \frac{2\rho^q_j}{ks_1 \sin \psi_j} \sum_{m=1}^{\lambda} \frac{B^{(m)} e^{iqs_2 \beta^{(m)}}}{1 - \rho_j e^{is_2 \beta^{(m)}}} \quad \text{and} \quad b^{- q}_{jq} = \frac{2\tau^{-q}_j}{ks_1 \sin \psi_j} \sum_{m=1}^{\lambda} \frac{B^{(m)} e^{iqs_2 \beta^{(m)}}}{1 - \tau^{-1}_j e^{is_2 \beta^{(m)}}}.$$

(97)

We now consider the various contributions to the far field inside the lattice. It should be noted that, because each instance of (90) (i.e. with a particular value for $q$) is valid for a finite range of $y$ values, we cannot simply discard evanescent modes. The behaviour of the amplitude coefficients as $q \to \infty$ must also be taken into account. Let us begin with (95). We write

$$y = (q - 1) \eta_2 + y_0, \quad 0 \leq y_0 \leq \eta_2,$$

(98)

so that the modes have the form

$$\hat{e}^{\pm q}_{jq} e^{ik(x \cos \psi_j - y \sin \psi_j)} = \frac{2 e^{-iq \eta_2 \cos \psi_j}}{ks_1 \sin \psi_j} \sum_{p=0}^{\infty} \hat{A}_{p+q} \tau^{-p}_j e^{ik(x \cos \psi_j + (\eta_2 - y_0) \sin \psi_j)}.$$

(99)

This disappears as $q \to \infty$, due to the decay in the coefficients $\hat{A}_{p+q}$. Next consider (96), in the case where $j \in N$. Since $0 \in M$, the first term on the right-hand side disappears. The second term has no dependence on $q$, and makes no contribution to the far field because it is to be multiplied by $e^{-i ky \sin \psi}$. 

---

The text continues with further mathematical derivations and analysis.
which decays exponentially as $y$ is increased. For the third term, we can proceed as above using (98), and write
\[
\sum_{p=0}^{q-1} \hat{A}_p \rho_j^p e^{i k (x \cos \psi_j + y \sin \psi_j)} = e^{i k (x - (q-1) \eta_1)} \cos \psi_j e^{i k y_0 \sin \psi_j} \sum_{p=0}^{q-1} \hat{A}_p \rho_j^{p-q+1}. \tag{100}
\]
In the far field, these contributions may be small because they originate from some distance away and decay exponentially in $y$, or, if they originate from nearby rows, because the amplitude coefficient $A_p$ multiplying the quasiperiodic Green’s function is negligible. To see this mathematically, we split the series after roughly half the required terms. Thus,
\[
\sum_{p=0}^{q-1} \hat{A}_p \rho_j^{p-q+1} = \sum_{p=0}^{[(q-1)/2]} \hat{A}_p \rho_j^{p-q+1} + \sum_{p=0}^{q-1} \hat{A}_p \rho_j^{p-q+1}, \tag{101}
\]
where $[\cdot]$ means integer part (round toward $-\infty$). The first half of the sum disappears as $q \to \infty$ because $|\rho_j| > 1$, and the second half disappears because $|\rho_j|^{p-q+1} \leq 1$ and $A_p \to 0$ as $p \to \infty$. Finally, consider (96) for propagating modes. Since the far field consists of Bloch waves only, it must be the case that
\[
\delta_{j0} + \frac{2}{k \hat{s}_1 \sin \psi_j} \left[ \sum_{n=1}^{\lambda} \frac{B_{n}^{(m)}}{1 - \rho_j e^{i \theta_n - \theta_j^{(m)}}} + \sum_{p=0}^{\infty} \hat{A}_p \rho_j^p \right] = 0, \quad j \in M. \tag{102}
\]
In [5], the fact that these terms vanish identically arises directly from the analysis. Despite considerable effort on the part of the authors, we have not been able to prove this via the current method. Instead, we must view (102) as a necessary but not sufficient condition for the correctness of our numerical results, much like the conservation of energy condition derived in the next section. Ultimately, the far field as $y \to \infty$ is given by (90), with $c_{jq}^\pm$ replaced by $b_{jq}^\pm$ (i.e. discarding $\hat{c}_{jq}^\pm$ from (94)).

### 11 Conservation of energy

A conservation of energy condition for this problem was derived in [5], and we need not repeat the details here. The procedure is to evaluate the integral (21) around the parallelogram with vertices at
\[
r = \pm \frac{1}{2} \mathbf{s}_1 \pm (N + \frac{1}{2}) \mathbf{s}_2, \quad \mathbf{N} \in \mathbf{N}, \tag{103}
\]
taking the derivative in the direction of the outgoing normal. The contributions from the sides parallel to $\mathbf{s}_2$ cancel each other, due to the one-dimensional quasiperiodicity property (16). For the edge beneath the lattice, we simply evaluate (25) for the reflected field (86), taking into account the fact that the outgoing normal is $-\hat{\mathbf{y}}$, so that a factor of $-1$ is introduced. Since $0 \in M$ for any angle of incidence, the sum over $\mathbf{N}$ disappears, and we find that the time averaged energy flux across this line is
\[
E_1 = -\frac{P_0 \omega s_1 k}{2} \left[ \sin \psi_0 - \sum_{j \in M} \sin \psi_j |c_{j0}^-|^2 \right], \tag{104}
\]
where $c_{j0}^-$ is given by (89). If no Bloch waves are excited, then all of the energy incident on the lattice must be reflected back, so we must have $E_1 = 0$. If Bloch waves are excited, then the average energy flux is in direction of the *inward* normal (some incident wave energy is transmitted into the lattice, so less is reflected back). In this case $E_1 < 0$ and
\[
E_1 + E_2 = 0, \tag{105}
\]
where $E_2$ is the time averaged energy flux across the upper edge of the parallelogram. To determine $E_2$, we again use (25), this time with the outgoing normal directed upwards. We may assume that $N$ is sufficiently large to allow contributions from $e^{i\beta_j}$ to be neglected (see section 10, above), so that the amplitude coefficients are given by (97). Some simplification then occurs because $|\rho_j| = |\tau_j| = 1$ if $j \in \mathcal{M}$, whereas if $j \in \mathcal{N}$ then $\tau_j^* = \rho_j$. The average energy flux across the upper edge is therefore given by

$$E_2 = \frac{2P_0\omega}{ks_1} \sum_{j \in \mathcal{M}} \frac{1}{\sin \psi_j} \left\{ \left| \sum_{m=1}^\lambda B^{(m)} e^{in_{s_2} \beta^{(m)}} \right|^2 - \left| \sum_{m=1}^\lambda B^{(m)} e^{in_{s_2} \beta^{(m)}} \right|^2 \right\} - \frac{4P_0\omega}{ks_1} \sum_{j \in \mathcal{N}} \frac{1}{\sin \psi_j} \text{Im} \left\{ \sum_{m=1}^\lambda \frac{B^{(m)} e^{in_{s_2} \beta^{(m)}}}{\rho_j e^{ni_{s_2} \beta^{(m)}}} - 1 \sum_{m=1}^\lambda \frac{(B^{(m)})^* e^{-in_{s_2} \beta^{(m)}}}{1 - \rho_j^{-1} e^{-ni_{s_2} \beta^{(m)}}} \right\}. \quad (106)$$

If a single Bloch wave is excited then $\lambda = 1$ and the factors involving $N$ all cancel. The meaning of this is important: we assumed $N$ to be large so that terms that do not contribute to the far field could be neglected. The resulting expression then consists only of contributions from Bloch waves. It does not depend on $N$ because Bloch waves propagate through the lattice without loss of energy. If multiple Bloch waves are excited then $\lambda > 1$, and the explicit cancellation no longer occurs. However, $E_2$ still consists entirely of contributions from Bloch waves, and cannot depend on $N$. Therefore (106) can always be simplified by setting $N = 0$, a fact which we have confirmed numerically.

12 Numerical results

Figures 2 and 3 show the magnitudes of the coefficients $A_j$, $A_j^{(\lambda)}$ and $\hat{A}_j$ for parameters that lead to different behaviours as $j$ is increased. All of the results were computed using double precision arithmetic (approximately 16 decimal digits). For cases where Bloch waves are excited, a stringent test on accuracy is performed by computing $A_j$ using (76) and (72), and again by infinite array subtraction using (82) and (68), retaining only the Bloch wave amplitudes $B^{(m)}$ and vectors $\beta^{(m)}$ from the earlier calculation. We also confirm that (105) and (102) are satisfied in each case. Some care must be taken in assessing the accuracy of these, since the exact value is zero in both cases, so that the relative error is undefined.

For (105) we use the number of cancelling digits in $E_1$ and $E_2$, or in cases where no Bloch waves are excited, the number of cancelling digits in the two terms in (104). For (102), we use the fact that there exists a propagating mode of unit amplitude (the incident field), so the number of correct significant figures is one greater than the number of correct decimal places.

Figure 2(a) shows $|A_j|$ in a case where no Bloch waves are excited. These results were obtained by solving (60) by truncation at $p = 200$ and $q = 200$, and may be used as a benchmark for the effectiveness of the filtering method. The rate of decay in the coefficients is such that the error introduced by truncation is extremely small; in fact $|A_j|$ is numerically negligible for $j \geq 45$. The conservation of energy criterion (105), and (102) with $j = 0$ (the only propagating mode), are both satisfied to near machine precision. In figure 2(b), the frequency has been increased so that a single Bloch wave is excited, with $\beta_y \approx 1.78$. No other parameters have been changed. Evidently, solving directly (60) directly by truncation would fail, since $A_j \not\to 0$ as $j \to \infty$. However, the filtered coefficients $A_j^{(1)} \to 0$ extremely rapidly, and are numerically negligible for $j \geq 10$. Computing $A_q$ again using infinite array subtraction produces results in agreement to 13–14 significant figures. There is a slight drop in accuracy for the conservation of energy criterion, in that now only 13 digits in $E_1$ cancel those in $E_2$. Similarly, (102) is now satisfied to 14 significant figures. This is to be expected, in view of the more complex calculations that are needed when Bloch waves are excited.
Figure 2: Magnitudes of coefficients for a rectangular lattice with \( s_1 = [1, 0], s_2 = [0, 1], a = 0.005, \psi_0 = 0.25\pi \) and (a) \( k = 1.5 \), (b) \( k = 3.0 \).

Figure 3: Magnitudes of coefficients for a skewed lattice with \( s_1 = [1, 0], s_2 = [0.1, 1.2], a = 0.005, \) and (a) \( \psi_0 = 0.15\pi, k = 3.7 \), (b) \( \psi_0 = 0.16\pi, k = 3.525 \).

Figure 3 shows results for two more difficult cases. In figure 3(a), the lattice is skewed, and two Bloch waves are excited, with \( \beta_y \approx 0.919 \), and \( \beta_y \approx 1.67 \). Again, the magnitudes of the filtered coefficients \( A_j^{(2)} \) and the coefficients \( \hat{A}_j \) decay very rapidly as \( j \) is increased, but only to a magnitude around \( 10^{-12} \), so that the results are slightly less accurate in this case. This is confirmed by computing \( A_j \) again, using infinite array subtraction; the results were found to be in agreement to 12 significant figures. For these parameters, there are two propagating modes \( (j = 0 \text{ and } j = 1) \), and (102) was satisfied to 12 significant figures in both instances, with similar accuracy in the conservation of energy criterion (105). Finally, in figure 3(b), the same lattice is used, but the wavenumber and angle of incidence are chosen so that a single Bloch wave is excited with \( \beta_y \approx 1.48 \), and a second is close to cutting on (there would be two Bloch waves in the equivalent plot for \( k = 3.526 \)). A Bloch wave close to cutting on corresponds to a value for \( \beta_y \) with a small, positive imaginary part. In this case, terms up to \( j = 500 \) and \( p = 500 \) were retained in the calculations because the decay in \( A_j^{(1)} \) and \( \hat{A}_j \) is very slow. In fact this ceases after approximately 250 rows, when \( |A_j^{(1)}| \approx |\hat{A}_j| \approx 10^{-12} \). For some rows, the agreement between \( A_j \) computed by filtering and the value obtained by infinite array subtraction is as low as 10 significant figures, but (102) (with \( j = 0 \) and \( j = 1 \)) and the conservation of energy criterion (105) are still satisfied to 12 significant figures.
We have demonstrated a new method for calculating the reflection and transmission properties of lattices, without the need for integral transforms or the Wiener–Hopf technique, and with no spurious reflection or damping effects. The method yields very accurate results, with slight deterioration close to band edges and when multiple Bloch waves are excited. The former issue could be countered by including Bloch vectors with small imaginary parts in the filtering process (see section 8). Several of the steps undertaken in setting up the new method are also needed if the same problem is to be solved via the Wiener–Hopf technique. In particular, the starting point is the reduction of a boundary value problem to an infinite linear system of equations using multipoles, and the same lattice sums and quasi-periodic Green’s functions arise automatically. Solving the propagation problem to determine the Bloch vectors for waves that can be excited inside the lattice is necessary for both approaches. For the Wiener–Hopf technique, these Bloch vectors correspond to zeros of the kernel (or zeros of the determinant of the kernel) that lie on the unit circle. Information about these is needed in order to construct the correct inversion contour (see [5] for details). The Wiener–Hopf method also requires factorisation of the kernel function into a product of functions analytic inside and outside the unit circle. For point scatterer problems in which a single amplitude coefficient is associated with each lattice element, this can be performed by numerically evaluating a Cauchy integral as in [7], or by approximating the field between consecutive rows as a finite expansion in grating modes and then locating kernel zeros inside the unit circle as in [5]. On the other hand, our method requires only the numerical solution of a rapidly convergent infinite linear system. The Wiener–Hopf method has one advantage, in that the analysis proves that the far field inside the lattice is composed of Bloch waves only. We have been unable to prove that this is the case using the current method, but we have verified it numerically. In fact the requirement that all other contributions must vanish provides a useful check on our results. The differences between the two approaches are much more stark when finite size effects are considered. In this case, each lattice element is associated with a sequence of amplitude coefficients, and the quasi-periodic Green’s functions and lattice sums required are those considered in [6, Appendices A and B]. The Wiener–Hopf equation for such problems has a matrix kernel which cannot be factorised by any known method. The approximate scheme used in [6] can be used instead, but this is complicated and very difficult to implement. On the other hand, our method generalises immediately. The algebra becomes more involved, but the procedure for obtaining solutions is largely identical to the point scatterer case. Semi-infinite lattices composed of finite sized scatterers will be considered in the second part of this work. The technique can also be generalised to account for aperiodic sources (such as line sources) and lattices with defects, by using the array scanning method [22, 23], an approach which was developed for linear arrays in [24] and [25].
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Appendix

Consider the function $f$, defined via

$$f(z_1, \ldots, z_{\lambda+1}) = \sum_{m=1}^{\lambda} \prod_{n=1, n\neq m}^{\lambda} \frac{z_n - z_{\lambda+1}}{z_n - z_m}. \quad (A.107)$$

We will prove that this is in fact the constant function $f(z_1, \ldots, z_{\lambda+1}) \equiv 1$. First consider $f$ as a function of the complex variable $z_1$, with $z_2, \ldots, z_{\lambda+1}$ fixed (and distinct). For any integer $p$ between 2 and $\lambda$ (inclusive), there are two ways in which $z_1 - z_p$ can appear in the denominator: either $m = 1$ or $m = p$. Separating these terms from the sum, and considering the limit in which $z_1 \to z_p$, we find that

$$\lim_{z_1 \to z_p} \left[ \prod_{n=2}^{\lambda} \frac{z_n - z_{\lambda+1}}{z_n - z_1} + \prod_{n=1}^{\lambda} \frac{z_n - z_{\lambda+1}}{z_n - z_p} \right] = \prod_{n=2}^{\lambda} \frac{z_n - z_{\lambda+1}}{z_n - z_p} \lim_{z_1 \to z_p} \left[ \frac{z_p - z_{\lambda+1}}{z_p - z_1} + \frac{z_1 - z_{\lambda+1}}{z_1 - z_p} \right]$$

$$= \prod_{n=2}^{\lambda} \frac{z_n - z_{\lambda+1}}{z_n - z_p}. \quad (A.108)$$

Therefore $f$ is an entire function of the complex variable $z_1$. Furthermore, we may observe that

$$f(z_1, \ldots, z_{\lambda+1}) = \prod_{n=2}^{\lambda} \frac{z_n - z_{\lambda+1}}{z_n - z_1} + \sum_{m=2}^{\lambda} \frac{z_1 - z_{\lambda+1}}{z_1 - z_m} \prod_{n=2, n\neq m}^{\lambda} \frac{z_n - z_{\lambda+1}}{z_n - z_m}, \quad (A.109)$$

from which we immediately find that

$$\lim_{z_1 \to \infty} f(z_1, \ldots, z_{\lambda+1}) = \sum_{m=2}^{\lambda} \prod_{n=2, n\neq m}^{\lambda} \frac{z_n - z_{\lambda+1}}{z_n - z_m}. \quad (A.109)$$

Hence, $f$ is a bounded entire function of $z_1$, so Liouville’s theorem shows that it must be independent of $z_1$. The same calculation can be made with $z_n$ in place of $z_1$, for $n = 2, \ldots, \lambda$. Since replacing $z_n$ with $z_n - \alpha$ for $n = 1, \ldots, \lambda$ does not affect $f$, we may make these translations in (A.107) to show that it is also independent of $z_{\lambda+1}$. Finally, we set $z_1 = z_{\lambda+1}$, so that the terms with $m > 1$ disappear from (A.107), and we easily find that

$$f(z_{\lambda+1}, z_2, \ldots, z_{\lambda+1}) = 1, \quad (A.110)$$

which completes the proof.