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The development and deployment of Autonomous Vehicles (AVs) on our roads is not only realistic in the near future but can also bring significant benefits. In particular, it can potentially solve several problems relating to vehicles and traffic, for instance: (i) possible reduction of traffic congestion, with the consequence of improved fuel economy and reduced driver inactivity; (ii) possible reduction in the number of accidents, assuming that an AV can minimise the human errors that often cause traffic accidents; and (iii) increased ease of parking, especially when one considers the potential for shared AVs. In order to deploy an AV there are significant steps that must be completed in terms of hardware and software. As expected, software components play a key role in the complex AV system and so, at least for safety, we should assess the correctness of these components.

In this paper, we are concerned with the high-level software component(s) responsible for the decisions in an AV. We intend to model an AV capable of navigation; obstacle avoidance; obstacle selection (when a crash is unavoidable) and vehicle recovery, etc, using a rational agent. To achieve this, we have established the following stages. First, the agent plans and actions have been implemented within the GWEENOLEN agent programming language. Second, we have built a simulated automotive environment in the Java language. Third, we have formally specified some of the required agent properties through LTL formulae, which are then formally verified with the AJPF verification tool. Finally, within the MCAPL framework (which comprises all the tools used in previous stages) we have obtained formal verification of our AV agent in terms of its specific behaviours. For example, the agent plans responsible for selecting an obstacle with low potential damage, instead of a higher damage obstacle (when possible) can be formally verified within MCAPL. We must emphasise that the major goal (of our present approach) lies in the formal verification of agent plans, rather than evaluating real-world applications. For this reason we utilised a simple matrix representation concerning the environment used by our agent.

1 Introduction

As society advances, new technologies emerge that can provide new methods for helping people in their daily routine, as well as renewing seemingly obsolete objects via technology allowing society to retain benefits from the object while removing some if its problems. An object that is going through a renovation is the road vehicle. Such vehicles are very useful on a daily basis, allowing people to move around quickly and cheaply. However, in recent years the process of urbanisation has brought a huge amount of people into cities and, consequently, has vastly increased the population of cars on our roads [11]. This growth has resulted in significant problems, such as traffic congestion [5], increased occurrence of accidents [13], and significant additional pollution emitted by such vehicles.
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Autonomous vehicles represent a revolution for the automotive industry [16], not only involving new types of vehicles but also promising solutions to some of the above problems. Autonomous Vehicles, i.e., vehicles with the ability to drive themselves, will allow society to utilise the potential for road vehicles to their maximum. Usually a person has their own car, meaning that it will often only be used for a short period of time and will be left parked for the rest of the time. Cliffe [2] asserts that nowadays cars are used only 5% of the time, but with the advent of autonomous vehicles, this number is expected to increase to 75%. According to [10], each US citizen spends around 250 (typically, unproductive) hours inside a car and 40% of the fuel on urban journeys is used while searching for parking spaces.

1.1 Autonomy and Intelligence  →  Rational Agents

In order to develop an effective and efficient AV, it is necessary to endow the vehicle with some form of ‘intelligence’ that will allow it not only to perceive the world but to react to it appropriately. One way to provide this intelligence to a vehicle is through the use of intelligent agents. In the context of information systems, agents are entities that have the capacity to work independently and often, to achieve their own goals [17]. Reactive agents are devised so as to promptly respond to changes in their environment. These agents have many similarities to adaptive systems, with environmental changes being the main (sometimes only) trigger for change in behaviour. Rational agents are often more sophisticated entities, capable of taking the initiative, planning and acting autonomously, and doing so (rationally) in line with their own goals (as well as environmental constraints). In practical autonomous systems, a combination of such elements is often used. Reactive or adaptive components deal with fast environmental interaction, while a rational agent deals with the high-level ‘intelligence’ [8]. Such a combination has several advantages, not only in terms of combining efficient interaction with high-level reasoning (as above), but also providing a central component (the rational agent) where the decision-making and responsibility are encapsulated. This then presents the possibility of deeper analysis of the agent’s choices, for example through formal verification [7].

1.2 Reliability and Correctness  →  Formal Verification

A rational agent is a consistent way to endow a system with intelligence. Nevertheless, a vehicle works in critical situations that can put lives in risk. The National Highway Traffic Safety Administration (NHTSA) [12], a U.S. agency responsible for regulating autonomous vehicles, advocates that the level of intelligence of the vehicles has to surpass human driving abilities and so it is expected that the number of accidents caused by human factors drops towards zero in the era of autonomous (also known as self-driving) cars. As mentioned in [9], the Waymo project (formerly known as Google Self-Driving Car) has decreased the number of human interventions on its road tests — these have fallen from 0.8 to 0.2 interventions per thousand miles between 2015 and 2016. As a consequence, one may infer that reduced human intervention will (likely) mean a safer AV. So, considering the deployment of an AV with its actions and decisions controlled by hardware and (particularly) software mechanisms, one may wonder: how can we guarantee that such a complex system will work reliably?

An AV has a control architecture comprising both low-level and high-level components. The low-level components include sensors (and actuators) for object recognition, mapping, navigation, vehicle direction, obstacle avoidance, etc [14], while the high-level components are often responsible for the decisions concerning which low-level components should be used and also when they must be activated. Assuring that a given (complex, computational) system (for example, an AV) is able to always act safely and achieve its goals thoroughly is a very hard problem. The construction of an AV requires
several different analysis mechanisms, not only for hardware but also for software development, especially as software components can range among different layers throughout the deployment of an AV. One approach that seeks strong correctness of a system is formal verification. This involves providing a mathematical (usually logical) proof that the system matches some formal requirement. This is quite a strong commitment and, while formal verification can potentially be applied to assess many different layers within the architecture, we will primarily use it to prove that the central rational agent makes the correct decisions [7].

1.3 Paper Overview

We here intend to construct a rational agent in order to control the high-level decisions within an AV. As we do not construct a real AV, we will embed a single rational agent within an AV simulation environment. This set of decisions the agent can take is represented as the possible plans for the agent. In this study, the following plans have been defined: vehicle navigation; obstacle avoidance; obstacle selection (when a crash is unavoidable, the agent shall choose the obstacle with the lowest damage); and vehicle recovery (when a crash occurs).

We are concerned with verifying the choices taken by our rational agent. For instance, does our agent (based on its sensor input) always select the expected action and avoid an obstacle (when possible)?

This is the kind of question that could properly answered through the use of formal verification on the rational agent and, indeed, we will use a formal verification framework for agent programming languages called Model Checking Agent Programming Languages (MCAPL) [4]. Within MCAPL, the GWENDOLEN language [3] is used for programming the rational agent and then the Agent Java Path Finder (AJPF) model-checker is applied to these programs in order to formally verify agent properties [1]. The AJPF checker carries out an exhaustive analysis to assess whether, in all possible executions, the agent’s behaviour matches it specified requirement. If not, a counter-example is generated.

The properties to be assessed represent the required actions and choices that the agent is supposed to take, depending on its beliefs. These agent beliefs are, in turn, obtained from a simulated automotive environment built in the Java language (since the MCAPL framework works with such a language). The environment comprises routes in which the agent can move towards its destination. These routes are limited (within the boundaries of the environment) and may also involve obstacles. There are three different varieties of obstacle according to the level of possible damage: low, moderate or high. With this, we can define simple formal requirements to describe AV properties, such as the one mentioned above. These formal properties are written as LTL (linear temporal logic) formulae in order to be formally verified via AJPF tool.

The reminder of the paper is organised as follows. Section 2 presents definitions concerning rational agents and formal verification. Next, in Section 3, we describe the modelling and implementation of our agent. Section 4 shows the corresponding formal verification, while Section 5 provides concluding remarks.

2 Rational Agents and Formal Verification

In this section, we briefly describe some aspects used in this work. Here we use the notion of a rational agent provided by Rao and Wooldridge [18]. The authors establish that rational agents are software entities that perceive their environment through sensors. Besides, the agents have a model of their environment, and they can reason about it. Then, based on its own mental state, a rational agent can take
actions that may change the environment [18]. A rational agent can be implemented in a number of ways, but we choose to utilise the BDI (Belief, Desire and Intention) architecture. In our work we have used a BDI programming language, named GWENDOLEN [3]. This programming language can be used with the MCAPL framework, which comprises GWENDOLEN and the linked AJPF tool [4].

AJPF is an extension of the Java Path Finder (JPF) tool, which is used for formal verification of Java programs [15]. The AJPF system [1] has been conceived to work with BDI agent programming languages, where the agent code can be formally verified against given properties. These properties are written in a Property Specification Language (PSL) which is itself based on LTL. The syntax of PSL is defined as follows. The syntax for property formulae, ϕ, is given below, where:

• B_{ag} f is true if ag believes f to be true,
• G_{ag} f is true if ag has a goal to make f true,
• and so on with A representing actions, I representing intentions, ID representing the intention to take an action, and P representing percepts, i.e., properties that are true in the environment.

3 Agent: Modelling and Implementation

Our work brings a new approach for modelling a rational agent in order to behave as controller for an autonomous vehicle, where a simple driving mechanism is considered. As mentioned in Section 1, we focus on the high-level components of an AV control architecture. The agent acts as a taxi performing rides, picking up and dropping off passengers in different positions in its environment. In order to do so, the vehicle can move in four different directions, being able to avoid static and known obstacles ahead. Given a situation when a collision is unavoidable, the agent should try to ensure the least amount of physical damage to the vehicle, whenever this is possible.

Answering to passengers requests for rides and attempting to complete them is the agent’s main, and initial, desire. Information about such rides is provided by the environment, which creates (randomly) a list P of passengers, where |P| ∈ N, and p is a given passenger (p ∈ P). Each p is assigned a specific ride r, where R is a list of rides and r ∈ R. Each r has two distinct positions in the environment: starting point and destination point. The positioning in the environment is a square matrix of positions A of order n; thus A_{n,n} | n ∈ N. Each element in the matrix is a coordinate identified by (X, Y) | (X, Y) ⊂ A, where X and Y are, respectively, the corresponding row and column indexes of that element in A_{n,n}. Therefore, X, Y ∈ N | 0 ≤ X, Y < n. Furthermore, a coordinate (X, Y) may have an obstacle θ contained in itself, hence θ ⊂ (X, Y). Since our environment is static, this statement will be true during all of the agent’s activity. We highlight the agent does not have complete knowledge of its environment. It will acquire further knowledge as it explores the environment.

There are four sets of plans implemented with nine possible actions over the environment responsible for determining the agent’s behaviour.

The first set of plans focusses on providing the agent abilities to perform a sequence of rides. As its first priority, the agent gathers its position in the environmental matrix by using the action localize from the first set of plans, once there are no unprocessed beliefs in the agent’s belief set. Rides are
requested from the environment by the agent using an action `get_ride`, which provides the coordinates of the starting and destination points of any new ride or the information that there are no passengers left; when the latter happens, the agent stops its execution.

For every new ride, the agent attempts to move the vehicle from its current location to the ride’s starting point. Similarly, after that the agent proceeds to attain the destination point to drop off a passenger and conclude its ride. In both cases it is said the agent does a route, and on concluding this, it parks with an action `park` to allow the passenger to get in and out of the vehicle. If, before starting a ride or in any given moment within the ride, the agent believes that there is an obstacle in either the “pick up” or “drop off” location, that ride will be refused through an action `refuse_ride`.

The agent asks the environment the location of the destination point of its current route is, in relation to the vehicle’s current coordinate. This is achieved by invoking an action `compass`. In order to complete the routes, the agent is able to move in four directions with an action `drive`, with these movements relating to the way the vehicle is maneuvering in the matrix. Therefore, a movement in a row, either increasing or decreasing a coordinate’s indices, is said to be moving, respectively `north` and `south`. Meanwhile, movements in the matrix’s column that increase or decrease its coordinate’s indexes are denoted as, respectively, `east` and `west`.

When the agent moves to a new position in the environment, it receives information about coordinates in its surroundings, where such coordinates are strictly one movement away from the agent’s current position. The information received from the environment tells the agent about the existence or not of any obstacle, as well as which direction from the agent’s current location will lead to the obstacle. As previously stated, the environment is static and thus the agent will store beliefs related to obstacles during all its activity.

Each position through which the vehicle travels along a route stores information that helps the agent determine if a particular direction will be useful or not in reaching its destination. In this process, the agent gathers belief referring which directions led to a destination coordinate, as well as directions are taken to leave that position. If, during a route there is a direction \( d_1 \) the agent moved from a coordinate \((X,Y)\) towards a destination and an opposite direction \( d_2 \) that the vehicle got to the same location \((X,Y)\), it is said that in order to reach the current destination, the agent can not move towards \( d_1 \) from \((X,Y)\).

This is necessary to avoid duplicate movements during the same path. Thus, as it moves, the agent will generate a (partial) model of the environment where it is located and will discern which directions from its current position are invalid for completing a route, determining the failed attempts to complete a route. The situations detected are called ‘known routes’ and these routes should be avoidable by the agent.

During a route, if the agent finds an obstacle in the direction of its movement or known route, a set of obstacle avoidance plans is used. This set gives priority to convenient route adaptations taking the AV towards the destination of the current route. If the agent finds an obstacle while moving through rows of the location matrix and, in order to achieve its destination, the vehicle will now need to move through many columns in the future, the agent will adapt its route maneuvering towards the destination’s column until one move in a row can be undertaken. Similarly, if the agent is moving between columns and it encounters an obstacle and it believes that the current destination, in the past, required movements through columns, then a maneuver in such a direction is executed until the agent can directly move towards the destination.

If no movement is possible because the destination is strictly in one direction, the agent will instead opt to move towards an available column (in case it is moving between rows) or row (in case it is moving between columns). Whenever a route adaptation fails, the agent will turn the vehicle to the opposite direction. If the vehicle is unable to adapt its route in three alternative directions, regardless of whether any of these have been previously chosen as routes, the agent will then move in that direction where
movement is possible, when said situation is interpreted as a 'dead end'. In the last two situations, the agent will add beliefs through an action no further from attaching the coordinate that proved invalid to reach the destination, so the positions surrounding will recognise it as part of a 'known route'.

As discussed earlier, there are scenarios where the collision of the vehicle is unavoidable from its current position; such situations have, as a precondition, the existence of three obstacles surrounding the agent. Hence, if the vehicle moves in any of the three different directions, a crash will occur. In the case of a direction not containing an obstacle but the vehicle, the environment considers it to be temporarily obstructed and therefore, the agent has no maneuver options in which there will be no collision. Once the formal precondition can be verified as true, the environment generates a probability $T$ that, in its next move, the vehicle will collide with an obstacle; likewise, there is a probability $F$ that the agent can maneuver and avoid the obstacle, where $T, F \in \mathbb{R} : 0 \leq T, F \leq 1$ and $T + F = 1$. This is associated with a damage level for each obstacle. The discrete possible classifications to be assigned to an obstacle are low, moderate and high, where for each of them contains a probability $L, M$ and $H$ of collision occurring, where $L, M, H \in \mathbb{R} : 0 \leq L, M, H \leq 1$ and $L + M + H = 1$. In such situations, the agent will seek to choose to move towards an obstacle whose collision will cause the least amount of physical damage to the vehicle.

4 Formal Verification of Agent Plans

In accordance with the previous actions and plans defined for the agent, we have carried out formal verification by using the AJPF tool. Here we will only present the verification that represents the scenario responsible for obstacle selection, but all agent’s plans have been formally verified. We have chosen to describe verification of the obstacle selection plan since it potentially has the most negative effect on the agent’s desired behaviour. For instance, an undesired behaviour (when an obstacle selection takes place) may lead to severe car damage. This property ensures that the agent will choose to move to some coordinate where the damage is minimal in case of an unavoidable collision.

The property to be verified is: “During the entire agent’s activity, in the occurrence of an unavoidable collision where there is at least one direction that the agent moves towards that will give a low level of damage to the vehicle, then that will be the direction chosen by the agent, and in the case when there is not a direction where the level of damage is low but there is one where a collision will be moderate, the agent will move towards that direction”.

The verification of the such property is presented in Table where it is formally specified by a LTL formula. Note that, by using properties of GWENDOLEN and AJPF tool, it is possible to verify every single possible outcome of obstacle classification.

5 Conclusion

In this paper, we have presented a GWENDOLEN agent with plans and actions devised to model simple, basic high-level components of an Autonomous Vehicle. One of these components involves the handling of static obstacles, which works in a twofold manner: (i) obstacle avoidance; and (ii) obstacle selection (when a crash is unavoidable). After that, we have deployed a simple simulated environment in Java language with the corresponding scenario in order to test the plans and actions designed for our agent.

---

1 Plans, models, and verifications are available at https://github.com/AVIA-UTFPR/SAE
2 The specification of the machine used to perform this verification is as it follows: MacOS Sierra 10.12.5 on a Macbook Pro (Early 2015) with Intel Core i5 2.7 Ghz processor and 8 GB of memory RAM.
Table 1: Unavoidable collisions and the choice for the least amount of damage

<table>
<thead>
<tr>
<th>Scenario settings</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent’s initial Position</td>
<td>(2, 1)</td>
</tr>
<tr>
<td>Total of rides</td>
<td>1</td>
</tr>
<tr>
<td>Rides’ Coordinates</td>
<td>{((4, 1)-(4, 0))}</td>
</tr>
<tr>
<td>Total of obstacles</td>
<td>3</td>
</tr>
<tr>
<td>Obstacles’ Coordinates</td>
<td>{(1, 1), (2, 2), (2, 0)}</td>
</tr>
</tbody>
</table>

Formal Verification by AJPF

\[
\begin{align*}
\Box((\Diamond(B_{\text{vehicle unavoidable collision}}(\_\_\_\_) \land B_{\text{vehicle obstacle damage}}(\_\_\_\_\_\_\_\_\_, low))) & \Rightarrow \\
\Diamond(G_{\text{vehicle colide obstacle}}(\_\_\_\_\_\_\_\_, low)) & \land (\Diamond(B_{\text{vehicle unavoidable collision}}(\_\_\_\_) \land \neg \\
B_{\text{vehicle obstacle damage}}(\_\_\_\_\_\_\_\_, low) & \land B_{\text{vehicle obstacle damage}}(\_\_\_\_\_\_\_\_, moderate))) & \Rightarrow \\
\Diamond(G_{\text{vehicle colide obstacle}}(\_\_\_\_\_\_\_\_, moderate)))
\end{align*}
\]

<table>
<thead>
<tr>
<th>Property</th>
<th>Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total of environment states</td>
<td>25465</td>
</tr>
<tr>
<td>Maximum search depth</td>
<td>444</td>
</tr>
<tr>
<td>Total of states Büchi automata created by AJPF</td>
<td>12</td>
</tr>
<tr>
<td>Total of run-time</td>
<td>01:09:58</td>
</tr>
<tr>
<td>Total of RAM memory used</td>
<td>3866MB</td>
</tr>
</tbody>
</table>

This environment represents obstacles as well as the routes traced by the agent. Next, we have chosen formal properties concerning the desired behaviour of our agent, specifically when taking into account static obstacles. These properties have been formally specified as LTL formulae and verified with the AJPF tool. As a result, we have successfully applied the MCAPL framework in order to obtain the modelling, implementation and formal verification of a simple rational agent within an AV.

This work is part of a project named Autonomous Vehicles with Intelligent Agents (AVIA). And here we present the very first results of AVIA, where we are not (yet) concerned with real world interactions. That is the reason why we have a minimal set of options and have used a (simple) matrix representation in the environment used by the rational agent. In future work, we shall extend the representation for handling multiple traffic lanes and dynamic obstacles in order to fit in more real world challenges and applications. Within this, we will define the implementation of plans and actions to avoid the dynamic obstacles. Furthermore, we aim to improve our simulated environment with the representation of lanes and roads so that we can define plans for lane crossing, lane departure and lane keeping.
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