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Full-duplex (FD) transmission is a promising technique for fifth generation (5G) wireless communications, enabling significant spectral efficiency (SE) improvement over existing half-duplex (HD) systems. However, FD transmission consumes higher power than HD transmission, especially for millimetre wave band. Therefore, energy efficiency (EE) for FD systems is a critical yet inadequately addressed issue. This thesis addresses the critical EE challenges and demonstrates promising solutions for implementing FD systems, as detailed in the following contributions.

In the first contribution, a comprehensive EE analysis of the FD and HD amplify-and-forward (AF) relay-assisted 60 GHz dual-hop indoor wireless systems is presented. An opportunistic relay mode selection scheme is developed, where FD relay with different self-interference (SIC) techniques or HD relay is opportunistically selected. Together with transmission power adaptation, EE is maximised with given channel gains. A counter-intuitive finding is shown that, with a relatively loose maximum transmission power constraint, FD relay with two-stage SIC is preferable to both FD relay with one-stage SIC and HD relay, resulting in a higher optimised EE. A full range of power consumption sources are considered to rationalise the analysis. The effects of imperfect SIC at relay, drain efficiency and static circuit power on EE are investigated. Simulation results verify the theoretical analysis.

In the second contribution, EE oriented resource allocation for FD decode-of-forward (DF) relay-assisted 60 GHz multiuser systems is investigated. In contrast to the existing SE oriented designs, the proposed scheme maximises EE for FD relay systems under cross-layer constraints, addressing the typical problems at 60 GHz. A low-complexity EE-orientated resource allocation algorithm is proposed, by which the transmission power allocation, subcarrier allocation and throughput assignment are performed jointly across multiple users. Simulation results verify the analytical results and confirm that the FD relay systems with the proposed algorithm achieve a higher EE than the HD relay systems with SE oriented approaches, while offering a comparable SE. In addition, a much lower throughput outage probability is guaranteed by the proposed resource allocation algorithm, showing its robustness against channel estimation errors.

In the third contribution, it is noticed that in wireless power transfer (WPT)-aided relay systems, the SE of the source-relay link plays a dominant role in the system SE due
to limited transmission power at the WPT-aided relay. A novel asymmetric protocol for WPT-aided FD DF relay systems is proposed in multiuser scenario, where the time slot durations of the two hops are designed to be uneven, to enhance the degree of freedom and hence the system SE. A corresponding dynamic resource allocation algorithm is developed by jointly optimising the time slot durations, subcarriers and transmission power at the source and the relay. Simulation results confirm that, compared to the symmetric WPT-aided FD relay (Sym-WPT-FR) and the time-switching based WPT-aided FD relay (TS-WPT-FR) systems in the literature, the proposed asymmetric WPT-aided FD relay system achieves up to twice the SE and higher robustness against the relay’s location and the number of users.

In the final contribution, to strike the balance between high SE and low power consumption, a hybrid duplexing strategy is developed for distributed antennas (DAs) systems, where antennas are capable of working in hybrid FD, HD, and sleeping modes. To maximise the system EE with low complexity, activation/deactivation of transmit/receive chain is first performed, by a proposed channel-gain-based DA clustering algorithm, which highlights the characteristics of distributed deployment of antennas. Based on the DAs’ configuration, a novel distributed hybrid duplexing (D-HD)-based and EE oriented algorithm is proposed to further optimise the downlink beamformer and the uplink transmission power. To rationalise the system model, self-interference at DAs, co-channel interference from uplink users to downlink users, and multiuser interference in both uplink and downlink are taken into account. Simulation results confirm that the proposed system provides significant EE and SE enhancements over the co-located FD MIMO system, showing the advantages in alleviating high path loss as well as in cutting the carbon footprint. Compared to the sole-FD DA system, the proposed system shows much higher EE with marginal loss in SE. Also, the SIC operation in the proposed system is much more simplified compared to the two benchmarks.
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## Nomenclature

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>three-dimensional</td>
</tr>
<tr>
<td>5G</td>
<td>fifth generation</td>
</tr>
<tr>
<td>AC</td>
<td>analogue cancellation</td>
</tr>
<tr>
<td>ADC</td>
<td>analogue-to-digital converter</td>
</tr>
<tr>
<td>AF</td>
<td>amplify-and-forward</td>
</tr>
<tr>
<td>AWGN</td>
<td>additive white Gaussian noise</td>
</tr>
<tr>
<td>BnB</td>
<td>branch-and-bound</td>
</tr>
<tr>
<td>BS</td>
<td>base station</td>
</tr>
<tr>
<td>cm</td>
<td>centimetre</td>
</tr>
<tr>
<td>CNR</td>
<td>channel-to-noise ratio</td>
</tr>
<tr>
<td>CoMP</td>
<td>coordinated multiple points</td>
</tr>
<tr>
<td>CP</td>
<td>cyclic prefix</td>
</tr>
<tr>
<td>CR</td>
<td>cognitive radio</td>
</tr>
<tr>
<td>CSI</td>
<td>channel state information</td>
</tr>
<tr>
<td>DA</td>
<td>distributed antenna</td>
</tr>
<tr>
<td>DAC</td>
<td>digital-to-analogue converter</td>
</tr>
<tr>
<td>DAS</td>
<td>distributed antenna system</td>
</tr>
<tr>
<td>DC</td>
<td>digital cancellation</td>
</tr>
<tr>
<td>DF</td>
<td>decode-and-forward</td>
</tr>
<tr>
<td>EE</td>
<td>energy efficiency</td>
</tr>
<tr>
<td>E/O</td>
<td>electrical/optical converter</td>
</tr>
<tr>
<td>FD</td>
<td>full duplex</td>
</tr>
<tr>
<td>FFT</td>
<td>fast Fourier transform</td>
</tr>
<tr>
<td>FW</td>
<td>Frank-Wolfe</td>
</tr>
<tr>
<td>HD</td>
<td>half duplex</td>
</tr>
<tr>
<td>ISI</td>
<td>inter-symbol interference</td>
</tr>
<tr>
<td>KKT</td>
<td>Karush-Kuhn-Tucker</td>
</tr>
<tr>
<td>LNA</td>
<td>low noise amplifier</td>
</tr>
<tr>
<td>LO</td>
<td>local oscillator</td>
</tr>
<tr>
<td>LOS</td>
<td>line-of-sight</td>
</tr>
<tr>
<td>LPF</td>
<td>low pass filter</td>
</tr>
</tbody>
</table>
LTE  long term evolution
MAC  media access control
MIMO multi-input multi-output
mm  millimetre
MMSE minimum mean square error
MRC maximum ratio combining
NOMA non-orthogonal multiple-access
NM  nanometre
OFDM orthogonal frequency division multiplexing
OFDMA orthogonal frequency division multiple access
PA  power amplifier
PHY physical layer
PL  path loss
PS  passive suppression
QoS quality-of-service
RF  radio frequency
RMS root mean square
RRU radio remote unit
SDP semi-definite programming
SE  spectral efficiency
SIC self-interference cancellation
SINR signal-to-interference-and-noise ratio
SISO single-input single-output
S-V Saleh-Valenzuela
TDD time division duplex
TDMA time division multiplex access
VCO voltage controlled oscillator
VGA variable gain amplifier
WPT wireless power transfer
ZF  zero forcing
Chapter 1

Introduction

1.1 Background and Motivation

Fifth generation (5G) wireless communication systems are calling for significantly increased data rate (up to 1000 times higher than current data rate) for much richer multimedia applications, e.g. high definition video and three dimensional (3D) online games [1]. Conventional communication systems operate in half duplex (HD) mode [2], i.e. antennas receive and transmit signal in orthogonal time slots or frequencies. This leads to loss of spectral efficiency (SE). Recently, full duplex (FD) technique has attracted much attention due to its ability to achieve higher SE. FD node can receive and transmit signal simultaneously at the same frequency, which enables significant SE improvement over existing HD systems. However, strong self-interference is introduced at FD node’s receiver from its transmitter and effective self-interference cancellation (SIC) is required at FD node. Thanks to recent advance in SIC, SIC amount of up to 100 dB can be achieved [3], paving the way for the commercial use of FD systems.

On the other hand, to achieve the Gbps-level data rate requirement, using the millimetre (mm)-wave band, e.g. frequencies of 28 GHz, 38 GHz and 60 GHz, is a promising solution. With the recent advance of circuit design for mm-wave band [4] [5] [6] [7] [8], there have been growing interests in standardizing its use for 5G communications. Besides, the mm level wavelength enables the creation of small-sized antennas and other radio hardware. Some advanced techniques, such as multiple-input multiple-output (MIMO) can be fabricated in the state-of-the-art small-sized terminals. The mm-wave communication systems, however, have inherent disadvantages in that the propagation loss (PL) is high at such high frequency and that the signal can be easily blocked by obstacles due to short signal wavelength (only 5 mm at a frequency of 60 GHz) [9]. To alleviate the high PL and the serious intermittent blockage effect, it is beneficial to employ relay nodes between sources and destinations to assist communications [10].

There have been active research to incorporate FD with mm-wave communications to further improve data rate and reduce latency. A 60 GHz transceiver with FD fibre-optic transmit and receive chains was developed for short-range broadband application
in [11], while FD implementation in mm/sub-mm Si-constructed chips was investigated in [12] [13]. As for the SIC design, it is shown that as much as 80 – 100 dB of SIC can be achieved at mm-wave frequency by using passive suppression (PS), analogue cancellation (AC) and digital cancellation (DC) [14] [15].

To implement FD and mm-wave in 5G communications, however, high power consumption is a critical challenge, because additional power is triggered by SIC at FD nodes [10] and chips working at mm-wave frequency also consume much higher power than that working at a lower frequency. Moreover, the receive and transmit chains of FD node are active at all time, while only one transmit chain or one receive chain of HD node is active at each time slot [16]. To address the high power consumption issue and achieve green communication, energy efficiency (EE) is an important system performance metric proposed in 5G communication systems. However, to the best of our knowledge, there lacks investigation of EE of FD systems. This motivates the work demonstrated in this thesis.

1.2 Research Contributions

The research conducted during this PhD study has produced the following main contributions:

- The EE of FD amplify-and-forward (AF) relay systems is investigated, and a comprehensive comparison between FD AF relay and HD AF relay systems is provided. The closed form of EE gain region is given, which clearly reveals the conditions that FD outperforms HD in terms of EE. It is found that with loose transmission power constraint, FD with PS and AC of SIC techniques is even more energy efficient than the FD with PS only and HD relay systems. To improve the system EE, transmission power adaptation and opportunistic relay mode selection are developed. By adopting transmission power adaptation and opportunistic relay mode selection together, both EE and SE of FD AF relay system can be much higher than that of HD AF relay system. To rationalise the system model, a full range of power consumption and imperfect SIC are considered.

- Addressing the practical transmission problems at mm-wave frequency, such as the intermittent signal blockage and out-of-the-date channel information, the cross-layer design for FD decode-and-forward (DF) relay systems is considered in a multiuser scenario. A cross-layer EE oriented algorithm is proposed, by which subcarriers, power at source and relay, and throughput are jointly allocated. Compared to the FD DF relay system with a SE oriented algorithm, the proposed cross-layer algorithm achieves much lower outage probability, making FD DF relay system more robust against to the channel estimation errors.
Besides, a higher EE performance of the proposed EE oriented design is demonstrated over the SE oriented design, at the cost of marginal SE loss. Properties of the EE oriented resource allocation are investigated.

- In wireless power transfer (WPT)-aided FD DF relay systems, the available transmission power at relay node is much lower than that at source taking to account the PL from source to relay and low conversion efficiency at relay node. As a result, the end-to-end SE is always bounded by the relay-user hop. To better balance the SE of two hops, a novel asymmetric protocol is developed, which adaptively assigns uneven time slots for the two hops. Based on the asymmetric time slots protocol, a corresponding algorithm is proposed, by joint allocation of transmission power, subcarriers and time slot durations. Besides, we utilise self-interference rather than cancel it. It is demonstrated that more energy can be harvested by the proposed algorithm due to the enhanced of degrees of freedom. Also, higher SE is achieved compared to the symmetric time slots structure-based algorithm and time-switching-based algorithm.

- FD communications in bi-directional scenario is considered. Different from conventional FD MIMO systems, FD is incorporated with DA systems, which has natural advantages in reducing PL and blockage effect. A hybrid duplexing mode is proposed, allowing DAs work in FD, HD or sleeping modes. To maximise the system EE, a channel gain-based DA clustering algorithm is first performed to activate/deactivate transmit/receive chain of DAs, and then beamformer at DAs and transmission power at uplink user are jointly assigned. With the proposed algorithms, the hybrid duplexing FD DA systems feature higher EE, lower power consumption, and simpler SIC circuit design compared to the two benchmarks, conventional co-located FD MIMO system and sole-FD DA system.

### 1.3 Thesis Organisation

The rest of this thesis is organised as follows. The overview of wireless channels and systems is introduced in Chapter 2. Chapter 3 demonstrates the details of FD systems, including its classifications, SIC design and EE challenges in implementing FD systems. In Chapter 4, EE comparison between FD and HD in AF relay systems is given, revealing the conditions that FD is greener than its HD counterpart. In Chapter 5, cross-layer design in FD DF relay systems is studied, which addresses the propagation characteristic at 60 GHz. In Chapter 6, WPT-aided FD DF relay system is considered, where the relay is powered by WPT from the source. An asymmetric protocol applicable for WPT-aided FD DF relay systems is proposed. In Chapter 7, bi-directional FD DA system is considered, where DAs communicate with multiple users in both uplink and downlink simultaneously. A joint design of the status of DAs, uplink transmis-
sion power and downlink beamformer is presented. Conclusions and future work are presented in the final chapter.

1.4 Publication List

A number of publication have arisen during the course of this research, as listed below, all of which have contributed to the thesis.

Journal Papers


Conference Papers


Chapter 2

Overview of Wireless Communication Channels and Systems

This chapter outlines the evolution of wireless communication systems. The fundamentals of wireless communication channels, orthogonal frequency division multiplexing (OFDM) and mm-wave communications are also presented.

2.1 The Evolution of Wireless Communication Systems

To date, four generations of cellular communication systems have been adopted in the world with each new mobile generation emerging every 10 years or so. First generation analogue cellular systems in 1981; second generation digital technology in 1992, third generation (CDMA 2000, WiMAX) in 2001, and fourth generation (LTE, LTE-A) in 2011, as summarised in Tab. 2.1.

As the demand for data rate in mobile broadband communications increases dramatically every year, it is estimated the total mobile traffic will be increased thousand-fold

<table>
<thead>
<tr>
<th>Generation</th>
<th>Requirements</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>2G</td>
<td>No official requirements. Digital technology.</td>
<td>First digital systems. New service such as SMS and low-rate data.</td>
</tr>
<tr>
<td>3G</td>
<td>ITU’s IMT-2000 required 144 kbps mobiles, 2Mbps indoor</td>
<td>Primary technologies include CDMA2000 1×EV-DO WiMAX.</td>
</tr>
<tr>
<td>4G</td>
<td>ITU’s IMT Advanced. Requirements include ability to operate in up to 49 MHz radio channels and with high SE ability</td>
<td>IEEE 802.16m LTE-Advanced</td>
</tr>
</tbody>
</table>
by 2020, requiring researchers to seek greater capacity to support richer multimedia service beyond the 4G standard. As 5G is developed and implemented, enhanced system metrics, e.g. higher EE and SE, longer battery life, lower outage probability, lower infrastructure costs, and higher aggregate capacity are expected, by adopting advanced techniques, e.g. FD, mm-wave, massive MIMO, highly directional beamforming antennas.

2.2 Wireless Communication Channel Models

2.2.1 Large-Scale Path Loss

The signal strength reduction caused by large distances between the transmitter and the receiver is referred to as large-scale path loss (PL), which is calculated as

\[ PL = l_0 + 10\tau \log_{10}(d/d_0), \]  

(2.1)

where \( l_0 \) is the free-space PL at the reference distance and its value varies according to propagation environment and communication frequency. \( \tau \) is the PL exponent. \( d \) is the distance between two communication nodes. \( d_0 \) could be set to 1 m in indoor environment or longer in outdoor environment.

2.2.2 Small-Scale Multipath Fading

Multipath fading is the rapid fluctuation of channel gain and change of phases over a short period of time or distance, caused by the constructive or destructive interference of the multiple signal paths between the transmitter and receiver. Multipath fading causes rapid small-scale variation of signals. In urban environments, transmitters and receivers are surrounded by building, trees, moving vehicles and pedestrians, which cause reflection, diffraction and scattering of the transmitted signals. Therefore, the signal undergoes different paths, and each of the paths generates a unique wave of the transmitted signal with the randomly distributed amplitude, phase and delay. The receiver vectorially combines all these waves, and this causes the signal distortion and fading [18] [19]. Letting \( f_i \) and \( \sigma_i \) denote the channel gain and delay for the \( i \)-th path, respectively, the root-mean-square (RMS) delay spread \( \sigma \) is expressed by

\[ \sigma = \sqrt{\frac{\sum_i f_i^2 \sigma_i^2}{\sum_i f_i^2} - \left( \frac{\sum_i f_i^2 \sigma_i}{\sum_i f_i^2} \right)^2}. \]  

(2.2)

The RMS delay spread interprets the multipath richness. In other words, the higher the RMS delay spread is, the larger the effect of multipath is.

In wireless communications, coherence bandwidth \( B_c \) is defined as the range of frequencies where two frequency components have a strong potential for amplitude
Table 2.2: Types of multipath fading

| Flat Fading | Signal Bandwidth < Coherence Bandwidth |
| Frequency Selective Fading | Signal Bandwidth ≥ Coherence Bandwidth |
| Fast Fading | Coherence Time < Symbol Period |
| Slow Fading | Coherence Time ≥ Symbol Period |

correlation. Coherence bandwidth $B_c$ can be derived from the RMS delay spread $\sigma$, i.e. $B_c \approx \frac{1}{\sigma}$.

On the other hand, the relative motion between the base station and the mobile user causes Doppler shift $f_d$, which is given by

$$f_d = \frac{c}{\lambda} \cos \theta,$$

where $c$ represents the velocity of a mobile user moving at. $\lambda$ is wavelength and $\theta$ is the angle between the direction of the received signal wave and the direction of the mobile user’s motion. Doppler spread $B_d$ denotes the difference between Doppler shifts of signal components. The coherence time $T_c$ is referred to as the time over which two received signal have a strong potential for amplitude correlation. It can be expressed in terms of the Doppler shift $f_m$, i.e. and $T_c = \frac{9}{16\pi f_m}$. Depending on the characteristics of the transmitted signal, i.e. signal bandwidth and symbol period, and the nature of the multipath channel, i.e. RMS delay spread $\sigma$ and Doppler spread $B_d$, there are four different fading effects, which are flat fading and frequency selective fading due to multipath delay spread, and fast fading and slow fading due to Doppler spread [20]. These fading effects are summarised in Tab. 2.2.

Assume each symbol is transmitted via signal bandwidth $B_s$ during symbol period $T_s$. Supposing there are $N_p$ paths between the transmitter and the receiver, the channel impulse response (CIR) is given by:

$$f(t) = \sum_{i=0}^{N_p-1} f_i \delta(t - \sigma_i),$$

where $f_i$ and $\sigma_i$ are the channel gain and delay for the $i$-th path, respectively. The Rayleigh distribution is commonly used to describe the amplitude $|f_i|$, of which the probability density function is given by:

$$p(x) = \frac{x}{\tau^2} \exp\left(-\frac{x^2}{2\tau^2}\right),$$

where $\tau^2$ denotes the time-average power of the received signal. If the received signal contains direct path and a line of sight (LOS) signal is much stronger than the others, the channel becomes into Rician fading. In Rician fading, the amplitude gain is characterised by a Rician distribution, of which the probability density function is:
Figure 2.1: Simplified block diagram of the OFDM system.

\[ p(x) = \frac{2(K + 1)x}{\Omega} \exp(-K - \frac{(K + 1)x^2}{\Omega})I_0\left(2\sqrt{\frac{K(K + 1)}{\Omega}}x\right), \quad (2.6) \]

where \( K \) is the ratio between the power in the direct path and the power in the other scattered paths. \( \Omega \) is the total power from both paths that \( \Omega = v^2 + 2\tau^2 \), and \( I_0 \) is the 0-th order modified Bessel function of the first kind.

### 2.3 Orthogonal Frequency Division Multiplexing

By employing advanced techniques, 5G wireless communication is expected to achieve Gbps-level transmission rate. However, the higher the data rate, the larger the impact of multipath fading. OFDM is one of the effective solutions to handle frequency selective fading, which converts communication over a multipath channel into communication over simpler parallel narrowband subcarriers and has natural advantages in utilizing the wide bandwidth of mm-wave communications. Therefore, OFDM has been selected as one of the key techniques in 5G standards.

The procedure of the OFDM system is presented in Fig. 2.1. Suppose there are \( N \) symbols \( (S[0], ..., S[N-1]) \) waiting for transmission. After the inverse fast Fourier transform (IFFT), the transmission data can be presented as:

\[ x[n] = \sum_{i=0}^{N-1} S[i]e^{\frac{j2\pi in}{N}}, n \in \{0, ..., N - 1\}. \quad (2.7) \]

The received signals are

\[ y[n] = h(n) \otimes x[n] + z[n], n \in \{0, ..., N - 1\}, \quad (2.8) \]

where \( h(n) \) and \( z[n] \) are the CIR and noise. The FFT is applied to the received signals after CPR, and recovered signals are
\[ Y[n] = \sum_{i=0}^{N-1} y[i] e^{-j2\pi in}, n \in \{0, ..., N - 1\}, \] (2.9)

which is equal to

\[ Y[n] = H[n] S[n] + Z[n], n \in \{0, ..., N - 1\}, \] (2.10)

where \( H[n] \) and \( Z[n] \) are the CIR and noise on the \( n \)-th subcarrier in the frequency domain. It can be derived from (2.10) that each transmission data \( x[n] \) consists of information from \( N \) symbols, and the information of one symbol has been spread across \( N \) transmission data. Hence, the symbol period in OFDM systems becomes \( NT_s \), leading to a mitigated inter-symbol interference (ISI). In the frequency domain, the frequency range for each symbol is narrowed so that each transmission data carried on one subcarrier undergoes flat fading.

There are several benefits brought by the OFDM technique. First, since the bandwidth of each subcarrier is narrowed, the system is unlikely to suffer the same fading over all subcarriers in a multipath channel. Hence, there is frequency diversity in OFDM systems. Second, each subcarrier is in flat fading, and therefore the ISI problem in multipath environments is eliminated. Additionally, each subcarrier can be modulated independently in OFDM systems. It leads to a higher SE than conventional single-carrier systems under frequency selective circumstances [18]. Furthermore, as illustrated by Fig. 2.2, OFDM leads to a higher efficiency in spectrum than conventional frequency division multiplexing (FDM), where the carriers are not overlapped, and there is a guard band between two adjacent carriers. Of course, there are few disadvantages of OFDM, e.g. the CP occupies an amount of time and transmission power. Also, carrier frequency offset and peak to average power ratio are two practical issues in OFDM systems.

### 2.4 Millimetre Wave Communications

With the sub-3 GHz spectrum is becoming increasingly crowded and the SE of microwave links has approached its fundamental limits, it is difficult to support the exponential growth of mobile data traffic. Since, abundance of communication bandwidth at mm-wave band, 30-300 GHz, remains under utilised [21], mm-wave has been considered as one key technique in 5G communications. To pave the way for commercial use of mm-wave, several standardization activities have been conducted in recent years, e.g. IEEE 802.15.3 Task Group 3c (TG3c) [22], IEEE 802.11ad standardization task group, Wireless HD consortium, wireless gigabit alliance (WiGig), wireless personal area networks (WPANs) [23] [24] [25] and wireless local area networks (WLANs). Also, there have been active projects, e.g. FP7 EU Project METIS [26], and infield measurements
Figure 2.2: Waveform of 8 OFDM subcarriers.

[9] [17] [27]-[31] investigating how mm-wave perform in cellular systems or indoor environment. Signal propagation at 28 GHz and 38 GHz was measured in urban city, New York and Austin by [17], proving the communication distance at mm-wave frequency can even achieve hundreds metres in a dense urban environment with highly reflective nature. In [27], 60 GHz band and E band (71-76 and 81-86 GHz) were adopted for backhaul for 5G cellular systems. The statistical parameters of 60 GHz propagation channel in various indoor environments were given by [9] [28] [29], showing the channel follow Rayleigh or Rician distribution depending on the specific communication scenario. Beamforming effects on mm-wave channel characteristics were studied by [30]. The channel parameters of narrowband and wideband direction-based beamformers was investigated in [31].

Besides, the design of mm-wave circuitry have been done by [4]-[7]. The authors in [4] designed an integrated 90 nanometre (nm) CMOS 60 GHz transceiver including radio frequency (RF), base band (BB) signal paths, local oscillator (LO) generation and distribution. A 60 GHz wideband power amplifier (PA) fabricated in a standard CMOS 65 nm processors was proposed by [5], and the maximum output saturation power achieves 14.5 dBm with peak power-added efficiency 25% when the PA is supplied by 1.8 V voltage. A 60 GHz 16 quadrature amplitude modulation transceiver including radio frequency (RF) front-end, antenna, analogue, and digital baseband circuitry was
Table 2.3: Statistical parameters in the PL models of the 60 GHz indoor channels [9]

<table>
<thead>
<tr>
<th>Communication scenarios</th>
<th>PL in free space $l_0$</th>
<th>PL exponent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corridor</td>
<td></td>
<td>1.64</td>
</tr>
<tr>
<td>LOS hall</td>
<td>68 dB</td>
<td>2.17</td>
</tr>
<tr>
<td>NLOS hall</td>
<td></td>
<td>3.01</td>
</tr>
</tbody>
</table>

designed by [7], which is able to achieve more than 7-Gb/s data rate and has potential to be extended up to 10 Gb/s.

More dedicated research at mm-wave frequency, e.g. OFDM, synchronization, random access, handover, interference management, and scheduling have been given as well. The media access control (MAC) layer design in mm-wave cellular systems was researched by [32], while multi-hop communication and cooperative diversity performance were investigated by [33]-[36].

mm-wave communications, however, have inherent disadvantages in high PL and sensitivity to blockage. Since the free space PL increases proportionally as the square of the carrier frequency, the propagation loss at mm-wave band is natural much higher than that at lower frequency bands, e.g. 2 GHz or 5 GHz. Take 60 GHz communication as an example, the PL at reference distance (1 m) is up to 68 dB, as summarised by Tab. 2.3. Also, the signal transmission at mm-wave frequency is easy to be blocked by obstacles due to short signal wavelength (only 5 mm at a frequency of 60 GHz). To alleviate the high PL and the serious intermittent blockage effect, it is beneficial to employ relay nodes between sources and destinations to assist communications. Relay-assisted communication at mm-wave frequency has been investigated by [25] [33] [35]. However, the research in [25] [33] [35] only focused HD transmission, leading to low SE. How to incorporate FD into mm-wave communications is still untouched.
Chapter 3

Overview of Full Duplex Systems

3.1 Full Duplex Classifications

FD systems can be classified in different ways as follows. Especially for FD relay systems, we take a two-hop FD relay system in the downlink as an example, which can be easily extended to a general multi-hop scenario.

3.1.1 By with or without Relay

Without the use of relay, FD systems often refers to the communication between two FD nodes, as shown by Fig. 3.1 (a). The transmission is bi-directional and thus SIC needs to be applied in both two communication nodes. On the other hand, if a FD relay is deployed to help the communication between source and destination, the system can be classified as FD relay system, where the relay can receive and transmit signal simultaneously at the same frequency. Since only relay works in FD mode, SIC is only conducted at relay node. Another more complicated FD relay application is bi-directional FD relay system, which is further clarified in subsection 3.1.5.

3.1.2 By Antenna Type

According to the type of antennas, FD systems can be classified as shared-antenna FD [37] and separate-antenna FD [2], as illustrated by Fig. 3.1 (b).

With shared-antenna, only one antenna set is adopted for both transmission and reception at relay node. A duplexer (circulator) is needed to route the received signal from antenna to the receive chain, and route the transmitted signal to the antenna from the transmit chain.

With separate-antenna, relay can use separate antennas for transmitting and receiving, respectively. In particular, separate-antenna is preferable when MIMO is applied at relay node. This is because the SIC is more complex than that in single-input single-output (SISO) systems, whereas the SIC performance with the shared-antenna configuration is not optimal since the isolation offered by the duplexer may not be sufficient.
Figure 3.1: Classifications of FD systems and their mimics by HD relays.
3.1.3 By Relay Mode

Based on the relay mode, FD relay systems can be divided into AF relay systems and DF relay systems [2] [10].

An AF relay amplifies the received signal from source and forwards it, including the desired signal, noise, and residual self-interference, to destination. Therefore, AF relay systems have simpler circuit design and low power consumption. However, they introduce amplified noise and self-interference to destination.

A DF relay decodes the received signal first, and forwards the re-encoded signal to destination. Hence, the residual self-interference does not affect the link from relay to destination directly. However, a DF relay normally leads to higher power consumption and latency than an AF relay due to its complex signal processing.

3.1.4 By Numbers of Relays or Users

As illustrated by Figs. 3.1 (c) and (d), to combat the high PL and the blockage effect in mm-wave communications, a destination may be assisted by multiple relays [38]. In this case, one can apply relay selection to explore spatial diversity. Also, multiple users may be served by one relay node. In a multiuser scenario, multiple access technique, such as orthogonal frequency divisionduplexing access (OFDMA), can be adopted [2]. Importantly, the power of self-interference is different across subcarriers. To achieve a better SIC performance, per-subcarrier SIC [3] is desirable.

3.1.5 By Transmission Directionality

According to the transmission directionality, FD systems can be classified into single-directional FD and bi-directional FD [39], as illustrated by Fig. 3.1 (e). Single-directional FD systems are involved with an FD relay receiving and transmitting in one direction, while bi-directional FD systems consist of two communication nodes, each operating in FD mode. The two nodes send signals to each other with or without the help of the FD relay node.

3.1.6 Mimicking Full Duplex Systems by Half Duplex Nodes or Orthogonal Frequencies

There are some schemes using HD relay to mimic FD relay systems, which is given by Fig. 3.1 (f). One mimicking approach is to use two buffer-aided HD relays to corporate communication between source and destination, where one relay is used to receive the signal from source and the other is used to transmit the buffered signal to destination [40]. However, since two HD relays are needed at the same time, the associated power consumption is high.

Another mimicking approach is to let an HD relay node receive and transmit at different frequencies. However, SE is sacrificed in this case, since the frequency band
is split into two orthogonal parts for transmission and reception individually.

### 3.2 Self-Interference Suppression/Cancellation

Thanks to the recent advance in SIC techniques [3] [16] [41], the self-interference in FD systems can be mitigated effectively. There are three main approaches to mitigate self-interference: PS, AC and DC [3].

#### 3.2.1 Passive Suppression

The first stage of SIC, PS, mitigates self-interference in the propagation domain, via directional antenna, antenna placement and antenna shielding. Recent research has shown that more than 70 dB of self-cancellation amount can be achieved by PS in an anechoic chamber, and more than 40 dB in a reflected room [42]. The advantage of using PS is that no additional power consumption is required. Fortunately, some features of mm-wave naturally benefit the performance of PS, e.g. the mm level wavelength and the application of directional antenna:

a) As discussed aforementioned, mm level wavelength leads to a much higher PL, which can benefit SIC in the propagation domain. For example, the distance between transmitter and receiver (separate antenna deployment) is 10 centimetre (cm) in a small-sized smart device. The resulting self-interference amount at 60 GHz is 20 dB lower than that at 5 GHz and 28 dB lower than that at 2.4 GHz, respectively, assuming the free space PL exponent [8]. Besides, for the mm level wavelength, a cm level absorptive obstacle between relay’s transmitter and receiver can block the direct path of self-interference effectively.

b) Besides, applying high-gain antennas with narrow beamwidth allows relay to steer beams to concentrate radiated energy in only the desired directions, and the transmitter at relay can point to destination’s receiver. The main lobe of the beam of relay’s transmitter will not be routed into relay’s receiver. As a result, the self-interference comes only from reflected waves, which are much weaker than the direct path. Also, the application of directional antenna is beneficial to the cross-polarization, where transmit and receive antennas in orthogonal polarization states (vertically and horizontally polarised) can achieve a SIC amount of around 20 dB. In summary, PS in mm-wave band can achieve much better performance than that in cm-wave band.

However, PS is sensitive to nearby environment, especially in reflective environment, and PS operation increases the frequency selectivity of the residual self-interference channel. To solve this problem, AC and/or DC can be used to mitigate residual self-interference further, where additional power consumption is required.
3.2.2 Analogue Cancellation

After PS, self-interference can be further mitigated by AC before signal goes through low noise amplifiers (LNAs) [16] [43] [44]. With the ready-made transmit chains and receive chains, there are two kinds of AC designs: direct-conversion architecture AC and non-direct-conversion architecture AC. The former deploys direct-conversion radio architecture to estimate self-interference and subtracts it at relay’s receiver end. This kind of AC circuit design does not need additional baseband signal processing at relay node and thus consumes less power. FD node processes the transmitted signal at transmitter to form the predicted self-interference in the analogue-circuit domain. While the non-direct-conversion AC architecture generates the predicted self-interference by processing the transmit signal in digital domain, adjusts the gain/phase digitally, converts the digital signal to analogue and finally feeds it to the receive chain for AC operation. Since baseband signal processing unit, digital-to-analogue converters (DACs), mixers, low pass filters (LPFs), attenuators and adders are required. The incurred power consumption is as high as the equivalent transmit chains.

3.2.3 Digital Cancellation

DC is applied at the last stage, which subtracts the residual self-interference after PS and AC in digital domain [41]. It requires accurate estimation of the residual self-interference following PS and AC. Moreover, the transmitter and receiver distortions need to be captured by DC. Therefore, complex baseband signal processing unit is required by DC operation, which consumes non-negligible power consumption.

The summary of different SIC in FD systems is given by Tab. 3.1.

3.3 Power Consumption and Energy Efficiency Challenges in Full Duplex Systems

In this section, we discuss the power consumption and the critical EE challenges of FD systems.

3.3.1 Power Amplify Power Consumption

For wireless communication systems, the power consumed by cascaded PAs contributes a large portion to the total power consumption, which is mainly caused by the low drain efficiency. Especially for the chips working at mm-wave frequency, the drain efficiency of current 60 GHz PAs is lower than 25% [5]. This is much lower than the drain efficiency of 2.4/5 GHz PAs, which is normally 30-40% [45] [46]. As a result, chips working in mm-wave band dissipate much more power than the chips working in cm-wave band.
3.3.2 Circuit Power Consumption

Apart from PA power, circuit power also contributes a large part to the total power consumption. Generally, circuit power is the power consumed by the signal processing parts, including LNAs, filters, DAC, analogue-to-digital converter (ADC), voltage controlled oscillator (VCO), dividers, local oscillator (LO) buffer, decoder, comparators, variable gain amplifier (VGA) etc [4]. It is worth mentioning that, limited by the start-of-the-art hardware design, circuit power consumed by a mm-wave chip is also higher than that consumed by a cm-wave chip [4].

3.3.3 Additional Power Consumption Incurred by Full Duplex Transmission

HD transmission splits the transmission into two orthogonal time slots, and only one receive chain or one transmit chain is active at each time slot. While in FD systems, both transmit chain and receive chain are active at all time. Therefore, the power consumption of FD systems is naturally higher than that of HD systems.

The other additional power consumption of FD node is incurred by SIC. Generally speaking, complex SIC scheme needs more involved components and consumes higher power. For example, the AC operation design in [3] needs DAC, transmit radio unit and adder to mitigate self-interference. The additional power consumption incurred by the SIC is even comparable with the power consumption of the equivalent transmit chains [41]. Another kind of AC design in [16] uses tunable attenuation and delay unit to route the estimated signal to the receiver for SIC. Attenuator, delay units and adders are required to adjust the delay and the amplitude, and the introduced power consumption is still non-negligible.

Besides, the power consumed by DC operation is also non-negligible. Since DC design needs to calculate the equivalent baseband signal after PS and AC operations, where digital baseband signal processing unit is required [3].
<table>
<thead>
<tr>
<th>SIC schemes</th>
<th>Approaches</th>
<th>Additional power consumption</th>
<th>Features</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>Benefiting from high PL between relay’s transmitter and receiver</td>
<td>Nil</td>
<td>Much higher PL than the PL with cm wave</td>
<td>Sensitive to environment; Increased frequency selectivity of self-interference channel</td>
</tr>
<tr>
<td>PS</td>
<td>Antenna shielding</td>
<td>Nil</td>
<td>Fully exploiting the advantage of mm level wavelength</td>
<td>Sensitive to environment; Increased frequency selectivity of self-interference channel</td>
</tr>
<tr>
<td>PS</td>
<td>Directional antenna</td>
<td>Nil</td>
<td>Widely used in mm-wave communications; Relay’s transmitter pointing to destination with no direct self-interference</td>
<td>Sensitive to environment; Increased frequency selectivity of self-interference channel</td>
</tr>
<tr>
<td>AC</td>
<td>Direct-conversion architecture</td>
<td>Low</td>
<td>Aware to the reflected self-interference</td>
<td>Sensitive to wide-band self-interference</td>
</tr>
<tr>
<td></td>
<td>Non-Direct-conversion architecture</td>
<td>High</td>
<td>Unaware to the reflected self-interference</td>
<td>Not feasible in AF relay systems</td>
</tr>
<tr>
<td>DC</td>
<td>Digital-domain canceller</td>
<td>High</td>
<td>Inefficient given good performance by P-S+AC, may degrade the EE performance</td>
<td>May cause negative effect to system (the introduced noise power is higher than the power of the self-interference cancelled)</td>
</tr>
</tbody>
</table>
Chapter 4

Energy Efficiency Comparison between Full Duplex and Half Duplex in Amplify-and-Forward Relay Systems

Nowadays, wireless communications are required to support much richer multimedia applications, such as uncompressed high definition TV and high speed video downloads. The 60 GHz frequency band, with an extremely large bandwidth of up to 7 GHz, is a promising candidate for high speed indoor wireless networks [25]. However, the 60 GHz transmission requires line-of-sight (LOS) and suffers significant propagation loss due to inherent disadvantages at such high frequency [17]. Also, it is challenging to maintain robust network connectivity at 60 GHz networks. As the wavelength at 60 GHz is only 5 mm, links are easily blocked by obstacles, such as human body and furniture. Applying relay is a leverage to extend network coverage while maintaining robust connectivity [33]. Conventional relays work in HD mode, while FD relay system [2], which allows transmitting and receiving at the same frequency and the same time, enables a significant enhancement of system throughput and has attracted much attention. Whereas, it suffers loop interference and requires effective self-interference mitigation [42].

On the other hand, 60 GHz chips generally consume much more power than the chips working at a much lower frequency [4]. Therefore, there is an urgent demand for maintaining high throughput while limiting energy consumption [47], which has attracted much attention from vendors and researchers, e.g. the IJOIN project [1]. EE, defined as the ratio of system throughput to total power consumption [47], is an important measure of green communication solutions. The EE of the relay-assisted indoor wireless network at 60 GHz should be investigated. It is also interesting to compare the EE achieved by FD relay systems with its HD counterpart.

The previous research on FD relay systems has focused on improving throughput
[48], or finding the rate gain region (the rate gain region is defined as the region where one relay mode outperforms another mode in terms of throughput) with specific self-interference mitigation technique [49]. The EEs of FD and HD relay systems have not been investigated. A power consumption model was presented in [50] for HD relay-assisted 60 GHz systems. It did not consider FD mode nor static circuit power, which is actually comparable with the transmission power in indoor environments. The total power consumption mainly includes two parts in indoor environment: PA power and circuit power. The circuit power consumption modelled in [51] is oversimplified and inaccurate due to lack of power consumption details. The circuit power modelled in [52] contains various power consumption sources including DAC, mixer, LNA, ADC, etc. However, the circuit power was assumed to be fixed, neglecting the fact that part of the circuit power is dependent on the throughput state. On the other hand, R. Bolla et al. [47] explored various perspectives of power consumption and energy saving operations, such as dynamic adaptation and sleeping/standby. In [53] and [54], the EE of direct transmission (without relay) was investigated. In [53], the EE was investigated for OFDMA networks. Li et al. [54] presented multiple transmission schemes to minimise energy consumption for wireless video transmission. [55] and [56] presented the analysis of the EE of HD relay systems. [55] showed how HD relays should be positioned to outperform direct transmission in terms of EE. In [56], a multipath routing algorithm was presented for an HD relay system, where only the transmission power is included into the power consumption model. There lacks an analysis of the EE of FD relay systems in the literature.

In this chapter, we provide a comprehensive EE analysis for a dual-hop FD AF relay-assisted OFDM system, which is one of the most important application scenario for FD wireless communication systems. Our work is different in the following aspects.

- To the best of our knowledge, this is the first work to investigate the EE of the FD relay systems and to compare it with its HD relay counterpart. It is shown that with given transmission power at the source, the FD relay systems can be more energy efficient than the HD relay systems.

- The EE gain regions between FD (PSAC), FD (PS) and HD, where one relay mode outperforms another mode in terms of EE, are clearly defined. It is shown that FD with two-stage SIC (PSAC) can be even more energy efficient than FD with one-stage interference cancellation (PS only) as well as HD, if the transmission power is relatively high and satisfies certain conditions. This enables opportunistic relay mode selection among FD (PSAC), FD (PS) and HD to optimise the EE under a maximum transmission power constraint. A low complexity algorithm is proposed to optimise the EE.

- A full range of power consumption sources is considered in our power consumption
model and their effects on EE are discussed. In particular, the powers consumed by the relay node and SIC are considered, which were absent from the previous work on power consumption modelling. The impact of imperfect SIC is also considered in our analysis.

4.1 System Model and Problem Formulation for Full Duplex Amplify-and-Forward Relay Systems

Assume a 3-node dual-hop AF relay system. AF relay mode is employed because it requires relatively simple signal processing and low operational power [57]. The block diagram of the FD AF relay-assisted system is illustrated in Fig. 4.1, where PAs are employed at the transmitters of the source and the relay, while cascaded LNAs are placed at the receivers of relay and the destination. It is assumed that the destination cannot hear the source directly due to high attenuation at 60 GHz [25] [33], and the relay is positioned in the middle of the source-destination link to maintain a high throughput [58]. The relay in FD mode transmits and receives at the same time and frequency, causing self-interference to the receiver from its transmitter. To reduce the self-interference, PS and AC are applied, as shown in Fig. 4.1. DC is not considered in this model due to high complexity and performance limitations (PS and AC only can be sufficiently effective for AF FD relay systems [59]). Let $\alpha$ denote the total amount of SIC on each subcarrier, which is defined as the ratio of the self-interference powers before and after suppression/cancellation. PS includes directional antenna and antenna shielding. An absorptive shielding (or absorber) between the relay’s transmit antenna and receive antenna can block self-interference by around 10 dB in addition to directional antenna [42]. Let $\alpha_{PS}$ denote the total amount of self-interference cancelled by PS. The AC circuit design in [16] is adopted due to its simple implementation and no requirement for baseband signal at relay node. Its SIC amount is denoted by $\alpha_{AC}$.

With a frequency-selective fading channel, the channel frequency response and the
allocated power are different across subcarriers. Ideally, the self-interference mitigation should be operated subcarrier by subcarrier. However, it is impossible for PS and also imposes extremely high complexity for AC. Therefore, for both PS and AC, SIC is frequency-flat cancellation practically: the SIC amount $\alpha$ is identical across all subcarriers. Thus, $\alpha = \alpha_{PS}$ in FD (PS) and $\alpha = \alpha_{PS} + \alpha_{AC}$ in FD (PSAC). In general, $\alpha_{PS}$ = 40 dB or more can be achieved by PS alone, and $\alpha_{AC}$ = 20–40 dB [43] [16].

OFDM transmission is assumed with $N$ subcarriers. Let $h_{SR,n}$, $h_{RD,n}$ and $h_{RR,n}$ denote the channel frequency responses of links source-to-relay (S-R), relay-to-destination (R-D) and relay-to-relay (R-R) on subcarrier $n$, respectively. Also let $l_{SR}$, $l_{RD}$ and $l_{RR}$ denote the PLs of links S-R, R-D and R-R, respectively. The channels of the S-R and R-D links are modelled as Rician fading. It is widely used for 60 GHz channel modelling [36] [29], especially with directional antenna and beamforming, which are essential for 60 GHz frequency band to combat high PL. The Saleh-Valenzuela (S-V) model is similar to the Rician model if the direct link is not blocked and its strength is relatively high compared to other non-direct components [8]. The self-interference channel is modelled as Rayleigh fading as the LOS between the transmitter and the receiver of the relay can be easily blocked by antenna shielding due to very small wavelength at 60 GHz. Applying narrow beamwidth antenna also reduces the LOS signal strength between relay’s transmitter and receiver due to the main lobe of the relay’s directional transmit antenna pointing to the destination. The self-interference waves are collected from the reflected waves [8].

Assume that the PAs have equal power gain of $\beta$, and the LNAs have the same gain $G$ and noise figure $F$ each [50]. Let $s_n[k]$ denote the transmitted signal at the source on subcarrier $n$ in time slot $k$, and $P_{s,n}$ is the allocated transmission power at the source. Similarly, define $t_n[k]$ as the transmitted signal at the relay on subcarrier $n$ in time slot $k$. $z_{R,n}[k]$ and $z_{D,n}[k]$ denote complex additive white Gaussian noise (AWGN) elements on subcarrier $n$ introduced at the relay and destination, respectively, with zero mean and variance $\sigma^2$.

With residual self-interference, the received signal at the relay node on subcarrier $n$ in time slot $k$ is expressed as:

$$r_n[k] = h_{SR,n}\sqrt{l_{SR}P_{s,n}s_n[k]} + h_{RR,n}\sqrt{\frac{1}{\alpha}t_n[k] - \tau} + z_{R,n}[k],$$

(4.1)

where $\tau$ ($\geq 1$) is the integer symbol processing delay, which is typically long enough to guarantee that the symbol transmitted at the relay is uncorrelated with the symbol received simultaneously [60]. The signal received at the relay passes through cascaded LNAs and PA. Thus, the transmitted signal $t_n[k]$ from the relay is given by

$$t_n[k] = \sqrt{\beta G} \left(h_{SR,n}\sqrt{l_{SR}P_{s,n}s_n[k]} + h_{RR,n}\sqrt{\frac{1}{\alpha}t_n[k] - \tau} + \sqrt{F}z_{R,n}[k]\right).$$

(4.2)

At the destination, the received signal is processed by LNAs again and is collected
as

\[ y_n[k] = h_{RD,n} \sqrt{\beta G^2 l_{RD}} \left( h_{SR,n} \sqrt{l_{SR}} P_{s,n} s_n[k] + h_{RR,n} \sqrt{\frac{1}{\alpha} t_n[k - \tau]} + \sqrt{F^2 z_{R,n}[k]} \right) \]

\[ + \sqrt{G F z_{D,n}[k]} . \]

(4.3)

EE (bits/Joule) is calculated as the ratio of the system throughput to the total power consumption. In conventional cellular networks, circuit power dominates the power consumption and the consumed transmission power is negligible. As illustrated in [61], the circuit power of base station is dominant and could be up to 3700 W in a macro-cellular network. Thus, its EE can be approximated by \( \eta = \frac{T}{P_{c,sta} + T_s UP_{AC}} \). Higher EE is pursued by setting the transmission power as high as possible to achieve a high throughput. In 60 GHz indoor systems, however, higher throughput may lead to lower EE due to enhanced transmission power, which cannot be neglected in total power consumption.

Our objective is to optimise the instantaneous EE \( \eta \), i.e.

\[
\arg\max_{P_s} \frac{T}{P} \quad \text{s.t.} \quad P_s \leq P_{\max}.
\]

(4.4)

Now we discuss how to optimise EE by transmission power adaptation at source under a maximum transmission power constraint. Then the EE gain regions between FD (PSAC), FD (PS) and HD relay modes are researched. With opportunistic relay mode selection and transmission power adaptation, EE is maximised. Some parametric effects on EE gain regions are discussed as well.

4.2 Throughput and Power Consumption Analysis

4.2.1 Throughput Analysis

The received signal at the destination is rewritten as

\[ y_n[k] = h_{RD,n} \sqrt{\beta G^2 l_{RD}} h_{SR,n} \sqrt{l_{SR}} P_{s,n} s_n[k] + h_{RD,n} \sqrt{\beta G^2 l_{RD}} h_{RR,n} \sqrt{\frac{1}{\alpha} t_n[k - \tau]} + \sqrt{F^2 z_{R,n}[k]} + \sqrt{G F z_{D,n}[k]} . \]

(4.5)

where the equivalent noise consists of the noise introduced at the relay and destination. Let \( \Gamma_n \) denote the signal-to-interference-and-noise ratio (SINR) on subcarrier \( n \) at the destination. Define \( g_{1,n} = \beta G^2 |h_{SR,n}|^2 l_{SR}|h_{RD,n}|^2 l_{RD} \), \( g_{2,n} = GF + \beta G^2 F^2 |h_{RD,n}|^2 l_{RD} \),
According to (4.5), the SINR on subcarrier $n$ at the destination with FD relay can be derived as

$$
\Gamma_{FD,n} = \frac{g_{1,n}P_{s,n}}{g_2,n\sigma^2 + P_{I,n}/\alpha},
$$

(4.6)

where $P_{I,n} = g_{3,n}\sigma^2 + g_{4,n}P_{s,n}$ represents the power of the self-interference, $g_2,n\sigma^2$ is the power of the equivalent noise and $g_{1,n}P_{s,n}$ is the power of the desired signal. Unlike [49] which assumed a bidirectional P-to-P FD system, in our system model, the noise introduced at the relay node and the residual self-interference after cancellation are forwarded to the destination, which can be observed from (4.5) and (4.6). The overall throughput of FD is given by

$$
T_{FD} = \frac{W}{N} \sum_{n=1}^{N} \log_2(1 + \Gamma_{FD,n}),
$$

(4.7)

where $W$ denotes the total bandwidth while $N$ denotes number of subcarriers. For HD relay transmission, the SINR $\Gamma_{HD,n}$ is calculated by setting the self-interference related elements in (4.6) to 0 and 1/2 is added before the log function in (4.7).

To outperform HD in terms of throughput on subcarrier $n$, the following equation should be satisfied by FD:

$$
\frac{W}{N} \log_2(1 + \Gamma_{FD,n}) > \frac{W}{2N} \log_2(1 + \Gamma_{HD,n}).
$$

(4.8)

Substituting (4.6) into (4.8) yields

$$
\alpha > \frac{g_{3,n}P_{s,n} + g_{4,n}\sigma^2}{\sqrt{(g_{1,n}P_{s,n} + g_{2,n}\sigma^2)(g_{2,n}\sigma^2)}}.
$$

(4.9)

Equation (4.9) indicates that the required SIC amount making FD outperform HD in terms of throughput on subcarrier $n$. It is obvious that a higher cancellation amount can satisfy (4.9) more easily. To increase the SIC amount, many cancellation schemes have been proposed [3] [16] [42] [43] [44]. With proper SIC design, the power of self-interference can be lower or even negligible compared to noise power. As shown from (4.9), higher power gain $\beta$ at amplifier requires more SIC amount $\alpha$ at relay node. It is because improving power gain can improve the SINR at the second hop R-D, but corrupt the SINR at the first hop S-R. The effect of amplifier power gain $\beta$ on the first hop is much more significant than its effect on the second hop because the distance between relay’s transmitter and receiver is much shorter than the distance between relay’s transmitter and destination’s receiver. Therefore, higher SIC amount $\alpha$ is required for a higher value of $\beta$. Also, LNAs at relay are placed at the front-end of relay’s receiver. Normally, the effect of noise from subsequent stages (e.g. noise introduced at the destination) is reduced by the gain of the relay’s LNAs in a dual-hop network. Therefore, high gain LNA is preferred at the relay (the noise figure is
considered almost irrelevant to the power gain of LNA by good LNA design). However, the boosted signal by LNA is treated as self-interference to the relay’s receiver when it is transmitted to the destination. Therefore, higher SIC amount $\alpha$ is needed to compensate for the effect of a higher valued $G$ due to the enhanced self-interference, as can be seen from (4.9).

### 4.2.2 Power Consumption Analysis

Assume continuous data transmission, so that the power consumption is in active mode. The typical power consumption model for short-range or indoor communications is adopted [53], where the total power consumption contains two main parts, circuit power $P_c$ and PA power $P_{PA}$. The circuit power consumption includes the power consumed by all circuit blocks along the signal path while the PA power is consumed by both source and relay. The power consumption for AC, $P_{AC}$, is also considered if the relay works in FD mode.

#### PA Power

The total PA power includes the transmission power and the dissipated power of PAs at both source and relay, given by

$$P_{PA} \approx \sum_{n=1}^{N} \frac{P_{s,n}}{\omega} (1 + \beta G |h_{SR,n}|^2 l_{SR}), \quad (4.10)$$

where $\omega$ is the drain efficiency [5]. The power allocated onto subcarrier $n$ is a portion of the total transmission power $P_s$, that is, $P_{s,n} = \lambda_n P_s$, where $0 \leq \lambda_n \leq 1$ and $\sum_{n=1}^{N} \lambda_n = 1$. Defining $\tilde{\lambda}_n = \lambda_n (1 + \beta G |h_{SR,n}|^2 l_{SR})$, (4.10) can be rewritten as

$$P_{PA} = \left( \frac{P_s}{\omega} \right) \sum_{n=1}^{N} \tilde{\lambda}_n. \quad (4.11)$$

#### Circuit Power

The circuit power $P_c$ includes the power consumed by all circuit blocks along the signal path. For communication systems working at high data rate, e.g. Gbps, circuit power can be divided into static circuit power, $P_{c,sta}$, and dynamic circuit power, $P_{c,dyn}$ [53]. The former can be formulated as a fixed value [62], while the dynamic circuit power is closely related to the throughput state [63]. A well-accepted model of dynamic circuit power is $P_{c,dyn} = \varepsilon T$, where the constant $\varepsilon$ denotes the power consumption per unit data rate [53]. Also, the relay’s circuit power is non-negligible in indoor environment. Thus, the total circuit power is given by

$$P_c = P_{c,sta} + \varepsilon T. \quad (4.12)$$
**Power for SIC**

Applying PS actually does not consume additional power, however, the power consumed by AC is non-negligible. Besides, the power consumed by the involved chip components, such as attenuator and splitter, are not related to the throughput state [44] [16], and therefore the power consumed by AC, $P_{AC}$, is regarded as a constant. Using (4.11) and (4.12), the total power consumption is formulated as

$$P = \left( \frac{P_s}{\omega} \right) \sum_{n=1}^{N} \tilde{\lambda}_n + \varepsilon T + P_{c,sta} + \xi P_{AC},$$

(4.13)

where $\xi = 1$ for FD (PSAC) relay systems and $\xi = 0$ for FD (PS) relay mode and HD relay mode.

### 4.3 Transmission Power Adaptation, Energy Efficiency Gain Regions and Opportunistic Relay Mode Selection

#### 4.3.1 Transmission Power Adaptation

**Theorem 4.1**: In AF FD/HD relay-assisted OFDM systems with good SIC, EE $\eta$ is strictly quasi-concave or mono-increasing with respect to transmission power $P_s \in (0, P_{max}]$.

Proof of Theorem 4.1: See Appendix A.

According to Theorem 4.1, under a transmission power constraint $P_{max}$, there is one and only one globally/locally optimal transmission power in terms of EE $\eta$, which can be found by calculating the gradient of $\eta$ in terms of transmission power $P_s$. A so-called gradient calculation (GC) algorithm is proposed to optimise EE $\eta$ by adjusting the total transmission power, as shown in Algorithm 1.

The proposed GC algorithm relies on $\frac{\partial \eta}{\partial P_s}$. It is hard to derive a closed-form expression of $\frac{\partial \eta}{\partial P_s}$, however, the definition of derivative can be used to get the value of $\frac{\partial \eta}{\partial P_s}$ at any given transmission power, as shown in Appendix B. With the proposed GC algorithm and feasible calculation of $\frac{\partial \eta}{\partial P_s}$, the globally/locally optimal transmission powers in the region of $P_s \in (0, P_{max}]$ can be found for FD (PSAC), FD (PS) and HD, respectively.

#### 4.3.2 Energy Efficiency Gain Regions and Opportunistic Relay Mode Selection

In the previous subsection, the GC algorithm is proposed to optimise the EEs of FD (PSAC), FD (PS) and HD relay modes, respectively. The three modes may have different optimised EE values due to different throughputs and power consumptions. In this subsection, the EE gain regions between the three relay modes are discussed, which serve opportunistic relay mode selection. It is different from the work in [60] and [64].
Algorithm 1 GC Algorithm for Transmission Power Adaptation

1: if $\frac{\partial \eta}{\partial P_s} \bigg|_{P_{\text{max}}} \geq 0$ then
2: \text{EE is mono-increasing in the range of $P_s \in (0, P_{\text{max}}]$.}
3: \text{return } \eta^* = \eta(P_{\text{max}}).
4: \text{else}
5: \text{EE is quasi-concave in the range of $P_s \in (0, P_{\text{max}}]$.}
6: Initialise the left bound $P_L = 0$, and the right bound $P_R = P_{\text{max}}$.
7: while $|\frac{\partial \eta}{\partial P_s}|_{P} < \delta$ ($\delta$ is a precision factor) do
8: $P = \frac{P_L + P_R}{2}$.
9: Calculate $a = \frac{\partial \eta}{\partial P_s} \bigg|_{P_L}$ and $b = \frac{\partial \eta}{\partial P_s} \bigg|_{P_R}$.
10: if $a \cdot b \geq 0$ then
11: $P_L = P$.
12: else
13: $P_R = P$.
14: end if
15: end while
16: return $\eta^* = \eta(P)$.
17: end if

on opportunistic relay mode selection, which were based on system throughput. Then opportunistic relay mode selection and transmission power adaptation are combined to obtain the maximum system EE.

Substituting (4.7) and (4.13) into (4.4) yields the EE of FD (PSAC) as:

$$\eta_{\text{FD(PSAC)}} = \frac{T_{\text{FD(PSAC)}}}{\left(\frac{P_s}{\omega}\right) \sum_{n=1}^{N} \tilde{\lambda}_n + \epsilon T_{\text{FD(PSAC)}} + P_{\text{c,sta}} + P_{\text{AC}}}.$$  \hspace{1cm} (4.14)

The EE of FD (PS) is given by

$$\eta_{\text{FD(PS)}} = \frac{T_{\text{FD(PS)}}}{\left(\frac{P_s}{\omega}\right) \sum_{n=1}^{N} \tilde{\lambda}_n + \epsilon T_{\text{FD(PS)}} + P_{\text{c,sta}}}.$$  \hspace{1cm} (4.15)

Similarly, the EE of HD is given by

$$\eta_{\text{HD}} = \frac{T_{\text{HD}}}{\left(\frac{P_s}{\omega}\right) \sum_{n=1}^{N} \tilde{\lambda}_n + \epsilon T_{\text{HD}} + P_{\text{c,sta}}}.$$  \hspace{1cm} (4.16)

$$\begin{align*}
P_{s}^{1,1} &= \begin{cases} \omega \sum_{n=1}^{N} \tilde{\lambda}_n \left( \frac{P_{\text{AC}}}{T_{\text{FD(PS)}}} - 1 \right) - P_{\text{c,sta}} & , \frac{T_{\text{FD(PSAC)}}}{T_{\text{FD(PS)}}} < \frac{P_{\text{AC}}}{P_{\text{c,sta}}} + 1 \end{cases}, \\
& \quad \frac{T_{\text{FD(PSAC)}}}{T_{\text{FD(PS)}}} \geq \frac{P_{\text{AC}}}{P_{\text{c,sta}}} + 1. \end{align*}$$  \hspace{1cm} (4.17)

$$\begin{align*}
P_{s}^{1,2} &= \begin{cases} \omega \sum_{n=1}^{N} \tilde{\lambda}_n \left( \frac{P_{\text{AC}}}{T_{\text{HD}}} - 1 \right) - P_{\text{c,sta}} & , 1 < \frac{T_{\text{FD(PSAC)}}}{T_{\text{HD}}} < \frac{P_{\text{AC}}}{P_{\text{c,sta}}} + 1 \end{cases}, \\
& \quad \frac{T_{\text{FD(PSAC)}}}{T_{\text{HD}}} \geq \frac{P_{\text{AC}}}{P_{\text{c,sta}}} + 1. \end{align*}$$  \hspace{1cm} (4.18)
Similarly to the rate gain region defined in [48], the EE gain region is defined as the region in which one relay mode outperforms another mode in terms of EE. In the following, the EEs of FD (PSAC), FD (PS) and HD relay modes are compared with given transmission power $P_s$, which is constrained by a maximum transmission power $P_{\text{max}}$. The differences between the EEs of the three relay modes are provided in Appendix C.

**FD (PSAC) vs. FD (PS)**

It is obvious that the system throughput of FD (PSAC) is always higher than that of FD (PS), i.e. $T_{FD(PS)} < T_{FD(PSAC)}$, at the cost of additional power consumption on AC operation. According to (C.1) in Appendix C, if the value of $\left(\frac{P_s}{\omega} \sum_{n=1}^{N} \tilde{\lambda}_n + P_{\text{c,sta}}\right) \frac{T_{FD(PSAC)}}{T_{FD(PS)}} - 1 < P_{AC}$, then $\eta_{FD(PSAC)} - \eta_{FD(PS)} < 0$, i.e. FD (PS) is more energy efficient than FD (PSAC). If the transmission power $P_s$ keeps increasing, the value of $\left(\frac{P_s}{\omega} \sum_{n=1}^{N} \tilde{\lambda}_n + P_{\text{c,sta}}\right) \frac{T_{FD(PSAC)}}{T_{FD(PS)}} - 1$ may exceed the value of $P_{AC}$, leading to $\eta_{FD(PSAC)} - \eta_{FD(PS)} > 0$. This implies that FD (PSAC) becomes more energy efficient than FD (PS) when the transmission power is higher than a crossing power $P_s^{\dagger,1}$, which is calculated as (4.17).

**Remark 4.1:** Under a maximum transmission power constraint $P_{\text{max}}$, any transmission power $P_s$ in the range of $P_s \in (P_s^{\dagger,1}, P_{\text{max}}]$ enables FD (PSAC) to outperform FD (PS) in terms of EE.

By considering (4.17) and Remark 4.1 together, the EE gain region for FD (PSAC) outperforming FD (PS) is given as $P_s \in (P_s^{\dagger,1}, P_{\text{max}}]$, and the EE gain region for FD (PS) outperforming FD (PSAC) is $P_s \in (0, P_s^{\dagger,1})$. If $P_{\text{max}} < P_s^{\dagger,1}$, FD (PS) is always more energy efficient than FD (PSAC) in the range of $P_s \in (0, P_{\text{max}}]$.

**FD (PSAC) vs. HD**

According to (C.2) in Appendix C, the sign of $\eta_{FD(PSAC)} - \eta_{HD}$ is the same as the sign of $\left(\frac{P_s}{\omega} \sum_{n=1}^{N} \tilde{\lambda}_n + P_{\text{c,sta}}\right) \frac{T_{FD(PSAC)}}{T_{HD}} - 1 - P_{AC}$. If $T_{HD} \geq T_{FD(PSAC)}$ holds within the feasible range of $P_s \in (0,P_{\text{max}}]$, $\eta_{FD(PSAC)} < \eta_{HD}$ is readily derived. If $T_{HD} < T_{FD(PSAC)}$, which occurs commonly, the value of $\left(\frac{P_s}{\omega} \sum_{n=1}^{N} \tilde{\lambda}_n + P_{\text{c,sta}}\right) \frac{T_{FD(PSAC)}}{T_{HD}} - 1$ may be smaller than that of $P_{AC}$. Thus, the crossing transmission power for FD (PSAC) outperforming HD is calculated as (4.18).

**Remark 4.2:** Under a maximum transmission power constraint $P_{\text{max}}$, any transmission power $P_s$ in the range of $P_s \in (P_s^{\dagger,2}, P_{\text{max}}]$ enables FD (PSAC) to outperform HD in terms of EE.

By considering (4.18) and Remark 4.2 together, the EE gain region for FD (PSAC) outperforming HD is given by $P_s \in (P_s^{\dagger,2}, P_{\text{max}}]$, and the EE gain region for HD outperforming FD (PSAC) is $P_s \in (0, P_s^{\dagger,2})$. If $P_{\text{max}} < P_s^{\dagger,2}$, HD is always more energy efficient than FD (PSAC) in the range $P_s \in (0, P_{\text{max}}]$. 
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Specially, with near-perfect SIC, the throughput of FD (PSAC) approximately doubles that of HD, i.e. \( T_{FD(PSAC)} \approx 2T_{HD} \) \[59\]. Hence, (4.18) reduces to

\[
P_{s}^{\dagger, 2} = \frac{\omega}{\sum_{n=1}^{N} \lambda_n} (P_{AC} - P_{c, sta}). \tag{4.19}
\]

In general, the power consumed by AC is lower than the static circuit power consumption by proper design of the AC circuit. That is, \( P_{AC} < P_{c, sta} \) \[4\][16] and \( P_{s}^{\dagger, 2} = 0 \). Thus, Remark 4.3 is derived.

**Remark 4.3:** With near-perfect SIC at the relay and \( T_{FD(PSAC)} \approx 2T_{HD} \), FD (PSAC) outperforms HD in terms of EE, given any transmission power \( P_s \) in the range of \( P_s \in (0, P_{max}] \).

**FD (PS) vs. HD**

According to (C.4) in Appendix C, FD (PS) outperforms HD in terms of EE if \( T_{FD(PS)} > T_{HD} \). By (4.17) and (4.18), \( T_{FD(PS)} > T_{HD} \) is readily obtained if \( P_{s}^{\dagger, 1} > P_{s}^{\dagger, 2} \) holds.

The EE gain regions and the corresponding conditions analysed above are summarised in Tab. 4.1. It provides clear guidance on opportunistic relay selection, that is, the relay mode achieving the highest EE is selected given transmission power and channel gains. The combination of opportunistic relay mode selection and transmission power adaptation is described in Algorithm 2.

**Algorithm 2 EE Optimisation with Opportunistic Relay Mode Selection and Transmission Power Adaptation**

1: Calculate \( T_{FD(PSAC)} \), \( T_{FD(PS)} \) and \( T_{HD} \) with transmission power \( P_s = P_{max} \).
2: if \( T_{HD} > T_{FD(PSAC)} \) then
3: Call the GC algorithm for HD.
4: return \( \eta^* = \eta_{FD(HD)}^* \).
5: else
6: Calculate \( P_{s}^{\dagger, 1} \) and \( P_{s}^{\dagger, 2} \) according to (4.17) and (5.13), respectively.
7: In case: \( P_{max} > P_{s}^{\dagger, 1} > P_{s}^{\dagger, 2} \) 
8: Call the GC algorithm for FD (PSAC) and FD (PS).
9: Return \( \eta^* = \max \{ \eta_{FD(PSAC)}^*, \eta_{FD(PS)}^* \} \).
10: In case: \( P_{s}^{\dagger, 2} > P_{s}^{\dagger, 1} > P_{max} \) or \( P_{s}^{\dagger, 2} > P_{max} > P_{s}^{\dagger, 1} \)
11: Call the GC algorithm for HD only.
12: Return \( \eta^* = \eta_{HD}^* \).
13: In case: \( P_{max} > P_{s}^{\dagger, 2} > P_{s}^{\dagger, 1} \)
14: Call the GC algorithm for FD (PSAC) and HD.
15: Return \( \eta^* = \max \{ \eta_{FD(PSAC)}^*, \eta_{HD}^* \} \).
16: In case: \( P_{s}^{\dagger, 1} > P_{max} > P_{s}^{\dagger, 2} \) or \( P_{s}^{\dagger, 1} > P_{s}^{\dagger, 2} > P_{max} \)
17: Call the GC algorithm for FD (PS) only.
18: Return \( \eta^* = \eta_{FD(PS)}^* \).
19: end if
Table 4.1: Summary of EE Gain Regions and the Corresponding Conditions

<table>
<thead>
<tr>
<th>Case</th>
<th>EE Comparison</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\eta_{HD} &lt; \eta_{FD(PS)} &lt; \eta_{FD(PSAC)}$</td>
<td>$P_s^{1,2} &lt; P_s^{1,1}$ and $P_s \in (P_s^{1,1}, P_{\text{max}}]$</td>
</tr>
<tr>
<td>2</td>
<td>$\eta_{HD} &lt; \eta_{FD(PSAC)} &lt; \eta_{FD(PS)}$</td>
<td>$P_s^{1,2} &lt; P_s^{1,1}$ and $P_s \in (P_s^{1,2}, \min{P_s^{1,1}, P_{\text{max}}})$</td>
</tr>
<tr>
<td>3</td>
<td>$\eta_{FD(PS)} &lt; \eta_{HD} &lt; \eta_{FD(PSAC)}$</td>
<td>$P_s^{1,1} &lt; P_s^{1,2}$ and $P_s \in (P_s^{1,2}, P_{\text{max}}]$</td>
</tr>
<tr>
<td>4</td>
<td>$\eta_{FD(PS)} &lt; \eta_{FD(PSAC)} &lt; \eta_{HD}$</td>
<td>$P_s^{1,1} &lt; P_s^{1,2}$ and $P_s \in (P_s^{1,1}, \min{P_s^{1,2}, P_{\text{max}}})$</td>
</tr>
<tr>
<td>5</td>
<td>$\eta_{FD(PSAC)} &lt; \eta_{FD(PS)} &lt; \eta_{HD}$</td>
<td>$P_s^{1,2} &lt; P_s^{1,1}$ and $P_s \in (0, P_s^{1,2})$</td>
</tr>
<tr>
<td>6</td>
<td>$\eta_{FD(PSAC)} &lt; \eta_{HD} &lt; \eta_{FD(PS)}$</td>
<td>$P_s^{1,2} &lt; P_s^{1,1}$ and $P_s \in (0, P_s^{1,2})$</td>
</tr>
</tbody>
</table>

### 4.4 Parametric Effects on Energy Efficiency Gain Regions

#### 4.4.1 Impact of Drain Efficiency on the Energy Efficiency Gain Regions

At 60 GHz, a maximum PA drain efficiency of $\omega = 25\%$ can be achieved [5], which is lower than the drain efficiency at a lower frequency, e.g. $\omega = 50\%$ at 2.4 GHz. According to Lemmas 1 and 2, low drain efficiency $\omega$ results in $P_s^{1,2}$ and $P_s^{1,1}$ approaching 0. Also, a higher static circuit power is required for 60 GHz than a lower frequency [4]. If the circuit static power is so large that $P_{\text{c,sta}} > \frac{P_{AC}}{t_{FD(PSAC)/t_{FD(PS),HD}}}$, $P_s^{1,1} = 0$ or $P_s^{1,2} = 0$ is obtained, which means that the static circuit power dominates the total power consumption, and that FD (PSAC) outperforms FD (PS) or HD in terms of EE with any transmission power. Therefore, a conclusion is drawn:

**Remark 4.4**: Low PA drain efficiency or high static circuit power enables a large range of transmission power, over which FD (PSAC) relay systems achieve a higher EE than FD (PS) or HD relay systems.

#### 4.4.2 Impact of the Self-Interference Cancellation Amount of Passive Suppression on the Energy Efficiency Gain Regions

Existing PS schemes do not consume additional power. Therefore, improving its SIC amount $\alpha_{PS}$ can improve the EEs of both FD (PS) and FD (PSAC). For the cancellation operation at the second stage, generally, better AC performance needs more accurate and complex circuit design, which consumes higher power $P_{AC}$ and could reduce the EE of FD (PSAC) over FD (PS). By proper design, such as effective antenna shielding or highly directional antenna, the performance of PS could be sufficient enough [42]. In this case, applying AC does not improve the throughput significantly as the residual self-interference after PS is already little. Thus, Remark 4.5 is obtained:

**Remark 4.5**: If the SIC amount of PS is sufficient, applying additional AC may reduce EE.
Table 4.2: Simulation Setup

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central carrier frequency ( f_c )</td>
<td>60 GHz</td>
</tr>
<tr>
<td>Bandwidth ( W )</td>
<td>2640 MHz</td>
</tr>
<tr>
<td>Number of subcarriers</td>
<td>512</td>
</tr>
<tr>
<td>AWGN power spectral density ( \gamma )</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Distance between source and relay ( d )</td>
<td>5 m</td>
</tr>
<tr>
<td>Distance between relay and destination ( d )</td>
<td>5 m</td>
</tr>
<tr>
<td>Distance between source and destination ( d )</td>
<td>10 m</td>
</tr>
<tr>
<td>Power gain of each LNA ( G )</td>
<td>10.5 dB</td>
</tr>
<tr>
<td>Noise figure of each LNA ( F )</td>
<td>5.5 dB</td>
</tr>
<tr>
<td>Number of cascaded LNAs at relay and destination</td>
<td>3</td>
</tr>
<tr>
<td>Power gain of PA ( P_{\text{gain,PA}} )</td>
<td>16 dB</td>
</tr>
<tr>
<td>PL exponent ( \theta )</td>
<td>3</td>
</tr>
<tr>
<td>Static power consumption ( P_{\text{c,sta}} )</td>
<td>200 mW</td>
</tr>
<tr>
<td>Dynamic circuit factor ( \varepsilon )</td>
<td>50 mW/Gbps</td>
</tr>
<tr>
<td>Drain efficiency of PA ( \omega )</td>
<td>25%</td>
</tr>
<tr>
<td>Cancellation amount ( \alpha )</td>
<td>( \alpha_{PS} = 40 \text{ dB, } \alpha_{AC} = 20 \text{ dB} )</td>
</tr>
<tr>
<td>Analogue SIC power ( P_{AC} )</td>
<td>50 mW</td>
</tr>
<tr>
<td>Linear gains of all antennas ( G )</td>
<td>10 dBi</td>
</tr>
</tbody>
</table>

4.5 Numerical Results

Numerical results are used to verify our analysis. The simulation setup [9] [50] is shown in Tab. 4.2. The PL model measured in [9] is adopted, as \( l = 68 + 10\theta \log_{10}(d/d_0) \), where \( \theta \) is the PL exponent, \( d \) is the distance between two nodes, and \( d_0 \) is reference distance, which is normally set to 1 m in indoor environment. The total SIC amounts of FD (PSAC), FD (PS) are set to \( \alpha = 60 \text{ dB and 40 dB, respectively} \), which are within the reasonable range of cancellation amount as discussed.

Fig. 4.2 demonstrates the average system throughput achieved with different transmission powers. The throughputs achieved by two FDs are much higher than the throughput achieved by the HD relay systems. With a transmission power of 40 mW, the throughputs achieved by FD (with perfect interference cancellation), FD (PSAC, \( \alpha = 60 \text{ dB} \)), FD (PS, \( \alpha = 40 \text{ dB} \)), and HD are approximately 1.92 Gbps, 1.9 Gbps, 1.3 Gbps and 0.96 Gbps, respectively. As expected, with good interference cancellation, FD (PSAC) achieves a throughput that is approximately twice as high as that of HD. The ratio between the throughputs of FD (PSAC) and FD (PS) is around 1.4.

Fig. 4.3 shows the average optimal EE performances of FD (PSAC, \( \alpha = 60 \text{ dB} \)), FD (PS, \( \alpha = 40 \text{ dB} \)) and HD under the proposed GC algorithm with given maximum transmission power constraint \( P_{\text{max}} \). With given transmission power which is under the maximum transmission power constraint of \( P_{\text{max}} > 12 \text{ mW} \), FD (PSAC) achieves the highest optimised EE among the three relay modes, while FD (PS) is the most energy efficient if \( P_{\text{max}} \leq 12 \text{ mW} \). By applying the GC algorithm and opportunistic relay mode selection together, the optimised EE by FD relay can be up to 1.4 Gb/Joule higher.
Figure 4.2: The average throughputs of the FD (with perfect interference cancellation), FD (PSAC, $\alpha = 60$ dB), FD (PS, $\alpha = 40$ dB) and HD relay systems.

Figure 4.3: Average optimal EE performances of FD (PSAC, $\alpha = 60$ dB), FD (PS, $\alpha = 40$ dB) and HD relay systems.
than that of HD relay. Also, FD (PSAC, $\alpha = 60$ dB) demonstrates higher average EE than HD across all transmission powers, which verifies the special case in Remark 1. Besides, the value of the average optimal EE of FD (PSAC) is mono-increasing under the transmission power constraint $P_{\text{max}}$, because its EE is a mono-increasing function of the transmission power under the $P_{\text{max}}$ constraint. While the EE of FD (PS) is strictly quasi-concave within the given range of transmission power. Therefore, its average optimal EE is unchanged when $P_{\text{max}}$ is higher than 22 mW.

Fig. 4.4 shows the probabilities of selecting FD (PSAC, $\alpha = 60$ dB), FD (PS, $\alpha = 40$ dB) and HD relay systems.

Fig. 4.5 shows the effect of SIC by PS on the probabilities of selecting among the FD (PSAC), FD (PS) and HD modes, by using Algorithm 2. The amount of self-
interference cancelled by PS, $\alpha_{PS}$, varies from 20~70 dB, as the performance of PS is sensitive to nearby environment, while the amount of SIC by AC is set to $\alpha_{AC} = 20$ dB. With the increase of the value of $\alpha_{PS}$, FD (PS) has a higher chance of achieving a higher optimal EE than FD (PSAC) and HD. In this case, applying AC leads to the decrease of EE, which verifies Remark 3. Only with $\alpha_{PS} < 30$ dB, which occurs rarely [42], HD mode may be selected with a probability of up to 10%, due to highest EE achievable. This is because the throughput of HD is higher than those of FD (PS) and FD (PSAC), or the throughput of HD is lower than that of FD (PSAC) while the crossing transmission power $P^1_s$ is not achievable under the $P_{max}$ constraint.

Fig. 4.6 shows the EEs of FDs and HD with drain efficiency set to $\omega = 25\%$ and 15\%, respectively. It is obvious that lower drain efficiency results in lower EEs for all modes. The maximum EE reduction is 1 Gb/Joule when the drain efficiency decreases from 25\% to 15\%. This is because lower drain efficiency leads to more power being dissipated by PAs. Besides, it can be seen that lower drain efficiency makes FD (PSAC) outperform FD (PS) more easily. With $\omega = 25\%$, FD (PSAC) outperforms FD (PS) when the transmission power is beyond a threshold of 12 mW, while it is 8 mW with $\omega = 15\%$. This confirms our finding in Remark 4.4. High static circuit power has similar effects on EE to low drain efficiency. The results are not shown due to space limit.
Figure 4.6: EE performances of FD (PSAC) and FD (PS), with drain efficiency $\omega = 25\%$ and 15%.

Figure 4.7: Outage probabilities of FD (PSAC, $\alpha = 60$ dB), FD (PS, $\alpha = 40$ dB) and HD, with total power threshold $P_{\text{threshold}} = 500$ mW and transmission power constraint $P_{\text{max}} = 40$ mW.
Fig. 4.7 shows the outage probabilities that the total power consumption exceeds a threshold $P_{\text{threshold}} = 500$ mW or the transmission power exceeds an upper limit $P_{\text{max}} = 40$ mW. When the throughput is lower than 0.6 Gbps, the outage probabilities of all three relay modes are 0, implying that low throughput can be easily achieved by all three relay modes, with low carbon footprint. With the increase of the throughput, the outage probability of HD boosts fast, because HD needs much higher transmission power to pursue high throughput. Therefore, its transmission power or total power consumption easily exceeds the threshold. In particular, for a throughput higher than 1.8 Gbps, the outage probability of HD is nearly 1, implying that HD requires much higher transmission power and total power to achieve a high throughput. For FD (PSAC, $\alpha = 60$ dB) and FD (PS, $\alpha = 40$ dB), however, the outage probabilities are lower, which are only 0.1 and 0.75 at 1.8 Gbps, respectively. This confirms that FD relay is a greener solution for higher speed communication, with more carbon footprint savings.

Fig. 4.8 shows the convergence behaviours of FD (PSAC), FD (PS) and HD by the GC algorithm under the maximum transmission power constraint $P_{\text{max}} = 100$ mW. Only around 6 iterations are needed in all three cases to achieve the steady states. The optimal transmission power corresponding to the maximised EE is around 42 mW for FD (PSAC) and 43 mW for HD, while it is only around 22 mW for FD (PS). It is because the optimal transmission power is around the value that makes the sum
of the PA power and dynamic circuit power comparable with the static circuit power. FD (PSAC) consumes the highest circuit power among three relay modes, therefore its optimal transmission power needs to be high enough to compensate for the highest circuit power. For HD, its optimal transmission power is also high due to its low achievable throughput resulting in a low dynamic circuit power. Note that if $P_{\text{max}}$ is relatively small, e.g. $P_{\text{max}} \leq 40$ mW, the EEs may be mono-increasing in the range of $P_s \in (0, P_{\text{max}}]$ as analysed in Theorem 4.1. In this case, the transmission power corresponding to the maximum EE is simply equal to $P_{\text{max}}$, and no iteration is needed.

### 4.6 Summary

In this chapter, with a full range of power consumption sources considered, the EE gain regions of FD (PSAC), FD (PS) and HD relay modes have been compared in dual-hop OFDM systems at 60 GHz. It is found that FD (PS) can outperform HD in terms of EE, while FD (PSAC) is even more energy efficient than FD (PS) if the transmission power is higher than a threshold in the feasible range. It is proved that EE is strictly quasi-concave or mono-increasing with respect to the transmission power under a maximum transmission power constraint. A low-complexity algorithm is proposed to optimise EE by calculating the gradient of EE with respect to the transmission power. Based on the EE optimization and opportunistic relay mode selection, the average optimal EE of FD relay is up to 1.4 Gb/Joule higher than that of HD relay with given transmission power. It is shown that with the same transmission power, the throughput achieved by FD relay is 1.3-2 times of that of HD relay, when the SIC amount varies from 40~60 dB (40 dB can be achieved by PS only with relative ease). It is also shown that with low drain efficiency or high static circuit power, FD (PSAC) is preferable over FD (PS) in terms of EE. This work is general and is applicable to a short-range wireless relay system at any frequency band.
Chapter 5

Energy Efficiency Oriented Cross-Layer Resource Allocation in Full Duplex Decode-and-Forward Relay Multiuser Systems

Much research has been conducted on optimal resource allocation for FD transmission in physical (PHY) layer. In [65], [66] and [67], SE maximisation was investigated in bi-directional FD networks. In [65], the optimal transmission power policies at two communicating nodes were proposed to maximise ergodic capacity in a FD MIMO communication system. In [66], a beamforming scheme was proposed to maximise SE in small cell networks, where a FD base station (BS) communicates with multiple HD users in the uplink and downlink channels simultaneously. In [67], the authors considered a single cell FD OFDMA network, which consists of one FD BS and multiple FD users. The subcarrier and power allocation were jointly optimised in terms of sum-capacity, while in [2], [39], [60] and [68], SE maximisation of FD relay-assisted networks was investigated. In [39], a joint relay selection and power allocation method for maximising SINR was proposed in a multiple AF FD relay system. In [68], a joint precoding/decoding design was presented to maximise end-to-end SINR in an AF FD relay network. In [60], the combination of opportunistic relay mode selection and transmit power adaptation at source was proposed to maximise SE, while in [2], resource allocation issue in multiuser MIMO networks was investigated in terms of SE. FD transmission in cognitive radio (CR) networks was researched in [69] and [70], respectively. Based on time division multiplex access (TDMA) (therefore HD transmission), the authors in [24] [25] studied the SE maximisation in 60 GHz wireless personal area networks.

In terms of EE oriented resource allocation, all existing work has focused on HD
relay systems [50] [55] [71] [72] or direct transmission (without relay) [53] [73]-[75]. In [71], maximising EE was investigated for MIMO OFDMA based LTE cellular systems. While in [50], a power consumption model was presented for HD relay-assisted 60 GHz systems. However, it did not consider FD mode nor static circuit power, which is actually comparable with the transmission power in indoor environments. The authors of [72] studied the EE-SE trade-off in a multiuser cellular virtual-MIMO system with DF type protocols, however, only transmission power was considered as power consumption. In [55], the position of HD relay was investigated to outperform direct (without relay) transmission in terms of EE. In [73], EE issue was researched for MIMO OFDM systems with statistical quality-of-service (QoS) constraints, where only transmission power was considered. EE oriented resource allocation of OFDMA networks in downlink was considered in [53] [74] [75]. The authors indicated that transmission power and circuit power need to be considered together to rationalise the power consumption model. Besides, EE oriented designs in CR networks were given in [70] and [76]. In [77], the authors investigated the EE balance between downlink and uplink transmission in a single cell system, where a base station can communicate with users via time division duplex (TDD) transmission mode. Since uplink and downlink transmission were decoupled in orthogonal time slots, the self-interference can be avoided at the expense of SE. In [78], the EE oriented resource allocation was investigated in heterogeneous networks with multiple access points, in which the multi-objective optimisation problem was transformed into an equivalent single objective optimisation problem by the weighted Tchebycheff method to find the Pareto optimal solution. Resource allocation for uplink in LTE networks was investigated in [79]. However, the authors took maximisation of total uplink SE as objective function. Therefore, the EE may not be optimal due to the fully utilised transmission power. In [80], the EE oriented resource allocation was investigated for uplink of LTE networks under QoS requirements. However, only transmission power was taken into account to trace the total power consumption. In [81], the power consumption model was investigated for LTE based macro/pico cell, revealing that MIMO may not lead to energy saving due to the increased circuit power consumption. Also, EE issues in 5G systems were extensively reviewed in [82], and a variety of EE optimisation methods in uplink and downlink were discussed.

The aforementioned EE oriented resource allocation methods designed for HD relay systems or direct transmission may not be directly applied to FD relay systems due to the presence of residual self-interference, while most existing work on resource allocation for FD relay systems was presented to maximise SE. On the other hand, due to the significant PL of mm-wave communications, ultra-dense small cell network and WiFi access points are promising solutions for local-area connectivity, which act as front/back haul to provide seamless coverage in 5G systems [83]. The application of small cell network was presented in [84] [85] for indoor/outdoor use. It was also
indicated that relay-assisted optimal resource allocation in mm-wave small cell is still challenging. The EE issue of FD transmission was investigated in our previous work [10]. However, it focused on the comparison between HD and FD with different SIC schemes in a single user AF relay system, and also did not consider cross-layer design and multiuser scenarios. In [86], EE oriented resource allocation in cellular networks with FD relay was investigated. However, only PHY resource allocation was considered. Besides, the FD relay power consumption model in [86] is not accurate since the power consumption for SIC at FD relay was ignored. There lacks investigation of cross-layer EE oriented resource allocation for multiuser FD relay systems in the literature, which is the motivation of our work.

In this chapter, cross-layer EE oriented resource allocation is investigated for multiuser FD DF relay-assisted indoor systems, which is the first work to the best of our knowledge. Our work is different in the following aspects.

- To address cross-layer design for FD relay system at 60 GHz, throughput outage probability, a MAC layer performance metric, is considered, while only PHY layer performance metrics were considered in our previous work [10]. This makes the proposed work more practical at 60 GHz than existing resource allocation works [2] [41] [86] [87], since throughput outage easily occurs in the presence of channel estimation errors and out-of-date channel state information (CSI), caused by mobility of users and intermittent blockage effects at 60 GHz.

- A low-complexity resource allocation algorithm, referred to as the Q-FERA algorithm, is proposed, by which the transmission power, subcarrier and throughput are allocated jointly across multiple users to maximise system EE. Based on the proposed EE oriented resource allocation algorithm, FD relay systems can achieve a higher EE than FD relay systems with an SE oriented approach in [2], while offering a comparable SE. In addition, the throughput outage probability is much lower by the proposed Q-FERA algorithm, showing its robustness against the channel estimation errors.

- Properties of the EE oriented resource allocation are investigated: 1) Impact of transmission power on EE is investigated, revealing that utilising higher transmission power does not ensure a higher EE. Especially, higher transmission power at relay node may degrade both EE and SE, with poor SIC performance. 2) EE oriented water-filling for two-hop FD relay systems is presented, which indicates that more power will be allocated to the subcarriers with lower residual self-interference. 3) By trading off SE and EE in FD relay systems, FD relay with the proposed Q-FERA algorithm can outperform FD relay with SE oriented algorithms in terms of EE, at the expense of SE. 4) With a higher Rician factor (indoor 60 GHz channel can be modelled by Rician fading with a typical Rician
factor of 5–15 dB), more aggressive throughput can be assigned while satisfying the target outage probability, which reflects the suitability of the proposed algorithm for 60 GHz. 5) Impact of outage probability constraint on EE is researched, showing that adopting stringent outage probability constraint does not necessarily guarantee a higher EE.

5.1 System Model and Problem Formulation for Full Duplex Decode-and-Forward Relay Multiuser Systems

In this section, system model is described in subsection 5.1.1, and then present the optimisation problem in subsection 5.1.2.

5.1.1 System Model

A $K$-user FD DF relay-assisted system is considered in the downlink, as illustrated in Fig. 5.1. It is assumed that the users can not hear the source directly [25]. This typical assumption corresponds to coverage extension scenarios due to high attenuation at 60 GHz [10]. The relay works in FD mode, causing self-interference to the receiver from its transmitter. SIC schemes, PS, AC and DC are applied at the relay.

OFDMA transmission is assumed with $N$ subcarriers. Let $h_{SR,k,n}$, $h_{RD,k,n}$ and $h_{RR,k,n}$ denote the channel frequency responses of links source-to-relay (S-R), relay-to-user (R-D) and relay-to-relay (R-R) on subcarrier $n$ for user $k$, respectively. Also let $l_{SR,k}$, $l_{RD,k}$ and $l_{RR,k}$ denote the PLs of links S-R, R-D and R-R for user $k$, respectively. The channels of the S-R and R-D links are modelled as Rician fading [9], which is widely used for 60 GHz channel modelling [36] [29]. Without loss of generality, it is assumed that the Rician factor $\hat{k}$ is equal at the two links, i.e. $h_{SR,k,n} \sim CN(\sqrt{\hat{k}/(1 + \hat{k})}, 1/(1 + \hat{k}))$ and $h_{RD,k,n} \sim CN(\sqrt{\hat{k}/(1 + \hat{k})}, 1/(1 + \hat{k}))$. Normally, the Rician factor $\hat{k}$ varies between 5 dB and 15 dB in 60 GHz indoor environment [9]. The self-interference channel is modelled as Rayleigh fading channel as the LOS between the transmitter and the receiver of the relay can be effectively blocked by antenna shielding and placement due to the very small wavelength at 60 GHz [10]. The self-interference waves are...
collected from reflected waves [8]. It is assumed that perfect CSI of link S-R can be obtained. Since both the BS and relay are static and fixed high in indoor environment and is immune to the blockage effect, the fading gain can be reliably estimated with negligible estimation error [88], whereas the channel estimation error of the link R-D is presented with imperfect channel estimate \( \hat{h}_{RD,k,n} \) and estimation error \( \Delta h_{RD,k,n} \sim CN(0,\sigma^2_{error}) \), where \( \sigma^2_{error} \) is the variance of the estimation error and is independent of \( k \) and \( n \). It is because the wavelength at 60 GHz is only 5 mm, any obstacles whose size is significant larger than the wavelength will cause serious blockage effect [34], e.g. mobility of human or small-size furniture can even eliminate the LOS transmission and penalise the link by 20 – 30 dB, resulting in time-varying channel state and out-of-date CSI of link R-D. Besides, the channel estimation error of link R-R is absorbed into the effect of cancellation amount \( \alpha \) [10], i.e. higher value of \( \alpha \) means more accurate estimation of link R-R and lower circuit distortion of the SIC operation.

For OFDMA usage in multiuser scenario, define power allocation matrices \( P_s = [p_{s,k,n}]_{K \times N} \), \( P_r = [p_{r,k,n}]_{K \times N} \), whose elements \( p_{s,k,n} \) and \( p_{r,k,n} \) denote the transmission powers allocated at the resource and the relay node for user \( k \) on subcarrier \( n \), respectively. Define subcarrier allocation matrix \( \rho = [\rho_{k,n}]_{K \times N} \), whose element \( \rho_{k,n} = \{1,0\} \) denotes whether subcarrier \( n \) is assigned to user \( k \) (by 1) or not (by 0). Subcarrier mapping is not considered due to high complexity. \( z_{R,k,n}[i] \) and \( z_{D,k,n}[i] \) denote complex AWGN on subcarrier \( n \) introduced at the relay and user \( k \) in time slot \( i \), respectively, with zero mean and variance \( \sigma^2 \). Define end-to-end instantaneous capacity matrix \( C = [c_{k,n}]_{K \times N} \), whose element \( c_{k,n} \) denotes end-to-end capacity of user \( k \) achieved on subcarrier \( n \), and overall capacity is calculated as \( C = \sum_{k=1}^{K} \sum_{n=1}^{N} c_{k,n} \). In most cross-layer designs, capacity is a meaningful measure when the schedulers have perfect CSI. However, in practice, outage occurs whenever throughput exceeds the instantaneous capacity, which is caused by the channel estimation error [88]. Therefore, the per-subcarrier outage constraint is needed to ensure low frame error rate applications [89] and to avoid network congestion caused by the retransmission of lost message. Therefore, the instantaneous throughput \( t_{k,n} \) of user \( k \) on subcarrier \( n \) can be given by

\[
 t_{k,n} = \begin{cases} 
 t_{k,n}, & t_{k,n} \leq c_{k,n} \\
 0, & t_{k,n} > c_{k,n}.
\end{cases}
\]  

(5.1)

Denote \( T = [t_{k,n}]_{K \times N} \) as the throughput assignment policy and the overall throughput of system is calculated as \( T = \sum_{k=1}^{K} \sum_{n=1}^{N} t_{k,n} \).

\[1\] There are other models which assume that the residual self-interference is proportional to the transmission power [87], or the residual self-interference increases the noise power by a coefficient \( \sigma \) regardless of the transmission power [67]. The first modelling of self-interference actually is the same method as we formulated, since the self-interference is the transmitted signal from the relay node itself and the power of residual self-interference is directly determined by the relay’s transmission power and the SIC amount \( \alpha \). While the second one simplifies the self-interference model by ignoring the transmission power at the transmitter.
5.1.2 Problem Formulation

Define $\eta(\rho, P_s, P_r, T)$ as the EE (in bits/Joule), which is the ratio of the system throughput $T$ to the incurred total power consumption $P_{\text{total}}$. Accordingly, the optimal EE resource allocation problem of the FD DF relay system is formulated as

$$P5.1 : \arg\max_{\rho, P_s, P_r, T} \eta(\rho, P_s, P_r, T) = \frac{T}{P_{\text{total}}},$$  (5.2)

subject to (C1) $\sum_{k=1}^{K} \sum_{n=1}^{N} (p_{s,k,n} + p_{r,k,n}) \leq P_{\text{max}}$, (C2) $p_{s,k,n} \geq 0$, $p_{r,k,n} \geq 0$, (C3) $\sum_{k=1}^{K} \rho_{k,n} = 1$, (C4) $\rho_{k,n} \in \{0, 1\}$, and (C5) $P_r[t_{k,n} \> c_{k,n} | h_{RD,k,n}] \leq \theta^k$ for $\forall k \in K$ and $n \in N$, where (C1) is a joint power constraint for the source and relay with a maximum total transmission power $P_{\text{max}}$, which provides useful insight into the power usage of the whole system rather than the per-hop required power [88]; (C2) implies non-negative transmission power allocation at the source and relay; (C3) and (C4) are imposed to guarantee that each subcarrier is only used by one user; (C5) represents a per-subcarrier throughput outage probability constraint for user $k$ on subcarrier $n$ with the estimated channel $h_{RD,k,n}$, i.e. the probability that the assigned throughput $t_{k,n}$ on subcarrier $n$ exceeds its channel capacity $c_{k,n}$ is upper bounded by $\theta^k$. (C1) – (C4) are PHY constraints while (C5) is a MAC layer constraint.

5.2 Throughput and Power Consumption Analysis

The problem formulation in (5.2) includes the system throughput and total power consumption. Hereby, the throughput and power consumption are analysed in Section 5.2. At the relay node, the received signal for user $k$ on subcarrier $n$ in time slot $i$ is

$$r_{k,n}[i] = h_{SR,k,n} \sqrt{l_{SR,k} P_s,k,n} x_{k,n}[i] + h_{RR,k,n} \sqrt{l_{RR,k} \alpha} q_{k,n}[i] + z_{R,k,n}[i],$$  (5.3)

where $x_{k,n}[i]$ is the transmitted signal from the source on subcarrier $n$ for user $k$ in time slot $i$. The DF relay decodes the received signal and re-encodes and forwards it to user $k$. Therefore, the transmitted signal $q_{k,n}[i]$ from the relay for user $k$ on subcarrier $n$ is given by

$$q_{k,n}[i] = \sqrt{P_r,k,n} x_{k,n}[i - \tau],$$  (5.4)

where the integer $\tau \geq 1$ is the symbol delay. At the user end, the received signal is

$$y_{k,n}[i] = h_{RD,k,n} \sqrt{l_{RD,k} P_r,k,n} x_{k,n}[i - \tau] + z_{D,k,n}[i].$$  (5.5)
Therefore, the SINRs at the first hop S-R and the second hop R-D are given by (5.6) and (5.7), respectively.

\[
\Gamma_{1,k,n}^{FD} = \frac{p_{s,k,n} \gamma_{SR,k,n}}{1 + p_{r,k,n} \gamma_{RR,k,n}},
\]

\[
\Gamma_{2,k,n}^{FD} = \frac{p_{r,k,n} \gamma_{RD,k,n}}{1 + p_{r,k,n} \gamma_{RR,k,n}},
\]

where \( \gamma_{SR,k,n} = \frac{h_{SR,k,n}^2 l_{SR,k}}{\sigma^2} \), \( \gamma_{RD,k,n} = \frac{h_{RD,k,n}^2 l_{RD,k}}{\sigma^2} \) and \( \gamma_{RR,k,n} = \frac{h_{RR,k,n}^2 l_{RR,k}}{\alpha \sigma^2} \) are channel-to-noise ratios (CNRs) of links S-R, R-D and R-R, respectively. For simplicity, the bandwidth of each subcarrier is normalized in the mathematical derivation. Hence, the end-to-end capacity on subcarrier \( n \) for user \( k \) is given by

\[
c_{k,n} = \rho_{k,n}\min\{\log_2(1 + \Gamma_{1,k,n}^{FD}), \log_2(1 + \Gamma_{2,k,n}^{FD})\},
\]

On the other hand, for short-range communications, the power amplifier (PA) power is comparable with the circuit power [53] due to the small chip size in indoor environment and the low drain efficiency of 60 GHz chips [6], and is given by

\[
P_{PA} = \frac{1}{\omega} \sum_{k=1}^{K} \sum_{n=1}^{N} (p_{s,k,n} + p_{r,k,n}),
\]

where \( \omega \) is the drain efficiency. The circuit power includes the power consumed by all circuit blocks along the signal path, which can be divided into static circuit power, \( P_{c,sta} \), and dynamic circuit power, \( P_{c,dyn} \) [53]. A well-accepted model of dynamic circuit power is \( P_{c,dyn} = \varepsilon T \), where the constant \( \varepsilon \) denotes the power consumption per unit data rate.

For FD relay, applying PS actually does not consume additional power, however, the power consumed by AC and DC is non-negligible. Besides, the power consumed by the involved chip components, such as attenuator, splitter and adder are not related to the throughput state [3], and therefore the power consumed by AC and DC, \( P_{AD} \), is regarded as a constant. The total power consumption of FD relay system is formulated as

\[
P_{\text{total}} = \frac{1}{\omega} \sum_{k=1}^{K} \sum_{n=1}^{N} (p_{s,k,n} + p_{r,k,n}) + \underbrace{P_{c,sta}}_{\text{circuit power}} + \varepsilon T + P_{AD}.
\]

\[5.3\] Energy Efficiency Oriented Cross-Layer Resource Allocation

Based on the derived throughput and total power consumption, substituting (5.1), (5.8) and (5.10) into (5.2) yields the EE oriented resource allocation problem of the FD DF
relay system:

\[
P5.2 : \operatorname{argmax}_{\rho, P_s, P_r, T} \frac{T \sum_{k=1}^{K} \sum_{n=1}^{N} (p_{s,k,n} + p_{r,k,n})}{\omega} + P_{c,sta} + \varepsilon T + P_{AD},
\]

\[\text{s.t. (C1) – (C5)}.\]

The policies of subcarrier allocation \(\rho\), transmission power allocation \(P_s\) and \(P_r\) and throughput assignment \(T\) need to be optimised jointly, subject to the cross-layer constraints. To solve the non-convex problem P5.2 in a polynomial time, a series of transformations are needed, i.e. solving the original P5.2 is transformed into solving P5.3 and P5.4, as presented in subsection 5.3.1. Final solution is demonstrated in subsection 5.3.2.

### 5.3.1 Transformations of the Optimisation Problem

A new variable is introduced first to combine \(P_s = [p_{s,k,n}]_{K \times N}\) and \(P_r = [p_{r,k,n}]_{K \times N}\) without the loss of optimality [2]. Let matrix \(P = [p_{k,n}]_{K \times N}\) denote end-to-end transmission power policy, whose element \(p_{k,n} = p_{s,k,n} + p_{r,k,n}\) represents end-to-end transmission power for user \(k\) on subcarrier \(n\) via hops S-R and R-D. For DF relay systems, the maximum EE for user \(k\) on subcarrier \(n\) is achieved when \(\Gamma_{FD,1,k,n} = \Gamma_{FD,2,k,n}\) (which is easy to prove by a counter example). Let \(p_{r,k,n} = p_{k,n} - p_{s,k,n}\) and substitute it into \(\Gamma_{FD,1,k,n} = \Gamma_{FD,2,k,n}\). The quadratic function of \(p_{r,k,n}\) can be solved and equivalent end-to-end capacity \(c_{k,n}\) of FD DF relay systems on subcarrier \(n\) for user \(k\) is given by Lemma 5.1.

**Lemma 5.1**: The equivalent end-to-end capacity of FD DF relay systems for user \(k\) on subcarrier \(n\) is given by (5.12).

\[
c_{k,n} = \rho_{k,n} \log_2 \left(1 + \frac{\sqrt{4p_{k,n} \gamma_{RD,k,n} \gamma_{SR,k,n} \gamma_{RR,k,n} + (\gamma_{RD,k,n} + \gamma_{SR,k,n})^2} - (\gamma_{RD,k,n} + \gamma_{SR,k,n})}{2\gamma_{RR,k,n}} \right).
\]

(5.12)

Next, the MAC layer constraint in (C5) and the PHY layer parameters can be incorporated. The “\(\leq\)” sign in (C5) is replaced with an “\(=\)” sign, which is reasonable in low outage probability applications (e.g. \(\theta^k \leq 0.01\)) [88]. The equivalent outage probability constraint is given by Lemma 5.2.

**Lemma 5.2**: The outage probability constraint in (C5): 

\[Pr[t_{k,n} > c_{k,n} \mid \hat{h}_{RD,k,n}] = \theta^k \text{ for } \forall k \in K \text{ and } n \in N,\]

is equivalent to allocating throughput as

\[t_{k,n} = \log_2 (1 + \Lambda_{k,n}),\]

where \(\Lambda_{k,n} = \frac{\sqrt{4p_{k,n} \Phi_{k,n} + \Psi^2} - \Psi}{2\gamma_{RR,k,n}}\), \(\Psi_{k,n} = \gamma_{RD,k,n} + \gamma_{SR,k,n}\), \(\Phi_{k,n} = \gamma_{RD,k,n} \gamma_{SR,k,n} \gamma_{RR,k,n}\) and \(\gamma_{RD,k,n} = \frac{F_{k,n}(\theta^k)^2 + \gamma_{RR,k,n}}{2\sigma^2}\). \(F_{k,n}(\cdot)\) denotes the cumulative distribution function.
(cdf) of the non-central chi-square random variable, with 2 degrees of freedom, and non-central parameter \(\frac{2|h_{RD,k,n}|^2}{\sigma_{error}^2}\). \(F_{k,n}^{-1}(\cdot)\) denotes the inverse function of \(F_{k,n}(\cdot)\).

Proof: See Appendix D.

Then the combinational constraint (C4) caused by the subcarrier assignment is relaxed. The binary variable \(\rho_{k,n}\) is relaxed to a real number within the interval \([0,1]\), indicating the time sharing factor of subcarrier \(n\) among \(K\) users. The relaxation of (C4) does not affect the optimality when the number of subcarriers goes to infinity \((N \to \infty)\). Given a large number of subcarriers, the loss of optimality is negligible and the solution after relaxation is near-optimal [90] [91]. Hence, the transformed problem P5.3 is given by (5.14).

\[
P_5.3 : \arg\max_{\rho, P} \frac{\sum_{k=1}^{K} (1 - \theta^k) \sum_{n=1}^{N} \rho_{k,n} \log_2(1 + \frac{\Lambda_{k,n}}{\rho_{k,n}})}{\sum_{k=1}^{K} \sum_{n=1}^{N} \frac{p_{k,n}}{\rho_{k,n}}} + P_{c,sta} + \varepsilon \sum_{k=1}^{K} (1 - \theta^k) \sum_{n=1}^{N} \rho_{k,n} \log_2(1 + \frac{\Lambda_{k,n}}{\rho_{k,n}}) + P_{AD},
\]

s.t. (C2), (C3), (C6) and (C7): \(\sum_{k=1}^{K} \sum_{n=1}^{N} p_{k,n} \leq P_{max}\).

Notice that (C1) and (C4) are transformed to (C7) and (C6), respectively, whereas (C5) can be omitted after the transform through Lemma 5.2. Therefore, optimising \(\eta(\rho, P_s, P_r, T)\) under constraints (C1) – (C5) is transformed into optimising \(\eta(\rho, P)\) under new constraints (C2) (C3) (C6) and (C7) through Lemmas 5.1 and 5.2. Theorem 5.1 is introduced to help solve the problem P5.3.

**Theorem 5.1:** EE \(\eta(\rho, P)\) is strictly quasi-concave or mono-increasing with respect to the total end-to-end transmission power \(P\), under a maximum transmission power constraint \(P_{max}\).

The proof of theorem 5.1 is similar to that of theorem 4.1, and therefore is omitted.

Theorem 5.1 confirms the existence and uniqueness of the global maximum \(\eta(\rho, P)\). Obviously, the target function EE \(\eta(\rho, P)\) is mono-increasing with respect to the total end-to-end throughput \(T\) with a fixed end-to-end transmission power \(P\). According to Theorem 5.1, if there is a globally optimal end-to-end transmission power \(P^*\), maximising \(\eta(\rho, P)\) is equal to maximising the total end-to-end throughput with this \(P^*\) rather than \(P_{max}\). Then the optimisation problem P5.3 in (5.14) can be transformed into

\[
P_5.4 : \arg\max_{\rho, P} \sum_{k=1}^{K} (1 - \theta^k) \sum_{n=1}^{N} \rho_{k,n} \log_2(1 + \frac{\Lambda_{k,n}}{\rho_{k,n}}),
\]

s.t. (C2), (C3), (C6) and (C8): \(\sum_{k=1}^{K} \sum_{n=1}^{N} p_{k,n} = P^*\), where (C8) is a transform of (C7) according to Theorem 1. Notice that \(P_{max}\) is replaced by \(P^*\) in (C8).
5.3.2 Solution to the Cross-Layer Resource Allocation Algorithm

After a series of transformations in subsection 5.3.1, the problem P5.4 in (5.15) is jointly-concave in terms of \( p_{k,n} \) and \( \rho_{k,n} \), which is proved in Appendix E. To solve the problem P5.4, Lagrange multiplier method [92] is applied. The Lagrange function of (5.15) is given by

\[
L = \sum_{k=1}^{K} (1 - \theta^k) \sum_{n=1}^{N} p_{k,n} \log_2 (1 + \frac{\Lambda_{k,n}}{\rho_{k,n}}) + \mu(P^* - \sum_{k=1}^{K} \sum_{n=1}^{N} p_{k,n}) + \beta_n(1 - \sum_{k=1}^{K} \rho_{k,n}),
\]

(5.16)

where \( \mu \) and \( \beta_n, \forall n \in N \) are Lagrange multipliers corresponding to the transmission power constraint and the subcarrier constraints, respectively. Let \( \mu^*, \beta^*_n, \forall n \in N \) denote the corresponding optimal Lagrange multipliers. Using the Karush-Kuhn-Tucker (KKT) conditions, (5.16) is differentiated with respect to \( p_{k,n} \) and \( \rho_{k,n} \), respectively. By setting each derivative to 0, (5.17) and (5.18) are obtained.

\[
\frac{\partial L}{\partial p_{k,n}} \bigg|_{p_{k,n} = p^*_{k,n}} = (1 - \theta^k) \frac{\Phi_{k,n}}{\ln(2) \sqrt{4p^*_{k,n} \Phi + \Psi^2_{k,n}}} - \frac{2p^*_{k,n}}{2\rho^*_k, \gamma_{RR,k,n} + \sqrt{4p^*_{k,n} \Phi + \Psi^2_{k,n}} - \Psi_{k,n}} - \mu^* = \begin{cases} < 0, & p^*_{k,n} = 0 \\ = 0, & 0 < p^*_{k,n} \end{cases},
\]

(5.17)

\[
\frac{\partial L}{\partial \rho_{k,n}} \bigg|_{\rho_{k,n} = \rho^*_{k,n}} = (1 - \theta^k) \log_2 (1 + \frac{\sqrt{4p^*_{k,n} \Phi + \Psi^2_{k,n} - \Psi_{k,n}}}{2\rho^*_k, \gamma_{RR,k,n}}) - \frac{1 - \theta^k}{\ln(2)} \frac{4p_{k,n} \Phi_{k,n}}{2\rho^*_k, \gamma_{RR,k,n} + \sqrt{4p^*_{k,n} \Phi + \Psi^2_{k,n}} - \Psi_{k,n}} - \beta^*_n = \begin{cases} < 0, & \rho^*_{k,n} = 0 \\ = 0, & \rho^*_{k,n} = 1 \end{cases}.
\]

(5.18)

The optimal end-to-end transmission power \( p^*_{k,n} \) on subcarrier \( n \) for user \( k \) can be derived from (5.17):

\[
p^*_{k,n} = \left[ \frac{4\Phi_{k,n}(1 - \theta^k)^2}{(\mu^* \ln 2 (\sqrt{\frac{\Xi^2_{k,n}}{\Phi_{k,n}(1 - \theta^k)} + \frac{8\Phi_{k,n}(1 - \theta^k)}{\mu^* \ln 2} - \Xi_{k,n})^2) - \Psi^2_{k,n}} + 4\Phi_{k,n} \right]^{+},
\]

(5.19)

where operation \([x]^+ = \max(0, x)\), \( \Xi_{k,n} = \Psi_{k,n} - 2\gamma_{RR,k,n} \). Accordingly, the optimal transmission power \( p^*_{s,k,n} \) at the source and \( p^*_{r,k,n} \) at the relay node are
obtained by Lemma 5.1, and the optimal throughput $t^*_{k,n}$ is obtained by substituting $p^*_{k,n}$ into (5.13).

Also, the optimal subcarrier allocation indicator $\rho^*_{k,n}$ is obtained from (5.18). It can be known that subcarrier $n$ should be assigned to user $k$ satisfying

$$\rho^*_{k,n} = \begin{cases} 1, & k = k^* \\ 0, & k \neq k^* \end{cases},$$

(5.20)

where $k^* = \arg\max_k (1 - \theta^k) \left[ \log_2 (1 + \Lambda^*_{k,n}) - \frac{p^*_{k,n} \gamma_{SR,k,n} \gamma_{RD,k,n}}{\ln(2)(1 + \Lambda^*_{k,n}) - \gamma_{RR,k,n}} \right]$, and $\Lambda^*_{k,n}$ is obtained by substituting $p^*_{k,n}$ into $\Lambda^*_{k,n} = \sqrt{\frac{4p^*_{k,n} \Phi_{k,n}}{\Psi_{k,n}}}$. Notice that multiplier $\beta_n, \forall n \in N$ is omitted due to subcarrier constraints being naturally satisfied by (5.20). Hence, the next aim is to determine the optimal Lagrange multiplier $\mu^*$ satisfying

$$f(\mu) = P^* - \sum_{k=1}^{K} \sum_{n=1}^{N} \left[ \frac{4\Phi_{k,n} (1 - \theta^k)^2}{(\mu ln(2) + \frac{8\Phi_{k,n} (1 - \theta^k)}{\mu ln(2)} - \Xi_{k,n})^2} - \frac{\Psi^2_{k,n}}{4\Phi_{k,n}} \right]^+ = 0.$$

(5.21)

It can be found that (5.21) is a mono-increasing function for $\mu > 0$, and $f(\mu) < 0|_{\mu \to 0}$ and $f(\mu) > 0|_{\mu \to +\infty}$. The searching upper bound can be set as $\mu_{\text{upper}} = \max\{\frac{8\Phi_{k,n}}{\ln(2)(\Psi_{k,n} - 4\Xi_{k,n})} \}, \forall k \in k, n \in N$.

Based on the theoretic analysis, a so-called quasi-concave based FD EE oriented resource allocation (Q-FERA) algorithm is proposed, as summarised in Algorithm 3, to optimise the EE of the multiuser FD DF relay systems, under cross-layer constraints. The proposed Q-FERA algorithm presented in subsection 5.3.1 relies on finding $P^*$, which helps us transform the problem P3 into the problem P4. According to the characteristic of derivative, i.e. $\frac{\partial \eta}{\partial P}|_{P^*} = \lim_{\Delta P \to 0} \frac{\eta(P^* + \Delta P) - \eta(P^*)}{\Delta P}$, $P^*$ is readily obtained.

5.4 Properties of the Energy Efficiency Oriented Resource Allocation

Based on the theoretic analysis above, some useful properties of the EE oriented resource allocation are discovered.

5.4.1 Impact of Transmission Power on Energy Efficiency

In FD DF relay systems, EE shows a mono-increasing or quasi-concave shape with respect to the transmission power, as indicated by Theorem 5.1. Therefore higher transmission power does not ensure a higher EE. For the transmission power at the source $P_s = \sum_{k=1}^{K} \sum_{n=1}^{N} p_{s,k,n}$, the end-to-end capacity is non-decreasing with respect to $P_s$, and thus the assigned throughput is also non-decreasing with respect to $P_s$. 49
Algorithm 3 Quasi-concave based Full-Duplex Energy Efficient Resource Allocation (Q-FERA) Algorithm

**Input:** $P_{\text{max}}, P_{\text{c,sta}}, P_{\text{AD}}, \omega, \varepsilon, \theta^k, h_{\text{SR,k,n}}, h_{\text{RR,k,n}}, l_{\text{SR,k}}, l_{\text{RD,k}}, l_{\text{RR,k}}, \forall k \in K, n \in N$.

**Output:** Optimal subcarrier and end-to-end transmission power allocation policy $\rho^*, P^*$, and optimal throughput assignment policy $T^*$.

1: Set $P = P_{\text{max}}$
2: for $n = 1 : N$ do
3: for $k = 1 : K$ do
4: Allocate subcarrier $n$ the user $k$ satisfying (6.21), calculate end-to-end transmission power $p_{k,n}$ according to (5.19) and assign throughput $t_{k,n}$ according to (5.13).
5: end for
6: end for
7: Calculate $\frac{\partial \eta}{\partial P}$ at $P = P_{\text{max}}$.
8: if $\frac{\partial \eta}{\partial P}|_{P_{\text{max}}} \geq 0$ then
9: return $P^* = P_{\text{max}}, \eta^* = \eta(\rho^*, P^*, T^*)$
10: else
11: Initialise the left bound $P_L = 0$, and the right bound $P_R = P_{\text{max}}$.
12: while $|\frac{\partial \eta}{\partial P}|_{P_M} < \delta$ ($\delta$ is a precision factor) do
13: $P_M = \frac{P_L + P_R}{2}$
14: Do subcarrier and transmission power allocation policy and throughput assignment policy as did in steps 2–6, with total end-to-end transmission power $P = P_M$ and $P = P_L$, respectively.
15: if $\frac{\partial \eta}{\partial P}|_{P_L} \cdot \frac{\partial \eta}{\partial P}|_{P_M} \geq 0$ then
16: $P_L = P_M$
17: else
18: $P_R = P_M$
19: end if
20: end while
21: return $P^* = P_M, \eta^* = \eta(\rho^*, P^*, T^*)$
22: end if
However, EE may be degraded by the raised total power consumption. Differently, improving the transmission power at the relay $P_r = \sum_{k=1}^{K} \sum_{n=1}^{N} p_{r,k,n}$ may decrease both throughput and EE given a poor SIC configuration. As can be seen from (5.8), the signal transmitted from the relay is treated as self-interference to the relay’s receiver. Therefore, higher transmission power $P_r$ improves the power of self-interference with a poor SIC. As a result, both throughput and EE are deteriorated.

There are other models that assume the residual self-interference only increases the noise power by a coefficient [67] or treat the residual self-interference as a noise-like constant (which are special cases of our generalised model). The residual self-interference in these models is independent of transmission power. Therefore, increasing transmission power $P_r$ in this case guarantees a non-decreasing end-to-end throughput. However, EE may be degraded due to the increased transmission power. By replacing the residual self-interference in (5.13) as a noise-like constant, it is easy to prove that the EE is still mono-increasing or quasi-concave with respect to the transmission power.

5.4.2 Energy Efficiency Oriented Water-Filling for Two-Hop FD Relay Systems

By (5.20), it can be found that user $k$ with lower $\gamma_{RR,k,n}$ has a higher opportunity to get subcarrier $n$, implying that it is preferable that a subcarrier be allocated to a user with less self-interference on that subcarrier. Similarly, it is obvious that more power will be allocated to subcarrier $n$ with lower $\gamma_{RR,k,n}$ as shown in (5.19). It is different to the conventional water-filling algorithm in HD networks by taking the presence of residual self-interference and the channel conditions of links R-R, S-R and R-D into account, which can be classified as EE oriented two-hop FD relay systems water-filling policy.

5.4.3 Trade-off between Energy Efficiency and Spectral Efficiency for Two-Hop Full Duplex Relay Systems

For FD relay systems with SE oriented algorithms, the transmission power is fully utilised in the case of effective SIC, where the power of the residual self-interference can be much lower than that of noise. However, the EE of SE oriented FD relay systems may be hindered by the incurred high total power consumption. Different from SE oriented algorithms, FD relay systems with EE oriented algorithm make trade-off between EE and SE, where the utilised transmission power may be lower than the available transmission power constraint. As a result, the total power consumption is lower than that of SE oriented FD relay systems, and higher EE can be obtained at the expense of SE.
5.4.4 Suitability of the Proposed Algorithm for 60 GHz Applications

With a fixed outage probability requirement, more aggressive throughput assignment matrix $T = [t_{k,n}]_{K \times N}$ can be achieved with a higher Rician factor $\hat{k}$. Since cdf of chi-square function $F(\cdot)$ is mono-decreasing with respect to its non-centrality parameter. Inversely, the inverse function $F^{-1}(\cdot)$ is mono-increasing with respect to its non-central parameter, which is $\frac{2|h_{RD,k,n}|^2}{\sigma_{\text{error}}^2}$ as derived. Higher Rician factor $\hat{k}$ leads to higher value of $\mathbb{E}\{|h_{RD,k,n}|^2\} = \mathbb{E}\{|h_{RD,k,n}|^2\}$ (assume the estimator is unbiased) and higher non-central parameter. As a result, higher throughput can be assigned while satisfying the target outage probability, and therefore higher EE is obtained.

The analysis above accords with intuition that, applying directional or narrow beam-width antenna provides strong LOS transmission and a higher Rician factor, e.g. $\hat{k}$ ranges from $5 - 15$ dB in a typical 60 GHz indoor environment, where the channel is more flat with strong LOS components and poor NLOS components. In this case, more aggressive throughput assignment can be obtained while satisfying the outage probability naturally.

In some special scenarios, the channels at 60 GHz may follow Rayleigh distribution with the utilization of omnidirectional low gain antenna and long distance between transmitter and receiver [93]. By setting the Rician factor $\hat{k} = 0$, our algorithm is easily extended to a Rayleigh scenario. Also, the S-V and two wave with diffuse power (TWDP) channels were modelled at 60 GHz in [8], which can actually be approximated as Rician distribution when $\hat{k} > 0$ and does not approach $+\infty$.

5.4.5 Impact of Outage Probability Constraint on Energy Efficiency

Since capacity analysis does not capture the effect of outage with imperfect channel estimation, the definition of throughput and outage probability is introduced first, which is constrained by $\theta^k$. According to the theoretic analysis, the total average bits per second per Hz successfully delivered to users is given by $\sum_{k=1}^{K} (1 - \theta^k) \sum_{n=1}^{N} t_{k,n}$ [94]. With a coarse outage constraint $\theta^k$, the throughput arrangement $t_{k,n}$ can be aggressive. However, the term $(1 - \theta^k)$ is degraded, indicating outage is more likely to occur. Inversely, with a stringent outage constraint $\theta^k$, the term $(1 - \theta^k)$ is improved and it is likely more data can be delivered to users successfully. However, a stringent outage constraint $\theta^k$ leads to a smaller value of $F^{-1}(\theta^k)$ and hence a conservative value of $t_{k,n}$ (see. (5.13)). Considering an extreme case that outage probability $\theta^k$ is an infinitely small value that approaches $0$ ($\theta^k \to 0$). The first term $(1 - \theta^k)$ is equal to 1, indicating all encoded information can be readily delivered to users without outage. However, the second term $t_{k,n}$ approaches 0 since the value of $\lim_{\theta^k \to 0} F^{-1}(\theta^k)$ is equal to 0. Therefore, a stringent outage probability constraint does not necessarily guarantee higher EE or SE. Also, a coarse constraint may lead to poor EE.
Table 5.1: ANALYTICAL COMPUTATIONAL COMPLEXITY ( N: NUMBER OF SUBCARRIERS; K: NUMBER OF USERS; δ: REQUIRED PRECISION FACTOR IN ITERATIVE SEARCH; l_{ite}: NUMBER OF ITERATIONS)

<table>
<thead>
<tr>
<th>Designs</th>
<th>Algorithms</th>
<th>Complexities</th>
</tr>
</thead>
<tbody>
<tr>
<td>EE. Max</td>
<td>Q-FERA</td>
<td>O(2NKl_{ite1}) + l_{ite2}O(4NKl_{ite1}) \approx O(2NKl_{ite1})</td>
</tr>
<tr>
<td></td>
<td>QA-ERA in [71]</td>
<td>O(N(K + 1)^3)log_2(\frac{1}{\delta})</td>
</tr>
<tr>
<td>SE. Max</td>
<td>4 FRAA in [67]</td>
<td>O(NKl_{ite3})log_2(\frac{1}{\delta})</td>
</tr>
<tr>
<td></td>
<td>5 FDRA in [2]</td>
<td>O(NKl_{ite4})</td>
</tr>
</tbody>
</table>

5.5 Complexity Analysis

In this section, the complexity of the proposed algorithm is analysed in terms of number of multiplications.

The Q-FERA algorithm is proposed to perform subcarrier allocation, transmission power allocation and throughput assignment jointly. At first, the gradient of EE is calculated at the maximum transmission power $P_{\text{max}}$, and the complexity of this step is $O(2NKl_{ite1})$, where $l_{ite1}$ is the number of iterations required to obtain the optimal Lagrange multiplier $\mu^*$ with given total transmission power $P_{\text{max}}$, and is upper bounded by $l_{ite1} \leq \log_2(\frac{\mu_{\text{upp}} - \mu^*}{\delta})$ by bisection searching algorithm. The coefficient 2 is induced by the twice computation at the transmission power $P_{\text{max}}$ and $P_{\text{max}} + \Delta P$, respectively. If $\frac{\partial \eta}{\partial P}|_{P_{\text{max}}} \geq 0$, $P_{\text{max}} = P^*$ is readily obtained and the algorithm terminates. Otherwise, the globally optimal transmission power $P^*$ needs to be iteratively searched between $(0, P_{\text{max}}]$, within at most $l_{ite2} \leq \log_2(\frac{P_{\text{max}} - P^*}{\delta})$ iterations by bisection searching algorithm. Once the globally optimal transmission power $P^*$ is found, the subcarrier and power allocation are allocated at the complexity $O(4NKl_{ite1})$. Hence the total complexity of the whole algorithm is $O(2NKl_{ite1}) + l_{ite2} \times O(4NKl_{ite1})$.

Practically, the optimal transmission power always exists at the value that the transmission power related power consumptions (PA power $P_{PA}$, dynamic circuit power $P_{c,dyn}$) are comparable with the power consumption of the static power $P_{c,sta}$. Since the static power of 60 GHz chip is high while the feasible transmission power range is limited, i.e. $P_{\text{max}} \leq 16 \text{ dBm}$ [4], $P^*$ could be close to or even equal to $P_{\text{max}}$. Therefore, very few or no iteration $l_{ite2}$ is needed in finding the optimal total transmission power $P^*$, and the whole complexity can be reduced to $O(2NKl_{ite1})$ in this case. As a result, the complexity of the proposed Q-FERA is comparable with that of the SE oriented algorithms in [67] and [2], and is lower than that of the EE oriented algorithm in [71], which is for direct transmission rather than for relay systems.
5.6 Simulation Results

Numerical results are used to verify our analysis. In all figures, Q-FERA is used to denote the proposed cross-layer EE oriented resource allocation, and FD dynamic resource allocation (FDRA) to denote the SE oriented resource allocation by the algorithm in [2]. The PL model in [10] is adopted, as \( l = 68 + 10\nu\log_{10}(d/d_0) \), where \( \nu = 3 \) is the PL exponent, \( d \) is the distance between two nodes, and \( d_0 = 1 \text{ m} \) is the reference distance. The Rician factor \( \hat{k} \) is 15 dB except in Fig. 5.7. The total bandwidth is 2640 MHz with 512 subcarriers [95]. The AWGN power spectral density is -174 dBm/Hz. The S-R and R-D (all users and \( K = 5 \)) distances are all 5 m. The drain efficiency \( \omega \) of the PA is 25%. The static circuit power is 300 mW and the dynamic circuit factor \( \varepsilon = 50 \text{ mW/Gbps} \). The SIC power is \( P_{AD} = 40 \text{ mW} \). The maximum transmission power constraint is set to \( P_{max} = 50 \text{ mW} \). The throughput outage constraint is \( \theta^k = 0.01 \) for all users, and the channel estimation error variance is set to \( \sigma_{error}^2 = 10^{-3} \) except in

\[2\] The number of iteration \( t_{iter} \) depends on the number of multiplier variables in Lagrange function and the applied search algorithm, i.e., ellipsoid searching is used in [71] while subgradient searching is used in [2].

\[3\] The QA-ERA algorithm in [71] is applied in LTE-based MIMO-OFDMA systems, which considers individual minimum throughput requirement for different users, which means more \( K \) multipliers needs to be found during iterations by the ellipsoid searching method.

\[4\] The FRAA algorithm in [67] is applied in FD OFDMA systems, and the local Pareto optimality is used to solve the optimisation problem.

\[5\] For fair comparison, the complexity of the algorithm in [2] is calculated in a simplified two-antenna infrastructure relay (one transmit antenna and one receive antenna at relay node) and single relay configuration.
Fig. 5.2 shows the average optimal EE performances of FD with different algorithms. It can be observed that FD with the Q-FERA algorithm shows higher EE than FD with the SE oriented FDRA algorithm across a wide range of SIC amount. The Q-FERA algorithm has nearly the same performance as the BnB approach, which certifies that our Q-FERA algorithm is near-optimal. Also, all the EEs of the FD systems increase with the SIC amount, since less residual self-interference is left.

Fig. 5.3 demonstrates the average EEs of FD with different values of the normalized relay’s position, which is defined as the ratio of the distance of S-R to the distance of S-D. Obviously, for all FD relay curves, the optimal position of the FD relay is around in the middle between source and destinations. It is because with 80 dB of SIC amount, the power of residual self-interference can be much smaller than the power of noise. The optimal EE performance is achieved when the throughputs of two links are equal. Besides, it can be seen that FD with the Q-FERA always outperforms FD with the FDRA in terms of EE at all distances. It indicates that FD relay systems with the proposed Q-FERA algorithm maintains a high EE level. Last but not least, all the EE curves change rapidly with different relay’s position, since the high PL at 60 GHz
results in a significant impact on system throughput.

Fig. 5.4 demonstrates the average SEs of FD with different values of the normalised relay’s position. It shows that the EE oriented Q-FERA algorithm offers a comparable SE to the SE oriented FDRA algorithm. It means that FD with the proposed Q-FERA algorithm makes a proper trade-off between EE and SE, with marginal loss of SE.

Fig. 5.5 shows the probabilities that the total power consumption of FD relay systems exceeds a threshold $P_{\text{threshold}}$. When $P_{\text{max}}$ is lower than 25 mW, the probabilities of both the FD systems are equal to 0. With the increase of $P_{\text{max}}$, the outage probability of FD with the FDRA boosts fast, because the FDRA algorithm utilises all available transmission power to maximise SE. Hence, its total power consumption easily exceeds the threshold of 500 mW (a reasonable power consumption of 60 GHz chips). While the probability of FD with the Q-FERA maintains low, which is only 0.1 with threshold 500 mW and $P_{\text{max}} \geq 30$ mW. This indicates that to obtain higher EE performance, the utilised transmission power may be lower than the available transmission power constraint $P_{\text{max}}$ and its EE may be quasi-concave with respect to the transmission power. Fig. 5.5 confirms that the proposed EE oriented algorithm is a greener solution, with more carbon footprint savings.

Fig. 5.6 shows the average throughput outage probabilities of FD with the Q-FERA and FD with the FDRA. It can be observed that FD with the Q-FERA is robust against channel estimation errors, even though the system has no accurate channel information of the small-fading of the R-D link when $\sigma_{\text{error}}^2 \rightarrow 1$ (which represents...
Figure 5.5: The average probabilities that total power consumptions of FD with the Q-FERA and FD with the FDRA exceeds the thresholds $P_{threshold} = 500$ mW and 550 mW, with SIC amount $\alpha = 80$ dB.

Figure 5.6: The average outage probabilities that the assigned throughput is higher than channel capacity, i.e. $\Pr(t_{k,n} > c_{k,n})$ for $\forall k \in K, n \in N$, under different channel estimation error, with SIC amount $\alpha = 80$ dB.
Figure 5.7: The average EEs of FD with the BnB approach, FD with the Q-FERA and FD with the FDRA vs. different Rician factor $\hat{k}$, with SIC amount $\alpha = 60$ dB and 80 dB, respectively.

This is because the channel condition of link R-D is adopted in a probabilistic manner in the proposed Q-FERA algorithm. Therefore, the throughput outage probability is satisfied naturally in our cross-layer design. It is worth mentioning that the outage probability was not considered in the SE oriented algorithm in [2], the throughput outage probabilities boosts with the increase of channel estimation error $\sigma^2_{error}$.

Fig. 5.7 shows the optimal average EEs of FD with the BnB approach, FD with the Q-FERA and FD with the FDRA under different Rician factors $\hat{k}$, whose value ranges from 5 dB to 15 dB in a typical indoor environment at 60 GHz. It is observed that higher Rician factor can improve the EEs of all FDs, since higher Rician factor means the R-D channel more flat with less fluctuation, and throughput can be assigned more aggressively while satisfying the pre-set outage probability. However, the EEs keep unchanged when the Rician factor is higher than 12 dB, this is because the LOS components almost overwhelm the NLOS components, and thus the channel is approximately a constant. Besides, it can be seen that FD with the Q-FERA (with $\alpha = 60$ dB) even shows higher EE than FD with the FDRA (with $\alpha = 80$ dB), which reflects that FD with the Q-FERA can maintain a considerable EE value when SIC performance is not very high, especially in a typically high Rician factor scenario at 60 GHz indoor environment.

Figs. 5.8 and 5.9 present the convergence behaviours of the Q-FERA algorithm
Figure 5.8: The convergence behaviours of the proposed Q-FERA algorithm.

Figure 5.9: The convergence behaviours of the proposed Q-FERA algorithm.
under the maximum transmission power constraint $P_{\text{max}} = 50$ mW. Fig. 5.8 shows the convergence behaviour of finding optimal transmission power $P^*$, while Fig. 5.9 shows the convergence behaviour of finding the optimal multiplier $\mu^*$ with different values of given transmission power. It can be seen that the at most around 10 iterations are needed in both figures. Especially, if $P_{\text{max}}$ is relatively small, EE may be monotonically increasing in the range of $P_s \in (0, P_{\text{max}}]$, as analysed in Theorem 5.1. In this case, the optimal transmission power $P^*$ corresponding to the maximum EE is simply equal to $P_{\text{max}}$, and no iteration is needed in finding the optimal transmission power $P^*$ in Fig. 5.8.

Fig. 5.10 presents the average EE performance with different outage probability constraints. It can be seen that EE approaches 0 given an infinitely small outage probability constraint, indicating a stringent outage probability constraint does not necessarily lead to better EE performance. Inversely, EE degrades significantly when constraint $\theta^k$ exceeds 0.1, which reveals that a coarse constraint may lead to poor EE and verifies the analysis in subsection 5.4.5.

5.7 Summary

In this chapter, EE oriented resource allocation for indoor multiuser FD DF relay systems has been investigated with cross-layer constraints. A novel low-complexity algorithm, referred to as Q-FERA, is proposed to perform transmission power allocation, subcarrier allocation and throughput assignment jointly to maximise system EE.
Simulation results show a higher EE performance of the proposed EE oriented design over SE oriented design, at the cost of marginal SE loss. Also, the throughput outage probability of the proposed algorithm is much lower than that of the algorithm in [2] and is robust against channel estimation errors, addressing the intermittent blockage problem at mm-wave communications. Besides, some useful properties of the EE oriented resource allocation are discussed, such as the impact of transmission power on EE, EE oriented water-filling power allocation, EE-SE trade-off for two-hop FD relay systems, the suitability of the Q-FERA algorithm for 60 GHz applications and the impact of outage probability constraint on EE. This work is extend-able to a short-range wireless relay system at a lower frequency.
Chapter 6

Energy Efficiency Oriented Resource Allocation for Wireless Power Transfer-Aided Full Duplex Decode-and-Forward Relay Multiuser Systems

WPT-aided relay communications have become an attractive technique due to recent advances in radio frequency-based WPT technique [97], especially in scenarios where regular battery replacement or recharging is inconvenient or even impossible (e.g. in a toxic environment) [98] [99]. By harvesting energy from the source node, WPT-aided relays are able to continuously assist communication between sources and users, and thus network connectivity can be maintained and its lifetime prolonged [100].

The early research on WPT-aided relay systems mainly focused on the three-time-slots HD transmission [101] [102]. One time slot is dedicated for energy harvesting at the relay node and another two time slots are required for a two-hop information transmission from the source to the user through the relay node. By making use of the power splitting architecture [103], another WPT-aided HD relay system needs only two time slots, where the source transmits to the relay in the first time slot, and only a part of the received signal at the relay node is decoded and forwarded to the destination while the rest of the received signal is stored to support the relay’s operation in the second time slot. In summary, the aforementioned WPT-aided HD relay systems either need extra time slots [101] [102] or only decode and forward a part of the desired signal to the destination [103], incurring significant SE loss due to the low resource utilization efficiency.

In an effort to overcome the SE loss by HD, FD relay systems have attracted extensive attention. With signal transmitted and received simultaneously over the same frequency, FD has approximately doubled the SE over HD relay systems [10]. This has
also led to growing interest in integrating FD and WPT-aided relay techniques to obtain higher SE [104]. In [105] and [106], SE maximisation in FD WPT-aided relay systems was investigated, where the energy harvesting and the information transmission are decoupled into two orthogonal time slots, one for energy harvesting and the other for information transmission in FD mode. Joint design of source and relay beamformers was given in [107] for FD MIMO AF relay systems, where the multiple users are powered by WPT from the relay node. With the FD mode relay for information transfer, only two time slots are required in [105]-[107], improving SE over the HD counterparts.

In the aforementioned WPT-aided FD relay systems, however, self-interference is treated as noise and hence needs to be cancelled as much as possible. On the contrary, a WPT-aided FD relay system were investigated in [108] [109] to utilise self-interference for energy harvesting. The relay receives signal-bearing information in the first time slot, and forwards signal to the destination and concurrently harvests wireless transferred energy from the source and the relay’s self-interference in the second time slot. As a result, the relay can harvest energy from both its transmitter and the source node. However, uniform time slot durations were assumed for the two hops in [108] and [109], ignoring the fact that the received SINR of the source-relay and the relay-users links can hardly be equivalent in WPT-aided relay systems. It is because the relay’s transmission power could be much lower than that at the source, due to the wireless channel attenuation from the source to the relay and the energy harvesting efficiency at the relay node (smaller than 1). As a result, the end-to-end SE is bounded by the relay-users link while a large proportion of the SE in the source-relay link is wasted in the symmetric transmission system. Besides, the system models proposed in [105]-[109] only consider a signal-user and single-carrier scenario, which is not applicable to a multiuser scenario.

In this chapter, a novel protocol is proposed for the downlink OFDMA system with a WPT-aided relay working in FD and DF mode. Our work is different in the following aspects:

- An asymmetric time slot protocol is developed for the two hops, which enhances the degree of freedom and hence the system SE, and the system is more robust against the relay node’s locations and the number of users than the work in [105]-[109].
- Unlike the previous work [105]-[107], where the self-interference at the FD relay is cancelled, the self-interference is utilised for energy harvesting. With the enhanced degree of freedom due to asymmetric time slots, much more energy can be harvested on every subcarrier, leading to a higher EE than the work in [105] and [108].
- A multiuser scenario is investigated, which is more general in communication
networks, such as sensor networks, while only single user was considered in the previous work [105]-[109].

- Based on the developed asymmetric protocol, a corresponding algorithm is proposed to maximise the overall system SE by performing joint allocation of time slot durations, transmission power at source and relay, and subcarriers for multiple users. The closed-forms of the optimal results are given. By optimising multiple variables concurrently, significant SE enhancement is achieved over the symmetric WPT-aided FD relay (Sym-WPT-FR) system [108] and the time-switching WPT-aided FD relay (TS-WPT-FR) system [105], where only one variable (transmission power [108] or time splitting factor [105]) is involved in optimisation.

- An intensive performance analysis of WPT-aided FD relay systems is presented, including the relative time slots durations of the two hops, and the effect of self-interference utilisation at the relay on power allocation, revealing some implicit characteristics of WPT-aided FD relay systems.

6.1 System Model and Problem Formulation for Wireless Power Transfer-Aided Full Duplex Decode-and-Forward Relay Multiuser Systems

6.1.1 System Model

A downlink OFDMA system is considered with $K$ users and $N$ subcarriers, and the communication between the source and the users is assisted by a relay in between. The relay relies on external charging through WPT from the source [101]. It is assumed that the users can not hear the source directly due to the blockage and the channel attenuation [105]. The channel state information is available at the source and the relay node, obtained by the pilot assisted reciprocal channel estimation [110]. The relay is equipped with two antennas, one for receiving information and harvesting energy and the other for transmitting signal to multiple users, while the source and the users are equipped with one antenna, respectively, as depicted by Fig. 6.1. In the first time slot of duration $T_1$, the source sends information-bearing signal to the relay. In the second time slot of duration $T_2$, the received signal at the relay is decoded, re-coded and forwarded to the user, and wireless energy is sent from the source to the relay’s receiver for energy harvesting concurrently.

Define power allocation matrices at the source $\mathbf{p}_s = [p_{s,k,n}]_{K \times N}$ and at the relay $\mathbf{p}_r = [p_{r,k,n}]_{K \times N}$, whose elements $p_{s,k,n}$ and $p_{r,k,n}$ denote the transmission power allocated at the resource and the relay node for user $k$ on subcarrier $n$, respectively. Define subcarrier allocation matrix $\mathbf{\beta} = [\beta_{k,n}]_{K \times N}$, whose element $\beta_{k,n} = \{1, 0\}$ denotes whether subcarrier $n$ is assigned to user $k$ (by 1) or not (by 0).
The received signal on subcarrier $n$ for user $k$ at the relay in the first time slot is expressed as

$$r_{k,n,1}[i] = \sqrt{p_{k,n} l_{sr,n} h_{sr,n} x_{k,n}[i]} + n_{r,n}[i]$$  \hspace{1cm} (6.1)$$

where $i$ denotes the symbol index. $x_{k,n}[i]$ is the information-bearing symbol for user $k$ on subcarrier $n$ with unit power $\mathbb{E}\{|x_{k,n}[i]|^2\} = 1$. $p_{s,k,n}$ is the transmission power allocated at the source for user $k$ on subcarrier $n$. $h_{sr,n}$ denotes the channel response of the source-relay link on subcarrier $n$, and $l_{sr}$ captures the large-scale fading of the source-relay link. $n_{r,n}[i]$ is the noise introduced on subcarrier $n$ at the relay. Therefore, the overall SE of the source-relay link in the first time slot $T_1$ is calculated as

$$C_{SR} = \frac{T_1}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2(1 + p_{s,k,n} \gamma_{sr,k,n}),$$  \hspace{1cm} (6.2)$$

where $\beta_{k,n}$ denotes subcarrier $n$ is assigned for user $k$, $\forall k \in K, n \in N$. $\gamma_{sr,k,n} = \frac{|h_{sr,n}|^2 l_{sr}}{N_0 B}$ denotes the CNR of the source-relay link on subcarrier $n$ for user $k$. $N_0$ is the single-sided power spectral density and $B$ is the bandwidth of each subcarrier. In the second time slot of duration $T_2$, the received signal at the relay is forwarded to the user. For
simplicity, subcarrier mapping is not considered. The received signal by user $k$ on
subcarrier $n$ is given by

$$y_{k,n}[i] = \sqrt{p_{r,k,n}l_{rd,k}h_{rd,k,n}}x_{k,n}[i] + z_{k,n}[i], \quad (6.3)$$

where $p_{r,k,n}$ denotes the transmission power for user $k$ on subcarrier $n$ at the relay.
$h_{rd,k,n}$ is the channel response of the link between the relay and user $k$ on subcarrier $n$
for user $k$, and $l_{rd,k}$ captures the effects of large-scale fading of the relay-user $k$. $z_{k,n}[i]$ is
the noise introduced at user $k$. Therefore, the overall SE in the second time slot is calculated as

$$C_{RD} = \frac{T_2}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 (1 + p_{r,k,n} \gamma_{rd,k,n}) \quad (6.4)$$

where $\gamma_{rd,k,n} = \frac{|h_{rd,n}|^2 l_{rd,k}}{N_0 B}$ denotes the CNR of the relay-user $k$ on subcarrier $n$. Finally,
the end-to-end SE in the whole time $T = T_1 + T_2$ is expressed as

$$C = \min\{C_{SR}, C_{RD}\} \quad (6.5)$$

Concurrently with information transmission by the relay in the second time slot $T_2$, wireless energy is sent from the source to the relay’s receiver for energy harvesting. Since information signal is being transmitted by the relay at the same time, the relay also receives the self-interference from its own transmitter, which can be collected by WPT [108]. Therefore, the received signal at the relay’s receiver in the second time slot $T_2$ for user $k$ on subcarrier $n$ is

$$r_{k,n,2}[i] = \sqrt{p_{s,k,n}l_{sr}h_{sr,n}}x_{k,n}^{(e)}[i] + \sqrt{p_{r,k,n}l_{rr}}h_{rr,n}x_{k,n}[i - \tau] + n_{r,n}[i] \quad (6.6)$$

where $x_{k,n}^{(e)}[i]$ is the energy-bearing symbol sent from the source to the relay during the
second time slot $T_2$ with normalised energy $E\{ |x_{k,n}^{(e)}[i]|^2 \} = 1$. $\tau$ is the processing delay
at relay node. $h_{sr,n}$ is the self-interference channel from the relay’s transmitter to its
receiver on subcarrier $n$ and $l_{rr}$ is large-scale fading. In summary, the overall harvested
energy at the relay during the second time slot $T_2$ is

$$E_r = \frac{T_2}{T} \omega \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} E\{ |\sqrt{p_{s,k,n}l_{sr}h_{sr,n}}x_{k,n}^{(e)}[i]| + \sqrt{p_{r,k,n}l_{rr}}h_{rr,n}x_{k,n}[i - \tau]|^2 \}, \quad (6.7)$$
where $\omega$ is the energy harvesting efficiency $^1$.

Since the channel condition and the transmitted signal $x_{s,k,n}[i]$ and $x_{s,k,n}[i-\tau]$ are known by the system, it is natural to set the state of $x_{s,k,n}[i]$ as $x_{s,k,n}[i]e^{j\angle h_{sr,n}} = x_{s,k,n}[i-\tau]e^{j\angle h_{rr,n}}$, ($\angle h_{sr,n}$ and $\angle h_{rr,n}$ denotes the phase of the complex number $h_{sr,n}$ and $h_{rr,n}$, respectively) to make the harvested energy maximised $^{108}$, which is summarised in Lemma 6.1.

**Lemma 6.1**: In the asymmetric WPT-aided FD relay OFDMA system, the maximal energy harvested at the relay is given by

$$E_r = \frac{T_2}{T}\omega \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n}(p_{s,k,n}|h_{sr,n}|^2l_{sr} + p_{r,k,n}|h_{rr,n}|^2l_{rr}).$$

### 6.1.2 Problem Formulation

Now define $C(T_1, T_2, p_s, p_r, \beta)$ as the SE (in bps/Hz) $^2$. Accordingly, the SE oriented resource allocation optimisation problem is formulated as

$$P6.1 : \quad \arg \max_{T_1, T_2, p_s, p_r, \beta} C(T_1, T_2, p_s, p_r, \beta)$$

$$= \min \left\{ \frac{T_1}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2(1 + p_{s,k,n}\gamma_{sr,n}), \quad \frac{T_2}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2(1 + p_{r,k,n}\gamma_{rd,k,n}) \right\},$$

(6.8)

s.t. (C1) : $0 \leq p_{s,k,n}$, for $\forall n \in N, k \in K$. (C2) : $\sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n}p_{s,k,n} \leq p_{max}$. (C3) : $0 \leq p_{r,k,n}$, for $\forall n \in N, k \in K$. (C4) : $\sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n}p_{r,k,n} \leq \omega \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n}(p_{s,k,n}|h_{sr,n}|^2l_{sr} + p_{r,k,n}|h_{rr,n}|^2l_{rr})$. (C5) : $T_1 + T_2 = T$. (C6) : $\sum_{k=1}^{K} \beta_{k,n} = 1$, for $\forall n \in N$. (C7) : $\beta_{k,n} \in \{0, 1\}$, for $\forall n \in N, k \in K$. (C1) and (C2) imply the transmission power at the source should be non-negative and lower than a threshold $p_{max}$. (C3) and (C4) are the constraints imposed on transmission power at the relay, which should be non-negative and lower than the overall harvested power. (C5) indicates that the summation of two time slots $T_1$ and $T_2$ should be equivalent to $T$. (C6) and (C7) guarantee that each subcarrier is only used by one user.

The allocation of time slots $T_1$ and $T_2$, subcarrier $\beta$, transmission power $p_s$ and $p_r$ need to be optimised jointly, subject to multiple constraints (C1) – (C7). The joint optimisation algorithm is detailed in the next section.

$^1$There are some methods to improve the harvesting efficiency $\omega$ by hardware design at relay node, such as improving mutual coupling between relay’s two antennas $^{109}$ or directing the self-interference power from relay’s transmit antenna into the relay’s battery $^{111}$. More information can be referred from $^{109}$ $^{111}$.

$^2$It has been assumed that the transmission power at the relay relies on WPT from the source, while the circuit power consumed by the relay is negligible as compared to the radiation power, which could be the case for low-complexity wireless devices (such as wireless sensors and tags) with simple electronics and low signal processing requirement $^{108}$ $^{112}$. 
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6.2 Asymmetric Resource Allocation for Wireless Power Transfer-Aided Full Duplex Decode-and-Forward Relay Multiuser Systems

6.2.1 Transformation of the Optimisation Problem

To solve the non-convex problem P6.1, the minimum function in the objective function should be handled first. It can be deduced that P6.1 is maximised only when
\[
\frac{T_1}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right) + \frac{T_2}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right),
\]
which is easy to prove by a counter example. Therefore, the original optimisation problem
\[
\min \left\{ \frac{T_1}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + p_{s,k,n} \gamma_{sr,k,n}\right), \frac{T_2}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + p_{r,k,n} \gamma_{rd,k,n}\right) \right\}
\]
is equivalent to maximising the summation of SE of the two hops, with an additional constraint
\[
\frac{T_1}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + p_{s,k,n} \gamma_{sr,k,n}\right) = \frac{T_2}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + p_{r,k,n} \gamma_{rd,k,n}\right).
\]

Then the combinational constraint (C7) caused by the subcarrier assignment is relaxed. The binary variable \(\beta_{k,n}\), for \(\forall k \in K, n \in N\), is relaxed to a real number within the interval \([0,1]\), indicating the time sharing factor of subcarrier \(n\) among \(K\) users. Given a large number of subcarriers, the loss of optimality is negligible and the solution after relaxation is near-optimal [91]. Hence, the transformed problem P6.2 is given by (6.9).

\[
P6.2 : \quad \text{argmax} \quad C(T_1, T_2, p_s, p_r, \beta) = \frac{T_1}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right) + \frac{T_2}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right),
\]
s.t. \((C1), (C2)) : \sum_{k=1}^{K} \sum_{n=1}^{N} p_{s,k,n} \leq p_{max}, \quad (C3), (C4) : \sum_{k=1}^{K} \sum_{n=1}^{N} p_{r,k,n} \leq \omega \sum_{k=1}^{K} \sum_{n=1}^{N} (p_{s,k,n} |h_{sr,n}|^2|t_{sr}| + p_{r,k,n} |h_{rr,n}|^2|t_{rr}|), \quad (C5), (C6), (C7) : \beta_{k,n} \in [0,1], \quad \forall n \in N, k \in K, \quad \text{and} \quad (C8) : \frac{T_1}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right) = \frac{T_2}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right).
\]

The transformation from P6.1 to P6.2 is straightforward, and it should be noticed that P6.2 is subject to a new constraint (C8). Now Theorem 6.1 is given to solve the optimisation problem P6.2.

**Theorem 6.1:** The equivalent end-to-end SE \(\frac{T_1}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right) + \frac{T_2}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2\left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right)\) is jointly-concave with respect to all variables \(T_1, T_2, p_{s,k,n}, p_{r,k,n}, \beta_{k,n}\), for \(\forall n \in N, k \in K\) in the feasible domain.

The proof of theorem 6.1 is provided in Appendix G.
6.2.2 Solution to the Asymmetric Resource Allocation for Wireless Power Transfer-Aided Full Duplex Decode-and-Forward Relay Multiuser Systems

Because P6.2 is a standard concave optimisation problem, it can be solved by using the KKT conditions. Its Lagrangian function is given by

\[
L = \frac{T_1}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right) + \frac{T_2}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right) - \mu \left( \sum_{k=1}^{K} \sum_{n=1}^{N} p_{s,k,n} - p_{\max} \right) - \phi \left( \sum_{k=1}^{K} \sum_{n=1}^{N} p_{r,k,n} \left(1 - \omega |h_{rr,n}|^2 / l_{rr}\right) - \rho (T_1 + T_2 - T) \right) - \lambda \left( \sum_{k=1}^{K} \sum_{n=1}^{N} p_{s,k,n} |h_{sr,n}|^2 / l_{sr}\right) - \sum_{n=1}^{N} \psi_n \left( \sum_{k=1}^{K} \beta_{k,n} - 1 \right),
\]

(6.10)

where \(\mu, \phi, \rho, \lambda\) and \(\psi_n\) (for \(\forall n \in N\)) are Lagrange multipliers. It can be derived from the KKT conditions that \(\mu \geq 0, \phi \geq 0, \rho \geq 0, \lambda \in (-1, 1)\) and \(\psi_n \geq 0\) (for \(\forall n \in N\)). Let \(\mu^*, \phi^*, \rho^*, \lambda^*\) and \(\psi_n^*\) (for \(\forall n \in N\)) denote the optimal Lagrange multipliers, it has

\[
\frac{\partial L}{\partial T_1} = \frac{(1 - \lambda^*)}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n}^* \log_2 \left(1 + \frac{p_{s,k,n}^* \gamma_{sr,k,n}}{\beta_{k,n}^*}\right) - \rho^* \begin{cases} < 0, & T_1^* = 0 \\ = 0, & T_1^* > 0 \end{cases}
\]

(6.11)

\[
\frac{\partial L}{\partial T_2} = \frac{(1 + \lambda^*)}{T} \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n}^* \log_2 \left(1 + \frac{p_{r,k,n}^* \gamma_{rd,k,n}}{\beta_{k,n}^*}\right) - \rho^* \begin{cases} < 0, & T_2^* = 0 \\ = 0, & T_2^* > 0 \end{cases}
\]

(6.12)

From (6.11), (6.12) and constraint (C8), an equality can be obtained as

\[
\frac{T_1^*}{1 - \lambda^*} = \frac{T_2^*}{1 + \lambda^*}
\]

(6.13)

According to (6.13) and constraint (C5), it can be derived that the optimal time slot \(T_1\) is given by

\[
T_1^* = \frac{1 - \lambda^*}{2} T.
\]

(6.14)

and the optimal time slot \(T_2^*\) is

\[
T_2^* = \frac{1 + \lambda^*}{2} T.
\]

(6.15)
Similarly, taking the derivative of $L$ with respect to $p_{s,k,n}$ and $p_{r,k,n}$ yields

$$\frac{\partial L}{\partial p_{s,k,n}} = \frac{(1 - \lambda^*) T_1^* \gamma_{sr,k,n} \beta_{k,n}^*}{T (\beta_{k,n}^* + p_{s,k,n}^* \gamma_{sr,k,n})} - \mu^* + \phi^* \omega |h_{sr,k,n}|^2 l_{sr} \begin{cases} < 0, p_{s,k,n}^* = 0 \\ = 0, p_{s,k,n}^* > 0 \end{cases}$$

(6.16)

$$\frac{\partial L}{\partial p_{r,k,n}} = \frac{(1 + \lambda^*) T_2^* \gamma_{rd,k,n} \beta_{k,n}^*}{T (\beta_{k,n}^* + p_{r,k,n}^* \gamma_{rd,k,n})} - \phi^* (1 - \omega |h_{rr,n}|^2 l_{rr}) \begin{cases} < 0, p_{r,k,n}^* = 0 \\ = 0, p_{r,k,n}^* > 0 \end{cases}$$

(6.17)

By substituting (6.14) and (6.15) into (6.16) and (6.17), the optimal power allocation at the source is given by

$$p_{s,k,n}^* = \left[ \frac{(1 - \lambda^*)^2 \beta_{k,n}^*}{2 (\mu^* - \phi^* \omega |h_{sr,k,n}|^2 l_{sr}) - \frac{\beta_{k,n}^*}{\gamma_{sr,k,n}}} \right]^+, \quad (6.18)$$

where $[x]^+ = \max\{0, x\}$. Also, the optimal power allocation at the relay is expressed as

$$p_{r,k,n}^* = \left[ \frac{(1 + \lambda^*)^2 \beta_{k,n}^*}{2 \phi^* (1 - \omega |h_{rr,n}|^2 l_{rr}) - \frac{\beta_{k,n}^*}{\gamma_{rd,k,n}}} \right]^+, \quad (6.19)$$

By taking derivative $L$ with respect to $\beta_{k,n}$, we have

$$\frac{\partial L}{\partial \beta_{k,n}} = \frac{(1 - \lambda^*) T_1^* \gamma_{sr,k,n} \beta_{k,n}^*}{T (\beta_{k,n}^* + p_{s,k,n}^* \gamma_{sr,k,n})} - \frac{(1 - \lambda^*) T_1^* p_{s,k,n}^* \gamma_{sr,k,n}}{T (\beta_{k,n}^* + p_{s,k,n}^* \gamma_{sr,k,n})} + \frac{(1 + \lambda^*) T_2^* p_{r,k,n}^* \gamma_{rd,k,n}}{T (\beta_{k,n}^* + p_{r,k,n}^* \gamma_{rd,k,n})} - \phi^* \omega |h_{rr,n}|^2 l_{rr} \begin{cases} < 0, \beta_{k,n}^* = 0 \\ \geq 0, \beta_{k,n}^* = 1. \end{cases}$$

(6.20)

Since $\beta_{k,n}^*$ is either 0 or 1, by substituting (6.14), (6.15), (6.18) and (6.19) into (6.20), it can be derived that the subcarrier $n$ will be assigned to the user $k$ satisfying

$$\beta_{k,n}^* = \begin{cases} 1, k = k^* \\ 0, k \neq k^* \end{cases}, \quad (6.21)$$

$$k^* = \arg\max_k \frac{(1 - \lambda^*)^2}{2} \left[ \log_2 \left( \frac{(1 - \lambda^*)^2}{2} \frac{\gamma_{sr,k,n} \beta_{k,n}^*}{\mu^* - \phi^* \omega |h_{sr,n}|^2 l_{sr}} \right) \right]^+ + \frac{(1 + \lambda^*)^2}{2} \left[ \log_2 \left( \frac{(1 + \lambda^*)^2}{2} \frac{\gamma_{rd,k,n}}{\phi^* (1 - \omega |h_{rr,n}|^2 l_{rr})} \right) \right]^+ - \frac{(1 - \lambda^*)^2 \gamma_{sr,k,n}}{2 \gamma_{sr,k,n}} - 2 (\mu^* - \phi^* \omega |h_{sr,n}|^2 l_{sr}) + \frac{(1 + \lambda^*)^2 \gamma_{rd,k,n}}{2 \gamma_{rd,k,n}} - 2 \phi^* (1 - \omega |h_{rr,n}|^2 l_{rr}) \right]^+.$$ 

Hence, the optimal value of $p_{s,k,n}$ and $p_{r,k,n}$ is finally given by

$$p_{s,k,n}^* = \left[ \frac{(1 - \lambda^*)^2}{2 (\mu^* - \phi^* \omega |h_{sr,n}|^2 l_{sr}) - \frac{1}{\gamma_{sr,k,n}}} \right]^+, \quad (6.22)$$
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After obtaining the optimal results $T_1^*, T_2^*, p_{s,k,n}^*, p_{r,k,n}^*$ and $\beta_{k,n}^*$ (for $\forall k \in K$ and $\forall n \in N$), the next aim is to determine the optimal Lagrange multipliers. The gradient method is used to update the multipliers $\mu, \phi, \lambda$ and $\rho$, while multiplier $\psi_n$ (for $\forall n \in N$) has been omitted naturally in deriving (6.21). According to the gradient method, the updating rules can be given as

$$
\begin{align*}
\mu(j + 1) &= \mu(j) + \epsilon_1 \left( \sum_{k=1}^{K} \sum_{n=1}^{N} p_{s,k,n} - p_{\text{max}} \right); \\
\phi(j + 1) &= \phi(j) + \epsilon_2 \left( \sum_{k=1}^{K} \sum_{n=1}^{N} p_{r,k,n} (1 - \omega |h_{rr,n}|^2 l_{rr}) - \omega \sum_{k=1}^{K} \sum_{n=1}^{N} p_{s,k,n} |h_{sr,n}|^2 l_{sr} \right); \\
\lambda(j + 1) &= \lambda(j) + \epsilon_3 \left( \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left( 1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}} \right) - \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left( 1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}} \right) \right); \\
\rho(j + 1) &= \rho(j) + \epsilon_4 (T_1 + T_2 - T);
\end{align*}
$$

(6.24)

where $\epsilon_1$, $\epsilon_2$, $\epsilon_3$, and $\epsilon_4$ are the corresponding step sizes [91]. Now the optimisation problem P6.2 is readily solved. Based on our theoretic analysis, a so-called asymmetric WPT-aided FD relay (Asym-WPT-FR) algorithm is proposed, which is detailed in Algorithm 4.

### 6.3 Complexity Analysis

With $N$ subcarriers and $K$ users, the complexity of the algorithm is $O(NK \times l_{\text{ite}})$, where $l_{\text{ite}}$ is the number of iterations for updating multipliers until convergence. By properly selecting the step size and initial values of the multipliers, the subgradient based algorithm leads to convergence within polynomial time [113]. More insight of the complexity is given by numerical results in section 6.5.

### 6.4 Properties Discussion for Wireless Power Transfer-Aided Full Duplex Relay Multiuser Systems

Some useful properties on resource allocation in asymmetric WPT-aided FD relay systems are discovered.
Algorithm 4 Asymmetric WPT-aided FD relay (Asym-WPT-FR) Algorithm

**Input:** Initial value of multipliers $\mu(0)$, $\phi(0)$, $\lambda(0)$ and $\rho(0)$, channel condition $h_{sr,n}$, $h_{rd,k,n}$, $l_{sr}$, $l_{rd,k}$, and $l_{rr}$, power related parameters $p_{\text{max}}$ and $\omega$.

**Output:** Optimal Lagrange multipliers $\lambda^*$, $\phi^*$, $\mu^*$ and $\rho^*$, optimal results $T_1^*$, $T_2^*$, $p_{s,k,n}^*$, $p_{r,k,n}^*$ and $\beta_{k,n}^*$, for $\forall n \in N, k \in K$.

1: repeat
2: Allocate subcarrier $n$ to user $k$ satisfying (21).
3: Allocate $T_1$, $T_2$, $p_s$, $p_r$ as
4: $T_1 = \frac{1-\lambda}{2} T$;
5: $T_2 = \frac{1+\lambda}{2} T$;
6: $p_{s,k,n} = \left[ \frac{(1-\lambda)^2}{2(\mu - \phi |h_{sr,n}|^2l_{sr})} - \frac{1}{\gamma_{sr,k,n}} \right]^+$;
7: $p_{r,k,n} = \left[ \frac{(1+\lambda)^2}{2(1-\omega |h_{rr,n}|^2l_{rr})} - \frac{1}{\gamma_{rd,k,n}} \right]^+$;
8: Update multipliers
9: $\mu(j+1) = \mu(j) + \epsilon_1 \left( \sum_{k=1}^{K} \sum_{n=1}^{N} p_{s,k,n} - p_{\text{max}} \right)$;
10: $\phi(j+1) = \phi(j) + \epsilon_2 \left( \sum_{k=1}^{K} \sum_{n=1}^{N} p_{r,k,n} (1 - \omega |h_{rr,n}|^2l_{rr}) - \omega \sum_{k=1}^{K} \sum_{n=1}^{N} p_{s,k,n} |h_{sr,n}|^2l_{sr} \right)$;
11: $\lambda(j+1) = \lambda(j) + \epsilon_3 \left( \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left( 1 + \frac{p_{s,k,n,\gamma_{sr,k,n}}}{\beta_{k,n}} \right) \right) - \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left( 1 + \frac{p_{r,k,n,\gamma_{rd,k,n}}}{\beta_{k,n}} \right)$;
12: $\rho(j+1) = \rho(j) + \epsilon_4 (T_1 + T_2 - T)$;
13: until Convergence

6.4.1 Relative Length of Time Slots in Wireless Power Transfer-Aided Full Duplex Decode-and-Forward Relay Systems

In asymmetric WPT-aided FD relay systems, the length of time slot $T_2$ is normally longer than that of time slot $T_1$.

In WPT relay systems, the relay’s transmission power is harvested from the source, which is much lower than that at the source due to the channel attenuation from the source to the relay and harvesting efficiency (smaller than 1). As a result, the SINR of the source-relay link overpowers the SINR of the relay-users link, which confines the value of $\lambda$ into $(0,1)$, as can be seen from (6.24). Therefore, the value $T_2 = \frac{1+\lambda}{2} T$ is higher than that of $T_1 = \frac{1-\lambda}{2} T$. In some extreme cases that the distance of the relay-destination is much shorter than that of the source-relay, the SINR of the relay-user link may be higher than that of the source-relay link. The multiplier $\lambda$ in this case may fall into the domain (-1,0) and thus $T_1$ may be higher than $T_2$ in order to balance the SE of the two links. In summary, according to the relative SINR of the two links, the proposed asymmetric system can adaptively adjust the value of $T_1$ and $T_2$ to maximise the overall end-to-end SE.
6.4.2 Transmission Power Allocation Policy in Wireless Power Transfer-Aided Full Duplex Decode-and-Forward Relay Systems

By the proposed Asym-WPT-FR system, transmission power allocation at the relay is completely different from that in conventional grid-powered FD relay systems.

As can be seen from (6.23), the transmission power at the relay node \( p_{r,k,n} \), for \( \forall n \in N, k \in K \), is jointly decided by the channel frequency responses \( |h_{rr,k,n}| \) and \( |h_{rd,k,n}| \). Now, how channel \( |h_{rr,k,n}| \) affects the power allocation is investigated. With the same channel response on \( |h_{rd,k,n}| \), it can be seen that the proposed Asym-WPT-FR system prefers to assign more power on the subcarrier with a higher value of \( |h_{rr,k,n}| \). On the contrary, more transmission power is allocated on the subcarrier with a lower value of \( |h_{rr,k,n}| \) in conventional FD grid-powered relay systems [114]. It is because in the proposed algorithm, self-interference is adopted for energy harvesting and more energy can be harvested with a higher value of \( |h_{rr,k,n}| \), while self-interference is treated as noise in [114] [115], and therefore the channel frequency response of the self-interference channel should be as low as possible.

6.5 Simulation Results

The performance of the proposed Asym-WPT-FR system is demonstrated in this section, compared with the performance of the following systems:

1) Sym-WPT-FR system [108], where the two time slots are of equal length.

2) TS-WPT-FR system [105], where the relay only harvests energy from the source in the first time slot. In the second time slot, the source transmits signal to the destinations with the help of a FD relay. The self-interference is mitigated as noise at the relay node, and amount of the self-interference cancelled in [105] is set to 80 dB. The values of the time slot durations, \( T_1 \) and \( T_2 \), are calculated according to ([105], Eq.(16)).

The number of subcarrier is set to \( N = 128 \) with bandwidth \( B = 156 \) kHz on each subcarrier. The number of users \( K \) is set to 3 except for Fig. (6.4). The single-sided AWGN power spectral density is \( N_0 = -174 \) dBm/Hz. The PL model for a practical scenario at 900 MHz [112] is adopted as \( \text{PL} = 31.7 + 10\theta\log_{10}(d/d_0) \), where \( \theta = 2.5 \) is the PL exponent, \( d \) is the distance between two nodes, and \( d_0 = 1 \) m is the reference distance. Without loss of generality, it is set that \( d_{SD} = d_{SR} + d_{RD} = 100 \) m, where \( d_{SD}, d_{SR} \) and \( d_{RD} \) are the distances of the source-users, the source-relay and the relay-users links. A six-path Rayleigh fading channel with an exponential delay profile and a RMS delay spread of 0.022 us are assumed. The energy harvesting efficiency \( \omega \) is set to 0.8.
6.5.1 Spectral Efficiency Performance

Fig. 6.2 shows the SE performance of three systems with different transmission power at the source. It can be seen that the proposed Asym-WPT-FR achieves around twice higher SE than the Sym-WPT-FR system. It is because the SE of the two links can be well balanced by the Asym-WPT-FR system, benefiting from the higher degree of freedom. As a comparison, the Sym-WPT-FR system allocates uniform time slots for its source and relay, whereas the effective SINR of the relay-user link is much lower than that of the source-relay link. As a result, the end-to-end SE is bounded by the relay-user link, and the SE of the source-relay link is wasted partially. The TS-WPT-FR shows the poorest SE performance among the three systems. It is because its relay’s transmission power is only harvested from the source in the first time slot, and self-interference is not effectively utilised, leading to a low available transmission power at the relay node. Therefore, the SE of the TS-WPT-FR system is limited by its weak transmission power.

Fig. 6.3 demonstrates the SE performance with different relay’s position. The proposed Asym-WPT-FR system shows the highest SE among the three systems, showing the robustness on the relay’s position. With different relay’s position, the SINRs of the source-relay and the relay-user vary, and the Asym-WPT-FR system can adjust the lengths of two time slots to equate the SE of the two hops. Besides, higher SE can be achieved when the relay moves to the middle point between the source and the users, which is because the relay can harvest reasonable energy from source and is
not so far from the users around the middle point. While the SE of the TS-WPT-FR system is maximised when the relay is either close to the source or close to the users. It is because in the TS-WPT-FR system, $T_2$ (used for information transmission only) approaches 40% in the aforementioned two cases and a higher SE is obtained. More insight of time allocation is given in the subsection 6.5.3.

Fig. 6.4 shows the SE performance of three systems with different numbers of users. It can be seen that the SE of the proposed Asym-WPT-FR system increases much faster than others. It is because the diversity of the relay-multiuser link increases with more users, which helps our algorithm maximise the system SE, by adjusting the lengths of the two time slots, and allocating subcarrier and power for multiple users. While the TS-WPT-FR and the Sym-WPT-FR have little increase in SE with the increase of the number of users.

### 6.5.2 Harvested Energy

Fig. 6.5 demonstrates the harvested energy by the three systems with different transmission power. It can be observed that the proposed Asym-WPT-FR system harvests the most energy, achieving at least 30% improvement than the Sym-WPT-FR system. Since the asymmetric system can allocate more time for the second time slot $T_2$ to compensate the weak SINR at user end, allowing the relay to have more time to harvest energy concurrently. Besides, in the Asym-WPT-FR system, wireless energy comes
Figure 6.4: Impact of the number of users on SE performance with $d_{SD} = d_{RD} = 50$ m and $p_s = 20$ dBm.

Figure 6.5: Impact of the transmission power on the energy harvested with $d_{SR} = d_{RD} = 50$ m.
Figure 6.6: Impact of the normalised source-relay distance on the energy harvested with $d_{SD} = 100$ m and $p_s = 20$ dBm.

from both source and relay, which is naturally superior to the TS-WPT-FR system. As a comparison, the TS-WPT-FR system only harvests energy from the source, therefore it shows the lowest harvested energy, only a half of the energy harvested by our Asym-WPT-FR system.

Fig. 6.6, on the other hand, shows the amount of the harvested energy with different relay positions. The proposed Asym-WPT-FR system can harvest more energy than others. Also, it is obvious that the harvested energy decreases given a longer source-relay distance due to the significant signal attenuation.

### 6.5.3 Time Duration

Fig. 6.7 shows the value of $(T_2 - T_1)/T$ of three systems under different transmission power at the source. In the Asym-WPT-FR system, the length of the first time slot $T_1$ is slightly increased with a higher transmission power at source. It is because with a higher transmission power at the source, more energy at the relay can be harvested and the SINR of the relay-user link is also improved. System needs to reduce the length of the second time slot $T_2$ and replenish it to the first time slot $T_1$. On the contrary, $T_1$ decreases with a higher transmission power at the source in the TS-WPT-FR system. It is because time slot $T_1$ is only used for energy harvesting. Wireless energy may be collected quickly given a higher transmission power, and the system can spare more time to the second time slot $T_2$ for information transmission. While Sym-WPT-FR system allocates uniform time slots, and thus its SE of the source-relay link is wasted.
Figure 6.7: Impact of the transmission power on the value of \((T_2 - T_1)/T\) with \(d_{SR} = d_{RD} = 50\) m.

Fig. 6.8 demonstrates the value of \((T_2 - T_1)/T\) with different relay’s positions. In the Asym-WPT-FR system, when the relay moves to the middle point, the time slot \(T_1\) is slightly decreased because of the reduced harvested power at the relay, and the system needs to allocate more time for \(T_2\) to remedy the low SINR of the relay-user link. While if the distance of the relay-users link is much shorter than that of the source-relay link, the time slot \(T_1\) begins to improve because the SINR of the source-relay is significantly degraded with a longer source-relay distance. Therefore, system needs to increase the value of \(T_1\) to re-balance the SE of the two links. As comparisons, the Sym-WPT-FR system has uniform time slot duration, which is insensitive to the relay’s position. While the TS-WPT-FR system shows converse trend compared to the Asym-WPT-FR algorithm, due to the different information transmission and energy harvesting mechanism.

6.5.4 Convergence Behaviour

Fig. 6.9 shows the convergence behaviour for searching optimal Lagrange multipliers. It can be observed that the optimal Lagrange multipliers can be found within a few iterations, confirming the fast convergence of the proposed algorithm.
Figure 6.8: Impact of the normalised source-relay distance on the value of \((T_2 - T_1)/T\) with \(d_{SD} = 100\) m and \(p_s = 20\) dBm.

Figure 6.9: Iteration behaviour on finding \(\lambda^*, \mu^*,\) and \(\phi^*\)
6.6 Summary

To address the unbalanced SE performances of the source-relay and the relay-multiuser links in WPT-aided relay systems, a novel asymmetric structure has been proposed to allow non-uniform time slot durations for the two hops, achieving higher degree of freedom than the symmetric system [108] and the time-switching based system [105]. A corresponding algorithm is developed to maximise the system SE, by jointly allocating time slot durations and transmission power at the source and the relay, and subcarriers for multiuser. The closed-forms of the optimal results are given. Simulation shows that the proposed Asym-WPT-FR system can achieve approximately twice SE compared to the Sym-WPT-FR [108] and the TS-WPT-FR [105]. By utilising the self-interference at the FD relay, the energy harvested by the proposed Asym-WPT-FR system is 200% and 30% higher than that of the TS-WPT-FR and the Sym-WPT-FR, respectively, showing its high EE and applicability to WPT-supported relay systems. An intensive performance analysis is provided. It is shown that the length of the second time slot $T_2$ is normally longer than that of the first time slot $T_1$, due to the fact that the transmission power at the relay is much lower than that at the source caused by channel propagation loss and energy harvesting efficiency. It is also shown that, by harvesting energy from self-interference signal rather than cancelling it, more power is allocated to the subcarriers with higher self-interference channel frequency response. Differently, conventional grid-powered FD relay systems [114] [115] assign more power to the subcarriers with lower self-interference channel frequency response.
Chapter 7

Energy Efficiency Oriented Resource Management for Bi-Directional Full Duplex Distributed Antenna Systems

FD MIMO bi-directional communication [3] is regarded as a promising solution to meet the rapidly increasing demand for high data rate. Unlike the conventional HD MIMO, where uplink and downlink transmission are decoupled into orthogonal time slots or frequencies [116] [117], FD MIMO system allows communication devices to transmit and receive signals simultaneously over the same frequency [114], subject to effective SIC, i.e. natural isolation [42] and analogue/digital domain cancellation [118] [119]. Based on the state-of-the-art SIC operation, SE maximisation issue has been extensively researched to fully exploit the advantage of FD MIMO systems [41] [65] [66] [120]. In [65], an algorithm was proposed to maximise the system ergodic mutual information. In [66] [120], the SE of bidirectional FD MIMO systems were investigated, where a small cell FD BS communicates with multiple single-antenna users in downlink and uplink simultaneously. In [41], a single and multiuser FD MIMO precoding transceiver structure applicable for single-carrier and OFDM systems was presented to maximise SE. More literature review of FD MIMO systems is summarised in Tab. 7.1.

Some fundamental challenges, however, need to be addressed in FD MIMO systems. The first challenge is that both MIMO and FD techniques will require much higher power consumption, which is against the green evolution requirement proposed by the future communication systems. This is because a) MIMO increases the number of active transmit/receive chains, leading to much higher power consumption than SISO configuration [116]. b) For FD systems, additional power consumption is incurred by SIC [10] [16]. Therefore, how to ensure high EE transmission needs to be considered. However, most EE oriented research only focuses on HD one-directional transmission systems [53] [75] [91], which may not be directly applied to bi-directional
Table 7.1: Summary of MIMO FD NETWORKS

<table>
<thead>
<tr>
<th>Reference</th>
<th>Precoding or decoding method used</th>
<th>Joint or separate beamforming design</th>
<th>Optimisation metric</th>
<th>Antenna array</th>
</tr>
</thead>
<tbody>
<tr>
<td>[2]</td>
<td>ZF</td>
<td>Joint</td>
<td>Throughput maximisation</td>
<td>Co-located</td>
</tr>
<tr>
<td>[68]</td>
<td>ZF</td>
<td>Joint</td>
<td>Outage probability minimisation</td>
<td>Co-located</td>
</tr>
<tr>
<td>[121]</td>
<td>MMSE</td>
<td>Separate</td>
<td>Bit error rate minimisation</td>
<td>Co-located</td>
</tr>
<tr>
<td>[120]</td>
<td>n.a.</td>
<td>Joint</td>
<td>Throughput maximisation</td>
<td>Co-located</td>
</tr>
<tr>
<td>[66]</td>
<td>MMSE</td>
<td>Joint</td>
<td>Throughput maximisation</td>
<td>Co-located</td>
</tr>
<tr>
<td>[122]</td>
<td>ZF</td>
<td>Joint</td>
<td>Outage probability minimisation</td>
<td>Co-located</td>
</tr>
<tr>
<td>[123]</td>
<td>ZF</td>
<td>Separate</td>
<td>Throughput maximisation</td>
<td>Co-located</td>
</tr>
<tr>
<td>[124]</td>
<td>ZF</td>
<td>Joint</td>
<td>Outage probability minimisation</td>
<td>Co-located</td>
</tr>
<tr>
<td>[125]</td>
<td>ZF</td>
<td>Joint</td>
<td>Throughput maximisation</td>
<td>Co-located</td>
</tr>
<tr>
<td>[126]</td>
<td>ZF</td>
<td>Separate</td>
<td>SIC maximisation</td>
<td>Co-located</td>
</tr>
</tbody>
</table>

FD systems due to the residual self-interference, co-channel interference from uplink users to downlink users and multiuser self-interference. The second challenge is with the increased number of centralised antennas, SIC circuit design in analogue/digital domain becomes very complicated. The third challenge lies with the similar level of high PL and correlated small scale fading suffered by the co-located MIMO system.

To this end, centralised FD MIMO can be formulated into a distributed manner. Several advantages may be gained: a) Since the contributions of each distributed antenna (DA) may vary practically due to the location of the users [127], system power consumption can be significantly reduced by only activating those DAs contributing the most; b) With distributed deployment, SIC becomes much easier due to the fact that the self-interference among different DAs can be well controlled in the propagation domain, benefiting from the ideal natural isolation performance. As a result, the circuit design for SIC could be as easy as the SISO case within each FD DA itself; c) The DA system can reduce the large-scale fading impact and obtain blockage-free effect using the multiple DAs distributed geographically [128], helping extend coverage and maintain connectivity of networks. In summary, there is strong evidence showing that, DA system is a remarkable alternative for co-located FD MIMO system. FD cooperative multi-point system was studied in [129], where the antennas can be set to either FD mode or sleep mode based on the state-of-art switch on/off technique [47]. Having only these two modes may not be optimal in some scenarios. For example, if the active antennas are only close to uplink users while are very far from downlink users, these antennas may work in HD (receive) mode to incur lower power consumption and
absence of self-interference. In addition, the authors in [129] set total power minimisation as the optimisation target, which may not be equivalent to EE maximisation. Another EE research of FD systems only assume a SISO [10] [114] or co-located MIMO deployment [2] [60], which are limited in reducing high PL and blockage effect.

In this chapter, a bi-directional DA system is proposed where DAs are capable of working in hybrid duplex mode: FD, HD and sleep, and investigate its EE maximisation with dynamic hybrid duplexing. The effectiveness of the proposed system is verified by simulation results. Our work is different in the following aspects:

- Hybrid duplex mode enables higher degree of freedom and hence much higher EE compared to FD DA systems [129], with just marginal loss in SE. The proposed system also demonstrates significant EE and SE enhancement over FD co-located MIMO systems [66].

- Compared to FD DA and FD co-located MIMO systems, the proposed hybrid duplex system requires much simpler SIC for FD mode, due to less cross talks between distributed antennas.

- EE maximisation is investigated by considering both bi-directional SE and power consumption. This is different from the existing work on SE maximisation alone [65] [66] or total power consumption minimisation alone [129]. Various practical aspects are taken into account for the optimisation, such as residual self-interference at DAs in FD mode, co-channel interference from uplink users to downlink users, and multiuser interference in both uplink and downlink, whereas only self-interference was considered in our previous work on one-directional FD relay systems [10] [114]. Also, the PA dissipated power, circuit power, system fixed power and SIC power are all included in the power consumption model, which is more accurate than the existing models formulated for FD systems [86] [129].

- Low-complexity algorithms are proposed for EE maximisation of the hybrid-duplex system, where a channel gain based DA clustering algorithm is first performed to activate/deactivate transmit/receive chain, which highlights the characteristics of distributed antenna deployment, and a distributed hybrid duplexing (D-HD) based algorithm is then performed to optimise the downlink beamformer and the uplink transmission power.

Notation: Matrices and vectors are represented by boldface capital and lower case letters, respectively. $|\cdot|$ denotes the absolute value of a complex scalar. $||\cdot||$ denotes the Euclidean vector norm. $A^H$ and $\text{Tr}(A)$ denote the Hermitian transpose and trace of matrix $A$. $\text{Rank}(A)$ denote the rank of matrix $A$. $\text{diag}(A)$ returns a diagonal matrix.
with diagonal elements from matrix $A$. $A \succeq 0$ means $A$ is a positive semi-definite matrix. Superscript $k$ or $u$ denotes the downlink/uplink user’s index.

### 7.1 System Model and Problem Formulation for Bi-Directional Full Duplex Distributed Antenna Systems

#### 7.1.1 System Model

Assume a bi-directional DA system with one central signal processing unit, which consists of a baseband module and $L$ DAs. All DA ports are connected to the central unit through a noise-free wired front-haul for cooperative communications. The DAs can work in FD, HD (transmit or receive) or sleep mode, while the users employ single-antenna HD for low hardware complexity. In particular, there are $U$ uplink users and $K$ downlink users. It is assumed that the perfect channel state information is obtained by the pilot assisted reciprocal channel estimation [128] [129]. The system model is depicted by Fig. 7.1.

Define a receive chain activation vector $r \in \mathbb{C}^{L \times 1}$, whose $l-th$ element $r_l$ is equal
to 1 if the \( l \)–th DA’s receive chain is activated, otherwise \( r_l \) is equal to 0. Similarly, define a transmit chain activation vector \( t \in \mathbb{C}^{L \times 1} \), whose \( l \)–th element \( t_l \) is equal to 1 if the \( l \)–th DA’s transmit chain is activated, otherwise \( t_l \) is equal to 0. Accordingly, there are four states for each DA, which can be described as 4 tuples. \((0, 0)\) means both receive and transmit chains are deactivated, and thus the DA is in sleep mode. \((1, 0)\) means only receive chain is active while transmit chain is deactivated, and \((0, 1)\) means only transmit chain is active while receive chain is deactivated. The above two cases mean the DA works in HD mode. \((1, 1)\) means both receive and transmit chains are activated and thus the DA works in FD mode. Since the shared-antenna deployment has been extensively researched, where only one antenna set is adopted for simultaneous transmission and reception, and the received and transmitted signal are separated with the help of a duplexer [59], the configuration is reasonable in practice. Define \( w_k \in \mathbb{C}^{L \times 1} \) as beamformer at DAs for downlink user \( \forall k \in K \). For each vector \( w_k \), its element \( w_{lk} \) denotes the beamforming weight of antenna \( l \) for user \( k \). Denote \( p_u \) as transmission power allocation at uplink users, for \( \forall u \in U \).

### 7.1.2 Problem Formulation

To maximise the system EE, DA vectors \( r, t \), beamformer \( w_k \), for \( \forall k \in K \), and transmission power \( p_u \), for \( u \in U \) are jointly optimised. Define \( \eta(r, t, w_k, p_u) \) as EE (in bits/Joule), which is the ratio of the system throughput \( T_{\text{total}} \) to the incurred total power consumption \( P_{\text{total}} \). Accordingly, the EE maximisation problem of the hybrid duplexing DA system is formulated as

\[
P7.1 : \arg\max_{r, t, w_k, p_u, k \in K, u \in U, l \in L} \frac{T_{\text{total}}}{P_{\text{total}}},
\]

s.t. (C1) : \( 0 \leq \sum_{k=1}^{K} |w_{lk}|^2 \leq p_{DA}, \forall l \in L \),

(C2) : \( 0 \leq p_u \leq p_{u,max}, \forall u \in U \),

(C3) : \( r_l = \{0, 1\}, \forall l \in L \),

(C4) : \( t_l = \{0, 1\}, \forall l \in L \),

where constraint (C1) denotes that the allocated transmission power at each DA is non-negative and is upper bounded by \( p_{DA} \), for \( \forall l \in L \). (C2) denotes that the transmission power allocated at each uplink user \( u \) is non-negative and upper bounded by \( p_{u,max} \), for \( \forall u \in U \). (C3) denotes the status of the receive chain of DA \( l \), and (C4) denotes the status of the transmit chain of DA \( l \), for \( \forall l \in L \).
7.2 Throughput and Power Consumption Analysis

The optimisation problem involves with throughput and power consumption in both downlink and uplink. In this section, the downlink and uplink throughput are analysed in subsection 7.2.1 and 7.2.2, respectively, and then the total power consumption is given in subsection 7.2.3.

7.2.1 Downlink Throughput

In each time slot, the received signal at downlink user \( k \) is given by

\[
y_{DL}^{k} = h_k w_k d_{DL}^{k} + \sum_{k' \neq k}^{K} h_{k'} w_{k'} d_{DL}^{k'} + \sum_{u=1}^{U} \sqrt{p_u} e_{u,k} d_{UL}^{u} + z_{k},
\]

where vector \( h_k \in \mathbb{C}^{1 \times L} \) is downlink channel between \( L \) DAs and downlink user \( k \) and captures the PL and small scale fading, whose \( l \)-th element \((h_k)_l\) presents the channel condition between the \( l \)-th DA and downlink user \( k \). \( d_{DL}^{k} \in \mathbb{C} \) is transmit data for downlink user \( k \). \( e_{u,k} \in \mathbb{C} \) denotes the channel condition from uplink user \( u \) to downlink user \( k \). \( d_{UL}^{u} \in \mathbb{C} \) is transmit data from uplink user \( u \). \( z_{k} \sim CN(0, \sigma_k^2) \) is the complex AWGN at downlink user \( k \). Without loss of generality, it is assumed \( \mathbb{E}\{|d_{DL}^{k}|^2\} = \mathbb{E}\{|d_{UL}^{u}|^2\} = 1 \), for \( \forall k \in K \) and \( \forall u \in U \).

When the activation/deactivation of transmit chain is considered, the vector \( t \in \mathbb{C}^{L \times 1} \) is introduced into equation (7.2), which is transformed into

\[
y_{DL}^{k} = h_k (t \circ w_k) d_{DL}^{k} + \sum_{k' \neq k}^{K} h_{k'} (t \circ w_{k'}) d_{DL}^{k'} + \sum_{u=1}^{U} \sqrt{p_u} e_{u,k} d_{UL}^{u} + z_{k},
\]

where the operator \( \circ \) denotes the pair-wise product of two vectors or matrices. For simplicity, auxiliary matrices \( F_l = \text{diag}\{0, \ldots, 0, 1, 0, \ldots, 0\} \) are introduced to transform the pair-wise product \( t \circ w_k \) into a simpler form \( t \circ w_k = \sum_{l=1}^{L} t_l F_l w_k \). Therefore, equation (7.3) can be re-expressed as

\[
y_{DL}^{k} = h_k (\sum_{l=1}^{L} t_l F_l w_k) d_{DL}^{k} + \sum_{k' \neq k}^{K} h_{k'} (\sum_{l=1}^{L} t_l F_l w_{k'}) d_{DL}^{k'} + \sum_{u=1}^{U} \sqrt{p_u} e_{u,k} d_{UL}^{u} + z_{k}.
\]

According to (7.4), the SINR of downlink user \( k \) is calculated as

\[
\Gamma_{DL}^{k} = \frac{|h_k (\sum_{l=1}^{L} t_l F_l w_k)|^2}{\sum_{k' \neq k}^{K} |h_{k'} (\sum_{l=1}^{L} t_l F_l w_{k'})|^2 + \sum_{u=1}^{U} p_u |e_{u,k}|^2 + \sigma_k^2}.
\]
The total downlink throughput is

\[ T_{DL} = \sum_{k=1}^{K} \log_2(1 + \Gamma_{DL}^k), \]  

(7.6)

where bandwidth is normalized for simplicity. To simplify the mathematical expression, (7.6) is transformed into the structure \( \log(1 + A B) = \log(A + B) - \log(B) \) as

\[
T_{DL} = \sum_{k=1}^{K} \log_2 \left( \sum_{k'=1}^{K} \right) |h_k(\sum_{l=1}^{L} t_l F_l w_{k'})|^2 + \sum_{u=1}^{U} p_u |e_{u,k}|^2 + \sigma_k^2 \right) - \sum_{k=1}^{K} \log_2 \left( \sum_{k' \neq k}^{K} \right) |h_k(\sum_{l=1}^{L} t_l F_l w_{k'})|^2 + \sum_{u=1}^{U} p_u |e_{u,k}|^2 + \sigma_k^2 \right).
\]

(7.7)

By defining matrices \( H_k = h_k^H h_k \) and \( W_k = w_k w_k^H \), the overall downlink throughput is given by (7.8).

\[
T_{DL} = \sum_{k=1}^{K} \log_2 \left( \sum_{k'=1}^{K} \right) \text{Tr} \left( \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_{k'} F_n^H H_k \right) + \sum_{u=1}^{U} p_u |e_{u,k}|^2 + \sigma_k^2 \right) - \sum_{k=1}^{K} \log_2 \left( \sum_{k' \neq k}^{K} \right) \text{Tr} \left( \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_{k'} F_n^H H_k \right) + \sum_{u=1}^{U} p_u |e_{u,k}|^2 + \sigma_k^2 \right).
\]

(7.8)

### 7.2.2 Uplink Throughput

In uplink, define self-interference channel matrix \( h_{SI} \in \mathbb{C}^{L \times L} \), whose element \((h_{SI})_{ij}\) represents the channel condition from the \( j - \)th DA to the \( i - \)th DA. Specifically, the diagonal entry \((h_{SI})_{ii}\), for \( \forall i \in L \), represents the \( i - \)th DA’s self-interference channel. The self-interference signal is the downlink transmitted signal from the DAs, and thus can be calculated as \( \sum_{k=1}^{K} \sum_{k'=1}^{K} t_l F_l w_{k'} d_{DL}^k \). Define an SIC amount \( \alpha \) as the ratio of post-SIC self-interference power over the pre-SIC self-interference power. The residual self-interference after SIC is thus given by \( \frac{1}{\sqrt{\alpha}} h_{SI} \sum_{k=1}^{K} \sum_{l=1}^{L} t_l F_l w_k d_{DL}^L \), and the uplink received signal at the DAs is given by

\[
y_{UL}^{UL} = \sum_{u=1}^{U} \sqrt{p_u} g_u d_{UL}^u + \frac{1}{\sqrt{\alpha}} h_{SI} \sum_{k=1}^{K} \sum_{l=1}^{L} t_l F_l w_k d_{DL}^L + z, \]  

(7.9)

where vector \( g_u \in \mathbb{C}^{L \times 1} \) is the uplink channel from user \( u \) to \( L \) DAs, whose element \((g_u)_l\) presents the channel condition between the \( l - \)th DA and uplink user \( u \). Vector \( z \in \mathbb{C}^{L \times 1}, \sim \mathcal{CN}(0, \sigma^2 I_L) \) is the AWGN receive noise. It is assumed that the central
unit employs a linear maximum ratio combining (MRC) receiver \[129\], \( v_u \in \mathbb{C}^{L \times 1} \), for decoding of the received \( u - th \) uplink user information, which is given by \( v_u = \sum_{i=1}^{L} r_i F_i g_u \). It is obvious that \( r_i = 0 \) means the receive chain of the \( i - th \) DA is deactivated. As a result, the equivalent SINR for uplink user \( u \) is given by (7.10)

\[
\Gamma_{UL}^u = \frac{p_u |v_u^H g_u|^2}{\sum_{u' \neq u}^{U} p_{u'} |v_{u'}^H g_{u'}|^2 + \frac{1}{\alpha} |v_u^H h_{SI} \sum_{k=1}^{K} \sum_{l=1}^{L} t_l F_l w_k|^2 + ||v_u||^2 \sigma^2}.
\] (7.10)

Therefore, the total achievable uplink throughput is given by

\[
T_{UL} = \sum_{u=1}^{U} \log_2 (1 + \Gamma_{UL}^u).
\] (7.11)

By defining \( G_u = g_u g_u^H \) and substituting \( v_u = \sum_{i=1}^{L} r_i F_i g_u \) into (7.11), the overall uplink throughput is finally given by (7.12)

\[
T_{UL} = \sum_{u=1}^{U} \log_2 \left( \sum_{u' = 1}^{U} p_{u'} \text{Tr} (G_{u'} \sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) + \sigma^2 \text{Tr} (\sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) \right)
+ \frac{1}{\alpha} \text{Tr} (\text{diag}(h_{SI} \sum_{k=1}^{K} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_n F_n^H) h_{SI}^H \sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H))
- \sum_{u=1}^{U} \log_2 \left( \sum_{u' = 1}^{U} p_{u'} \text{Tr} (G_{u'} \sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) + \sigma^2 \text{Tr} (\sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) \right)
+ \frac{1}{\alpha} \text{Tr} (\text{diag}(h_{SI} \sum_{k=1}^{K} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_n F_n^H) h_{SI}^H \sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H))
\] (7.12)

### 7.2.3 Power Consumption

The power consumption model mainly consists of: PA power consumption, circuit power consumption, system fixed power consumption and SIC power consumption [53] [62] [128].

a) The PA power is closely related to the beamforming weight at DAs, uplink transmission power at users and drain efficiency of PA, which is calculated as \( \frac{1}{\omega} (\text{Tr} (\sum_{k=1}^{K} W_k) + \sum_{u=1}^{U} p_u) \), [129]. \( \omega \) is the drain efficiency of PAs. Without loss of generality, it is assumed that all PAs (of DAs and users) have the same DE performance.

b) Circuit power consumption is proportional to the number of active transmit and receive chains, including the power consumed by DAC, filter, synthesiser, electrical/optical (E/O) converter, etc. Circuit power consumption can be calculated as

\[\text{It is known that MRC provides a performance close to minimum mean square error (MMSE) beamforming given a large number of antennas [130]. Besides, since the coupling between } r, t, W_k \text{ and the residual self-interference at DAs, it is difficult to derive a tractable solution by applying MMSE or zero-forcing receive beamforming.}\]
\[ \sum_{l=1}^{L} ((1 - r_l)(1 - t_l)p_{idle}) + \sum_{l=1}^{L} (r_l p_{c,r}) + \sum_{l=1}^{L} (t_l p_{c,t}), \]
where \( p_{c,t} \) and \( p_{r,t} \) denote the circuit power consumed by active receive and transmit chains, respectively. \( p_{idle} \) denotes the circuit power consumption of each sleeping DA.

c) System fixed power consumption \( p_{fix} \) is the power consumed by power supply, active cooling system at central unit and/or DAs, etc, which is independent of the state of transmit/receive chain.

d) For the DAs working in FD mode, i.e. \( r_l = 1 \) and \( t_l = 1 \), for \( \forall l \in L \), additional power is required for SIC, which is related to the specific SIC circuit design \(^2\), and can be considered as a constant value \(^4\). Define \( p_{can} \) as the power required by SIC at each DA, and the overall power consumed by SIC is given as \( \sum_{l=1}^{L} (r_l t_l p_{can}) \). Finally, the total power consumption is given as

\[
P_{total} = \frac{1}{\omega} \left( \text{Tr}(\sum_{k=1}^{K} W_k) + \sum_{u=1}^{U} p_u + \sum_{l=1}^{L} (t_l r_l p_{can}) + p_{fix} + \right. \\
\left. \sum_{l=1}^{L} ((1 - r_l)(1 - t_l)p_{idle}) + \sum_{l=1}^{L} (r_l p_{c,r}) + \sum_{l=1}^{L} (t_l p_{c,t}). \right)
\]

7.3 EE Oriented Activation/Deactivation of Distributed Antennas, Downlink Beamformer and Uplink Transmission Power

According to the throughput and power consumption analysis in Section 7.2, the optimisation problem \( P7.1 \) is re-formulated into

\(^2\)Generally speaking, complex SIC scheme needs more involved components and consumes higher power. For example, the AC operation design in [3] needs DAC, transmit radio unit and adder to mitigate self-interference. Another kind of AC design in [16] uses tunable attenuator and delay unit to route the estimated signal to the receiver for SIC.

\(^4\)Herein, analogue or digital of SIC is only required within each FD DA itself, which is because the self-interference among different DAs can be well controlled in the propagation domain benefiting from the high PL. Also, SIC operation across different DAs imposes high complexity for hardware design. More details can be referred in [3] for co-located FD MIMO systems.
where constraint (C1) denotes the transmission power at each DA is upper bounded by \( p_{DA} \), for \( \forall l \in L \). (C5) and (C6) are imposed to guarantee that \( W_k = w_k w_H^k \) holds after optimisation.

The problem in P7.2 is generally very difficult to solve. It involves a) vectors \( r, t \) with binary elements in the objective function. Furthermore, the combinational constraints in (C3), (C4) increase the difficulty in finding the optimal solution. b) product of binary variables \( t_m, t_n, r_i, r_j \) with continuous variables \( W_k, p_u \), for \( \forall k \in K, u \in U \) and \( \forall m, n, i, j \in L \). c) rank constraint in (C6). Besides, with \( L \) DAs, there are \( 4^L \) possibilities of DA configurations. It is prohibitive to find the global optimum in terms of computational complexity and thus a low-complexity suboptimal algorithm is desirable. In the subsection 7.3.1, a channel-gain-based algorithm is first proposed to perform DAs activation/deactivation, which effectively removes the binary variables in the objective and in the constraints (C3) (C4), and the product between binary variables with continuous variables. After this, a novel D-HD algorithm is proposed to optimise beamformer \( W_k \), for \( \forall k \in K \) and transmission power \( p_u \), for \( \forall u \in U \), in subsection 7.3.2. At last, total complexity is given in subsection 7.3.3.

### 7.3.1 Activation/Deactivation of Transmit/Receive Chains at Distributed Antennas

Intuitively, if the channel gain between the \( l \)–\( th \) DA and uplink users is strong, while the channel gain between the DA and downlink users is poor, the \( l \)–\( th \) DA should work in HD receive mode. Since if the DA works in FD mode, its downlink throughput contribution is marginal for all downlink users, while more power consumption is required. More importantly, the downlink transmission corrupts its uplink reception due to the introduced self-interference. Conversely, the DA should work in HD transmit mode, if the channel gain between the DA and uplink users is poor while the channel gain between the DA and downlink users is strong. Also, one DA can work in FD mode if it has good channel condition in both uplink and downlink, which contributes reasonable throughput bidirectionally with affordable power consumption. At last, the DA can be
turned-off to save power consumption if it has poor channel condition from all users.

To implement the DA clustering algorithm, a threshold, i.e. $\psi$, is needed for judgement. The threshold can be adjusted according to different QoS requirements and DA density. For example, one can increase $\psi$ if power consumption requirement is stringent. It means less DAs will be activated and therefore power consumption is decreased. If users’ SE requirement is stringent, on the other hand, one can decrease the value of $\psi$, it means more DAs will be activated. Also, for a dense DA deployment, the value of $\psi$ could be higher than a sparse deployment. The whole DA clustering algorithm is presented in Algorithm 5, then downlink beamformer and uplink transmission power allocation are ready to perform.

Algorithm 5 DA clustering algorithm

Input: $h_k, g_u$ for $\forall k \in K, u \in U$, and the threshold $\psi$.  
Output: Transmit/receive chains vector $r^*, t^*$. 

1: for $l = 1, ..., L$ do
2: for $u = 1, ..., U$ do
3: Calculate the channel condition between the $l$–th DA and uplink user $u$.
4: if $(g_u)_l \geq \psi$ then
5: $r_l = 1$, break.
6: else
7: $r_l = 0$.
8: end if
9: end for
10: for $k = 1, ..., K$ do
11: Calculate the channel condition between the $l$–th DA and downlink user $k$.
12: if $(h_k)_l \geq \psi$ then
13: $t_l = 1$, break.
14: else
15: $t_l = 0$.
16: end if
17: end for
18: end for
19: return $r^*, t^*$.

7.3.2 Design of Downlink Beamformer at DAs and Uplink Transmission Power at Users

For simplicity, a super matrix $W = \{W_1, W_2, ..., W_K\}$ is defined, including all beamformer variables $W_k, \forall k \in K$. Define a vector $p = \{p_1, p_2, ..., p_U\}$, including all uplink transmission power variables $p_u, \forall u \in U$. The feasible domain confined by the constraints is expressed as $\Theta$. Then the optimisation problem goes into
$$P7.3: \arg \max_{W,p \in \Theta} \frac{T_{DL}(W,p) + T_{UL}(W,p)}{P_{\text{total}}(W,p)},$$

$$s.t. (C1), (C2), (C5), (C6).$$

For the overall throughput $T_{DL}(W,p) + T_{UL}(W,p)$, all the positive parts are collected into $f_1(W,p)$, while the negative parts are collected into $f_2(W,p)$. Then the overall throughput can be expressed as $f_1(W,p) - f_2(W,p)$, where $f_1(W,p)$ and $f_2(W,p)$ are given by (7.16) and (7.17), respectively.

$$f_1(W,p) = \sum_{k=1}^{K} \log_2 \left( \sum_{k'=1}^{K} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_k' F_n'H_k + \sum_{u=1}^{U} p_u |\epsilon_{u,k}|^2 + \sigma_k^2 \right) +$$

$$\sum_{u=1}^{U} \log_2 \left( \sum_{u' \neq u} p_{u'} \text{Tr}(G_{u'} \sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) + \sigma^2 \text{Tr}(\sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) +$$

$$\frac{1}{\alpha} \text{Tr}(\text{diag}(h_{SI}(\sum_{k=1}^{L} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_k' F_n'H_k)h_{SI}^H)((\sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H))) \right).$$

(7.16)

$$f_2(W,p) = \sum_{k=1}^{K} \log_2 \left( \sum_{k'=1}^{K} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_k' F_n'H_k + \sum_{u=1}^{U} p_u |\epsilon_{u,k}|^2 + \sigma_k^2 \right) +$$

$$\sum_{u=1}^{U} \log_2 \left( \sum_{u' \neq u} p_{u'} \text{Tr}(G_{u'} \sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) + \sigma^2 \text{Tr}(\sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) +$$

$$\frac{1}{\alpha} \text{Tr}(\text{diag}(h_{SI}(\sum_{k=1}^{L} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_k' F_n'H_k)h_{SI}^H)((\sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H))) \right).$$

(7.17)

Obviously, $f_1(W,p)$ and $f_2(W,p)$ are both jointly-concave with respect to the variables $W,p$ in the considered domain $\Theta$, and the FW method can be adopted to handle the difference of two concave functions. The Frank-Wolfe (FW) method approximates of the minus part $f_2(W,p)$ by its first order Taylor series $f_2^{(n)}(W,p)$, and updates the approximation $f_2^{(n)}(W,p)$ iteratively along the direction that approaches the original function $f_2(W,p)$ [66]. Suppose the value of $W,p$ is denoted by $W^{(n)}, p^{(n)}$ and $f_2(W,p)$ is approximated by $f_2^{(n)}(W,p)$ at the $n$-th iteration. Since the total throughput $f_1(W,p) - f_2^{(n)}(W,p)$ is the lower bound of the original one $f_1(W,p) - f_2(W,p)$, the variables $W^{(n)}, p^{(n)}$ are iteratively updated and the lower bound increases after every iteration. Because of the power consumption is upper bounded by constraints, the iterative procedure is guaranteed to converge. Since $f_2(W,p)$ is concave and differentiable on the considered domain, one can easily find its first-order approximation by (7.18)
where $(a_k^{(n)}) = \sum_{k' \neq k}^{K} \Tr(\sum_{l=1}^{L} \sum_{m=1}^{L} t_m t_n F_m W_{k'}^{(n)} F_n^H H_k) + \sum_{u=1}^{U} p_u^{(n)} e_{u,k}^2 + \sigma_k^2$, and 
$(b_u^{(n)}) = \sigma^2 \Tr(\sum_{l=1}^{L} \sum_{m=1}^{L} r_i r_j F_i G_u F_j^H) + \sum_{u' \neq u}^{U} (p_u^{(n)} - p_{u'}^{(n)}) \Tr(\sum_{l=1}^{L} \sum_{j=1}^{L} t_m t_n F_m F_n^H (W_{k'}^{(n)} F_n^H) h_{SI}^H) + \frac{1}{\alpha} \Tr(\text{diag}(h_{SI}(\sum_{k=1}^{K} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_{k}^{(n)} F_n^H) h_{SI}^H) / (\sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H))$.

Now, the overall throughput is re-expressed as $f_1(W, p) - f_2^{(n)}(W, p)$, which is jointly-concave with respect to the variables. It is because $f_1(W, p)$ is jointly-concave, and $f_2^{(n)}(W, p)$ is affine with respect to all variables $W, p \in \Theta$. The optimisation problem can be expressed as

$$P7.4 : \arg\max_{W, p \in \Theta} \frac{f_1(W, p) - f_2^{(n)}(W, p)}{P_{\text{total}}(W, p)},$$

$$\text{s.t.} \ (C1), (C2), (C5), (C6).$$

Since the problem P7.4 is the ratio between a concave function and an affine function in the consider domain, Theorem 7.1 is introduced to solve the problem.

**Theorem 7.1:** The reformulated EE, $\frac{f_1(W, p) - f_2^{(n)}(W, p)}{P_{\text{total}}(W, p)}$, is jointly quasi-concave with respect to the variables $W, p$ in the feasible domain.

Proof of Theorem 7.1 is similar to the proof of Theorem 4.1, and thus is omitted.

Theorem 7.1 confirms that there is a global optimal EE in the feasible domain. For the fractional structured quasi-concave problem in (19), $\beta = \frac{f_1(W, p) - f_2^{(n)}(W, p)}{P_{\text{total}}(W, p)}$, can be associated with a subtract programming $f_1(W, p) - f_2^{(n)}(W, p) - \beta P_{\text{total}}(W, p)$ [132] [71]. Assume that $\beta^*$ is the optimal value of (7.19), it is obvious that maximising (7.19) is equivalent to finding the root of $f_1(W, p) - f_2^{(n)}(W, p) - \beta^* P_{\text{total}}(W, p)$, as proven in Appendix H. Therefore, with the equivalent subtract programming, the problem turns into solving $f_1(W, p) - f_2^{(n)}(W, p) - \beta^* P_{\text{total}}(W, p)$ with a given $\beta$. 
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\[
P_{7.5} : \arg\max_{W,p} f_1(W,p) - f_2^{(n)}(W,p) - \beta P_{\text{total}}(W,p),
\]
\[s.t. \ (\tilde{C}1), (C2), (C5), (C6). \tag{7.20}
\]

For the rank constraint in (C6), rank relaxation can be applied [132] [133]. In particular, with the condition that the channel variables are statistically independent, the solution of original problem is rank-one, which is proved in Appendix I. In DA systems, the channel is independent [128], which is different from the co-located antennas systems. Accordingly, the rank-one constraint (C6) is dropped benefiting from the DA deployment.

The problem P7.5 after rank one relaxation is a standard concave maximisation problem with semi-definite programming (SDP). Therefore, the CVX solver can be adopted to solve the problem \(^4\). Finally, a distributed hybrid duplexing-based (D-HD) EE maximisation algorithm is proposed to concurrently optimise \(W,p\), which solves the SDP problem P7.5 in the inner layer and updates \(\beta\) in the outer layer (The convergence in inner layer is proven in Appendix I). The D-HD algorithm is summarised as Algorithm 6.

\begin{algorithm}
\caption{D-HD algorithm}
\begin{algorithmic}[1]
\State \textbf{Input:} Antenna configuration vectors \(r, t\), left/right bounds \(\beta_l\) and \(\beta_r\), channel condition, i.e. \(h_k, g_u, e_{u,k}, h_{SI}\), for \(\forall k \in k, u \in U\), and power consumption parameters, i.e. \(\eta, P_{\text{idle}}, P_{\text{c},t}, P_{\text{c},r}, P_{\text{can}}, P_{\text{fix}}, P_{\text{DA}}, P_{u,\text{max}}\).
\State \textbf{Output:} Optimal beamforming weight \(W_k^*\), for \(\forall k \in k\), and optimal uplink transmission power \(p_u^*, \forall u \in U\).
\State 1: Set accuracy factor \(\epsilon > 0\), and suppose \(F(\beta)\) is the optimal value of \(f_1(W,p) + f_2^{(n)}(W,p) - \beta P_{\text{total}}(W,p)\). Initialise left bound \(\beta_l\) and right bound \(\beta_r\) that ensure the \(F(\beta_l) \cdot F(\beta_r) < 0\).
\State 2: \textbf{while} \(\beta_r - \beta_l > \epsilon\) \textbf{do}
\State 3: \(\beta = \frac{\beta_l + \beta_r}{2}\).
\State 4: Solve the problem \(P5\) with the FW method until convergence.
\State 5: \textbf{if} \(F(\beta_l) \cdot F(\beta_r) < 0\) \textbf{then}
\State 6: \(\beta_r = \beta\).
\State 7: \textbf{else}
\State 8: \(\beta_l = \beta\).
\State 9: \textbf{end if}
\State 10: \textbf{end while}
\end{algorithmic}
\end{algorithm}

### 7.4 Complexity Analysis

The complexity of the two algorithms are first analysed and then the overall complexity is given. In the DA clustering algorithm, at most \(L(K + U)\) comparisons

\(^4\)The CVX contains multiple solvers for SDP optimisation, e.g. SEDuMi, SDPT3 and MOSEK. By claiming variables, objective function (maximisation of concave function or minimisation of convex function) and constraints, the SDP optimisation can be readily solved.
Table 7.2: Simulation Setup

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central carrier frequency</td>
<td>2 GHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>1 MHz</td>
</tr>
<tr>
<td>AWGN power spectral density</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Cell model</td>
<td>square grid 100 m²</td>
</tr>
<tr>
<td>DE of PA η</td>
<td>25%</td>
</tr>
<tr>
<td>Rician factor</td>
<td>5 dB</td>
</tr>
<tr>
<td>$p_{idle}$, $p_{c,r}$ and $p_{c,t}$</td>
<td>10 mW, 100 mW and 100 mW</td>
</tr>
<tr>
<td>$p_{can}$ and $p_{fix}$</td>
<td>50 mW and 500 mW</td>
</tr>
<tr>
<td>$p_{DA}$ and $p_{u,max}$</td>
<td>100 mW and 40 mW</td>
</tr>
<tr>
<td>Cancellation amount α</td>
<td>α = 60-100 dB</td>
</tr>
<tr>
<td>Antenna Gain</td>
<td>0 dBi</td>
</tr>
<tr>
<td>Number of users</td>
<td>4</td>
</tr>
<tr>
<td>Uplink users’ location</td>
<td>(92,10), (85,86)</td>
</tr>
<tr>
<td>Downlink users’ location</td>
<td>(5,76), (78,16)</td>
</tr>
</tbody>
</table>

is required to find $r^*$ and $t^*$. After this, the D-HD algorithm is performed to allocate beamformer at DAs and transmission power at uplink users. The fractional-structure $f_1(W,p) - f_2^n(W,p) - \beta P_{\text{total}}(W,p)$ is transformed into a more tractable difference-structure $f_1^*(W,p) - f_2^n(W,p) - \beta P_{\text{total}}(W,p)$. Bisection search is used in the outer layer for finding optimal $\beta^*$. With $\epsilon$ as the accuracy required for bisection search, at most $\log_2(\frac{\beta_r - \beta^*}{\epsilon})$ iterations can guarantee convergence. In the inner layer, CVX is called to solve the SDP optimisation $f_1^*(W,p) - f_2^n(W,p) - \beta P_{\text{total}}(W,p)$, whose complexity is indexed as $\xi$. Thus the complexity of the DHD algorithm is $O(\log_2(\frac{\beta_r - \beta^*}{\epsilon}) \cdot \xi)$. As a result, the total complexity is given by $O(L(K + U) + \log_2(\frac{\beta_r - \beta^*}{\epsilon}) \cdot \xi)$. As can be seen, the associated bisection search in the outer layer has the largest impact on the complexity of the whole algorithm, more insight on the number of iterations of the associated bisection search will be demonstrated in Section 7.5.

### 7.5 Simulation Results

Numerical results are used to verify our analysis. The simulation setup is shown in Tab. 7.2. The PL model $\text{PL} = 145.4 + 37.5 \log_{10}(d/1000)$ is adopted [135], which is featured in 3GPP LTE communications. Besides, to evaluate the performance of the proposed hybrid duplexing system, two benchmarks are added as comparisons. The first one is the distributed FD (D-FD) [129], where all DAs are only capable of working in FD or sleep modes. The other is co-located FD (C-FD) MIMO [132]. Since all antennas have identical PL to users due to the co-located antenna deployment, the activation/deactivation of transmit/receive chains is disabled in the C-FD system.

Figs. 7.2(a) demonstrates the average optimal EE performance under D-HD, D-FD and C-FD systems. The centralised antennas of C-FD system are located in the centre of

---

5Since the FW method is adopted for the inner layer iteration, the convergence rate is $O\left(\frac{1}{n}\right)$ [134]. In the $n$-th update in the inner layer, the CVX SDPT3 solver implements an interior-point method to solve the SDP problem, which belongs to the class of path-following method and leads a fast convergence.
Figure 7.2: Average EE and SE performance vs. different SIC amount, with 16 DAs and $\psi = 0.5 \times 10^{-8}$.

the map. It can be seen that the proposed D-HD algorithm outperforms others in terms of EE at all SIC settings. It is because under the proposed D-HD algorithm, the DAs with poor channel condition are deactivated, hence power waste is avoided. Besides, the activated DAs can work in HD modes (only transmit or receive) if the DAs have only reasonable channel gain in one direction. Differently, under the D-FD algorithm, all activated DAs work in FD mode. This leads to much higher power consumption than the proposed D-HD, but not all DAs can contribute acceptable throughput bi-directionally, hence the EE is degraded. For the C-FD with centralised antennas, all co-located antennas suffer similar PL, leading to poor throughput performance. Besides, high power consumption is incurred due to the fully activated antennas. As a result, the EE performance is the lowest among the three systems. Also, it can be seen that, for all the three systems, EE will be improved with increased SIC amount. Fig. 7.2(b) shows the average SE performance for the three systems. D-FD shows the highest SE performance due to the fact that all antennas work in FD. However, our proposed D-HD has only marginal SE loss compared to the D-FD, but with much less power consumption. The C-FD algorithm demonstrates the poorest SE performance, which is because the co-located antenna deployment is sensitive to the distance between users and antennas and has limited ability in reducing PL. The co-located antenna deployment has also resulted in the strongest self-interference among different antennas. Therefore, the co-located antenna system requires higher SIC amount than the DA systems. As a result, the C-FD SE increases more slowly than the DA systems.
Fig. 7.3 shows the required number of self-interference reference chains by the three systems. Since the analogue and digital domain cancellation needs to tap reference signal from every transmit chain and feed it to all receive chains for SIC operation [3], the required number of self-interference reference chains has significant impact on the SIC circuit design. It can be seen that, the proposed hybrid duplexing DA system requires the fewest self-interference reference chains. It is because DAs may sleep or work in HD mode, where SIC operation is not needed. Besides, benefiting from the distributed deployment, propagation domain cancellation guarantees a reasonable SIC amount across different DAs, and thus the analogue and digital domain SIC is not required across different DAs. As a comparison, all antennas are active and work in FD mode by the conventional C-FD system, where the number of self-interference reference chains increases linearly with numbers of antenna.

Fig. 7.4(a) shows the total power consumption of the three systems with different number of antennas. The proposed D-HD consumes the lowest power. Since the DAs may work in HD or sleep mode, power consumption can be reduced effectively due to the less circuit power consumption. Also, no SIC power consumption is incurred in non-FD DAs, while the C-FD consumes the highest power because of the fully-activated antennas and the high transmission power to overcome the PL. Besides, it obvious that a denser DA deployment results in higher power consumption because more DAs are activated. On the other side, as shown by Fig. 7.4(b), EE is not necessarily higher with a denser DA deployment due to the increased power consumption. It means that, one may appropriately decrease the threshold value given a denser DA deployment in terms of EE oriented design, which is further analysed by Fig. 7.5.

Fig. 7.5 shows the power consumption and SE performance with different value of ψ. It can be seen that, less power and lower throughput are demonstrated by a higher threshold, since fewer DAs are activated. This indicates that the threshold value can
Figure 7.4: Average power consumption and EE vs. different number of antennas, with $\alpha = 100 \text{ dB}$ and $\psi = 1 \times 10^{-9}$.

Figure 7.5: Average power consumption and SE performance vs. different DA clustering threshold values, with $\alpha = 100 \text{ dB}$.
be adjusted to reduce the power consumption, at the cost of SE. On the other hand, a lower threshold allows a better SE performance, while power consumption is relatively higher, which corresponds to a stringent SE QoS scenario. This confirms our analysis in the DA clustering algorithm that by changing the threshold value $\psi$, the number of activated DAs can be well controlled towards different QoS requirement. Besides, with more DAs, SE can be significantly improved, with increased power consumption. As a result, the EE is not necessarily improved, which shows the similar observation in Fig. 7.4(b).

Fig. 7.6 shows the iteration behaviour of the proposed D-HD algorithm on finding the optimal $\beta^*$ with different number of DAs. It can be seen that at most around 10 iterations are needed to get convergence, which confirms the low complexity of the proposed algorithm.

## 7.6 Summary

In this chapter, a novel hybrid duplexing DA system has been proposed, which features high EE, low power consumption, and simple SIC circuit design. Based on the proposed system, the EE oriented resource allocation has been investigated by jointly designing activation/deactivation of transmit/receive chains, downlink beamformer and uplink transmission power. Simulation results show that the proposed design demonstrates significant EE enhancement and power saving over the co-located FD MIMO system and the sole-FD duplex DA system, achieving a reasonable balance between low power
consumption and high SE. Moreover, since DAs can flexibly adjust their duplexing and working modes due to the enhanced degree of freedom, the proposed hybrid duplexing DA system obtains a much simpler SIC circuit design compared to the two benchmarks in [129] and [132].
Chapter 8

Conclusion and Future Work

8.1 Conclusion

This thesis has investigated the EE oriented resource management in FD wireless communication systems, including FD AF relay system, FD DF relay multiuser system with cross layer design, WPT-aided FD DF relay multiuser system, and bi-directional FD DA system.

In Chapter 4, the EE gain regions among FD (PSAC), FD (PS) and HD have been investigated. The closed-forms of EE gain regions among three modes have been given. To optimise the EE of AF FD relay systems, transmission power adaptation and opportunistic relay selection have been proposed. By the proposed algorithms, the average optimal EE of FD AF relay systems can be up to 1.4 Gb/Joule higher than that of HD AF relay system. Also, the SE achieved by FD AF relay system is 1.3~2 times of that of HD AF relay systems, provided the SIC amount varies from 40~60 dB. At last, some properties have been discussed, e.g. with low drain efficiency or high static circuit power, FD (PSAC) is preferable over FD (PS) and HD in terms of EE.

In Chapter 5, addressing the characteristic of mm-wave, e.g. the intermittent blockage and the out-of-the-date channel estimation, the cross-layer design has been studied for FD DF multiuser systems with OFDMA technique. To maximise the system EE and satisfy the cross-layer design constraints, a so-called Q-FERA algorithm has been proposed, by joint allocation of transmission power, subcarriers and throughput. It has been shown that the proposed algorithm achieves higher EE than its counterpart, FD DF relay system with SE oriented algorithm [2], with marginal SE loss. Besides, the throughput outage probability of the proposed algorithm is much lower than that of the algorithm in [2], making the proposed cross-layer algorithm more robust against channel estimation errors and applicable in mm-wave communications. At last, some properties have been discussed, e.g. the impact of transmission power on EE, EE oriented water-filling power allocation, EE-SE trade-off for two-hop FD relay systems, the suitability of the Q-FERA algorithm for 60 GHz applications and the impact of outage probability constraint on EE.
In Chapter 6, the resource management in WPT-aided FD DF relay multiuser systems has been researched, where the relay is powered by WPT from the source. To better balance the SE of the source-relay and relay-destinations hops, an asymmetric system has been proposed, which allows nonuniform time slot durations for the two hops and therefore obtains higher degree of freedom than the symmetric system [108] and the time-switching based system [105]. Based on the asymmetric structure, a so-called Asym-WPT-FR algorithm has been developed by jointly allocating time slot durations and transmission power at the source and the relay, and subcarriers for multiuser. The closed-form of the optimal results has been derived. Simulation shows that the proposed Asym-WPT-FR system can achieve approximately twice SE compared to the Sym-WPT-FR [108] and the TS-WPT-FR [105]. Also the energy harvested by the proposed Asym-WPT-FR system is 200% and 30% higher than that of the TS-WPT-FR and the Sym-WPT-FR, respectively, showing its high EE and applicability to WPT-supported relay systems. Last but not least, it has been pointed out that, by harvesting energy from self-interference signal rather than cancelling it, more power is allocated to the subcarriers with higher self-interference channel frequency response, while conventional grid-powered FD relay systems [114] [115] assign more power to the subcarriers with lower self-interference channel frequency response.

In Chapter 7, FD technique has been incorporated with DA systems to further improve the SE and EE performance, where antennas are distributed geographically rather than co-located. Benefited from the distributed deployment, PL and blockage can be significantly relieved over the conventional co-located MIMO systems. EE oriented resource allocation has been researched by jointly designing the status of DAs, downlink beamformer and uplink transmission power. Since the DAs are capable of working in hybrid modes, higher degrees of freedom can be readily obtained compared to sole-FD systems [129] and co-located FD MIMO systems [132]. By the proposed algorithm, both higher EE and SE are achieved compared to conventional co-located FD MIMO systems [132], and higher EE is achieved over the sole-FD DA systems [129] with marginal SE loss. Besides, SIC design is much simplified by the proposed algorithm, becoming as easy as that in SISO scenario.

### 8.2 Future Work

In the research on FD systems presented in this thesis, it has been been assumed that multiuser access is orthogonal. The other access technique, non-orthogonal frequency multiple access (NOMA) also has attracted much attention, which even demonstrates higher SE than orthogonal multiuser access (OMA) by proper design. Besides, ultra-dense and heterogeneous systems are two key deployments in 5G systems, which provides seamless network coverage and features low money cost and low power consumption. However, how to incorporate FD with NOMA, ultra-dense or heterogeneous
systems is still challenging. Hence, the future research topics are summarised in the following.

• The key concept of NOMA is that it allows multiuser occupy the same frequency, time and code. Users’ signals are linearly superimposed and transmitted at the BS. At receiver end, the user with better channel condition decodes the data of another user with worse channel condition, and performs successive interference cancellation to subtract the multiuser interference before detecting its own signal. Recently, in order to further improve the SE performance of NOMA systems, HD cooperative NOMA systems have been proposed, where strong user acts as a HD relay node. As mentioned above, HD relay systems need two orthogonal time slots and inevitably lead to SE loss. As a result, FD cooperative NOMA systems will be addressed in the future.

• FD transmission in ultra-dense small cell or heterogeneous systems has not been investigated. High density of small cell increases the possibility of inter-cell interference. The performance of FD transmission may be significantly degraded by noise, self-interference, inter-cell interference and multiuser interference. How to determine the density of small cell, how to organise adjacent small cells for cooperative communications and interference management are challenging and will be investigated thoroughly.
Appendix A

Proof of Theorem 4.1

Hereby the concavity of the EE of FD (PSAC) is proven with respect to the total transmission power $P_s$ (FD (PS) and HD can be seen as special cases). Define $B = \{T_{FD(PSAC)}|T_{FD(PSAC)} \in (0, \infty)\}$ as the set of the overall throughput, while $A = \{P_s|P_s \in (0, \infty)\}$ is the corresponding total transmission power. With a specific mapping function (power allocation method) $f : P_s \mapsto T_{FD(PSAC)}$, the total transmission power and the overall throughput is one-to-one mapped ($f : A \mapsto B$) and higher transmission power leads to higher throughput. Therefore, if EE $\eta_{FD(PSAC)}$ is strictly quasi-concave with respect to the overall throughput $T_{FD(PSAC)}$, it is also quasi-concave with respect to the total transmission power $P_s$. The superlevel sets of $\eta_{FD(PSAC)}$ is defined as $S_{\Upsilon} = \{T_{FD(PSAC)} > 0|\eta_{FD(PSAC)} > \Upsilon\}$. According to [136], $\eta_{FD(PSAC)}$ is strictly quasi-concave with respect to $T_{FD(PSAC)}$ if $S_{\Upsilon}$ is strictly convex for any real number $\Upsilon$. If $\Upsilon < 0$, there is no physical meaning. If $\Upsilon \geq 0$, $S_{\Upsilon}$ is equivalent to $S_{\Upsilon} = \{T_{FD(PSAC)} > 0|\Upsilon(P_s/\omega)\sum_{n=1}^{N}\tilde{\lambda}_n + \Upsilon(P_{c,sta} + P_{AC}) + (\Upsilon\varepsilon - 1)T_{FD(PSAC)} \leq 0\}$. It is known that $P_s$ is strictly convex with respect to $T_{FD(PSAC)}$ given a sufficiently large number of subcarriers [2] [53] and with good SIC. The linear part $\Upsilon(P_{c,sta} + P_{AC}) + (\Upsilon\varepsilon - 1)T_{FD(PSAC)}$ is convex (not strictly) with respect to throughput $T_{FD(PSAC)}$. Therefore, the summation $\Upsilon(P_s/\omega)\sum_{n=1}^{N}\tilde{\lambda}_n + \Upsilon(P_{c,sta} + P_{AC}) + (\Upsilon\varepsilon - 1)T_{FD(PSAC)}$ is strictly convex with respect to throughput $T_{FD(PSAC)}$. In conclusion, $\eta_{FD(PSAC)}$ is strictly quasi-concave with respect to $T_{FD(PSAC)}$, and is strictly quasi-concave with respect to $P_s$. Under a small maximum transmission power constraint $P_{\text{max}}$, $\eta_{FD(PSAC)}$ may be mono-increasing with respect to the total transmission power $P_s$. 
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Appendix B

Derivative Calculation of EE with respect to the Total Transmission Power

Hereby we take FD (PSAC) as example to show the derivative calculation of EE with respect to the total transmission power (FD (PS) and HD can be seen as special cases). For the strictly-continuous function $\eta_{FD(PSAC)}$ in the region $P_s \in (0, P_{max}]$, the limit of the difference quotient when $\Delta P_s$ approaches zero, if existing, should represent the slope of the tangent line to $(P_s, \eta_{FD(PSAC)})$, which is calculated as

$$
\frac{\partial \eta_{FD(PSAC)}}{\partial P_s} |_{P_s} = \lim_{\Delta P_s \to 0} \frac{\eta_{FD(PSAC)}(P_s + \Delta P_s) - \eta_{FD(PSAC)}(P_s)}{\Delta P_s}.
$$

(B.1)

With a minimal increment $\Delta P_s$ that approaches 0, the values of $\eta_{FD(PSAC)}$ and $\eta_{FD(PSAC)}$ can be obtained at points $P_s + \Delta P_s$ and $P_s$, respectively. Substituting the two terms into (B.1), $\partial \eta_{FD(PSAC)} / \partial P_s$ can be found. Therefore, calculating $\partial \eta_{FD(PSAC)}$ can be transferred into calculating $\eta_{FD(PSAC)}$ at transmission powers $P_s$ and $P_s + \Delta P_s$. 

Appendix C

Energy Efficiency Gain Regions among FD(PSAC) FD(PS) and HD

C.1 Energy Efficiency Gain Region between FD (PSAC) and FD (PS)

The difference between the EEs of FD (PSAC) and FD (PS) is calculated as

$$\eta_{FD(PSAC)} - \eta_{FD(PS)} = \frac{1}{(P_\omega \sum_{n=1}^{N} \lambda_n + \varepsilon T_{FD(PS)} + P_{c,sta})} \times \left( \left( P_\omega \sum_{n=1}^{N} \lambda_n + P_{c,sta} \right) \left( \frac{T_{FD(PSAC)}}{T_{FD(PS)}} - 1 \right) - P_{AC} \right) \left( T_{FD(PS)} \left( P_\omega \sum_{n=1}^{N} \lambda_n + \varepsilon T_{FD(PSAC)} + P_{c,sta} + P_{AC} \right) \right),$$

where $T_{FD(PSAC)}$ and $T_{FD(PS)}$ represent the throughputs achieved by FD (PSAC) and FD (PS), respectively. Obviously, the sign of (C.1) is the same as the sign of its numerator.

C.2 Energy Efficiency Gain Region between FD (PSAC) and HD

The difference between the EEs of FD (PSAC) and HD is calculated as

$$\eta_{FD(PSAC)} - \eta_{HD} = \frac{1}{(P_\omega \sum_{n=1}^{N} \lambda_n + P_{c,sta})} \left( \left( P_\omega \sum_{n=1}^{N} \lambda_n + P_{c,sta} \right) \left( \frac{T_{FD(PSAC)}}{T_{HD}} - 1 \right) - P_{AC} \right) \left( P_\omega \sum_{n=1}^{N} \lambda_n + \varepsilon T_{FD(PSAC)} + P_{c,sta} + P_{AC} \right),$$

where $T_{FD(PSAC)}$ and $T_{HD}$ are throughputs achieved by FD (PSAC) and HD, respectively.
Specially, with near-perfect SIC, the throughput of FD (PSAC) is nearly twice as high as that of HD. Hence, (C.2) reduces to

\[
\eta_{FD(PSAC)} - \eta_{HD} = \frac{\left(\frac{P_s}{\omega} \sum_{n=1}^{N} \tilde{\lambda}_n + P_{c,sta}\right) - P_{AC}}{T_{HD} \left(\frac{P_s}{\omega} \sum_{n=1}^{N} \tilde{\lambda}_n + \varepsilon T_{FD(PSAC)} + P_{c,sta} + P_{AC}\right) \left(\frac{P_s}{\omega} \sum_{n=1}^{N} \tilde{\lambda}_n + \varepsilon T_{HD} + P_{c,sta}\right)}}{1},
\]

\[\text{(C.3)}\]

**C.3 Energy Efficiency Gain Region between FD (PS) and HD**

FD (PS) uses antenna shielding or directional antenna to mitigate self-interference, and therefore it does not consume additional power on SIC. With the same transmission power, the EE difference between FD (PS) and HD is calculated as

\[
\eta_{FD(PS)} - \eta_{HD} = \frac{\left(\frac{P_s}{\omega} \sum_{n=1}^{N} \tilde{\lambda}_n + P_{c,sta}\right) (T_{FD(PS)} - T_{HD})}{T_{HD} \left(\frac{P_s}{\omega} \sum_{n=1}^{N} \tilde{\lambda}_n + \varepsilon T_{FD(PS)} + P_{c,sta}\right) \left(\frac{P_s}{\omega} \sum_{n=1}^{N} \tilde{\lambda}_n + \varepsilon T_{HD} + P_{c,sta}\right)}}{1},
\]

\[\text{(C.4)}\]

where \(T_{FD(PS)}\) and \(T_{HD}\) are the throughputs achieved by FD (PS) and HD, respectively. The sign of (C.4) is the same as the sign of \(T_{FD(PS)} - T_{HD}\), i.e. FD (PS) is more energy efficient than HD if FD (PS) achieves a higher throughput than HD.
Appendix D

Derivation of Lemma 5.2

Shannon capacity $c_{k,n}$ is the maximum rate of reliable communication supported by subcarrier $n$ for user $k$. The quantity of $c_{k,n}$ is a function of the random channel gains and is therefore random. Suppose the source sends data at a rate $t_{k,n}$. If the arranged rate $t_{k,n}$ is higher than its upper bound $c_{k,n}$, then whatever code that was used by the transmitter, the decoding error probability cannot be made arbitrarily small. The transmission on subcarrier $n$ is said to be in outage [19].

The outage probability in (C5) of problem P5.2 is equivalent to

$$Pr[2\gamma_{RR,k,n}(2^{t_{k,n}} - 1)^2 > \sqrt{4p_{k,n}\gamma_{SR,k,n}\gamma_{RD,k,n}\gamma_{RR,k,n} + (\gamma_{SR,k,n} + \gamma_{RD,k,n})^2} - (\gamma_{SR,k,n} + \gamma_{RD,k,n}) | h_{RD,k,n}] = \theta^k.$$  \hfill (D.1)

The left hand of (D.1) can be re-sorted to

$$Pr[\gamma_{RR,k,n}(2^{t_{k,n}} - 1)^2 + (2^{t_{k,n}} - 1)\gamma_{SR,k,n} > \gamma_{RD,k,n}(p_{k,n}\gamma_{SR,k,n} - (2^{t_{k,n}} - 1)) | h_{RD,k,n}].$$  \hfill (D.2)

Note that since $p_{r,k,n}\gamma_{RR,k,n} \geq 0$ and $p_{k,n} = p_{s,k,n} + p_{r,k,n}$, it can be derived that $\log_2(1 + \frac{p_{s,k,n}\gamma_{SR,k,n}}{1 + p_{r,k,n}\gamma_{RR,k,n}}) \leq \log_2(1 + p_{k,n}\gamma_{SR,k,n})$. Since perfect CSI of link S-R is available at the source, $t_{k,n}$ will not exceed the real capacity of the S-R link as the corresponding perfect CSI is available at the scheduler, i.e. $t_{k,n} \leq \log_2(1 + \frac{p_{s,k,n}\gamma_{SR,k,n}}{1 + p_{r,k,n}\gamma_{RR,k,n}}) \leq \log_2(1 + p_{k,n}\gamma_{SR,k,n})$. Therefore, $2^{t_{k,n}} - 1 < p_{k,n}\gamma_{SR,k,n}$ is readily obtained. Therefore, (D.2) is transformed into

$$Pr[|\hat{h}_{RD,k,n} + \Delta h_{RD,k,n}|^2 < \frac{(2^{t_{k,n}} - 1)^2\gamma_{RR,k,n} + (2^{t_{k,n}} - 1)\gamma_{SR,k,n}}{p_{k,n}\gamma_{SR,k,n} - (2^{t_{k,n}} - 1)} \frac{\sigma^2}{l_{RD,k}} | h_{RD,k,n}].$$  \hfill (D.3)

Since (D.3) is a conditional probability, the estimated channel $h_{RD,k,n}$ and $h_{RD,k,n} = \hat{h}_{RD,k,n} + \Delta h_{RD,k,n}$ can be known. Therefore, (D.3) is equivalent to

$$Pr[|\hat{h}_{RD,k,n} + \Delta h_{RD,k,n}|^2 < \frac{(2^{t_{k,n}} - 1)^2\gamma_{RR,k,n} + (2^{t_{k,n}} - 1)\gamma_{SR,k,n}}{p_{k,n}\gamma_{SR,k,n} - (2^{t_{k,n}} - 1)} \frac{\sigma^2}{l_{RD,k}} | h_{RD,k,n}].$$  \hfill (D.4)
(D.4) can be seen as the cdf of a non-central chi-square distributed variable. Substituting (D.4) into (D.1), we get

\[ F \left( \frac{(2^{t^k,n} - 1)^2 \gamma_{RR,k,n} + (2^{t^k,n} - 1) \gamma_{SR,k,n}}{P_{k,n} \gamma_{SR,k,n} - (2^{t^k,n} - 1)} \frac{2\sigma^2}{\sigma_{error}^2} \right) = \theta^k, \]  

(D.5)

where the operator \( F(\cdot) \) denotes the cdf of the corresponding non-central chi-square function [88], with degree of freedom 2 and non-central parameter \( \frac{2|h_{RD,k,n}|^2}{\sigma_{error}^2} \) [94] [137]. Finally, (D.5) leads to Lemma 5.2.

The inverse function \( F^{-1}(\cdot) \) is mono-increasing with respect to the non-central parameter, which is \( \frac{2|h_{RD,k,n}|^2}{\sigma_{error}^2} \) as derived. Hence, better channel estimation quality (smaller variance of channel estimation error \( \sigma_{error}^2 \)) leads to more aggressive throughput assignment and higher EE with a given outage probability constraint. A similar impact of channel estimation error on system metrics can be found in [94] for CR networks.
Appendix E

Proof of Concavity of the Problem in (5.15)

For the proof purpose, a new variable $X_{k,n} = \sqrt{4p_{k,n}\Phi_{k,n} + \Psi_{k,n}^2} - \Psi_{k,n}$ is defined for simplicity. The objective function is transformed to $u_1(\rho_{k,n}, X_{k,n}) = \rho_{k,n}\log_2(1 + \frac{X_{k,n} - \Psi_{k,n}}{2p_{k,n}\gamma_{RR,k,n}})$. It is proven that the objective function is jointly-concave in terms of $\rho_{k,n}$ and $X_{k,n}$. The Hessian matrix of the objective is

$$H(u_1(\rho_{k,n}, X_{k,n})) = \begin{pmatrix} -\frac{\rho_{k,n}}{\ln(2)\varphi_{k,n}} & \frac{X_{k,n} - \Psi_{k,n}}{\ln(2)\varphi_{k,n}} \\ \frac{X_{k,n} - \Psi_{k,n}}{\ln(2)\varphi_{k,n}} & \frac{1}{\ln(2)\varphi_{k,n}} \end{pmatrix}, \quad (E.1)$$

where $\varphi_{k,n} = (2\rho_{k,n}\gamma_{RR,k,n} + X_{k,n} - \Psi_{k,n})^2$. (E.1) can be further reduced to

$$H(u_1(\rho_{k,n}, X_{k,n})) = \frac{X_{k,n} - \Psi_{k,n}}{\ln(2)\varphi_{k,n}} \begin{pmatrix} -\frac{\rho_{k,n}}{\ln(2)\varphi_{k,n}} & 1 \\ \frac{X_{k,n} - \Psi_{k,n}}{\ln(2)\varphi_{k,n}} & -\frac{\rho_{k,n}}{\ln(2)\varphi_{k,n}} \end{pmatrix}. \quad (E.2)$$

It is straightforward (E.2) is a negative semi-definite matrix, indicating $u_1$ is jointly-concave in terms of $\rho_{k,n}$ and $X_{k,n}$. Since $X_{k,n} = \sqrt{4p_{k,n}\Phi_{k,n} + \Psi_{k,n}^2} - \Psi_{k,n}$ is non-decreasing in terms of $p_{k,n}$, $u_1(\rho_{k,n}, X_{k,n}) = \rho_{k,n}\log_2(1 + \frac{X_{k,n} - \Psi_{k,n}}{2p_{k,n}\gamma_{RR,k,n}})$ is non-decreasing in terms of $p_{k,n}$. As a result, $u_1$ is jointly-concave in terms of $\rho_{k,n}$ and $p_{k,n}$. Finally, it is easy to prove that $\sum_{k=1}^{K}(1 - \theta^k)\sum_{n=1}^{N} \rho_{k,n}\log_2(1 + \frac{\Lambda_{k,n}}{\rho_{k,n}})$ is joint-concave in terms of $\rho_{k,n}$ and $p_{k,n}$. 
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Appendix F

Theoretic Analysis of the Branch-and-Bound Approach

The BnB approach guarantees the global optimum of the original problem. Therefore, the BnB approach is adopted as a benchmark to evaluate the optimality of the proposed Q-FERA algorithm.

With $N$ subcarriers and $K$ users, the enumeration tree is given by Fig. F.1, which contains all possible subcarrier allocations ($K^N$ possibilities). For brevity, the power allocation ($p_{k,n}$ for $\forall k \in K$ and $n \in N$) is not drawn. As demonstrated by Fig. F.1, each parent node has $K$ child nodes, meaning there are $K$ choices for each subcarrier allocation. The $k$-th child node at the $n$-th level represents that subcarrier $n$ is allocated to user $k$ ($\rho_{k,n} = 1$ and $\rho_{k',n} = 0$ for $\forall k' \neq k$ and $k' \in K$). Obviously, the node value is related with the current node (subcarriers to be decided), as well as the associated searching path from the root node to its parent node (subcarriers have been allocated) [96]. For notational convenience, the definitions and the rules used in the BnB approach are introduced.

**Definition F.1: Complete path and partial path**

A complete path $l_N = \{nod_1, nod_2, ..., nod_N\}$ is from the root node to a leaf node, which means all subcarriers have been allocated to particular users (therefore $\rho_{k,n} = \{0, 1\}$, for $\forall n \in N, k \in K$), where $nod_n$ is the $n$-th node visited along the particular path $l_N$. A partial (incomplete) path $l_n = \{nod_1, nod_2, ..., nod_n\}$ is defined as the part of a complete path that starts at the root node and ends at some internal node along the particular path $l_n$, where $n < N$.

**Rule F.1: The rule for calculating node value**

The node value (EE, in bits/Joule) along a path $l_n$ is denoted as $EE(l_n)$, which is calculated as: solve the problem P5.4 with constraints (C2), (C3), (C8) and remove the subcarrier allocation constraints along the searched path $l_n$ (from subcarrier 1 to current subcarrier $n$, which means these nodes have been searched and therefore the subcarriers have been allocated), while the constraints of undecided subcarriers (from
According to Definition F.1 and Rule F.1, Definition F.2, Rule F.2 and Rule F.3 are given.

**Definition F.2: Upper bound and candidate solution**

For an internal node \( n \) \((n < N)\), its node value \( EE(l_n) \) can be seen as an upper bound (since part of subcarrier constraints is relaxed), which represents the best estimate of all subsequent searches. For a leaf node \((n = N)\), the node value \( EE(l_N) \) can be seen as a candidate solution (since all subcarriers have been allocated along the searched path \( l_N \)).

**Rule F.2: The rule for visiting order of child nodes**

The order of visiting \( K \) child nodes of a given parent node should be the same as the ascending order of the corresponding child node values [96]. In other words, one should visit the child node with the highest node value, since the optimal solution is most likely to occur in the branch.

**Rule F.3: The rule for pruning node**

When visiting a node \( n \) along a partial path \( l_n \), we calculate its node value and compare it with the candidate solution \( O^* \). If \( EE(l_n) \geq O^* \), it means that a better
solution is likely to occur in this branch and then we search its child nodes according to Rule F.2. If $EE(l_n) < O^*$, it means the upper bound of this path is lower than the candidate solution and it is not worth searching its child nodes any more. Therefore, we prune the node and begin to search the next unvisited child node at the same level or backtrack to the next unexplored nodes in the previous level.

To reduce the complexity of the BnB approach, it is better to prune the non-promising sub-trees as early as possible. Therefore, a near-optimal candidate solution is needed, with which we can prune the non-promising sub-trees as early as possible and significantly reduce the searching time. As said in chapter 5, our proposed Q-FERA algorithm is near-optimal given a large number of subcarriers. Therefore, the Q-FERA algorithm can be used to get a candidate solution for initialization purpose. The whole BnB approach is described as follows.

**Algorithm 7** Branch-and-Bound (BnB) Approach

1: Call the Q-FERA algorithm to get a candidate solution $O^*$. Set the initial level at $j = 0$ (the root node).
2: Calculate the child node values of $j - th$ level according to Rule 1 and visit one of child node according to Rule 2. Set $j = j + 1$ if no backtrack is needed or set $j = j - 1$ according to Rule 3.
3: if $j < N$ then
4: Go to Step 2.
5: else
6: Update the candidate solution $O^* = max\{O^*, EE(l_N)\}$ according to Definition 2.
7: end if
8: BnB searching terminates if all nodes have been visited or pruned. Otherwise, set $j = j - 1$ and go to Step 2.
Appendix G

Proof of Theorem 6.1

$T_1$ and $T_2$ can be calculated as

$$T_1 = \frac{T \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right)}{\sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right)} + \frac{T \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right)}{\sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right)}$$

(G.1)

$$T_2 = \frac{T \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right)}{\sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right)} + \frac{T \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right)}{\sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right)}$$

(G.2)

Substituting (G.1) and (G.2) into (6.9), an equivalent object function is obtained as

$$\arg\max_{T_1,T_2,p_s,p_r,\beta} 2 \left( \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right) \right) \left( \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right) \right)$$

$$\sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right) + \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right)$$

(G.3)

Then the objective function can be transformed into

$$\arg\min_{T_1,T_2,p_s,p_r,\beta} \frac{1}{2} \left( \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right) \right) + \frac{1}{2} \left( \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right) \right)$$

(G.4)

Consider two inter functions $u = \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{s,k,n} \gamma_{sr,k,n}}{\beta_{k,n}}\right)$ and $v = \sum_{k=1}^{K} \sum_{n=1}^{N} \beta_{k,n} \log_2 \left(1 + \frac{p_{r,k,n} \gamma_{rd,k,n}}{\beta_{k,n}}\right)$. The Hessian matrix of function $u$ is given as
\[ H(u(T_1, T_2, p_s, p_r, \beta)) = \frac{p_{s,k,n} \gamma_{sr,k,n}^2}{(\beta_{k,n} + p_{s,k,n} \gamma_{sr,k,n})^2} \left( \begin{array}{cc} \frac{p_{s,k,n}}{\beta_{k,n}} & 1 \\ 1 & -\frac{\beta_{k,n}}{p_{s,k,n}} \end{array} \right). \]  

(G.5)

It is obvious that (G.5) is a negative semi-definite matrix, meaning \( u \) is a concave function. Also, the Hessian matrix of function \( v \) is given as

\[ H(v(T_1, T_2, p_s, p_r, \beta)) = \frac{p_{r,k,n} \gamma_{rd,k,n}^2}{(\beta_{k,n} + p_{r,k,n} \gamma_{rd,k,n})^2} \left( \begin{array}{cc} \frac{p_{r,k,n}}{\beta_{k,n}} & 1 \\ 1 & -\frac{\beta_{k,n}}{p_{r,k,n}} \end{array} \right), \]  

(G.6)

which is also a negative semi-definite matrix, indicating that \( v \) is a concave function. Since functions \( u \) and \( v \) are both concave and positive, it is concluded that the equivalent function \( \frac{1}{2}(\frac{1}{u} + \frac{1}{v}) \) is a convex function with one and only one optimal solution in the considered domain.
Appendix H

Proof of Convergence in Outer Layer

Suppose that $(W^*, p^*)$ is the optimal solution of (7.20), with the optimal $\beta^*$. Define $\beta_0$ as the root of $f_1(W, p) - f_2^{(n)}(W, p) - \beta_{p_{\text{total}}}(W, p) = 0$.

If $f_1(W, p) - f_2^{(n)}(W, p) - \beta_{0p_{\text{total}}}(W, p) = 0$ is obtained at $(W_0, p_0) \in \Theta$, it can be known that there is at least one solution $(W_0, p_0)$ satisfying $f_1(W_0, p_0) - f_2^{(n)}(W_0, p_0) - \beta_{0p_{\text{total}}}(W_0, p_0) = 0$. Also, we have

$$\beta^* \geq \frac{f_1(W_0, p_0) - f_2^{(n)}(W_0, p_0)}{p_{\text{total}}(W_0, p_0)} = \beta_0. \quad \text{(H.1)}$$

Due to the optimality, $f_1(W, p) - f_2^{(n)}(W, p) - \beta_{0p_{\text{total}}}(W, p) = 0$ means $f_1(W, p) - f_2^{(n)}(W, p) - \beta_{0p_{\text{total}}}(W, p) \leq 0$ for all $W, p \in \Theta$, including $W^*, p^*$. Therefore, we have $\beta^* \leq \beta_0$. As a result, $\beta_\ast = \beta_0$ is readily lead.

On the other hand, if $\beta = \beta^*$, at least we have $f_1(W^*, p^*) - f_2^{(n)}(W^*, p^*) - \beta_{p_{\text{total}}}(W^*, p^*) = 0$ and thus $f_1(W, p) - f_2^{(n)}(W, p) - \beta_{p_{\text{total}}}(W, p) \geq 0$. Also, because $\beta^*$ is optimal, for all feasible $(W, p) \in \Theta$, $f_1(W, p) - f_2^{(n)}(W, p) - \beta_{\ast p_{\text{total}}}(W, p) \leq 0$ holds. As a result, the equality $\beta = \beta^*$ derives that $f_1(W, p) - f_2^{(n)}(W, p) - \beta_{\ast p_{\text{total}}}(W, p) = 0$.

In conclusion, the sufficient and necessary condition of $\beta = \beta^*$ is $f_1(W, p) - f_2^{(n)}(W, p) - \beta_{p_{\text{total}}}(W, p) = 0$. 
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Appendix I

Proof of Rank One

The SDP relaxed problem in (7.20) satisfies the Slater’s constraint qualification. To obtain the dual problem, the Lagrange function of the primal problem is given in (J.4). According to (J.4), the KKT conditions used for the proof are given by (I.1)

\[ K \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T H_k - \sum_{k' \neq K}^{K} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T H_{k'} + \]

\[ U \text{Tr} \left( \text{diag}(h_{SI}(\sum_{k=1}^{K} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T h_{SI}^H)) (\sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) \right) \]

\[ \sum_{u=1}^{U} \text{diag}(h_{SI}(\sum_{k=1}^{K} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T h_{SI}^H)) (\sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H)) \]

\[ - \frac{\beta}{\eta} I - \sum_{l=1}^{L} \zeta_l^* F_l^T + Z_k^* = 0; W_k^* Z_k^* = 0; Z_k^*_i \geq 0; \zeta_l^* \geq 0; \]

(I.1)

where \( \Gamma^* = \sum_{k=1}^{K} \log_2 \left( \sum_{k'=1}^{K} \text{Tr}(\sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_k^* F_n^H H_k) + \sum_{u=1}^{U} p_u \left| e_{u,k} \right|^2 + \sigma_k^2 \right) \), \( \Lambda^* = \sum_{u=1}^{U} \log_2 \left( \sum_{u \neq u'} p_{u'} \text{Tr}(G_{u'} \sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) + \sigma^2 \text{Tr}(\sum_{i=1}^{L} \sum_{j=1}^{L} r_i r_j F_i G_u F_j^H) \right) \), \( \frac{1}{a} \text{Tr}(\text{diag}(h_{SI}(\sum_{k=1}^{K} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m W_k^* F_n^H H_k)) h_{SI}^H) \)

are both scalars. For simplicity, the equation (I.1) can be re-expressed by (I.2), which is also shown at the top of the next page. By pre-multiplying both side of the first equality in (I.2) by \( W_k^* \), we have
\[
Z^*_k = A^*_k - \frac{K \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T H_k}{\Gamma^*},
\]

\[
A^*_k = \sum_{k' \neq K} \frac{\sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T H_k'}{\delta_{k'}^{(n)}} + \frac{\beta}{\eta} I + \sum_{l=1}^{L} \zeta_l^T F_l^T + \sum_{u=1}^{U} \text{diag}(h_{ST}^*(\sum_{k=1}^{K} \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T h_{ST}^H)(\sum_{i=1}^{L} \sum_{j=1}^{L} r_{i,j} F_i G_u F_j^H)) \frac{\alpha \delta_u^{(n)}}{\alpha A^*}.
\]

\[\text{(I.2)}\]

\[
W_k^* A_k^* = W_k^* \frac{K \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T H_k}{\Gamma}.
\]

\[\text{(I.3)}\]

Since all channel variables in the system are statistically independent, the matrices span the whole signal space and it can be known that \(A_k^*\) is a full-rank matrix \([133]\).

According to the properties of matrix calculus, we have

\[
\text{Rank}(W_k^*) = \text{Rank}(W_k^* A_k^*)
\]

\[= \text{Rank}\left(\frac{K \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T H_k}{\Gamma}\right)
\]

\[\leq \min\{\text{Rank}(W_k^*), \text{Rank}\left(\frac{K \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T H_k}{\Gamma}\right)\}\]

\[\leq \text{Rank}\left(\frac{K \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T H_k}{\Gamma}\right).
\]

\[\text{(I.4)}\]

Since \(\text{Rank}\left(\frac{K \sum_{m=1}^{L} \sum_{n=1}^{L} t_m t_n F_m^T (F_n^H)^T H_k}{\Gamma}\right) \leq 1\), it is derived that the rank of matrix \(W_k^*\) is smaller or equal to 1. It is well known that only a null matrix has rank 0 while \(W_k^* \neq 0\). Thus, \(\text{Rank}(W_k^*) = 1\) is obtained.
Appendix J

Proof of Convergence in Inner Layer

The proof of convergence of FW method follows the similar approach in [66]. Let $\Upsilon^{(n+1)}$ denote the optimal value of P7.5 at the $n+1$th iteration. According to the updating method in FW, we have

$$\Upsilon^{(n+1)} = f_1(W^{(n+1)}, p^{(n+1)}) - f_2^{(n)}(W^{(n+1)}, p^{(n+1)}) - \beta P_{\text{total}}(W^{(n+1)}, p^{(n+1)})$$

$$= \arg\max_{W,p \in \Theta} f_1(W, p) - f_2^{(n)}(W, p) - \beta P_{\text{total}}(W, p).$$  \hfill (J.1)

$\Upsilon^{(n+1)}$ is the optimal value at the $(n+1)$th iteration, which is greater than any other solution in the feasible domain. Therefore, we have the following inequality

$$\arg\max_{W,p \in \Theta} f_1(W, p) - f_2^{(n)}(W, p) - \beta P_{\text{total}}(W, p) \geq$$

$$f_1(W^{(n)}, p^{(n)}) - f_2^{(n)}(W^{(n)}, p^{(n)}) - \beta P_{\text{total}}(W^{(n)}, p^{(n)}).$$  \hfill (J.2)

Since we have the equalities that $f_2^{(n)}(W^{(n)}, p^{(n)}) = f_2(W^{(n)}, p^{(n)})$ and $\nabla f_2^{(n)}(W^{(n)}, p^{(n)}) = \nabla f_2(W^{(n)}, p^{(n)})$, (J.2) can be further derived as

$$f_1(W^{(n)}, p^{(n)}) - f_2(W^{(n)}, p^{(n)}) - \beta P_{\text{total}}(W^{(n)}, p^{(n)})$$

$$\geq f_1(W^{(n)}, p^{(n)}) - f_2^{(n-1)}(W^{(n)}, p^{(n)}) - \beta P_{\text{total}}(W^{(n)}, p^{(n)}) = \Upsilon^{(n)}.$$  \hfill (J.3)

As a result, it indicates that $\Upsilon^{(n+1)} \geq \Upsilon^{(n)}$, meaning the value of (7.20) is non-decreasing after each iteration. Also, the value of (7.20) is upper bounded by the transmission power constraints ($\tilde{C}_1$) and ($C_2$), and thus the FW method confirms the convergence.
Then it is proven that the convergence leads to a KKT point. The Lagrange function of (7.20) is established as

\[
L = f_1(W, p) - f_2^{(n)}(W, p) - \beta P_{\text{total}}(W, p) + \lambda up + \\
\sum_{l=1}^{L} \zeta_l(p_{DA} - \sum_{k=1}^{K} \text{Tr}(W_k F_l)) + W_k Z_k + \varsigma_u (p_u, \text{max} - p_u).
\] (J.4)

The KKT condition of the optimal value at iteration \( n \) is given by

\[
\nabla W_k f_1(W^{(n)}, p^{(n)}) - \nabla W_k f_2^{(n)}(W^{(n)}, p^{(n)}) + Z_k - \nabla W_k \beta P_{\text{total}}(W^{(n)}, p^{(n)}) - \\
\sum_{l=1}^{L} \zeta_l F_l = 0,
\]

\[
\nabla p_u f_1(W^{(n)}, p^{(n)}) - \nabla p_u f_2^{(n)}(W^{(n)}, p^{(n)}) - \varsigma_u + \lambda_u - \nabla p_u \beta P_{\text{total}}(W^{(n)}, p^{(n)}) = 0,
\]

\[
\zeta_l(p_{DA} - \sum_{k=1}^{K} \text{Tr}(W_k^{(n)} F_l)) = 0, \text{Tr}(W_k^{(n)} Z_k) = 0,
\]

\[
\varsigma_u (p_u, \text{max} - p_u^{(n)}) = 0, \lambda_u p_u^{(n)} = 0,
\] (J.5)

for \( \forall k \in K, \forall u \in U, \) and \( \forall l \in L \). According to the equality that \( \nabla f_2^{(n)}(W^{(n)}, p^{(n)}) = \nabla f_2(W^{(n)}, p^{(n)}), \nabla W_k f_2^{(n)}(W^{(n)}, p^{(n)}) \) and \( \nabla p_u f_2^{(n)}(W^{(n)}, p^{(n)}) \) can be replaced by \( \nabla W_k f_2(W^{(n)}, p^{(n)}) \) and \( \nabla p_u f_2(W^{(n)}, p^{(n)}) \), which is exactly the KKT condition of the original problem \( f_1(W, p) - f_2(W, p) - P_{\text{total}}(W, p) \).
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