Experimental feedback linearisation of a vibrating system with a non-smooth nonlinearity
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A B S T R A C T

Input-output partial feedback linearisation is demonstrated experimentally for the first time on a system with non-smooth nonlinearity, a laboratory three degrees of freedom lumped mass system with a piecewise-linear spring. The output degree of freedom is located away from the nonlinearity so that the partial feedback linearisation possesses nonlinear internal dynamics. The dynamic behaviour of the linearised part is specified by eigenvalue assignment and an investigation of the zero dynamics is carried out to confirm stability of the overall system. A tuned numerical model is developed for use in the controller and to produce numerical outputs for comparison with experimental closed-loop results. A new limitation of the feedback linearisation method is discovered in the case of lumped mass systems — that the input and output must share the same degrees of freedom.

© 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The growing demand for increased performance of mechanical and aerospace systems with reduced weight and fewer emissions leads to research initiatives that aim to exploit the characteristics of nonlinear systems. While the control of linear systems is well understood, most engineering systems behave nonlinearly, at least to some degree, and require the application of a nonlinear controller if the system is to behave according to design requirements. Non-smooth nonlinearities such as bi-linearity and freeplay are commonplace in joints and connections, but difficult to treat because of the abrupt changes in dynamic behaviour that occur as parts come into contact and separate. In this paper non-smooth nonlinearity is treated by the method of feedback linearisation [1–3], a nonlinear control method capable of transforming a nonlinear system into a linear one by appropriate choice of input. In complete input-output feedback linearisation all the states of a nonlinear system are linearised. This differs from the more general problem of partial input-output feedback linearisation, in which only the input-output map is linearised and the number of outputs is fewer than the number of states of the system. The remaining part of the system that has not been linearised generally remains nonlinear and is uncontrollable. Therefore its stability must be determined by checking the so-called zero dynamics: equivalent to a linear time invariant (LTI) system being minimum phase when all its zeros are in the left-hand half-plane. The method has found application in numerous engineering fields including
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Nomenclature

**A**  
State-space matrix for the zero dynamics

**b**  
Input vector

**C**  
Viscous damping matrix

**C}_{nl**  
Nonlinear damping matrix

**f**  
Objective function for linear model optimisation

**f}_{Cnl**  
Nonlinear damping force

**f}_{nl**  
Nonlinear stiffness force

**f}_{n**  
Desired natural frequency

**f}(t)  
Excitation force

**g}_{1};**  
Left and right gaps: nonlinear spring

**g}_{2};**  
Parameter correction factor

**g}_{q**  
Force distribution vector

**K**  
Stiffness matrix

**K}_{nl**  
Nonlinear stiffness matrix

**k}_{g};**  
Stiffness of the spring between ith degree of freedom and the floor

**k}_{ij**  
Stiffness of the spring between ith degree of freedom and jth degree of freedom

**k}_{g};**  
Nonlinear stiffness

**H**  
Receptance matrix

**l}_{z**  
Vertical position of the nonlinear spring slider

**M**  
Mass matrix

**m}_{i**  
Mass of the ith degree of freedom

**n**  
Relative degree

**q**  
Displacement vector

**T**  
Transformation matrix

**T}_{pl**  
Transformation matrix of the controllable linearised coordinates

**t**  
Time

**u}(t)**  
Real input

**v**  
Virtual input

**x**  
State space vector

**z**  
Linearised coordinate

**z}_{eq**  
Equilibrium point

**z}_{id**  
Internal dynamics

**z}_{ed**  
Zero dynamics
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the following: robotics, to control the trajectory and the body posture of a mobile robot [4–7]; electric motors, to stabilise the position and velocity of the rotor and to control the voltage [8–12]; in fuel cells, to control the pressure of hydrogen and oxygen [13]; and in actuation systems with valve nonlinearities [14,15]. In aerospace engineering the technique is used to control drones [16,17] and to suppress wing flutter [18–20]. All these examples relate to smooth nonlinearities in the system or in the input, which means that there are no non-differentiable points in the nonlinear characteristic. The application of the feedback linearisation control to non-smooth nonlinear systems is an area open to research, possibly because the smoothness of the nonlinearity was originally said to be a requirement for the application of feedback linearisation. Tao and Kokotovic [21] proved this constraint to be unnecessary at least in cases where the non-smooth nonlinearity is in the input and has a dead zone, piecewise, backlash or hysteresis characteristic - for these cases they also developed adaptive methods. Jiff et al. [22] developed the theory of complete and partial feedback linearisation to nonlinear aeroelastic systems with structural non-
smooth nonlinearity and demonstrated how flutter control of a wing might be achieved using a simulated example. In Ref. [23] this theory was applied experimentally to a non-smooth nonlinear system with the nonlinearity at the same degree of freedom as the input, thereby causing the zero dynamics of the system to be linear (i.e. a special case of partial feedback linearisation in which the entire system is linearised).

This paper is motivated by the need to generalise the experimental validation of feedback linearisation to non-smooth nonlinear systems, beyond the special case of [23], to include the more complicated general case when the zero dynamics are nonlinear. Partial feedback linearisation is applied to a non-smooth, nonlinear three degrees of freedom mass-spring system. In the present work the structural non-smooth stiffness and damping nonlinearity are located at a different degree of freedom from the output. The test-rig used in this study is presented in §2 with a full description of the system and its main characteristics. In §3, an analytical/numerical model is developed, and in §4 and §5 experimental tests on the linear and nonlinear configuration of the system, aimed at tuning the model parameters and validating it, are presented. In §§6–8, feedback linearisation is applied theoretically to the system and the stability of the internal dynamics is checked. The control objective is to partially linearise the system while the remaining nonlinear part is made stable. Finally in §9 partial linearisation is demonstrated by assigning natural frequencies and damping ratios to the linearised subsystem, which in this case happens to be the motion of the first mass of the three degrees of freedom system. Both experimental and numerical results are presented, including the stable zero dynamics.

2. Experimental set-up

The experimental rig shown in Fig. 1 consists of three masses supported and connected by a set of thin plate-like springs. For simplicity the system degrees of freedom are numbered 1, 2 and 3 from left to right in the figure. The system is a very simple mechanical system, with a non-smooth piecewise spring located at the third degree of freedom.

The system overall dimensions are 38 × 33 cm. The non-smooth piecewise nonlinearity is achieved by means of two additional springs, which we will call setting springs, mounted either side of the third mass. Each setting spring is separated from a grounding (or support) spring by a continuously adjustable gap, \( g_1 \) on the left and \( g_2 \) on the right. The result is a non-smooth nonlinear hardening spring characteristic due to the different values of stiffness, shown in Fig. 2, when the gaps are open or closed. The nonlinear effect can be modified by changing the length of the setting spring \( l_2 \) (i.e. vertical contact location). The stiffness of the coupling (or connecting) springs can be also adjusted by changing the position of the upper rigid link. The settings chosen for the experiments carried out in this paper were \( g_1 = g_2 = 0.035 \) mm and \( l_2 = 81.6 \) mm.

Linearisation control was implemented in dSPACE using a nested controller with a model-based outer loop that provides an actuator command, applied in an inner PD control loop that sets the measured force applied at the first degree of freedom. Three laser displacement sensors (Keyence LK-500 and LK-G402 and microepsilon OptoNCDT 1402-100) were arranged to measure the horizontal displacements of the three masses and provide the dSPACE inputs. Control actuation was achieved using a LDS V406 permanent magnet shaker with a LDS PA100 amplifier. The shaker force was measured by a PCB 208C02 load cell with a PCB 442C04 ICP signal conditioner. Details of the experimental set-up can be seen in Fig. 3(a)–(c). The first subfigure shows the arrangement of masses and springs with the shaker attached at the first mass. The second subfigure is a close-up photograph of the non-smooth nonlinearity located at the third mass, and the complete arrangement can be seen in the third subfigure.

![Fig. 1. Experimental test-rig.](image)
The system was instrumented separately for (1) open-loop modal hammer testing of the linear system (setting springs removed), (2) stepped sine testing of the open-loop nonlinear system and (3) closed-loop modal hammer testing of the linearised system (with setting springs). The first two of these tests were required to tune the numerical model used in the third test. The tests were carried out using a LMS SCADAS III, an instrumented hammer PCB 086C03 and three Kistler accelerometers K-Shear 8728A500.

During closed-loop control the external input was provided by hammer excitation and modal properties of the linearised system were determined. The shaker was used to produce the linearising control input in real time. Displacements and
velocities, by differentiation, were measured using the laser sensors. Both displacement and force signals were filtered using a second-order Butterworth filter with a cut-off frequency of 21 Hz, to remove high frequency noise and disturbances but without removing frequencies components related to the natural frequencies of the system or to the desired natural frequency of the linearised portion (maximum 19 Hz).

3. System model

The test rig may be represented schematically as the three degrees of freedom lumped parameter system shown in Fig. 4. The masses are assumed to be rigid and the springs massless. The nonlinear spring is located at the third mass.

In theory the nonlinear spring introduces piecewise nonlinear behaviour in the stiffness, but in practice nonlinear damping is also present, due to the effects of friction and impact. The equation of motion may be written in the time domain as,

$$\mathbf{Mq} + \mathbf{Cq} + \mathbf{K} \mathbf{q} + \mathbf{f}_{\text{Knl}} + \mathbf{f}_{\text{Col}} = \mathbf{f}(t)$$  \hspace{1cm} (1)

where \( \mathbf{q} \) contains the displacements associated with the three degrees of freedom, \( \mathbf{M} \), \( \mathbf{C} \) and \( \mathbf{K} \) are the mass, damping and stiffness matrices respectively, \( \mathbf{f}_{\text{Knl}} \) is the vector of nonlinear forces due to the nonlinear stiffness, \( \mathbf{f}_{\text{Col}} \) is the vector of nonlinear forces due to nonlinear damping and \( \mathbf{f}(t) \) is the excitation applied to the system. The structure and parameters pertaining to the above quantities may be expressed in the form,

$$\mathbf{q} = \begin{pmatrix} q_1 & q_2 & q_3 \end{pmatrix}^T \implies \dot{\mathbf{q}} = \begin{pmatrix} \dot{q}_1 & \dot{q}_2 & \dot{q}_3 \end{pmatrix}^T \implies \ddot{\mathbf{q}} = \begin{pmatrix} \ddot{q}_1 & \ddot{q}_2 & \ddot{q}_3 \end{pmatrix}^T; \mathbf{M} = \text{diag}(m_1, m_2, m_3)$$

$$\begin{bmatrix} k_{g,1} + k_{12} & -k_{12} & 0 \\ -k_{12} & 2k_{g,2} + k_{12} + k_{23} & -k_{23} \\ 0 & -k_{23} & 2k_{g,3} + k_{23} \end{bmatrix}; \quad \mathbf{C} = \begin{pmatrix} \alpha \mathbf{M} + \beta \mathbf{K} \end{pmatrix}$$

$$\mathbf{f}(t) = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} u(t)$$  \hspace{1cm} (2)

The complete definition of the nonlinear spring stiffness is shown in Fig. 2 and may be written formally as,

$$k_{g,\text{nl}} = \begin{cases} 2k_{g,3} + k_2 & q_3 \leq -g_1 \\ 2k_{g,3} + k_2 & -g_1 \leq q_3 \leq g_2 \\ 2k_{g,3} + k_2 & q_3 \geq g_2 \end{cases}$$  \hspace{1cm} (3)

and the nonlinear stiffness force in Eq. (2) is then given by,

$$\mathbf{f}_{\text{Knl}} = \begin{cases} \mathbf{K}_{\text{nl}} \left( \mathbf{q} - (0, 0, -g_1)^T \right) & \text{if } q_3 < -g_1 \\ 0 & \text{if } -g_1 \leq q_3 \leq g_2; \quad \mathbf{K}_{\text{nl}} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & k_2 \end{pmatrix} \end{cases}$$  \hspace{1cm} (4)

Energy is dissipated mainly as Coulomb friction between the slider and the grounding spring, so that the damping is proportional to the nonlinear stiffness force. The nonlinear damping force is modelled equivalently by taking into

![Fig. 4. Schematic of the three degrees of freedom non-smooth nonlinear system.](image)
consideration the physical assumption just described: it acts only when the slider and the setting spring are in contact and may be written as:

$$f_{Cnl,3} = \epsilon f_{Cnl,3} \text{sgn}(q_3)$$  \hspace{1cm} (5)$$

where $\epsilon$ is a correction factor to take account of friction and the impact restitution factor, while $|f_{Cnl,3}|$ is the contact force. The nonlinear damping force can then be expressed as,

$$f_{Cnl} = C_{nl} f_{Cnl} |\text{sgn}(q_3)|; \quad C_{nl} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \epsilon \end{bmatrix}$$  \hspace{1cm} (6)$$

Tuning of the system parameters was found to be necessary to converge the model upon the linear and nonlinear dynamics of the system.

4. Tuning the linear parameters

The set of linear parameters consists of the three masses of the system, the stiffness of the coupling and grounding springs and the proportional coefficients of the viscous damping model. An experimental hammer test was carried out on the linear system, with the setting springs removed, to determine the complete experimental receptance matrix with a frequency resolution of 0.05 Hz and averaging over 5 excitations with the hammer. Natural frequencies, damping ratios and mode shapes were extracted using the Polymax algorithm [24]. An optimisation procedure using an Immune Network Model Optimisation method [25] was used to minimise the difference between the experimental frequency response functions (FRFs) and those produced by the tuned numerical model in the range between 5 and 15 Hz. Ten independent parameters (3 masses, 5 stiffness and 2 proportional viscous coefficients) were optimised using the objective function,

$$f = \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k} (\text{FRF}_{ij} \text{num} - \text{FRF}_{ij} \text{exp})^2$$  \hspace{1cm} (7)$$

where $i$ and $j$ denote the degree of freedom of the system and $k$ is the spectral-line index. The optimised parameters are shown in Table 1, where $(\ast)$ denotes a nominal value and $(\ast)_i = g_{ei}(\ast)_i$ is a tuned (optimised) parameter. The correction factors, $g_{ei}$, close to unity, are deemed to be physical; the springs are found to be slightly softer than the numerical stiffnesses and the masses of the springs, neglected in the analysis, are spread across the three lumped masses of the system.

The FRFs, shown in Fig. 5, confirm that the system is indeed linear and the tuned model is in very good agreement with experimental results, showing only small discrepancies at very low levels of response. Fig. 6 shows that natural frequencies determined from the tuned model are very close to measured values and mode shapes are in excellent agreement (MAC > 99.5%).

5. Tuning the nonlinear parameters

The nonlinear stiffness and damping parameters, $k_2$ and $\epsilon$, were tuned using data from stepped sine tests carried out forwards and backwards in the range 5 Hz—35 Hz in steps of 0.05 Hz. Constant-amplitude force excitation was delivered by a suspended and balanced shaker, with different constant amplitudes for each of four experiments performed. The results obtained from each experiment were averaged over three tests at the same level of force amplitude.

The effect of the hardening nonlinearity is most clearly evident in the FRFs $H_{1,3}$ shown in Fig. 7. The excitation force was controlled to remain within $\pm 0.05$ N of the desired value. When the force increases the peak of the third mode becomes

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Linear system parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Correlation factor</td>
</tr>
<tr>
<td>$k_{2,1}$</td>
<td>1808.7 N/m</td>
</tr>
<tr>
<td>$k_{2,2}$</td>
<td>1808.7 N/m</td>
</tr>
<tr>
<td>$k_{2,3}$</td>
<td>1808.7 N/m</td>
</tr>
<tr>
<td>$k_{2,4}$</td>
<td>1723.5 N/m</td>
</tr>
<tr>
<td>$k_{2,5}$</td>
<td>1723.5 N/m</td>
</tr>
<tr>
<td>$m_1$</td>
<td>1.3297 kg</td>
</tr>
<tr>
<td>$m_2$</td>
<td>2.4234 kg</td>
</tr>
<tr>
<td>$m_3$</td>
<td>0.9065 kg</td>
</tr>
<tr>
<td>$a$</td>
<td>0.2605</td>
</tr>
<tr>
<td>$\dot{\theta}$</td>
<td>2.7948e-5</td>
</tr>
</tbody>
</table>
increasingly distorted, the resonant amplitude decreases and the jump frequency increases. Minor peaks at around 8 Hz, which do not appear in the linear test, are the effect of the shaker added mass linked to the system through the stinger [26].

Numerical nonlinear FRFs were obtained from the envelope of the time domain response of the system, excited at the first degree of freedom with a sine-sweep in which the excitation frequency \( Q(t) \) varied linearly with time, but slowly compared to the natural periods of the system. The FRFs were found to be sensitive to the nonlinear parameters only in the frequency range of the third mode, most affected by the nonlinear degree of freedom. The jump frequency is mainly influenced by the coefficient \( \epsilon \) and by increasing \( \epsilon \) the jump was found to occur at lower frequencies as a result of increased damping. The setting-spring stiffness \( k_2 \) was found to affect the slope of the FRFs around the nonlinear mode and the onset of nonlinearity was determined according to the sizes of the gaps \( g_1 \) and \( g_2 \) measured using a feeler gauge. Manually tuned parameters \( \epsilon = 0.3954, k_2 = 1722.6 \, \text{N} \) were found to produce numerical FRFs in very close agreement with measured values.

The comparison between experimental and numerical FRFs obtained with both upward and downward stepped-sines at four different levels of excitation is shown in Fig. 8. The FRF obtained for downward stepped-sine tests are very similar to those obtained during upward excitation; some differences are visible only in the jump frequencies, as is usual in nonlinear hardening systems. The comparison between experimental and numerical results confirms that the mathematical model is sufficiently accurate to describe the nonlinear behaviour of the system.

6. Feedback linearisation theory

The theory of feedback linearisation for systems with non-smooth nonlinearity was established by Jiffri et al. [22]. Feedback linearisation can be applied to linearise the complete system or only certain chosen degrees of freedom by replacing the nonlinear dynamics with arbitrarily-chosen linear dynamics. In the present case, input-output partial feedback linearisation is implemented by means of a virtual input and a coordinate transformation to linearise the nonlinear system often described as [1–3,18],

\[ \dot{x} = f(x) + g(x)u(t); \quad u(t) = \varphi(x) + \rho(x)\nu(t); \quad z = Tx; \quad x = (q \quad \dot{q})^T \]  \( \text{(8)} \)

where \( u(t) \) is the real input to the nonlinear system, \( \nu(t) \) is a “virtual input” corresponding to the linearised system, \( z \) is the linearised state vector and \( T \) is the co-ordinate transformation matrix. The nonlinear system described in Eq. (1) may be cast in first order form as,

\[ \dot{x} = f(x) + g(x)u(t) \]  \( \text{(9)} \)
Fig. 6. MAC between numerical and experimental mode shapes.

Fig. 7. Nonlinear experimental FRF for different levels of excitation - downward sweep: a) excitation force amplitude, b) nonlinear system responses.

\[
f(\mathbf{x}) = \left\{ \begin{array}{c} x_{(4,6)} \\ -\mathbf{M}^{-1}(\mathbf{K}x_{(1,3)} + \mathbf{C}x_{(4,6)} + f_{\text{nl}}(x_{(1,3)}) + f_{\text{nl}}(x_{5}, x_{6})) \end{array} \right\}
\]

\[
g(\mathbf{x}) = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}_{3x1}; \quad \mathbf{g}_q = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}
\]

The displacement at the first degree of freedom, \(q_1\), is chosen as the output \(y\) for the input-output linearisation procedure, while the nonlinearity is located in the third degree of freedom. The complete set of equations representing the partially linearised system is obtained by combining the output equation with its \(n\) time-derivatives, where \(n\) is the relative degree of the single input single output (SISO) system, i.e. the number of times it is necessary to differentiate the output before the input term appears explicitly. Denoting the coordinates of the linearised system as \(z_{i=1,2}\),

\[
z_1 = y = x_1
\]

\[
z_2 = \dot{z}_1 = \ddot{y} = \dddot{x}_1 = x_4
\]

\[
z_2 = \ddot{z}_1 = \dddot{y} = \ddddot{x}_1 = \dddddot{x}_4 = f_s(\mathbf{x}) + g_s(\mathbf{x})u(t)
\]

where \(f_s(\mathbf{x})\) and \(g_s(\mathbf{x})\) are the 4th rows of the vectors \(f(\mathbf{x})\) and \(g(\mathbf{x})\) respectively. Thus, the relative degree of the system is \(n = 2\), from which it is evident that the linearisation of the system is partial because \(n\) is less than the dimension of the state.
Fig. 8. Experimental vs. numerical FRFs, with changing force amplitude: (a)–(c) $F = 0.1$ N, (d)–(f) $F = 0.2$ N, (g)–(i) $F = 0.3$ N, (j)–(l) $F = 0.4$ N.

vector $\mathbf{x}$. It is shown in Appendix B that feedback linearisation is not feasible for lumped mass systems with the input and output at different degrees of freedom. Therefore, for the lumped mass non-smooth nonlinear system the input and output must be at the same degrees of freedom in order to apply feedback linearisation control. The transformation matrix between the linear and nonlinear systems of coordinates may be obtained from Eqs. (12) and (13) as,

$$\begin{align*}
\begin{bmatrix}
\mathbf{z}_1 \\
\mathbf{z}_2
\end{bmatrix} &= T_{pl} \mathbf{x} =
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix} \begin{bmatrix}
\mathbf{x}
\end{bmatrix}
\end{align*}$$

(14)

The system in linear coordinates becomes,
\[
\begin{aligned}
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 
\end{bmatrix} &= 
\begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix} 
+ 
\begin{bmatrix}
0 \\
1
\end{bmatrix} \nu, \\
\nu &= f_4(x) + g_4(x)u(t) 
\end{aligned}
\] (15)

where \( \nu \) is the artificial input, which may be chosen to specify the dynamics of the linearised system by eigenvalue assignment,

\[
\nu = -r_1z_1 - r_2z_2 = -\omega_n^2z_1 - 2\zeta_n\omega_nz_2 
\] (16)

It is found by substituting Eq. (16) into Eq. (15) that,

\[
\begin{aligned}
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2
\end{bmatrix} &= 
\begin{bmatrix}
0 & 1 \\
-\omega_n^2 & -2\zeta_n\omega_n
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix} 
\end{aligned}
\] (17)

7. Internal dynamics

It is generally not possible to control the entire dynamics of a multi degree of freedom system using a single output. In the present case the system described in Eq. (17) has a dimension of 2 whereas the full system has dimension 6. Thus, there remains an un-linearised portion of dimension 4, known as the internal dynamics. The full transformation matrix \( T \), where \( z = Tx \), should be chosen under the conditions (a) that it is non-singular and (b) the dynamics associated with the additional co-ordinates are orthogonal to \( g(x) \). The latter condition ensures that the internal dynamics are obtained in the normal form, where the system inputs do not appear. A matrix satisfying these conditions is given by,

\[
z = Tx, \quad T = 
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 
\end{bmatrix}
\] (18)

and the nonlinear internal dynamics in transformed coordinates may then be written as,

\[
\dot{z}_{id} = 
\begin{bmatrix}
\dot{z}_3 \\
\dot{z}_4 \\
\dot{z}_5 \\
\dot{z}_6
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2 \\
z_3 \\
z_4 \\
z_5 \\
z_6
\end{bmatrix} + 
\begin{bmatrix}
k_{1,2} & c_{2,1} & k_{2,2} & c_{2,2} & c_{2,3} & c_{3,3} \\
k_{1,3} & k_{2,3} & k_{2,2} + 2k_{3,3} & c_{2,2} & c_{2,3} & c_{3,3} \\
k_{1,3} & k_{2,3} & k_{2,2} & c_{2,2} & c_{2,3} & c_{3,3} \\
k_{1,3} & k_{2,3} & k_{2,2} & c_{2,2} & c_{2,3} & c_{3,3} \\
k_{1,3} & k_{2,3} & k_{2,2} & c_{2,2} & c_{2,3} & c_{3,3} \\
k_{1,3} & k_{2,3} & k_{2,2} & c_{2,2} & c_{2,3} & c_{3,3}
\end{bmatrix}
\begin{bmatrix}
f_{Knl}(z_4) \\
f_{Cnl}(z_4)
\end{bmatrix}
\] (19)

where \( c_{ij} \) is the element located at \( i \)th row and \( j \)th column of the damping matrix \( C \). The so-called zero dynamics are found by setting to zero the coordinates \( z_1 \) and \( z_2 \) corresponding to the linearised state variables. Thus,

\[
\dot{z}_{zd} = 
\begin{bmatrix}
\dot{z}_3 \\
\dot{z}_4 \\
\dot{z}_5 \\
\dot{z}_6
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 
\end{bmatrix}
\begin{bmatrix}
z_3 \\
z_4 \\
z_5 \\
z_6
\end{bmatrix} + 
\begin{bmatrix}
k_{2,2} + k_{1,2} + k_{2,3} & k_{2,2} + k_{2,3} & c_{2,2} & c_{2,3} \\
-k_{2,3} & -k_{2,3} - 2k_{3,3} & c_{2,2} & c_{2,3} \\
k_{2,3} & k_{2,3} + 2k_{3,3} & c_{2,2} & c_{2,3} \\
-k_{2,3} & -k_{2,3} & c_{2,2} & c_{2,3}
\end{bmatrix}
\begin{bmatrix}
f_{Knl}(z_4) \\
f_{Cnl}(z_4)
\end{bmatrix}
\] (20)

Then, with the proviso that the dynamics of the linearised system are stable by eigenvalue assignment, stability of the complete system is ensured when the zero dynamics are stable. Proof of the stability of the zero dynamics may be found in Appendix A and demonstrated in numerical simulations with different initial conditions in Fig. 9.
8. Dynamics of the complete system with partial feedback linearisation

The equation describing the complete dynamics of the partially linearised system can be expressed using Eqs. (17) and (19) as:

\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\dot{z}_3 \\
\dot{z}_4 \\
\dot{z}_5 \\
\dot{z}_6 \\
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
-\omega_n^2 & -2\zeta_n\omega_n & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
k_{1,2}\frac{c_{2,1}}{m_2} & \frac{2k_{2,2} + k_{1,2} + k_{2,3}}{m_2} & k_{2,3}\frac{c_{2,2}}{m_2} & -\frac{c_{2,2}}{m_2} & -\frac{c_{2,2}}{m_2} \\
0 & \frac{c_{2,1}}{m_3} & \frac{k_{2,3}}{m_3} & \frac{k_{2,3} + 2k_{2,3}}{m_3} & \frac{c_{2,2}}{m_3} & \frac{c_{2,2}}{m_3} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2 \\
z_3 \\
z_4 \\
z_5 \\
z_6 \\
\end{bmatrix} +
\begin{bmatrix}
0 & 0 & 0 & 0 & -1/m_3 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\bar{f}_{Knl}(z_4) + f_{Cnl}(z_4, \dot{z}_4) \\
\end{bmatrix}
\]

It is seen that the linearised part is given entirely in terms of the first two states and is therefore independent of states \(z_3 - z_6\). The nonlinear internal dynamics depend upon the full system of states including \(z_1, z_2\) of the linearised sub-system. This effect is also apparent when the system in Eq. (21) is re-written in second order form,

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & m_2 & 0 & 0 & 0 & 0 \\
0 & 0 & m_3 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\dot{z}_3 \\
\dot{z}_4 \\
\dot{z}_5 \\
\dot{z}_6 \\
\end{bmatrix} +
\begin{bmatrix}
2\zeta_n\omega_n & 0 & 0 & 0 & 0 & 0 \\
-\beta k_{1,2} & a m_2 & \beta(k_{2,2} + k_{1,2} + k_{2,3}) & 0 & -\beta k_{2,3} & 0 \\
0 & 0 & 0 & a m_3 & \beta(k_{2,3} + k_{2,3}) & 0 \\
-\omega_n^2 & -k_{2,2} + k_{1,2} + k_{2,3} & 0 & -k_{2,3} & 0 & 0 \\
-k_{2,3} & -k_{2,3} & k_{2,3} + k_{2,3} & 0 & 0 & 0 \\
0 & 0 & 0 & k_{2,3} + k_{2,3} & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2 \\
z_3 \\
z_4 \\
z_5 \\
z_6 \\
\end{bmatrix} +
\begin{bmatrix}
\bar{f}_{Knl}(z_4) + f_{Cnl}(z_4, \dot{z}_4) \\
\end{bmatrix}
\]

It is seen that the linearised part is given entirely in terms of the first two states and is therefore independent of states \(z_3 - z_6\). The nonlinear internal dynamics depend upon the full system of states including \(z_1, z_2\) of the linearised sub-system. This effect is also apparent when the system in Eq. (21) is re-written in second order form,
The system damping and stiffness matrices have lost the property of symmetry, the eigenvalue of the linear first degree of freedom is the assigned natural frequency \( \omega_n = 2\pi f_n \) with damping ratio \( \zeta_n \), and the system corresponding to the second and third degrees of freedom is nonlinear.

9. Results

In this section experimental and numerical results from the three degrees of freedom, non-smooth, nonlinear, closed-loop system are presented and compared.

The experimental setup was the described in [2] including the use of dSPACE for implementation of the controller and LMS Test.Lab for external hammer excitation of the linearised system. The first degree of freedom should be linear when the controller is switched on and therefore an impact modal test is entirely appropriate. The closed-loop test procedure begins with the system in static equilibrium. Desired \( \omega_n \) and \( \zeta_n \) are set and the controller is switched on. Hammer excitation is delivered at the first mass and displacement and accelerations are measured at all three masses. The shaker delivers the

![Fig. 10. Schematic of the control strategy.](image)

![Fig. 11. (a–d) Experimental closed-loop FRFs.](image)
control force according to the commanded input determined by the dSPACE model (at 10 kHz processing speed) and regulated by the PD controller. The duration of a single test from the moment of impact is 10 s, experimental FRFs are obtained in LMS TestLab by averaging over 5 tests and modal parameters of the linearised system are determined.

A schematic of the closed-loop control is shown in Fig. 10 with the outer dSPACE control loop and the inner PD controller, which was tuned separately on a sinusoidal signal with gains that were feasible for the working frequency range of the system — further details can be found in Appendix C. The purpose of the saturation term is to prevent damage to the shaker caused by hitting the stops at the end of its stroke.

Numerical closed-loop FRFs were obtained for purposes of comparison by exciting the partially linearised model with a slowly varying sine-swept force applied at the first degree of freedom. The equation of motion includes both the external excitation \( f(t) = \sin(\Omega(t)t) \) and the control force \( u(t) \),

\[
M\ddot{q} + C\dot{q} + Kq + f_{knl} + f_{cm} = g_{0}(f(t) + u(t))
\]

where \( \Omega(t) \) changes linearly with time at a slow rate compared to the natural frequencies of the system.

Experiments and numerical simulations were repeated for four different values of natural frequencies,

\[
f_n = \{9.7 \quad 13.5 \quad 16 \quad 19\} \text{Hz}
\]

and twelve damping ratios.
During all the tests, the nonlinear springs are known to act on the system until the motion decays to amplitudes lower than the gaps values. The experimental closed-loop FRFs of the linearised degree of freedom are shown in Fig. 11. It is seen that the controller is able to assign the desired dynamics in almost all cases. It completely cancels out the dynamics of the third mode, while a small part of the dynamics of the first mode at 6.9 Hz is not completely cancelled out but decreases when the desired natural frequency and damping ratio increases. The less than complete cancellation of the first mode is due to imperfections in the tuned model.

It is evident from Figs. 11 and 12 together that the experimental closed-loop FRFs match the numerical ones very closely. Similar to the experimental results, the simulated FRFs show the complete cancellation of the third mode while the first mode is less than completely cancelled especially in the FRFs with low damping. In this case, it is due to replication of experimental procedures by numerical differentiation of displacements to obtain velocities in the numerical model.

The response of the linearised system at low frequencies is seen to be higher in the numerical simulation than in the experiments due to the motion of the shaker in the low frequency range. The natural frequencies and damping ratios of the closed-loop system were extracted using the PolyMAX algorithm and are compared to assigned values in Fig. 13. The closed-loop feedback linearisation is able to correctly apply the natural frequency and damping ratio in all cases, even though changing the natural frequency of a system by eigenvalue assignment is usually a very challenging task, even in linear systems. In the case in which only the damping ratio is different with respect to
the open loop system, i.e. $f_n = 9.7$ Hz denoted by the light blue bars in Fig. 13 (in the web version), the actual damping values are very well aligned with the desired ones, while the natural frequencies are slightly lower than expected. In the case of $f_n = 13.5$ Hz (red bars in Fig. 13 - in the web version) the experimental natural frequencies and damping ratios are all well aligned with assigned values. It is seen that the controller continues to assign natural frequencies and damping ratios very well until a certain level of damping ratio is reached, and from that point onwards the shaker begins to saturate and is unable to deliver the required control force. This effect becomes clear in Fig. 13 for the assigned natural frequency of 16 Hz (dark blue bars in Fig. 13 – in the web version) when the controller is able to assign the correct values of natural frequency and damping ratios until $\zeta_n = 30\%$. Thereafter, at higher assigned damping values, the natural frequencies are accurately assigned while the damping ratio results are consistently and increasingly lower than desired. At $\zeta_n = 50\%$ the eigenvalue is not identified. In the final case of an assigned natural frequency at 19 Hz, the same trend is evident in the damping ratios but saturation is reached at a lower value of damping because of the increased demand caused by shifting the natural frequency to an even higher value. The controller is not able to assign very low values of damping, less than 2%, probably because of internal damping in the shaker.

The result of numerical feedback linearisation, including force saturation, is provided in Fig. 14. Experimental and numerical FRFs both display the saturation effect of a truncated peak, which leads to an inaccurate estimate of the damping ratio.

A comparison between numerical and experimental FRFs for the four assigned natural frequencies with $\zeta_n = 5\%$ are shown in Fig. 15. The experimental trend is again very similar to the numerical one, but there are discrepancies in the vibration amplitude especially at low frequencies. The reason for this is that the numerical FRFs are obtained by swept-sine tests, while the experimental ones are determined from hammer tests. The closed-loop control is able to linearise the output, and the FRFs are close to a single degree of freedom system. Also, the assigned natural frequencies are located exactly at the $-90^\circ$ phase point, as in Fig. 16, and the slope of the phase decreases with increasing the damping ratio. The experimental time domain response $z_1$ to the impact, in Fig. 17, shows a single harmonic response, which confirms that the linearised part of the partially linearised system is independent of the internal dynamics. The decay time of the response clearly decreases when the damping ratio is increased.

The FRFs of the internal dynamics with $\zeta_n = 5\%$ are shown in Fig. 18. The numerical internal dynamics FRF shows three major peaks: one corresponding to the assigned natural frequency, i.e. the effect of the linearised degree of freedom on the internal dynamics, and the other two related to resonances of the nonlinear internal dynamics. A jump due to the hardening effect can be seen in the second row of numerical FRFs $H_{13}$, because the internal dynamics is nonlinear. The experimental results follow the same trend but do not catch the jump and show higher order harmonic components, due to the nonlinearity. The FRFs obtained with higher damping ratios (not shown) display very similar behaviour with the peak of the desired eigenvalue less visible when the damping ratio increases.

The time domain responses of the internal dynamics are shown in Fig. 19. The amplitude of the responses is much smaller than those of the linearised degree of freedom. The scales of $z_2$ and $z_4$ respectively in Fig. 19 are amplified by factors of two and four times that of the linearised degree of freedom $z_1$ in Fig. 16. It should be remembered that $z_4$ represents the displacement of the third mass. Thus in Fig. 19(b), when the gap size is superimposed on the time response, it is seen that approximately equal periods of time are spent with the gaps open and closed. The responses show a multi-harmonic behaviour as expected. The decay time is much longer than the decay time of the linearised degree of freedom but was found to be completely decayed at around 30 s.
Fig. 16. Experimental closed loop FRF phases.

Fig. 17. Time domain $z_1, f_1 = 16$ Hz.

Fig. 18. Internal dynamics numerical and experimental closed loop FRFs for different values of natural frequency and $\zeta = 5\%$: (a)–(d) $|H_{1,1}|$, (e)–(h) $|H_{1,3}|$. 
10. Conclusion

An experimental investigation of input-output partial feedback linearisation on a three degrees of freedom nonlinear system with piecewise linear stiffness is reported in this paper. The input and output share the same first degree of freedom while the nonlinearity is located at the third degree of freedom. This arrangement results in non-smooth, nonlinear zero dynamics that are shown to be stable, causing the entire system to be stable when the eigenvalues of the linearised part are positively damped. Successful partial feedback linearisation is achieved with the linearised first degree of freedom displaying a single mode - at the assigned original second natural frequency and above - while the other modes are almost completely cancelled out, except small effects caused by slight imperfections in the tuned model. The uncontrollable internal dynamics are shown to be stable with three main peaks and further nonlinear resonance effects. Excellent agreement is achieved between experimental and numerical results, except for saturation of the shaker which occurs when the assigned eigenvalues are too far away from the open-loop natural frequencies and damping ratios. The experiments described here validate the theory previously reported by two of the present authors.
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Appendix A. Stability of the zero dynamics

The application of partial feedback linearisation requires stability of the zero dynamics for the overall stability of the system. A physical argument can be made in the present case to support the proposition that the system is stable. The piecewise-linear nature of the system means that if its displacement lies outside the central region \(-g_1 < z_4 < g_2\), then it will be driven within that region when sufficient energy has been dissipated through damping. Once inside the central region the system is linear with a zero equilibrium state. However, for purposes of completeness a brief mathematical derivation will now be provided.

The zero dynamics of Eq. (19) may be written as,

\[ \dot{z}_{zd} = Az_{zd} + bf_{nl} \]  

(A.1)

with the obvious definition of matrix \( A \), vectors \( b \) and \( f_{nl} \), and equilibrium points are found that satisfy,

\[ Az_{eq} + bf_{nl} = 0 \]  

(A.2)

The nonlinearity is piecewise linear, so that,
\[
    f_{nl} = \begin{cases} 
    k_2(z_4 - ( -g_1)) & z_4 < -g_1 \\
    0 & -g_1 < z_4 < g_2 \\
    k_2(z_4 - g_2) & z_4 > g_2 
    \end{cases} 
\]  
(A.3)

Using the substitution \( z_4 = e_2^T \mathbf{z}_{eq} \) and \( e_2 = \mathbf{t}^{4 \times 4}_{(c,2)} \),

\[
    f_{nl} = \begin{cases} 
    k_2 e_2^T \mathbf{z}_{eq} + k_2 g_1 & z_4 < -g_1 \\
    0 & -g_1 < z_4 < g_2 \\
    k_2 e_2^T \mathbf{z}_{eq} - k_2 g_2 & z_4 > g_2 
    \end{cases} 
\]  
(A.4)

The equilibrium point has to be found in each of the three regions. In the central region, \(-g_1 < z_4 < g_2\), from Eq. (A.1) and Eq. (A.3),

\[
    A \mathbf{z}_{eq} = 0 
\]  
(A.5)

Since \( A \) is full rank, then,

\[
    \mathbf{z}_{eq} = 0 
\]  
(A.6)

In the first outer region \( z_4 < -g_1 \), from Eq. (A.1) and Eq. (A.3),

\[
    A \mathbf{z}_{eq} + b \left( k_2 e_2^T \mathbf{z}_{eq} + k_2 g_1 \right) = 0 
\]  
(A.7)

\[
    \mathbf{z}_{eq} = - \left[ A + bk_2 e_2^T \right]^{-1} bk_2 g_1 
\]  
(A.8)

This leads to,

\[
    \mathbf{z}_{eq} = - \begin{bmatrix} 0.0788 & 0.2606 & 0 & 0 \end{bmatrix}^T g_1 
\]  
(A.9)

It is clear that \(-0.2606 > -1\) and therefore there is no equilibrium point in the range \( z_4 < -g_1 \).

And the second outer region, \( z_4 > g_2 \), from Eq. (A.1) and Eq. (A.3),

\[
    A \mathbf{z}_{eq} + b \left( k_2 e_2^T \mathbf{z}_{eq} - k_2 g_2 \right) = 0 
\]  
(A.10)

\[
    \mathbf{z}_{eq} = \left[ A + bk_2 e_2^T \right]^{-1} bk_2 g_2 
\]  
(A.11)

This leads to,

\[
    \mathbf{z}_{eq} = \begin{bmatrix} 0.0788 & 0.2606 & 0 & 0 \end{bmatrix}^T g_2 
\]  
(A.12)

It is clear that \(0.2606 < 1\) and therefore there is no equilibrium point in the range \( z_4 > g_2 \).

The stability of each of the three equilibrium points in each of the three ranges was investigated in detail by the present authors [22]. They discovered theoretically and in numerous simulations that the two non-zero equilibria were stable only in case of zero stiffness in the central region (i.e. freeplay). Otherwise, as in the present case, the two non-zero equilibria were found to be points of neutral stability.

Thus, the only equilibrium point to be considered is \( \mathbf{z}_{eq} = 0 \) and, since the zero dynamics are non-smooth, its stability will be analysed with a general Lyapunov approach for non-smooth systems [27],

\[
    V = \frac{1}{2} \mathbf{z}_{zd}^T \mathbf{P} \mathbf{z}_{zd}, \quad \mathbf{P} > 0, \quad \mathbf{P}^T = \mathbf{P} 
\]  
(A.13)

It may be shown using the calculus of the Filippov differential inclusion [28], applied in non-smooth feedback linearisation in Ref. [22], that

\[
    V = \mathbf{z}_{zd}^T \mathbf{P}(A \mathbf{z}_{zd} + b_{nl}) 
\]  
(A.14)

which in the three regions can expressed as,
\[
\dot{V} = \left\{ \begin{array}{l}
\dot{x}_{zd}^T P \dot{A} z_{zd} + b(k_{2} z_{4} - (-g_{1})) + \varepsilon \text{ sgn}(z_{6}) k_{2} z_{4} - (-g_{1})) \bigg| \\
\dot{x}_{zd}^T P A z_{zd} + b(k_{2} z_{3} - g_{2}) + \varepsilon \text{ sgn}(z_{6}) k_{2} (z_{3} - g_{2}) \bigg| \\
\dot{x}_{zd}^T P \dot{A} z_{zd} + b(k_{2} z_{3} - g_{2}) + \varepsilon \text{ sgn}(z_{6}) k_{2} (z_{3} - g_{2}) \bigg|
\end{array} \right. 
\]
(A.15)

Therefore, stability is governed by the negative definiteness of each of the three expressions in Eq. (A.15), and inside the central region by:

\[
P A < 0
\]  
(A.16)

Since a matrix \(P\) can always be found to satisfy Eq. (A.16) the system is found to have a stable zero equilibrium.

**Appendix B. Partial feedback linearisation applied to SISO lumped mass systems**

A sufficient condition for partial feedback linearisation is that input appears explicitly after differentiating the output a finite number times, known as the relative degree and denoted by \(n\).

For reasons of simplicity a single-input single-output (SISO) will be considered. Then, without loss of generality an \(N\) degree of freedom lumped mass system with input at the first coordinate may be chosen. The output is assumed to be at the \(\chi\)th coordinate and the non-smooth nonlinearity at the \(n\)th coordinate.

Using the nomenclature introduced in §6 the expression for the state space model may be re-written as,

\[
f(x) = \left\{ \begin{array}{l}
\dot{x}_{N+1,2N}^{(x)} \\
\dot{f}_{m}(x)
\end{array} \right\}; \quad (f_{m})_{q} \neq 0
\]  
(B.1)

and,

\[
g(x) = \left\{ \begin{array}{l}
0_{N+1} \\
M^{-1} \dot{g}_{q}
\end{array} \right\}; \quad M^{-1} = \begin{bmatrix}
1/m_{11} \\
& \ddots \\
& & 1/m_{nn}
\end{bmatrix}
\]  
(B.2)

Thus,

\[
g_{j}(x) = 0; \quad g_{j=N+1}(x) = 1/m_{11}; \quad j = 1, \ldots, 2N
\]  
(B.3)

The presence of the input in the \(i\)th derivative of the output depends upon the nonzero entries of the term \(g(x) \in \mathbb{R}^{2N \times 1}\). Then, by carrying out differentiation of the output,

\[
z_{1} = y = x_{\chi - 1}
\]  
(B.4)

\[
z_{2} = \dot{z}_{1} = \dot{y} = x_{\chi - 1} = x_{N+\chi=N+1}
\]  
(B.5)

\[
z_{3} = \ddot{z}_{2} = \ddot{z}_{1} = \ddot{y} = x_{N+\chi=N+1} = f_{N+\chi=N+1}(x) + g_{N+\chi=N+1}(x) \times u(t)
\]  
(B.6)

Therefore a transformation matrix can be formed between linear and nonlinear coordinate systems and the first coordinate can be linearised as in §6.

If the degree of freedom of the output is different from the degree of freedom of the input \((\chi \neq 1)\), then

\[
z_{1} = y = x_{\chi}
\]  
(B.7)

\[
z_{2} = \dot{z}_{1} = \dot{y} = \dot{x}_{\chi} = x_{N+\chi}
\]  
(B.8)

\[
z_{3} = \ddot{z}_{2} = \ddot{z}_{1} = \ddot{y} = \ddot{x}_{\chi} = f_{N+\chi}(x) + g_{N+\chi}(x) \times u(t) = f_{N+\chi}(x)
\]  
(B.9)

because \(g_{N+\chi}(x) = 0\).
\[ z_4 = \dot{z}_3 = \frac{\partial}{\partial t} f_{N+X}(x) = \frac{\partial}{\partial t} \left( -\frac{1}{m_{xx}} (K_{xx} \dot{x} + C_{xx} \dot{x}) \right) + \frac{\partial}{\partial t} \left( -\frac{1}{m_{xx}} f_{nl} \right) \] \hspace{1cm} (B.10)

If \( \chi = \eta \) differentiation of the nonlinear term is required and therefore feedback linearisation is not feasible. If \( \chi \neq \eta \), then in principle differentiation can continue but the transformation matrix is found not to allow the required separation of the linearised subsystem from the nonlinear internal dynamics, and therefore, once again, feedback linearisation is found not to be feasible. This observation can be readily tested on simulated examples and extends to the case of multiple-input multiple-output partial feedback linearisation.

Therefore, in a lumped-mass system, with no inertial coupling, it is necessary to have the input at the same degrees of freedom as the output for partial feedback linearisation.

Appendix C. Control of the input force

Outer loop control is not effective because the force provided by the shaker is directly proportional to the current in the electromagnetic coils and not the output voltage from dSPACE. Therefore an inner PD controller is necessary to regulate the shaker force in real time. In this case the proportional and derivative coefficients of the controller were tuned manually to reproduce sine waves in the range of interest from 4 to 21 Hz. The three natural frequencies of the system and the assigned frequencies were all within this range and it was found that the resulting controller was able to deliver the inputs commanded by outer-loop linearising controller with good accuracy as shown in Figs. C.1 and C.2. The output of the PD controller is a voltage to drive the shaker and is subject to a saturation term in dSPACE to ensure the safety of the hardware.

**Fig. C.1.** Commanded and achieved input for \( f_0 = 16 \) Hz: a) \( \zeta_0 = 0.5% \) and b) \( \zeta_0 = 5\% \).

**Fig. C.2.** Commanded and achieved input for \( f_0 = 19 \) Hz: a) \( \zeta_0 = 5\% \) and b) \( \zeta_0 = 35\% \).

The figures show typical command signals from the outer-loop feedback linearising controller and achieved force inputs, the latter being measured by the load cell and provided to the system. The system is initially at rest and excitation is delivered at \( t = 1 \) s with the controller switched on. In Fig. C.1 the actual input reproduces the command signal very well, measured modal parameters are very close to the assigned ones and partial feedback linearisation is successfully applied. In Fig. C.2 the physical input is slightly different from the assigned one and, in the case of low damping (Fig. C.2(a)), the discrepancy is
acceptable and the controller is still able to assign the correct modal parameters. When the assigned damping is high (Fig. C2(b)) the discrepancy between actual and desired input becomes evident, due to the voltage saturation, and the controller is no longer effective in assigning the desired damping.
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