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Abstract

A nanomachine is the basic functional unit in nanotechnology that can perform simple tasks, like sensing and actuation. A set of nanomachines can perform more complex tasks through communicating and sharing information, and by that, they form a nanonetwork. Different communication techniques are proposed for information exchange among nanomachines. Molecular communication is one of these techniques, which is a bio-inspired communication mechanism. The characteristics and rules that govern molecular communication are motivated by communication in biological systems. The main research motivation for writing this dissertation is to emphasise that nanonetworks have different functionalities, environmental rules and objectives, and thus different approaches to system design and problem specifications are needed. The main goal of this dissertation is to explore and analyse molecular communication, through proposing models and defining different scenarios. These models study channel transmission reliability, the distance that transmitted molecules can reach. Beside that, many other aspects have been explored such as the effects of the medium noise, the effects of interference between the current transmitted molecules and previous transmitted molecules, nanomachines energy, consensus problems, and security issues in communication among nanomachines.

Ensuring that the transmitted molecules are received by the receiver nanomachine is an important challenge in molecular communication channel. Thus, PRISM model checker is employed to verify the acknowledgment of receiving molecules in one dimensional channel. Then, PRISM is utilized to check the probability of success/ failure of both transmission/ receiving molecules in a bi-direction and multi-access molecular communication channel.

The propagation of molecules in the communication medium is a significant topic to explore, in order to study the effects of noise, the residual molecules from previous communications and properties of the medium itself, on the sensed molecules, by the receiver nanomachine. Thus, the parameters that can affect the maximum distance that a diffused molecule can reach, and the parameters that have an impact on the pattern of diffusion recognition, are explored through experimentation.

The consensus problem is essential in any distributed system to fulfil an overall agreement or commitment to perform tasks. Thus, reaching consensus among nanomachines in molecular communication is an important topic. A consensus protocol among
nanomachines is proposed. The steps of the protocol are implemented twice, after elect-
ing a leader nanomachine in the network, then, after proposing an energy harvesting
model. Furthermore, reaching a consensus among $n \times n$ nanomachines has been veri-
fi ed using PRISM model checker. Moreover, the consensus problem in diffusion based
network with the existence of an adversary nanomachine is presented, as an attempt to
explore security issues in molecular communication.

Finally, in a security relevant issue, a protocol is proposed to apply a nanonetwork
to jam the communication among bacteria, in order to prevent them from launching an
attack.
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Chapter 1

Introduction

1.1 Introduction

Nanotechnology is a promising research field, which deals with structures, devices, systems and materials creation, by manipulating matter at an atomic and molecular scale, enabling devices development in a scale ranging from one to hundreds of nanometers. Nanonetwork is considered a new research branch, which derived from applying nanotechnology in the digital communication field [8].

The communication between nanoscale devices expands the possible applications, and moreover, it increases the complexity and range of operation of the system [2]. Many options for communications in nanoscale have been revealed and studied, several of which use natural mechanisms and processes as a model, by directly applying different elements from nature to serve their purposes [135]. Molecular communication is a bio-inspired communication mechanism, where information is exchanged through transmitting, propagating and receiving molecules between two nanometer-scale devices [155].

The characteristics and rules that govern molecular communication are motivated by the communication in biological systems. The main goal of this dissertation is to explore and analyze molecular communication. Through proposing models and defining different scenarios to study the channel transmission reliability, the distance that transmitted molecules can reach, the effects of medium noise, the effects of interference between the current transmitted molecules and previous transmitted molecules, nanomachines energy, consensus problem, and security issues in communication among nanomachines.

This chapter discusses the motivation and outline of the dissertation, and is organized in the following: Section [1.2] gives a brief background to nanotechnology and the concept of nanonetworks, including various approaches to develop nanomachines (the functional units in nanonetworks) in subsection [1.2.1] and exploring the potential applications of nanonetworks in subsection [1.2.2]. Section [1.3] presents the communication techniques employed in nanonetworks; in subsection [1.3.1] the types of molecular communication techniques are described; and the types of electromagnetic communication techniques are presented in subsection [1.3.2]. The main processes of molecular communication based
systems are introduced in Section 1.4. Section 1.5 discusses the state of the problem and research motivations, while in Section 1.6 the research objectives are presented. In Section 1.7 the contribution of the thesis are stated. The outline of the dissertation is demonstrated in Section 1.8. Section 1.9 lists the presented and accepted abstracts.

1.2 Nanonetworks: Background

Nanotechnology can be defined as the science of engineering functional systems at an atomic and molecular scale, the prefix 'nano-' denotes a factor of $10^{-9}$ and means a billionth [163]. Nanotechnology was first envisioned in December 1959 by the Nobel laureate physicist Richard Feynman at Caltech, where in his lecture entitled "There’s plenty of room at the bottom" he talked about the miniaturization of devices down to an atomic level [68]. The research field of nanotechnology is becoming a key area in science based on multidisciplinary collaborations involving medicine, engineering, physics, biology, computer science, and other disciplines, promising new solutions for different applications. A nanomachine is considered to be the basic functional unit in nanotechnology. The rapid evolution in nanotechnology has provided appropriate development in miniaturization and fabrication of nanomachines with simple sensing, computation, data storing, communication and action capability [8]. Further capabilities and applications can be enabled if multiple nanomachines communicate to perform collaborative and synchronous functions in a distributed manner to form a nanonetwork [161].

The Internet of Things concept carries the promise to create a global network, it is a paradigm which can facilitate the communication between everyday objects with one another and with other devices and services over the Internet to achieve different objectives, where these objects are equipped with identifiers, and sensing, processing and networking capabilities [26, 176]. This paradigm has a future vision of being extended by combining more devices, through the Internet of Nano-Things, where nano-scale devices are interconnected with conventional networks and the Internet. However, there are many communication challenges in implementing this idea [11, 88, 176].

1.2.1 Nanomachines Development Approaches

It is obvious that nanomachines are very small devices, with dimensions at or below micrometer range [40]. A manufacturing technique has been presented in [150] of a sensor nanomachine with the ability to detect and count a certain type of molecules. However, the main approaches for nanomachines development are as follows:

1. Top-Down Approach: This method is based on Richard Feynman’s lecture in 1959. In this approach nanomachines are developed by downscaling current micro-scale devices (microelectronics and micro-electro-mechanical devices). Thus, as an example, a macro-scale machine is first fabricated into an exact copy of itself but with four times smaller scale. Then, after ensuring that it properly works, the
reduced-size machine is used to build a copy of itself with 16 time smaller than the original machine. Gradually, the process of fabricating smaller machines continue until finally producing a nano-scale machine with the ability to carry out simple tasks \([101]\).

2. **Bottom-Up Approach:** In this method nanomachines are developed through investing science and technology at nano-meter scale using molecular compositions. As examples of techniques that use this approach to assemble nanomachines are molecular manufacturing and DNA scaffolding \([163]\).

3. **Bio-hybrid Approach:** The development of nanomachines according to this method is inspired by the natural biological structures of living organisms. Nanomachines can be developed through mimicking existing biological components; as an example, a battery fabricated from adenosine triphosphate which simulates mitochondria conduction \([163]\), or through reusing biological entities like DNA or proteins \([161]\).

### 1.2.2 Applications of Nanonetworks

The communication between nanomachines enables them to achieve more complex tasks and to extend the dimensions of its potential application in different domains. Among others, here are some of the main areas:

**Biomedical Applications:** Due to this type of application, many hybrid fields have emerged, such as biomedical nanotechnology, bio-nanotechnology, and nanomedicine. Many examples of nanonetworks’ applications in biology that could fundamentally help in disease detection \([38]\); and there is research \([122, 172]\) that discusses the use of nanoparticles in diagnosing brain cancer and oral cancer by utilizing carbon nanotubes and gold nano-particles. Current research is focused on the use of nano-particles to detect cancer cells. The future research aim is to utilize nanomachines rather than nanoparticles, due to their computational and operational capabilities, and their ability to communicate with each other \([163]\). Nanomachines can also be employed to deliver drugs \([35, 72]\) to the desired location inside the human body, and thus help to reduce the side-effects.

**Environmental Surveillance:** Nanonetworks applications can include environmental areas, such as the control of water pollution and air quality surveillance \([163]\). For example, nanomachines can be employed to monitor the environment and distinguish whether certain molecules (including radioactive molecules) that can cause environmental problems are present \([18]\).

**Food Science Applications:** Nanotechnology in general can have an impact on different aspects of the food industry, starting with how food is produced and processed...
and ending with how it is packaged \[163\]. As an example, a nano-sensor network can be used in monitoring the quality of food, through sensing and detecting any toxic component which the product might contain \[8\]. Besides this, nanonetworks have the potential to develop the agricultural sector \[14, 133\].

Alongside the applications discussed above, nanonetworks can be employed in other fields, in \[8\] the authors present a promising research direction for extending the domains and applications of nanonetworks.

### 1.3 Communication Techniques in Nanonetworks

The following section outlines the main techniques proposed for communication between nanomachines. The functionality range of nanomachines can be limited to their close nano-environment, as a result of their extremely small size \[160\]. Therefore, a very large number of nanomachines are needed to perform any meaningful task, alongside the requirement for control and coordination of nanomachines functions, involving a challenge for the research of nanomachines communications \[112\]. As explained earlier, nanonetworks are formed by the interconnection between nanomachines. The means of cooperation and information sharing among nanomachines can be provided by nanonetwork; thus, more complex tasks can be achieved through cooperation and information sharing \[8\]. A nanonetwork cannot be considered simply as a downscaled version of a conventional network, as communication techniques used in traditional networks, such as acoustic and electromagnetic communication, are unsuitable to operate at nano-scale; because there are difficulties in minimizing the size of the current transceivers alongside the energy constraints; thus, a comprehensive adjustment should be applied to the classical communication methods before employing it to interconnect nanomachines \[110, 143\]. There are several communication mechanisms proposed for the interconnection between nanomachines \[8, 10, 12\], which has led to two novel nanonetwork paradigms: molecular communications \[20, 21, 23, 25, 50, 58, 66, 69, 71, 92, 108, 153\], and nano-electromagnetic communication \[12, 24, 86, 87, 113, 124, 160\].

Figure 1.1: Nanonetworks Require Different Communication Techniques

![Diagram](image.png)

1.3.1 Molecular Communications

There are different types of molecular communications, inspired by communication among living cells \[135\]. The fact that a typical cell size can be 10 µm and typical
cell mass can be 1 nanogram has led to the investigation and study of communication mechanisms among living cells \[8, 71, 74, 80, 165]\, with the intention of applying these mechanisms to implement nanonetworks in biological scenarios \[34, 123]\.

The information in molecular communication techniques is encoded as molecules concentrations, where the sender nanomachine uses molecules to encode and transmit information, and these molecules propagate through the communication medium to the receiver nanomachine(s) \[66, 135, 165]\.

Biological studies revealed that distance has a strong impact on the molecular communications paradigm \[71, 123]; thus, molecular communication techniques can be classified according to the distance between the transmitter nanomachine(s) and the receiver nanomachine(s) as follows \[8, 135]\:

- The first type is short range molecular communication, where the communication range is (from nm to µm). Examples of short range communication in biology are intra-cell and inter-cell communications. Much research has extensively explored this type of molecular communications. The following are the two known techniques:

  - **Calcium signalling** \[136, 141\]: in this molecular communication technique, calcium ions are used to encode information that would be sent from the transmitter nanomachine to the receiver nanomachine(s). Calcium signalling in biology can be used as a communication between adjacent cells (direct access), where the calcium ions propagate from the transmitter cell through its membrane (in cell tissue, the membrane between cells contain a kind of gates called gab junctions, which molecules and ions can pass through) to be forwarded to the adjacent cells \[8, 165\]. In biological systems, the distance in this communication technique can vary and depends on the size of the cells tissue. Calcium signalling can also be utilized in communication among non-adjacent cells (indirect access), as the transmitted calcium ions propagate through the communication medium from regions of higher concentration to those of lower concentration (following the diffusion process) to reach the receiver cell(s) \[163\].

Figure 1.2 shows a simple example of calcium signalling, where there are three cells. In case, one of these cells is triggered by stimulus from the environment (this stimulus can be a chemical signal, the $pH$ value, or an increment in the temperature, etc.). That can cause the release of a chemical called $IP_3$ inside the cell. This $IP_3$ chemical enables the cell to emit calcium ions which are stored in an organelle (that represents a depot of the calcium ions).
Then, the concentration of calcium ions increase inside the cell, due to the
existence of $IP_3$ molecule. Thus, the $IP_3$ molecule moves through the gap
junctions between the cells (Figure 1.3). Where, that would trigger the same
reaction of releasing calcium ions inside the next cell. Thus, the same process
continues to the rest cells of the tissue.

---

**Molecular motors**: in biology there are different types of proteins which
can act as molecular motors, such as kinesin, myosin or dynein. Their task
is to transport information (molecules) from the transmitter cell to the re-
ceiver cell. Molecular motors can move by transforming chemical energy into
mechanical energy. They move on predefined rails molecules called micro-
tubules, deployed in a way which lays down a complete railway network for
intra-cell transportation, as Figure 1.4 shows. Molecular motors are explored
in [79, 129, 132], and molecular communication in general is extensively sur-
veyed in [8].
• The other type is medium range molecular communication, where the communication ranges from μm to mm. Medium range molecular communication has been investigated in much research \[8, 73, 76, 80\]. Examples of medium range molecular communications are flagellated bacteria \[76\] and catalytic nanomotors \[75\], where information is encoded in DNA sequences and conveyed form the transmitter nanomachine to the receiver nanomachine by utilizing bacteria or nanomotors. This process is called DNA hybridization, where information molecules can be loaded or unloaded from the conveyed molecules. The information molecules at the transmitter are loaded onto the DNAs (which are complementary to the conveyed information). At the receiver, the information molecules are unloaded from the conveyed molecules \[163\].

• The third type is long range molecular communication, where the communication range is from mm to m. Various techniques have been proposed for long range molecular communications, which are inspired by communication techniques of various species, such as pheromone (which insects use for communication), axons, pollen and light transduction \[71\].

1.3.2 Nano-Electromagnetic Communication

Nanomachines can utilize electromagnetic radiation for communication; however, it is not feasible to scale down the current metallic antennas in order to correspond to the size of nanomachines, due to the expected extremely high resonant frequency \[86\]. The high frequency can lead to a very high bandwidth, but the transmission range of nanomachines can be almost zero because of the huge channel attenuation \[10\]. Thus, new electronic nano combinations have been explored and developed to overcome this constraint. As an example is graphene (which is also used to manufacture carbon nanotubes and graphene...
nanoribbons) \cite{12}. In \cite{87} to perform nano-electromagnetic communications between nanomachines a graphene-based nano antennas have been proposed. As the frequency radiated by an antenna can be obtained from the ratio of the wave propagation speed inside the antenna to the antenna length; thus, radiated electromagnetic waves from a graphene-based nanoantenna size $\mu m$, can be in the terahertz band (0.1, 10 THz).

Nanoelectromagnetic communications in wireless nanosensor networks has been explored in \cite{10} and a study of the challenges in modelling a terahertz channel has been presented. Carbon nanotube sensor network has been defined in \cite{22} and the main challenges of such networks have been addressed. The properties of nano-dipole antenna (which is made from carbon nanotube) has been investigated in \cite{87} comparing its resonant frequency and input impedance to those of a nano-patch antenna (which is made of graphene nanoribbons).

1.3.3 Communication Techniques Considered in This Thesis

The communication mechanisms of this thesis proposed models are inspired by molecular communication.

In Chapter 3 the communication technique between nonomachines in the proposed model is based on calcium signalling communication \cite{43}. However, the proposed rules of communication are inspired by the sandpile model \cite{85, 146}.

In Chapters 4, 5, 6, 7 the communication mechanism among nanomachines in the proposed models is based on diffusion based molecular communication \cite{163}.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Wireless Nano-Communication</th>
<th>Nano-mechanical Communication</th>
<th>Molecular Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication Carrier</td>
<td>Electromagnetic in Terahertz</td>
<td>Acoustic</td>
<td>Physical contact between sender and receiver</td>
</tr>
<tr>
<td>Signal Type</td>
<td>Electromagnetic (RF and optical) nano-antennas</td>
<td>Ultrasonic</td>
<td>Sensitivity and Selectivity Detection</td>
</tr>
<tr>
<td>Security Aspects</td>
<td>Very Lightweight Cryptographic Processing</td>
<td>Still unclear how data would be encoded</td>
<td>Biochemical Cryptography, or, use characteristics in human immune system as basis to establish security</td>
</tr>
<tr>
<td>Noise/Interference</td>
<td>Electromagnetic fields, THz band effects</td>
<td>-</td>
<td>Chemical noise as the medium contains different types of molecules. Interference might be caused by molecules from previous communications</td>
</tr>
<tr>
<td>Reference</td>
<td>[8, 54, 55, 169, 171]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The table in figure 1.5 represents an overview of the communication techniques in nanonetworks collected from [8, 54, 55, 169, 171].

1.4 Molecular Communication System Model

Molecular communication based systems consist of three main processes: transmission, propagation and reception (molecules sensing), as shown in figure 1.6.

- **Transmission process**: as explained earlier in molecular communication techniques, that when a nanomachine needs to transmit information, it utilizes molecules to encode information. In order to transmit information molecules, each nanomachine can have a specific buffer for messenger molecules, which can be used for communication [46]. The transmitter nanomachine releases a particular amount of messenger molecules into the communication environment, which represents an information symbol [163].

In molecular communication, different types of modulation techniques can be used to encode information by the transmitter nanomachine. Three of the main techniques are briefly introduced here:

- **Concentration Shift Keying (CSK)**: In using this modulation, the information is encoded according to the amounts of emitted molecules; here, only one type of molecules is used in communication [17, 18, 23, 25, 98].

- **Pulse Position Modulation (PPM)**: The information in this modulation is encoded according to the temporal position of the pulse, i.e., emitting molecules in different time rounds; and only one type of molecule is used in this modulation [57, 69, 92].

- **Molecule Shift Keying (MoSK)**: In this modulation technique, information is encoded by emitting different types of molecules. This modulation is similar to orthogonal modulation in the classical communications [17, 98, 164].

Both (CSK) and (MoSK) can be affected by the noise and interference resulting from previous transmissions; however, the simulation results in [98] show that the (MoSK) modulation scheme is less affected than (CSK).

- **Propagation process**: the information molecules transmitted in the molecular communication channel are propagated through following random diffusion process (in which molecules proceed from regions of high concentration to regions with low concentration), and the environmental conditions such as temperature can affect the process of propagation [8].

- **Reception process**: in this process, the receiver nanomachine senses the information molecules concentration in the receiver sensing space, and the reception
being recognized by the chemical receptors facility. These receptors uniformly deployed within the reception space, each receptor binding to its matching molecules \cite{20, 21, 25, 153}. The amplitude of the received molecules concentration (the signal) can be represented through the number of molecules sensed by the receptors \cite{163}.

Figure 1.6: Outline representing a molecular communication system

1.5 State of the Problem and Research Motivations

Nanonetwork applications as given above, can vary from biomedical (e.g., drug delivery) to industrial (e.g., food and water control) and environmental (e.g., air pollution control) services. It can be noticed from the application domains that nanomachines can be implanted into the environment, food or even the human body. Therefore, any manipulation within the functionality of these nanomachines can have disastrous consequences \cite{55}. Figure 1.7 summarize the first motivation point.
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1.6 Research Objectives

Among different types of nanonetwork communication techniques, this dissertation concentrates on studying diffusion-based molecular communication, in which information
molecules propagate from a transmitter nanomachine to the receiver nanomachine following a random diffusion process in the environment (mostly in fluid environment). In related literature, the diffusion-based molecular communication is considered as one of the essential communication techniques among other molecular communication types. The key properties of diffusion-based molecular communication are as follows: firstly, it is a biologically inspired communication technique; secondly, the propagation of molecules is due to random walk of the molecules (thus, the energy is not needed for molecules movement) modelled by Brownian motion with random direction and there is a high delay in transmission [57, 92].

The research objectives addressed in this dissertation are given below

- To Model and analyse a bio-inspired molecular communication channel, through properties verification. Taking into account, the medium noise, and the channel reliability.

- To design a diffusion-based system to study the propagation medium and the parameters which have an impact on the communication among nanomachines. Then, to define and study different scenarios of consensus problem, taking into account, the medium noise, the nanomachines energy, properties verification and security issues.

The process by which these objectives are realised is broken down into the following steps:

- **Defining and verifying a simple communication system:** In this system, the transmitter and the receiver nanomachines are connected through a channel of nodes located in the distance between the transmitter and receiver. Thus, transmitted molecules pass through these nodes to reach the receiver nanomachine.

- **Problem specification:** For example, the energy of nanomachines as one of the possible problems in system configuration.

- **Algorithmic solutions step:** Including verification and simulation.

1.7 Contributions of the Thesis

1.7.1 Modelling and Analysing Bio-inspired Channels

Analysis of molecular communication channels through properties verification using PRISM model checker, taking in consideration:

- Medium noise,

- Channel reliability.
PRISM Model Checker:

- A tool for formal modelling and analysis systems;
- Model checking process consists of two main phases: model constructing, model checking;
- Model is represented in PRISM state-based language;
- Properties of the model to be verified, it should be expressed in a temporal logic language first.

Results:

The results of the PRISM properties verification show:

- Acknowledgement verification in 1D molecular channel,
- Acknowledgement verification in 1D channel with noise,
- Probability of transmission success/failure in bi-directional and multi-access channel,
- Probability of receiving success/failure in bi-directional and multi-access channel.

The experiments have been carried out in different sized networks. The results demonstrate that receiving acknowledgement can be affected by the size of the channel between the transmitter and receiver. The effects of noise and the amount of transmitted information molecules on the channel reliability are also demonstrated. The verification results show that PRISM model checker can be utilized in studying molecular communication models. However, building and verifying more complex models with larger sized networks requires longer time. In literature most research focus on studying the channel capacity in molecular communication. However, channel reliability and the insurance that the transmitted molecules are sensed (received) by the receiver nanomachine are an important challenges in molecular communication. Thus, it has been explored in Chapter 3 with different channel settings.

1.7.2 Designing diffusion-based systems

1. Analysis of diffusion propagation medium

- Study the parameters that impact communication in diffusion based systems.
- Different experiments carried out to explore:
  - Maximum distance that diffused molecules can reach (i.e., transmission range), taking into consideration the effects of following parameters:
    * noise;
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- **Residual molecules**;
- **Medium properties**.

- **Pattern of diffusion** (how a receiver nanomachine can recognize the received information molecules), taking into consideration the effects of the following parameters:
  - Distance;
  - Time;
  - Sensed molecular concentration;
  - Interference.

**Results:**

(a) The experiment results to compute the transmission range show that:

- The transmission range decreases as the value of both noise and residual molecular concentration increase,
- The transmission range decreases as the value of the medium diffusion coefficient increases.

(b) The second case is that the transmitter nanomachine has a message consisting of six bits (as an example). The experiment results to compute the transmission range demonstrate:

- The higher transmission range is achieved with the message that consists of higher number of ’1’. Alongside the effects of noise on the transmission range.

(c) The experiment results of diffusion pattern recognition show that:

- If the duration of symbol was relatively short, then the diffused symbols were not recognized correctly due to the short symbol duration. (Symbol duration is the time duration between two consequent transmissions). In this experiment the symbol duration was 0.02 ms.
- The receiver nanomachine was able to recognize the symbols correctly after increasing the symbol duration. The symbol duration increased to 3.2 ms.

(d) Experiments with two different transmitter nanomachines at different distances from the receiver nanomachines diffusing information molecules. The experiment results to check how the receiver nanomachine can recognize the pattern of diffusion show that:

- The receiver nanomachine can recognize the diffused symbols correctly. However, it cannot distinguish whether symbol came from one nanomachine or another. Due to the overlapping in the values of the sensed
molecular concentration which come from each nanomachine in this experiment. Where the reason of the overlapping in these values came from the close distance between the two transmitter nanomachines.

□ Changing the distance of the two transmitter nanomachines from the receiver nanomachine can make the overlapping quite low.

(e) In the case when one transmitter nanomachine is in a close distance from the receiver nanomachine, and the other nanomachine is in a far distance from the receiver nanomachine, the results show:

□ The receiver nanomachine cannot recognize the diffused symbols correctly, because of the higher data rate of the sensed molecular concentration from the close transmitter nanomachine. Thus, the sensed molecular concentration from the far nanomachine is affected by the interference of molecules from the previous symbol duration,

□ By increasing the symbol duration, the receiver nanomachine can recognize the diffused symbols correctly, distinguishing also if the symbol came from one nanomachine or another.

In literature there are research that aim to compute the distance between the transmitter and receiver nanomachine. However, we study the maximum distance that diffused information molecules can reach (transmission range). There are research which study the effects of Inter Symbol Interference on the channel capacity and the channel performance. However, we study the effects of the interference on recognizing the pattern of diffusion. Besides that, through experiments we study the effects of symbol duration, data rate, and distance on reducing the effects of the interference.

2. Consensus problem in diffusion based system

The consensus problem is essential in any distributed system to fulfil an overall agreement or commitment to perform tasks. Thus, reaching consensus among nanomachines in molecular communication is an important topic. Different scenarios of consensus problem have been specified, taking in consideration:

- nanomachines energy;
- medium noise;
- properties verification;
- security issues.

(a) Consensus protocol in diffusion system:

Design and analyse consensus in an extended model from [59] by proposing a protocol. The proposed protocol consists of different processes during number of time slots. These processes have been implemented for two different scenarios:
• electing a leader nanomachine,
• proposing an energy harvesting model.

Results:
The experiments results show:
□ Computation of the number of nodes in the nanonetwork,
□ Computation of the sensed molecular concentration by each nanomachine during each time slot,
□ Computation of the total number of time slots that are needed to perform the protocol steps,
□ The results show the effects of energy constraint on the needed time slots number.

(b) **Consensus among** $n \times n$ **nanomachines:**
Proposal of a protocol based on two phase commitment protocol to study consensus problem in multi-dimensional model:
• implementation of the protocol steps in $3 \times 3$, $5 \times 5$ and $6 \times 6$ grids.

Results:
□ The acquiring of consensus in the model is verified using PRISM model checker,
□ The consensus problem in [59] is verified using PRISM model checker, through assuming a general case of $n \times n$ nanomachines, deployed arbitrarily in the environment.

(c) **Consensus in nanonetwork with an adversary nanomachine:**
Explore security issues in molecular communication, through:
• studying consensus problem in a nanonetwork of $n$ nanomachines with the existence an adversary nanomachine,
• proposing a protocol in which nanomachines attempt to jam the communication among bacteria.

The consensus problem in a diffusion based network is explored with the existence of an adversary nanomachine, which aim is to jam the communication between the network nanomachines. In terms of security relevant issue, a protocol is proposed in order to apply a nanonetwork to jam the communication among bacteria, to prevent them from launching an attack. In literature [54, 55] the issue of security in nanonetwork is addressed through highlighting the open questions and challenges. Also through outlining the possible threats and the directions of potential solutions by studying the immune system in human body. In our work we proposed a model with an adversary nanomachine which represents a threat for achieving consensus between
nanomachines. The adversary nanomachine follows Poisson random distribution in diffusing its jamming molecules. The network nanomachines attempt to estimate the concentration of the jamming molecules. Thus, through $k$ time slots, each nanomachine senses the molecular concentration and stores it in a vector. Then, each nanomachine attempts to estimate the average of the jamming molecular concentration, based on the stored molecular concentration during $k$ time slots. Then, after estimating the jamming molecular concentration, the processes to reach consensus begin. Then we study another issue related to security, through exploring the biological process of quorum sensing in bacteria. This process is a form of consensus among bacteria population. In order to activate bacteria to perform its task (whether it is a useful or harmful), bacteria need to reach consensus first. Thus, the nanomachines in the defined model are employed to prevent a harmful bacteria from launching their attack. Through proposing a protocol that nanomachines follow. Thus, these nanomachines attempt to jam the communication among bacteria, through diffusing a molecule which has been tested in biological experiments to lock the bacteria receptors.

1.8 Structure of Thesis

This Ph.D. thesis is organized as follows:

**Chapter 2 Literature Review** : Presents a literature review of the related work and background issues. Starting by discussing the potentials of bio-inspired systems, and the main issues which have been investigated throughout literature about molecular communication and molecular communication channel models. The last section of this chapter lists the topics explored in each chapter of the thesis and the research literature that are relevant to theses topics.

**Chapter 3 Bio-Inspired Molecular Communication System** : Presents a time-slotted one dimensional communication system between two nanomachines, that is based on bio-inspired rules. Then, using PRISM model checker tool, properties of this system have been verified. After that, the effects of the environment noise on the proposed system have been studied and analysed using PRISM, and followed by proposing a bi-directional system which has been extended to represent a multi access channel system with analysis of the success and failure of sending and receiving in the system.

**Chapter 4 Performance Analysis of Molecular Communication Model** : Introduces the proposed algorithm to measure the maximum distance in a diffusion based molecular communication. The chapter includes experiment results of the algorithm. Then, it explores the pattern of diffusion by defining the factors which can affect the sensed molecular concentration by the receiver, such as distance,
interference, symbol duration and data rate. The experiment results related to the pattern of diffusion are presented.

Chapter 3 Consensus Problem in Molecular Communication with Leader Election and Energy Harvesting Algorithms: Introduces the proposed protocol to reach consensus among nanomachines communicating via diffusion. The protocol’s steps are applied first on a nanonetwork which required a leader election algorithm initially. The effects of nanomachine’s energy constraint on the consensus protocol implementation are studied. In both cases, the time needed to reach consensus, taking into account how long is required to elect a leader nanomachine, and the duration required to harvest enough energy, is computed.

Chapter 4 Verification of Consensus Protocol for Diffusion based Molecular Communication: Presents the proposed protocol for consensus problem in time slotted model of \((n \times n)\) nanomachines grid. Then, the proposed protocol is verified using PRISM model checker, in grids of different sizes. The verification process carried out in three different experiments, the first one is deterministic experiment. While, the other two experiments take into consideration the effects of noise in environment and the effects of changing the value of threshold on the sensed molecular concentration.

Chapter 5 Consensus Problem with the Existence of an Adversary Nanomachine: Introduces the proposed protocol for consensus problem in diffusion based network with the existence of an adversary nanomachine. As an attempt to explore security issues in molecular communication. The adversary nanomachine aim is to jam the communication between the network nanomachines. The network nanomachines attempt to estimate the concentration of the jamming molecules. In a security relevant issue, this chapter presents the proposed protocol to apply a nanonetwork to jam the communication among bacteria, in order to prevent them from launching their attack.

Chapter 6 Conclusions and Future Work: This chapter concludes the thesis by reviewing the contributions with summery of the work presented. The chapter also presents discussion on possible future research directions.

1.9 Accepted Abstracts

The following section gives a brief description to the accepted abstracts.


The main objective of this paper is to model a simple time-slotted communication system between nanoscale machines in a one-dimensional environment. This
communication system employs some bio-inspired rules that can be checked at each interval. The system model has been verified using the probabilistic model checking tool PRISM on different sized networks. We were able to verify that acknowledgement has been obtained, and thus, communication between these nano nodes has been ascertained. The results were promising for further study of more complex scenarios, such as, multi-access channels.


We consider a model of a nanonetwork consisting of N nano-machines, which are located in a space, and communicating between each other via diffusion. The goal of the model is to estimate N by certain devices in the nanonetwork, which can be done by adopting the mechanism of quorum sensing. Quorum sensing is a biological process that enables the synchronization of a population of bacteria. In order to synchronize with the group, each bacterium releases a particular type of molecules at a constant rate. The concentration of that type of molecules in the environment increases proportionally with the bacterial population. By this way, bacteria are able to sense their population density by detecting the level of that certain type of molecules. Thus, we are inspired by this biological mechanism to obtain the main objective of this model.


Our main objective is to model time slotted communication system between nanoscale machines in a grid of 3x3 nanonetwork. This communication system is adopting some bio-inspired rules that can be done at each time slot. All molecular concentration above threshold $h$ will be distributed to the neighbours equally. We assume that the system is time slotted with slot duration of $t$. Each node at every time slot would check its concentration, if it is above threshold $h$ or not. Every node can accept molecules up to buffer $B$ limitation which is larger than $h$. We assume that sender and receiver nodes operate according to a number of mechanisms that can make them receive, send, and compare the amount of molecules they would receive each time slot and react according to the increment in the average concentration of the received molecules. In addition, sender node has the ability to wait for a while before sending new concentration.

We intended to compute the maximum distance which the diffusion of the source could reach. Then we proposed an energy model to study its affect on the nanomachine performance. Besides that, we wanted to make sure that each node could recognize the pattern of diffusion of the source node.


We consider a communication network that consists of $n$ nodes, one of these nodes $node_c$ has some special responsibilities to direct and control processes. The nodes, also called nanomachines, communicate through a shared unguided medium by stipulating and controlling diffusion processes. The messages in diffusion based molecular communication are encoded as molecules and conveyed by the changes in the concentration of molecules in the environment. The medium of communication might contain residual molecules from previous diffusion, and also contains other types of molecules which can be considered as a noise. We study consensus problem in molecular communication, inspired by model in [59], where the authors consider an iterative method for communication among nanomachines which enables information spreading and averaging in their nanonetwork. In this paper, we propose a consensus protocol among nanomachines in diffusion based molecular communication. The proposed protocol, includes two phases that take place throughout different time rounds. The first phase, is to estimate the number of nanomachines via $nod_e$, the second phase includes number of steps, where each of the nanomachine diffuse their initial value to $nod_c$. Then, $node_c$ computes the average of all initial value, which is considered as an important value to reach consensus. We consider two scenarios to implement the consensus protocol. In the first one, a leader election algorithm is utilized to elect a central node. In the second scenario, we assume that nanomachines have energy constraint, so we define an energy harvesting model as a nanomachine might not be able to communicate due to the lack of energy. In each scenario, we compute the consensus protocol’s rounds number, taking into account the required time to elect a central node and the needed time to harvest enough energy.
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Literature Review

2.1 Introduction

To reach a comprehensive understanding of the research area, a general overview starting from bio-inspired systems, to nano-communications systems specifications and properties is needed. Besides that, an exploration on the communication mechanisms is used for the interconnection between nanomachines, the propagation channel properties, nanomachines energy, consensus problem in nano-systems, properties verification tools and a study of various existing distributed relevant communication models are all required for the development of this research.

This chapter includes a review of the literature relevant to the research on nanonetwork communication models. This survey is organized as the following: Section 2.2 discusses the potentials for bio-inspired systems and how it has been explored in some research in literature. More details about molecular communications with its main three types, and how it has been discussed in the current research, and what are the main issues which have been investigated throughout relevant literature, all that are presented in Section 2.3. Section 2.4 explores molecular communication channel models in details, and different techniques to encode information in molecules proposed in the literature, and other techniques to sense the information molecules by the receiver. Section 2.5 lists the topics explored in each chapter of the thesis and the research literature that are relevant to theses topics. Section 2.6 defines PRISM verification tool and gives the motivations of using it in analysing two models of the thesis. Section 2.7 presents the discussed issues in this chapter.

2.2 Bio-inspired Systems

There are different challenges facing the future network applications, such as; the increased complexity of large scale networks; the dynamic nature of such networks’ heterogeneous architecture, resource constraints; and other challenges. However, in nature these challenges have been successfully handled, due to millions of years of evolution, which gave the urge to be inspired and to apply the biological mechanisms into the design
and implementations of networks [52]. Biological systems exhibit many fundamentally appealing characteristics, such as robustness and being resilient to failures, adaptivity to environmental changes and the ability to perform complex behaviours using a restricted set of basic rules [51, 52].

The standard bio-networking architectures with a complete modelling approach and particular control frameworks have been explored in [173], where the authors attempt to apply biological rules and techniques to the design and implementations of network applications.

The authors in [47, 95] were inspired by the natural immune system to model network security and intrusion detection. In [126] one of the motivations is based on the interaction between an organ’s cells and mutant cells (which could correspond to viral cells or cancer), in exploring alternative models for evolution on graphs networks. In [28] the authors exhibit the benefits of using a self-synchronization mechanism as a tool in wireless sensor networks to achieve global optimal decisions, and their inspiration is biological systems. The authors in [64] were motivated by the biological systems to support in the laying out of a scalable sensor network.

The authors in [52] provide a comprehensive demonstration of the potentials for bio-inspired networking through their survey, which is currently not fully recognized; and they also hope to boost the motivation for the research community to further explore this topic. The state of the art in bio-inspired networking based on examples of various networking paradigms is introduced. The authors highlight the necessity of modelling biological phenomena and their applications in networking by giving a list of some of the approaches in bio-inspired networking showing the advantages of using it in communication networks. This list includes: the field of swarm intelligence and social insects [36, 65], ant colony optimization [50], firefly synchronization [127, 159], artificial immune system [81], and cellular signalling networks [13, 53, 97, 151, 175].

Cellular signalling, in particular, is pertinent to the research on molecular communication in nanonetwork; thus, it is important to elaborate about its characteristics. Cellular communication process can be summarized in two steps: an extracellular molecule binds to a specific receptor on the target cell, which results in the activation of that receptor, then the receptor stimulates an intracellular biochemical pathway which produces a cellular response [52, 175]. Broadly speaking, cellular signalling can be divided into two techniques, thus [52, 97]:

In intracellular signalling, the signal is transmitted from an extracellular source to be conveyed through the cell membrane. At this point, inside the targeted cell, the process of signal transduction occurs, which includes complex signal cascades to transfer information, resulting in gene expression or an alteration in enzyme activity, representing the cell response.

In intercellular signalling, communication among cells can be carried out through cell surface molecules. In this signalling technique a surface molecule of one cell (or a soluble
molecule), is released from one cell to bind directly to a specific receptor molecule on another cell.

By employing the bio-inspired approach, the nodes are modelled as a population of agents interacting with the environment, and each one of these agents has limited capabilities. Thus, achieving complex tasks can be accomplished through the collaborative behaviour of the population [48], which represents the basic principle of nanonetworks. Bio-inspired nano communication is a promising technique that can be used for information exchange among nano-scale devices [96]. A brief survey on informatics of cell signalling (communication) in terms of computer science and signal processing is presented in [106], exploring the framework of network informatics from the properties of the signal, information, coding and control to demonstrating the prospect of using it in designing nano communication systems.

2.3 Molecular Communications

In Chapter 1 a general description of nanonetworks different communication techniques was presented. In this chapter, molecular communications in particular is explored, as the main focus of the research in this dissertation is diffusion based molecular communication. Molecular communication is considered to be a bio-inspired promising technique which can be appropriate for communication between nanomachines [66, 135, 137]. However, there are a number of challenges [137, 138, 168]: for instance, the communication among nanomachines can be very unreliable and subject to long delay. Thus, designing communication protocols for nanomachines, should take these properties into consideration. Besides this, the development of such protocols needs to be suitable and proper to biological processes, and must consider domain factors such as particle decay and nanomachines computational constraints, alongside increased delay [170].

The following subsections give an overview of the literature on short range molecular communication techniques (i.e., molecular motors, calcium signalling, diffusion based molecular communication):

2.3.1 Molecular Motors

This technique is also known as walkway-based molecular communication, as the information molecules propagates through transporting molecules on predefined pathways, which connect the transmitter nanomachine to the receiver nanomachine. In [129] initial designs of molecular motors based molecular communication was presented, describing the environmental assumptions and the architecture of systems that use molecular motors to perform communication. The authors in [63] studied the pathways (microtubules tracks) which connect the transmitter nanomachines and receiver nanomachine, where molecular motors move over it, by proposing an approach for arranging microtubules for composing microtubules network. The authors consider two approaches to design this architecture of self-organizing microtubule tracks: the first approach is based
on microtubule polymerization and de-polymerization; the second one is based on using
molecular motors to reorganize the pathways.

The information molecules are enclosed in a lipid bilayer called the ’vesicle’ before
being uploaded to the molecular motors. Vesicles can be defined as biological capsules
which have a high affinity with molecular motors [8]. Vesicles are explored in [132],
suggesting that vesicle can protect information molecules from environmental noise, and
considering it as an interface between the transmitter nanomachine and the propagation
system and also between the propagation system and the receiver nanomachine.

2.3.2 Calcium Signalling

This communication approach is also known as advection-based molecular com-
munication, where the information molecules propagates through diffusion in a fluid
medium, molecules being transport through gap junctions which can represent a chan-
nel between adjacent cells. The design of gap junction based molecular channels has
been proposed and described in detail in [140, 141], indicating that the adjustment in
the permeability and selectivity of gap junctions, can control different communication
issues, such as; signal switching, filtering and aggregation functionalities. The channel
capacity of calcium signalling based molecular communications has been investigated in
[78], where the authors studied the signalling capacity of an astrocyte cell, by building a
calcium signalling scheme on two cells and exploring the channel capacity based on noise
level and symbol duration (where, symbol duration, can be defined as the time duration
between two consequent transmissions).

The authors in [31] have proposed and analyses a calcium signalling molecular com-
munication of different cellular tissues. A comparison study of calcium signalling in
tissues consisted of three specific cell types as presented in [30]. The analysis of this
study focuses on the dynamics of calcium concentration, and how it is influenced by
intracellular signalling interference, and the channel capacity. A review of mechanisms
used to enable calcium signalling based molecular communication system design has been
presented in [29]. Besides this, information molecules encoding, modulation, propaga-
tion and; decoding have been explored, alongside future research directions. Calcium
signalling, in which a low concentration of calcium ions is propagated in a fluid medium,
can be considered as a special case of diffusion [108].

2.3.3 Diffusion based Molecular Communication

Information molecules are propagated through the fluid environment as a consequence
of their spontaneous diffusion [18]. Diffusion based molecular communication is con-
sidered as one of the fundamental communication mechanisms, which can be employed
for communication nanomachines; where, the information molecules are encoded onto
the quantity of molecules; hence, the receiver nanomachine decodes the information
molecules based on the number of molecules it receives during a predefined time interval
(which is also known as symbol duration) [5].
In diffusion based molecular communication, the interactions (such as, collisions and electrostatic forces) among the transmitted molecules can be neglected because, the concentration of the diffused (transmitted) molecules is much lower than the concentration of the environmental fluid molecules [111]. For example, in [43] the author explored calcium signalling and stated that the range of the extracellular concentration of calcium ions was in the millimolar; however, the water concentration (which represents the main component of the extracellular fluid) was about 55.5 molar, which is higher with more than 4 orders of magnitude [111]. Thus, the molecules emitted by the transmitter nanomachine can be modelled by Brownian motion [93, 111]. Molecular diffusion can be characterized by Fick’s laws of diffusion [152], with a diffusion coefficient that is a homogeneous in space and time, as the movement of each molecule is independent [108].

Diffusion based molecular communication has been investigated in [19], where the emitted information molecules are following the Brownian motion to cover the distance between by the transmitter nanomachine and the receiver nanomachine. Thus, the propagation of this pulse can be analytically modelled by solving Ficks laws of diffusion. If the transmitter releases $Q$ molecules at the instant $t = 0$, the molecular concentration at any point in space is given by:

$$c(d, t) = \frac{Q}{4\pi D t^{3/2}} e^{-\frac{d^2}{4Dt}} \quad (2.1)$$

where $D$ is diffusion coefficient of the medium, $t$ is time and $d$ is the distance of a specific point from the transmitter nanomachine. Where Equation 2.1 is assumed for 3D topology network.

In [56] an estimation of the achievable information rates is presented for a diffusion based molecular communication, and information is encoded as a set of distinct molecules. Through extending the framework and results in [57], the outcomes in [56] show large gains in the information rate, compared to the case where the emitted molecules are of the same type.

In the literature, various studies have aimed to model the physical channel of the diffusion based molecular communication [108], governed by Fick’s laws, in particular some research have explored the channel transfer function [153], while other research focused on channel capacity from information theoretical aspects [16, 21, 107, 139, 155]. The noise effects on channel capacity have been investigated in [131, 154, 157], concluding that diffusing a larger number of molecules increases the signal to noise ratio and could reduce the noise impact. The authors in [109] presented the design challenges and principles in diffusion based molecular communication, considering the propagation delay and channel distortion to be the main challenges.

Synchronization between the transmitter nanomachine and receiver nanomachine is considered one of the challenges in molecular communication systems. Synchronization is important, as it can affect the error rate performance of the receiver nanomachine [161]. Mostly in literature related to molecular communication, authors assume that
the system is synchronized; however, studying biological mechanisms brings opportunity to find different tools that can be used to overcome challenges. In biology, there is a mechanism known as *quorum sensing* [3], in which bacteria can utilize to synchronize their behaviour, through the emission and sensing of a certain type of molecules called autoinducer. The authors in [1, 3] proposed *quorum sensing* as a tool to achieve synchronization among nanomachines in diffusion based molecular communication system. In [3, 4] the mechanism of *quorum sensing* was utilized as a tool to acquire signal (transmitted information molecules concentration) amplification, after achieving synchronization between a number of transmitters nanomachines, so that they emitted the same signal.

### 2.4 Molecular Communication Channel Models

In Chapter 1 a brief description of the main process of a molecular communication based system was presented. Here a more detailed description, based on the literature, is given. The basic components of molecular communication systems are: the transmitter, a propagation medium (channel), and the receiver.

*The transmitter* is the nanomachine which releases information molecules into the environment. *The transmitter* nanomachine encodes information in the diffusing molecules (*the input signal of the diffusion channel*). There are two main methods of information encoding [156] considered in the literature: in the first method [91, 92, 134] information is encoded at the time of the emission of each molecule in the diffusion medium (the channel), in the second method [9, 19, 153, 155] the information is encoded according to the fluctuation of molecules concentration in the medium. The method of information encoding chosen may depend on the application that the diffusion system is employed for [157].

Through the next step, these encoded molecules propagate through the environment (channel) by following diffusion dynamics, i.e the movement of molecules from areas of higher concentration to areas of lower concentration.

*The receiver* nanomachine is able to detect and receive the encoded information that are coming from the medium (channel), and to extract the information message from the received molecules [9, 18, 155]. The detection of information molecules can depend on how the transmitter nanomachine originally encoded the information. *The receiver* nanomachine computes the time of the molecules arrival at its location, in case the information is encoded according to the *time of molecule release* [91, 154, 156].

In case the information molecules have been encoded according to the variation of molecules in the environment, there are different types of detection techniques proposed in different models in the literature, which is discussed later in this section, though the authors in [116, 118, 120] studied concentration encoded molecular communication and suggested the main schemes that receiver can use to detect concentration encoded information molecules. These detection schemes are: sampling-based detection technique, energy based detection and observation in FSK modulation [120].
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The receiver nanomachine captures (receives) molecules through its surface. The receiver’s surface structure (receptors) type varies, it may be permeable to particular molecules (receiving through absorbing) [18, 54, 178], or the receiver’s surface receptors may bind to the information molecule (receiving through binding) [18, 61, 156]. After capturing the information molecules the receiver nanomachine decodes the information carried by it, either through different chemical reactions or by computing the received concentration in order to recognize its type [18].

2.4.1 Receiver’s Measurement Techniques of Molecules

2.4.1.1 Detection of Time Encoded Molecules

In [91, 92] the authors studied molecular communication, where the information was encoded based on the time of molecules release. After the molecules are released by the transmitter at position \(x\) and time \(t_0\), these molecules are propagated in the medium, assuming that it is a fluid medium. Considering \(X(t)\) as the position of the molecule at time \(t\), if the fluid medium is static then the molecules scatters in any direction with equal probability. The probability density function of the location of a molecule diffused from the transmitter at position \(x\) at time \(t\) can be computed using the following diffusion equation \(P(x,t)\):

\[
P(x,t) = \frac{1}{(4\pi Dt)^{3/2}} \exp\left(-\frac{x^2}{4Dt}\right)
\]

(2.2)

where: \(D\) is the diffusion coefficient of the medium. The authors in [91] assume that the propagation of molecules in Equation (2.2) to be in one dimensional.

The models in [91, 92, 134] are durationally time slotted, \(T_s\). The transmitter nanomachine diffuses the molecules at beginning of one of \(N\) time slots. The molecules then propagated through the medium and are captured by the receiver nanomachine in a later time slot. The receiver nanomachine then estimate the time slot in which the molecules were diffused. The receiver nanomachine would waits for \(M\) time slots, the authors in [91, 92] set \(M\) to be long enough for most of the diffused molecules to be captured by the receiver nanomachine. The receiver nanomachine decodes the transmitted information according to the number and time of absorption of molecules [91].

2.4.1.2 Detection of Concentration Encoded Molecules

In [116, 118, 120] the concentration based encoded information was studied intensively. Here, the focus on presenting two of the detection techniques from these papers: Sampling-based Detection and Energy-based Detection. In [120] the authors assumed that, when the transmitter nanomachine diffuses a unit \(u\) of molecules during each second of the time slot \(T_b\) (bit duration), this can represent ‘1’; and when the transmitter nanomachine does not diffuse any units of molecules during \(T_b\), this represent ‘0’. The authors assume that if the transmitter nanomachine diffuses a unit \(u\) of molecules at
time $t$, and the distance between the transmitter and receiver nanomachines is $d$, then
The probability density function of the location of the particle can be obtained by:

$$F(d, t) = \int_0^t u \left(\frac{d}{4\pi D t^{3/2}}\right)^2 \exp\left(-\frac{d^2}{4Dt}\right)$$ (2.3)

where: $D$ is the diffusion coefficient of the medium. $F(d, t)$ is also known as the throughput of the molecular propagation channel. Where Equation 2.3 is assumed for 3D topology network.

- In **Sampling-based Detection**, the transmitter nanomachine diffuses unit $u$ of molecules during the time slot, so there would be a random bit sequence of '1' of $N$ bits diffused by the transmitter nanomachine which will propagate through the channel \cite{116, 118, 120}. The throughput $F(d, t)$ can be sampled during the bit duration $T_b$ at any appropriate time instant \cite{120}. As the authors in \cite{116, 118, 120} assumed that the transmitter nanomachine is synchronized with the receiver nanomachine. They assumed that the proper time instant was in the middle of any bit duration. Thus it can be represented as follows:

$$t_{samples} = \frac{T_b}{2}, \frac{3T_b}{2}, \frac{5T_b}{2}, ..., \frac{(2n-1)T_b}{2}, ..., \frac{(2N-1)T_b}{2}$$ (2.4)

where $N$ is the entire number of bits in a bit sequence, $T_b$ is the duration of each bit, and $n=1,2,3,...,N$ is the index of bits \cite{120}. To compute the detected concentration of molecules by the receiver nanomachine the authors in \cite{120} represented it as detection variable $Z_{SD}$

$$Z_{SD} = F\left[d, \frac{(2n-1)T_b}{2}\right]$$ (2.5)

where $Z_{SD}$ in 2.5 is for detecting the $n^{th}$ bit. The bit duration $T_b$ for a specific data rate $U$ can be fixed at $T_b = 1/U$. $Z_{SD}$ is affected by the distance $d$ between the transmitter and receiver nanomachines \cite{120}. The authors in \cite{116, 118, 120} assumed that, in **Sampling-based Detection** the receiver nanomachine has knowledge of the diffusion rate of molecules $U$, and that the threshold can be given as:

$$h_{SD} = \frac{u_{average}}{2}$$ (2.6)

where: $h_{SD}$ is the threshold, and $u_{average}$ represents the average of bit '1' during the bit duration $T_b$.

- In **Energy-based Detection** the waiting time is quite longer than the waiting in Sampling-based Detection. In this approach the throughput $F(d, t)$ of diffused molecules is integrated over any whole bit duration $T_b$, so that the detection variable $Z_{ED}$ is the accumulated number of molecules during that $T_b$.
\[ Z_{ED} = \int_{(n-1)T_b}^{nT_b} F(d,t)dt \] (2.7)

where: \( n=1,2,3,\ldots,N \) is the index of bit ‘1’, and \( N \) is the total number of bits in the random bit sequence. During the bit duration \( T_b \), the receiver nanomachine detects the transmitted bit when the accumulated molecules concentration is greater than or equal to the threshold \( h_{ED} \) which is represented as in [120]:

\[ h_{ED} = \frac{\int_{0}^{2T_b} u(t)dt}{2} = \frac{u_{average}T_b}{2} \] (2.8)

This means that \( h_{ED} \) is half the entire transmitted molecules concentration during the time 0 to \( 2T_b \).

- The previous two detection techniques are the general known techniques in concentration based information encoding. Thus, more detection techniques can be observed in some molecular communication literature. For example, in [83] the authors aimed to estimate the distance between the transmitter and receiver nanomachines, based on the peak of concentration of molecules detected by the receiver nanomachine (peak detection). The authors assume the network topology to be 1D and consider that the value of the impulse response in the diffusion channel after the transmitter nanomachine has diffused molecules could be obtained by:

\[
c^\ast(d,t) = \begin{cases} 
\frac{1}{\sqrt{4\pi Dt}}e^{-d^2/4Dt}, & t \in (0, \infty) \\
0, & t = 0
\end{cases}
\] (2.9)

where: \( D \) is the diffusion coefficient of the medium, \( t \) represents time (initially \( t = 0 \)) and \( d \) is the distance between the transmitter and receiver nanomachines.

When the transmitter nanomachine diffuses \( Q \) molecules in an impulse spike, the concentration would be \( Q \) times the impulse response, as in the following:

\[ c_1(d,t) = Qc^\ast(d,t) \] (2.10)

This means that the maximum concentration of molecules detected at the receiver nanomachine is \( c(d,t) \). As in the molecules concentration expression \( c_1(d,t) \) time \( t \) starts at 0 and it goes to infinity, a global maximum value of \( c_1(d,t) \) should exist in \([0, \infty)\), through solving the following expression:

\[
\frac{\partial c_1(d,t)}{\partial t} = \left( \frac{-1}{2t} + \frac{d^2}{4Dt^2} \right) \frac{Q}{\sqrt{4\pi Dt}} e^{-d^2/4Dt} = 0
\] (2.11)

The solution is \( t = \frac{d^2}{2D} \); thus, it equals to the time at which the molecules concentration reaches its peak at the receiver nanomachine. In [83] referred to it as \( t_p \) to
denote the time to reach the peak, where \( t_p = \frac{d^2}{2D} \). In this case the receiver would wait for \( t_p \) time to detect the information molecules. As the authors in [83] aimed to estimate the distance \( d \), they demonstrate that it is possible to estimate the distance \( d \) if the receiver nanomachine is able to measure the peak of concentration correctly, where the value of peak concentration in time \( t \in [0, \infty) \) can be obtained through:

\[
C_p = c_1(d,t_p) = \frac{Q}{d\sqrt{2\pi}}
\]  

(2.12)

This gives us the idea that here the receiver nanomachine depends on exact values of the molecular concentration peak rather than a threshold.

In [125] the authors study the characteristics of (MIMO) Multi-Input Multi-Output transmissions in diffusion-based molecular communications. The function to represent the molecular concentration at the receiver nanomachine after the transmitter nanomachine diffuses \( Q \) molecules is given in Equation (2.10). Although in [83] the value of \( t_p \) is considered to be \( t_p = \frac{d^2}{2D} \). However, the time \( t_p \) in which the concentration reaches its peak at the receiver, in [125] is assumed to be computed as \( t_p = \frac{d^2}{6D} \), and it is assumed that the value of peak concentration can be computed as the following:

\[
C_p(d) = Q\left(\frac{3}{2\pi}\right)^{3/2} \frac{1}{d^3}
\]  

(2.13)

Thus, Equation (2.12) computes the molecules concentration peak according to the assumption in [83]. While Equation (2.13) computes the value of peak concentration according to the assumptions in [125], where the authors in [125] assume that their nanomachines are communicating in a 3D environment.

As the authors in [125] took into account the effects of interference in the environment, the molecules concentration detected by the receiver nanomachine can be obtained through:

\[
S = XQC_p(d) + I
\]  

(2.14)

where \( X \) can be either 0 or 1, if the transmitter nanomachine diffused molecules that represent 1, while, if no molecule emitted by the transmitter that signifies 0; \( I \) represents the interference in the environment (i.e., the interference of molecules diffused in previous time, on the current diffused molecules).

### 2.4.2 Receiver’s Molecules Capturing Techniques

#### 2.4.2.1 Capturing Molecules Through Absorbers

After the information molecules are emitted by the transmitter nanomachine, it propagates through the environment to reach the receiver nanomachine. A molecule can be
received only when it binds to one of the receptors on the surface of the receiver nanomachine; after that, for different types of receptors, information molecules are absorbed by the receptors. Thus, each molecule contributes to the signal only once, as it being absorbed by the receptor [7]. In [179] the authors analysed a 3-D channel characterization in a molecular communication with an absorbing receiver. In [178] an end-to-end molecular communication simulator was utilized to verify the proposed channel model with an absorbing receiver. The authors in [7] investigated the effect of receptor size and density on the signal reception in a channel with an absorbing receptors receiver nanomachine.

### 2.4.2.2 Capturing Molecules Through Binding

In biology, the binding between the receptor and molecules is considered to be an equilibrium process, after the emitting and propagation of the molecules, it would be detected by the receptors through binding, which causes an activation of the receptor, leading to chemical interactions inside the cell and eventually a cellular response, when the molecule is removed from the receptor the cellular response is terminated [114]. Molecules (also called ligands) bind to the receptors and dissociate from them following the law of mass action, according to which, binding affinity can be defined as the measurement of how well a molecule fits a receptor, which is inversely related to the releasing (dissociation) constant (a parameter for removing molecules from receptors). A molecule that fit well with a receptor corresponds to a high affinity and low dissociation constant [15]. The receiver has a large number of receptors that molecules can bind to; from it, the receiver can estimate the concentration by averaging the total number of all binding receptors [61].

In [156] the authors explore the noise at the reception of the molecular information in diffusion based molecular communication with binding receptors through a mathematically analysed model of the reception noise. In [61] the authors develop a model to investigate the limitations of the receiver concentration sensing, in order to conclude the maximum rate of ligand-receptors that can be received in a diffusion based molecular system.

### 2.5 Challenges in Diffusion-Based Molecular Communication System Design

There are different properties in diffusion based molecular communication, which require that most of the techniques and protocols developed for wireless networks be reconsidered, in order to utilize them (after enhancing them or combining various existing relevant communication models) in molecular communication [109]. This research study motivated by the Beeping model [6, 82] and the SINR model [89, 90], as well as the bio-inspired models which integrate artificial nanosystems with natural bio environments.
Molecular communication channel capacity has been explored in a range of studies, as mentioned earlier. Chapter 3 of this dissertation studies the communication model, in which the channel between nanomachines consists of a number of locations (nodes) placed at the distance between the transmitter and receiver nanomachines (it is possible to imagine it as a tissue of cells, composed of a number of adjacent connected cells, the first cell being considered the transmitter and the last cell the receiver, while the cells between them are known as the channel). Calcium signalling \[43\] can be counted as one of the utilized communications techniques between adjacent cells; thus, it has been considered as a communication mechanism between the nanomachines in this model. However, the channel nodes of the model have a different mechanism, inspired by the sandpile model \[85\]. This model has been analysed and the process of acknowledgement has been verified. The effects of noise on the communication between the nanomachines have been studied. The same model has been extended to represent a bi-directional channel and multi-access channel; and the probability of success/failure of both transmission/ receiving information molecules has been verified in the extended models.

Estimating the distance between nanomachines in molecular communication has been studied in few research. For examples: the authors in \[130\] adopted techniques from electronic radio networks and applied it to molecular communication to measure the distance between nanomachines in a nanonetwork, in this setting, a nanomachine1 requests other nanomachine2 to transmit information molecules as a feedback signal (signal spike of molecules) throughout a short time slot, in order to measure the distance to nanomachine2. When a nanomachine1 receives the feedback signal, it estimates the distance through measuring the round trip time and the signal attenuation on the received signal. In \[144\] the authors estimated the distance through measuring the strength of the channel impulse response in diffusion based molecular communication (as it decreases when the distance expands). In \[83\] the authors estimated the distance in a one-dimensional diffusion based molecular communication through examining the peak concentration and double spikes. The results show that the distance estimation can be affected by the noise of the diffusion channel.

Chapter 4 studies molecular communication through a number of issues related to the performance of nanomachines. Starting by proposing an algorithm to measure the maximum distance in diffusion based molecular communication, assuming that a nanomachine would keep diffusing information molecules over a certain time interval, computing the distance that these information molecules can reach, and considering the noise effects on the computed distance. Then the pattern of diffusion has been explored, if one nanomachine in a distance \(d\) diffuses information molecules, how can the other nanomachine in the network distinguish that information? Then, the pattern of diffusion has been studied in case two nanomachines diffusing information molecules, in a manner that if one nanomachine diffuses the other one waits.

Energy of nanomachines in molecular communication has been explored in related literature motivated by the energy harvesting process in living cells from biological
prospective. In [45, 46] the authors presented nanonetwork model for energy harvesting, in which molecules are considered as discrete entities, representing resources in a confined environment. The authors stated that the model can be used to understand the general properties of molecular communication, indicating that applying suitable resource harvesting mechanisms could make the model achieve an infinite network lifespan. In [100] an energy model presented for a diffusion based nanonetwork. Taking into account that in diffusion based communication system the energy is spent for molecule synthesis, production of the secretory vesicle, and carrying vesicle close to the cell membrane. Explaining that the energy budget is necessary to take into consideration for analysing capabilities and achievable performance in molecular communication system.

Quorum sensing process [77, 142] is an example of signalling between bacteria, where bacteria can use it to estimate the density of their population in the environment through estimating the concentration of a certain type of molecules. Consensus problem in diffusion based molecular communication has been studied in related research [59, 60, 62]. Mainly, [59] trying to map the Quorum Sensing to consensus problem under diffusion based molecular communication. The goal is to study consensus problem by spreading information about an event or any variation through a diffusion based network. Through communication all nanomachines try to obtain the best estimate of this random variable.

Chapter 5 studies consensus problem in molecular communication by proposing a protocol for the nanomachines, inspired by the consensus model in [59]. Two scenarios to implement the consensus protocol have been considered: (1) a nanonetwork without special node that control the protocol steps; thus, leader election algorithm has been adopted to elect that special node, (2) a nanonetwork with energy constraint nanomachines; thus, an energy harvesting algorithm has been proposed. In both scenarios, the number of rounds required to implement the protocol steps have been computed.

In Chapter 6, the consensus problem in time slotted model of a grid of \((n \times n)\) nanomachines communicating through diffusion has been explored. Inspired by the consensus model in [59], the aim is to study consensus problem in molecular communication but using multi-dimensional model. The acquiring of consensus in the model has been verified using PRISM model checker. The authors in [59] stated that the general case of networks is more difficult to be analysed. Thus, PRISM model checker is also used to verify reaching consensus in their model. However, the nodes are assumed to be deployed arbitrarily, and not necessarily that each node observes the same distances to the other nodes in the network, as it was considered in [59].

Security in nanonetworks has been explored in few researches, as it is considered a serious challenge. The authors in [54, 55] discussed security in nano communication exploring the forms of possible threats and attacks, through studying sensor networks, in order to derive security requirements and to check the possibility of applying the available security solutions to the nano communication. Suggesting that new security solutions needed for the bio-inspired nano communication, as it have different functionalities, different environmental rules, therefore the existing security protocols won’t be
applicable. This led to form a new security field known as biochemical cryptography, which can be considered as new research direction. It can be used to provide a secure bio-inspired nano communication, as the protection mechanism is based on biological and molecular processes.

In [169] the idea of using the characteristics in human immune system as basis to establish security in nanonetwork is presented.

The authors in [115] gave an overview of the conventional ways to tackle attacks in wireless networks. Then, an inclusive general characterization of security and privacy in molecular communication is presented. The authors state that a collaboration between many diverse disciplines is required in order to efficiently understand the security in molecular communication based systems.

In Chapter 7, an attempt to explore security issues in molecular communication, consensus problem in diffusion based network with the existence of an adversary nanomachine is presented. The adversary nanomachine aim is to jam the communication between the network nanomachines. The adversary nanomachine is following Poisson random distribution in diffusing its jamming molecules. The network nanomachines attempt to estimate the concentration of the jamming molecules. Thus, through $k$ time slots, each nanomachine senses the molecular concentration and stores it in a vector. Then, each nanomachine attempts to estimate the average of the jamming molecular concentration, based on the stored molecular concentration during $k$ time slots. After estimating the jamming molecular concentration, the processes to reach consensus start, where each nanomachine in the network has an initial value. Each nanomachine diffuses its initial values to a special node in the network. This special node computes the average of all initial values and diffuses it to the network nanomachines. The special node is assumed to estimate the jamming molecular concentration in the same way and during the same interval that the network nanomachine attempted to estimate it. Thus, the special node takes in consideration the jamming molecular concentration when it computes the average of all initial values. Furthermore, this chapter explores the biological process of quorum sensing in bacteria. This process is a form of consensus among bacteria population. In order to activate bacteria to perform its task (whether it is a useful or harmful), bacteria need to reach consensus first. Thus, the nanomachines in the defined model are employed to prevent a harmful bacteria from launching their attack. Through proposing a protocol that nanomachines follow. Thus, these nanomachines are attempting to jam the communication among bacteria, through diffusing a molecule which has been tested in biological experiments to lock the bacteria receptors.

2.6 Verification Tool

PRISM is a verification tool that can be utilized for formal modelling and analysing of systems. It has been used to analyse different systems, which have applications in
various domains, such as randomised distributed algorithms, biological systems, communication and multimedia protocols, security protocols and many other systems [148]. An overview of probabilistic model checking and of PRISM software tool has been presented in [103], exploring the limitations of model checking techniques, characterizing the way to overcome them, and highlighting the main challenges in this research domain. [105] describes the applications of PRISM model verification tool in studying biological systems and stochastic biological models, such as those resulting from biochemical reactions (as an example, cell signalling pathways, which result from molecules binding to a receptor). The author in [44] examined the utilization of probabilistic model checking to guarantee nanoscale devices behaviour.

As mentioned above, PRISM has been used in analysing and verifying biological systems which gives a motivation to use it in verifying two models described in this dissertation. Besides that, in diffusion based molecular communication, the molecules propagation in the environment is a stochastic process, as it is a consequent of spontaneous diffusion [109].

To give PRISM is a tool for formal modelling and analysis systems. It can be used to build and analyse several types of models, such as discrete-time Markov chains (DTMCs), continuous-time Markov chains (CTMCs), and Markov decision processes (MDPs). Basically the system behaviour is represented by constructing a mathematical model. Then the model is analysed using formally-specified quantitative properties, these properties are described using temporal logic language [103]. It is possible to utilize PRISM to reason, not only about the probability that a system’s behaves in a specific manner but also about a vast domain of quantitative measures which are related to the system behaviour [33] [149].

The process of model checking consisting of two main phases, namely model constructing, model checking, as figure 2.1 shows [149].

*Figure 2.1: Model Checking Process [149]*

The model construction phase is the process of converting the corresponding model into a PRISM language description, while model checking is processing/analysis of a constructed model by verifying a property specification and determining the result of that property [102].

Figure 2.2 represents a snapshot of the GUI of PRISM model checker. More details about representing models in PRISM are presented in Subsection 3.2.2.
2.7 Summary

This chapter presents a literature review of the related work and background issues. Starting by discussing the potentials of bio-inspired systems, and the literature which explore it. Then, the main issues which have been investigated throughout literature about molecular communication types are discussed. Moreover, molecular communication channel models and information encoding techniques in literature are presented. The last part of this chapter lists the topics explored in each chapter of the thesis and the research literature that are relevant to these topics, including PRISM verification tool.
Chapter 3

Bio-Inspired Molecular Communication System

3.1 Introduction

Molecular communication is considered a bio-inspired paradigm, in which molecules are transmitted, propagated and received between nanoscale machines. Establishing controlled molecular transmissions between these nanomachines represents a major challenge. The main objective of this chapter is to model a simple time-slotted communication system between nanomachines by employing some bio-inspired rules that can be checked at each interval. This chapter is organized as following. In Section 3.2 biologically inspired one-dimensional nano system has been defined; thus, in subsection 3.2.1 the model described; subsection 3.2.2 introduces the PRISM model checker, which has been used throughout this chapter to verify the proposed system, and in subsection 3.2.3 the results of verifying properties related to the proposed system are given. Section 3.3 examines the effects of noise on the proposed model in the first section, alongside properties analysis, using PRISM. In Section 3.4 a bidirectional nano system is proposed, with analysis of the system using PRISM, based on the proposed rules in the bi-directional system; subsection 3.4.1 discusses multi-access channel based nano system with its PRISM verification results. In Section 3.5 a summery of the discussed issues is presented.

3.2 One-Dimensional Bio-Inspired Nano System

The system consists of one transmitter nanomachine and one receiver nanomachine, and the channel between these two nanomachines is represented as a line of locations, Figure 3.1 represents a simple depiction of the system. The aim of the proposed communication model is to make sure that the receiver nanomachine senses the information molecules emitted by the transmitter nanomachine, by utilizing a verification tool to confirm the acknowledgement from the receiver nanomachine. The system can be imagined as a tissue shaped from adjacent cells, and the emitted information molecules from the transmitter
nanomachine pass through these adjacent cells to reach the receiver nanomachine, in the same way as with calcium signalling communication [43]. However, the proposed rules of the communication channel are inspired by the sandpile model [85, 146], though; sand is substituted by molecules in implementing the proposed communication rules. The sandpile model's basic idea is that, assuming different locations with associated values that represent the grains of a sand pile slope, and through time, grains of sand can be added on top of that pile, and over time the pile grows until the slope surpasses a specified value (representing a threshold), resulting in the collapse of the pile at that location and sand grains being transferred to adjacent locations; consequently, the slope of the adjacent locations increase [27].

![Figure 3.1: Basic Depiction of the System](image)

3.2.1 Model

**Network Environment:** The system consists of a line of $n$ locations $Q_i$ (where $Q_i$, for $i \in \{1, 2, \ldots, n\}$, are nodes that represent a channel) in a distance $d$ between a transmitter $Q_T$ and a receiver $Q_R$ nanomachines in a fluid medium. Initially, molecular concentration is distributed randomly among each of the channel nodes $Q_i$, the transmitter $Q_T$ and the receiver $Q_R$ nanomachines. In the sandpile model, grains of sand could be added on top of the pile through time. In the proposed model here, it is assumed that the receiver nanomachine $Q_R$ can sense and gather molecules from the environment, and that the sensed molecules can be at least $\tau$, where $\tau \in \{0, 1, 2, \ldots, h\}$. The environment may contain molecules considered to noise. In the first part of this work, the noise is neglected, while in the second part it is taken into account.

**Thresholds:** The vertical arrows in Figure are referring to the thresholds in each of the transmitter, receiver and the channel nodes. In the channel nodes $Q_i$, all molecular concentration above threshold $h$, will be distributed equally among its neighbours on both sides; the bold arrows in Figure 3.2 refer to the direction of the transmission of the molecules. For example, the exceeded molecule in node $Q_2$ would be transmitted to $Q_1$ and $Q_3$, the exceeded molecules in $Q_4$ would go to $Q_3$ and $Q_R$. However, for the receiver nanomachine $Q_R$ the molecular concentration above threshold $h$ would go to $Q_4$. The
transmitter nanomachine $Q_T$ has a different threshold $X$, which is higher than $h$; thus, $Q_T$ would collect the surplus molecules from its neighbour, until it collects $X$ molecules concentration. By then, it emits this $X$ concentration to its neighbour.

Every node $Q_i$ in the network including $Q_T$ and $Q_R$, can accept molecules up to the buffer $B$, where $B > X > h$.

**Time Slot:** The model is assumed to be a time slotted, with a slot duration $t$, where $t$ is a system parameter and its length depends on the network geometric properties; thus, it can be \( t = k \frac{d^2}{h} \), where $k$ is a constant that can equal 1 and $d$ is the distance between $Q_T$ and $Q_R$. During each time slot, all nodes of $Q_i$ and the receiver nanomachine $Q_R$ inspect their molecules concentration compared to threshold $h$, while the transmitter nanomachine considers threshold $X$ in comparing its molecules concentration.

![Graphical Depiction of the Proposed Model](image)

**Channel Nodes:** As explained earlier, the channel nodes’ $Q_i$ mechanism is inspired by the *sandpile model*; when its molecular concentration exceeds the threshold $h$, it distributes the excess to its neighbour equally. This can be expressed in the following steps described in Algorithm 1. However, it is good to start by assuming that:

- $Q_i(t)$ is the level molecular concentration at time slot $t$, in node $i$.
- $e_i$ is the excess molecules from a node, where

\[
e_i = Q_i(t) - h
\]

**Algorithm 1: Channel nodes**

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>if $Q_i(t-1) &gt; h$ then</td>
</tr>
<tr>
<td>2</td>
<td>$Q_{i-1}(t) \leftarrow Q_{i-1}(t-1) + \max{ e, 0 } / 2$</td>
</tr>
<tr>
<td>3</td>
<td>$Q_{i+1}(t) \leftarrow Q_{i+1}(t-1) + \max{ e, 0 } / 2$</td>
</tr>
<tr>
<td>4</td>
<td>$Q_i(t) = Q_i(t-1) - e_i$</td>
</tr>
<tr>
<td>5</td>
<td>end</td>
</tr>
</tbody>
</table>

Floor and ceiling functions were utilized in the model verification experiment, in case the exceeded molecular concentration $e_i$ was an odd number. The following chart in Figure 3.3 represents a part of the model experiment example, starting with the initial...
molecular concentration in three of the channel nodes $Q_1$, $Q_2$, and $Q_3$, during the first time slot $t_1$, with assumptions that threshold $h = 6$, and $n = 7$, ($n$ represents the total number of channel nodes). The chart shows the changes in molecules concentration of these three nodes according to the above rules. In which node $Q_2$ transmits its exceeded molecules to the neighbours. The changes in molecular concentration can continue through the remaining time slots, with the existence of more channel nodes in between $Q_T$ and $Q_R$.

![Figure 3.3: Molecular Concentration in Channel Nodes, $h=6$](image)

Another example is shown in the following figures. Figures 3.4, 3.5 show one step of the process in the channel nodes:

![Figure 3.4: Initial molecular concentration in channel nodes, $h=6$](image)

The example doesn’t show the molecular concentration in $Q_T$ and $Q_R$. As it mainly focus on showing how the channel nodes exchange molecular concentration, if their concentration is higher than threshold $h$. The molecular concentration of nodes $Q_2$ and $Q_4$ in Figure 3.4 is higher than 6 (which represents the value $h$). Thus, the exceeded molecular concentration in these nodes goes to their neighbours $Q_1$, $Q_3$, and $Q_R$ as Figure 3.5 shows.
Transmitter Nanomachine: The transmitter nanomachine can keep accepting excess molecules concentration from its neighbour (i.e., $Q_1$, the first node in the communication channel). This process is biologically justified, since cells usually do not pass through molecules into the environment one-by-one, but molecules can be grouped and enclosed in a vesicle (bi-lipid layer, spherical shaped container which comprises molecules) [100]. In diffusion based molecular communication, the arrival time of molecules from the propagation medium to the receiver nanomachine can be varied [131]; however, utilizing vesicles help in keeping all the transmitted molecules to reach the destination at the same time (vesicles are also assumed to be used with channel nodes and receiver nanomachine communications).

Assuming that $Q_T(t)$: is the amount of the transmitter molecules concentration at time slot $t$, and $e_T = Q_1(t - 1) - h$, the receiver nanomachine mechanism can be represented as follows:

$$Q_T(t) = Q_T(t - 1) + \max\{e_T, 0\} / 2 \quad (3.2)$$

The transmitter nanomachine $Q_T$ attempts to collect $X$ molecules concentration from its neighbour $Q_1$ surplus molecules. Then the transmitter nanomachine $Q_T$ emits this $X$ concentration to $Q_1$, as Algorithm 2 shows:

Algorithm 2: Transmitter nanomachine

1. if $Q_T(t - 1) > X$ then
2. $Q_T(t) \leftarrow Q_T(t - 1) - X$
3. $Q_1(t) \leftarrow Q_1(t - 1) + X$
4. end

The transmitter nanomachine $Q_T$ has its own mechanisms that are different from the channel nodes. After emitting $X$ molecules concentration to $Q_1$, the transmitter nanomachine $Q_T$ will stop receiving any surplus molecules from its neighbour $Q_1$. The purpose of $Q_T$ pausing activity and not receiving molecules from a neighbour is to await the emitted $X$ molecular concentration reaching to the receiver nanomachine $Q_R$, as these $X$ molecular concentration is required to traverse through the channel nodes $Q_i$ at
the distance \( d \) between \( Q_T \) and \( Q_R \), plus the time needed to get acknowledgement from the receiver nanomachine \( Q_R \). Since the acknowledgement molecules should also traverse through the channel nodes \( Q_i \) in distance \( d \) between receiver \( Q_R \) and Transmitter \( Q_T \) nanomachines; thus, the total waiting time of \( Q_T \) is:

\[
\text{Total waiting time of } Q_T = 2d
\]  

(3.3)

The process of waiting is also biologically motivated, as symbol duration defined in [99], in which a nanomachine can transmit molecules then wait for these molecules to be captured by the receiver nanomachine, before sending the next molecules. The distance \( d \) between the transmitter \( Q_T \) and receiver \( Q_R \) nanomachines is an unknown parameter; therefore, the transmitter nanomachine needs to estimate \( d \). The molecules emitted by \( Q_T \) equal \( X \); however, the receiver nanomachine \( Q_R \) might not receiver the entire amount of molecules transmitted by \( Q_T \), since \( X \) is passing through the channel nodes \( Q_i \), but it is likely to detect an increase in the average number of the received molecules from its neighbour \( Q_n \) (the last node of the channel). For simplicity, this increase is assumed to be at least \( h \) (the receiver detection process is described in the following section). Thus, the transmitter nanomachine \( Q_T \) can consider the higher amount of molecules concentration possibly received by \( Q_R \) from \( Q_n \) as \( h \). The distance between the transmitter \( Q_T \) and receiver \( Q_R \) nanomachines can be estimated according to the following:

\[
d \leq \log\left( \frac{X}{h} \right)
\]  

(3.4)

The transmitter nanomachine \( Q_T \) would wait for at least a \( 2d \) time duration, and after this duration has finished, \( Q_T \) returns to its activity of accepting excess molecules concentration from \( Q_1 \). However, the difference this time is that the transmitter nanomachine \( Q_T \) attempts to collect \( (X + 1) \) molecular concentration, then it would emit it to \( Q_1 \), and again, \( Q_T \) waits for a \( 2d \), (but here, the value of \( d \) shall be: \( d \leq \log\left( \frac{X+1}{h} \right) \)). The transmitter nanomachine \( Q_T \) at each phase would attempt to increase the level of the collected molecules concentration until it reach to the point of collecting \( B \) molecular concentration. Collecting \( B \) molecular concentration which is the maximum capacity of each node reflects that the level of molecules concentration is high in the network, as a consequence of the molecules received from the environment by \( Q_R \) through out previous durations. Thus, the transmitter nanomachine \( Q_T \) emits this collected amount of \( B \) molecular concentration into the environment, so the process of communication is initiated again.

**Receiver Nanomachine:** The receiver nanomachine \( Q_R \), as mentioned earlier, can sense and collect molecules from the environment, which helps to prevent the molecular concentration drain inside the system. The molecules propagating in the environment are following their spontaneous diffusion [18], which means, the time of their arrival at
the receiver nanomachine $Q_R$ can vary. Thus, in this model it is assumed that $Q_R$ can sense at least $\tau$ molecules concentration during time slot $t$, where $\tau \leq h$, i.e., $\tau \in \{0, 1, 2, \ldots, h\}$.

The receiver nanomachine $Q_R$ has the same mechanisms as the channel nodes $Q_i$ in dealing with the surplus molecules, but it emits all the excess concentration to its neighbour $Q_n$ (the last node in the channel) in case it notifies (through a number of processes) that the transmitter nanomachine $Q_T$ had sent its concentration (i.e., $Q_T$ transmitted $X$ molecules concentration). By assuming that $Q_R(t)$ is the amount of the receiver molecular concentration at time slot $t$, $e_R = Q_R(t - 1) - h$, this process can be represented as shown in Algorithm 3:

**Algorithm 3: Receiver nanomachine**

```plaintext
1 if $Q_R(t - 1) > h$ then
2     $Q_n(t) \leftarrow Q_n(t - 1) + \max \{e_R, 0\} / 2$
3 end
```

However, the other difference is that $Q_R$ monitors the amount of molecules it receives from its neighbour $Q_n$, by registering the received molecular concentration and comparing it to the next received concentration. If current received molecular concentration is higher than the previous one by at least $h$, then $Q_R$ shall emit all its molecules concentration to $Q_n$. Here $e_n$ is assumed to be: $e_n = Q_n(t - 1) - h$, these mechanisms of the receiver nanomachine can be represented as follows:

$$Q_R(t) = Q_R(t - 1) + \max \{e_n, 0\} / 2 \quad (3.5)$$

The receiver nanomachine $Q_R$ considers the first received excess molecular concentration as $\max_R$. Then, by the time $Q_R$ receives a new excess concentration from $Q_n$, the new concentration is compared to $\max_R$: if it is larger than $\max_R$, it is considered as a new $\max_R$. Then $Q_R$ checks the incremental increase in the level of received concentration from $Q_n$, by finding the difference between the current $\max_R$ and the previous $\max_R$. If the difference is high enough (i.e., greater or equal to $h$), then the receiver nanomachine $Q_R$ assumes that the transmitter nanomachine $Q_T$ had emitted its collected concentration to the channel nodes $Q_i$. Thus, it should send an acknowledgement to $Q_T$ and that would be through transmitting all its molecular concentration $Q_R(t)$ to its neighbour $Q_n$. In order to allow the emitted concentration of $Q_R$ to spread between the channel and potentially reach the transmitter nanomachine $Q_T$, the receiver nanomachine $Q_R$ stops receiving any excess concentration from its neighbour for at least $\log \frac{Q_R(t)}{h}$. However, the receiver nanomachine continues to receive molecules from the environment. This process can be explained as follows:

The receiver nanomachine $Q_R$ considers the first received amount of molecular concentration from its neighbour as $\max_R$, as Equation (3.6) shows.

$$\max_R = \frac{(Q_n(t) - h)}{2} \quad (3.6)$$
Then, the process of comparing the received molecular concentration to checks the incremental increase in the level of received concentration from its neighbour $Q_n$. As Algorithm 4 shows:

**Algorithm 4:** $Q_R$ checks if $Q_T$ sent $X$ molecular concentration

\begin{algorithm}
1. \textbf{if} \((Q_n(t+1) - h)/2 > max_R\) \textbf{then}
2. \quad $max_R \leftarrow (Q_n(t+1) - h)/2$
3. \quad \textbf{if} \(((Q_n(t+1) - h)/2) - ((Q_n(t) - h)/2) \geq h\) \textbf{then}
4. \quad \quad $Q_n(t+1) = Q_R(t)$
5. \quad \textbf{end}
6. \textbf{end}
\end{algorithm}

where $Q_n(t+1) = Q_R(t)$ means that molecular concentration $Q_R$ at time $t$, will be pass to its neighbour $Q_n$ in the next time slot $t+1$.

The transmitter nanomachine $Q_T$ follows similar steps comparing the received molecules concentration from the neighbour node (obviously, after the waiting time is over) in order to recognize the acknowledgement from receiver nanomachine $Q_R$. Figure 3.6 shows the changes in molecules concentration of $Q_R$ throughout the time slots. This is a part of experiment’s results: the initial molecules concentration is 4, and it changes over time. These changes could be, due to receiving an excess concentration from the neighbour $Q_n$, or of molecules from the environment. The thresholds are $h=6$, $X=12$, and the maximum capacity of all nodes is $B=20$. The receiver nanomachine $Q_R$ observed an increment in the received excess concentration during time slot 10; thus, it has emitted its entire molecular concentration to its neighbour as an acknowledgement, assuming that the transmitter nanomachine had sent $X$. In this work, PRISM verification tool is employed to make sure that the assumption of the receiver nanomachine $Q_R$ was accurate.

![Changes of the receiver nanomachine concentration](image)

**Figure 3.6:** Changes of $Q_R$ Molecular Concentration through Time Slots, $h=6$, $B=20$, $X=12
3.2.2 PRISM Verification Tool

As defined earlier in Chapter 2, PRISM is a tool for formal modelling and analysis systems. The system behaviour is represented by constructing a mathematical model, then the model is analysed using formally-specified quantitative properties. These properties are described using temporal logic language \[103\]. It is possible to utilize PRISM to reason, not only about the probability that a system’s behaves in a specific manner but also about a vast domain of quantitative measures which are related to the system behaviour \[33, 149\].

The process of model checking consisting of two main phases, namely model constructing, model checking. The model construction phase is the process of converting the corresponding model into a PRISM language description. While model checking is processing/analysis of a constructed model by verifying a property specification and determining the result of that property \[102\]. Thus, to construct and analyse a model using PRISM, it should be specified in a state-based PRISM language first \[103\]. The PRISM language’s basic components are modules and variables. PRISM model is composed of a number of modules, which can interact with each other. To implement the processes and actions of the module, a number of local variables are defined and utilized. The state of the module at any given time is determined by the values of these variables. Thus, the local state of all modules constitute the global state of the whole model \[149\].

A set of commands are used to describe each module behaviour, by specifying the changes which can occur in a particular state, with probabilities that are assigned to the corresponding change; PRISM commands that represent some actions can optionally be labelled \[33\]. The following is an example of a command written in PRSIM language:

\[
\begin{align*}
&\text{[receive]} \quad (\text{active}=1) \& (u1=u) \& (x1=1) \quad \rightarrow \\
&\text{guard} \quad \text{probability} \quad \text{update} \\
&\text{probability} \quad \text{update} \quad (1-p): \quad (u1=0) \& (x1=2) \\
\end{align*}
\]

Each guard represents a predicate over all variables in the model, including the variables of each module. An update of the command describes a transition that the model can make if the guard is true. A transition represents the change in a particular state, and it is identified through giving the new values of the variables in the module \[149\].

In PRISM model, each command can be executed independently, though in every state of the model there is a set of commands (in any of the modules) indicating that their guards are true can be elicited. Thus, choosing which command is performed can depend on the type of the model. However, there is another feature in PRISM language which allow synchronizations in executing transitions (commands) on more than one module of PRISM model. That can be done by using labels, i.e. all commands with matching action-labels can be executed simultaneously \[33, 149\].
3.2.3 Verification Results using PRISM

The model explained in Section 3.2.1 has been described in PRISM language to construct a PRISM model. This model consists of three modules: the first represents the rules related to the transmitter nanomachine $Q_T$. The performance of channel nodes $Q_i$ is described in the second module; and in the third module the mechanisms of the receiver nanomachine $Q_R$ are interpreted in PRISM language. The values of the related thresholds $B$, $h$, and $X$ are defined in the PRISM model and considered as constants. Besides this, the initial concentrations of all nodes (including the transmitter and receiver nanomachines) are defined as integer variables. The system is verified using the PRISM model checking tool, PRISM 4.2.1 running on MS Windows 7, Intel(R) Core(TM)i3-2370M CPU 2.40GHz, 4.00 GB of RAM.

The model in Section 3.2.1 is represented as a Discrete-Time Markov Chains (DTMC) model. DTMC is a state-transition system consisting of a discrete set of states which represent the possible configurations of the system being modelled, and the transitions between states occur in discrete time-steps [101]. DTMC characterize each transition with a probability, in a way that means the sum of every outgoing transitions for each state equals one, it is possible to set a probability space through infinite paths over the model and quantitatively analyse the eventuality of the occurrence of a certain event [139].

However, the probabilities of the used transitions in representing this model are one, i.e. the transitions are deterministic, if the conditions are true, then a certain event will occur, as the following channel related command indicates:

\[
[q_2 > h] \land (q_1 = B) \land (q_3 = B) \land (q_1 + q_2 = 0) \land ((q_1 + \text{floor}(((q_2 - h)/2))) = B) \land ((q_3 + \text{ceil}(((q_2 - h)/2))) = B) \land (q_1 = q_2) \land (q_1 + \text{floor}(((q_2 - h)/2))) \land (q_3 = q_3 + \text{ceil}(((q_2 - h)/2)))
\]

This command in the channel module is about the second node $Q_2$ of the channel. The end conditions are: if the molecules concentration of $Q_2$ is higher than threshold $h$, and the molecular concentration in nodes $Q_1$ and; $Q_3$ are less than the capacity $B$, and if the molecular concentration of $Q_2$ remains larger or equal to zero after emitting the excess concentration, and if the molecules concentration in nodes $Q_1$, and $Q_3$ remain less than $B$ after adding the excess concentration from $Q_2$. Then this command is enabled, and the following events can occur. These events are as follows: the excess concentration is deducted from the $Q_2$ molecular concentration; and each of the nodes $Q_1$ and; $Q_3$ get half of this, which is an example of the commands used to represent the model in PRISM language. The commands in transmitter module and receiver module are regulated in similar way (demonstrated in the above example) and according to the conditions explained in Section 3.2.1. However, flags and labels are utilized in the modules, to point out to the receiver nanomachine that the transmitter had already emitted $X$ molecular concentration. Thus, when it senses an increment in the level of received molecular
concentration from the neighbour, it transmits all its molecular concentration. This rise could be a consequence of the emitted $X$ molecular concentration by the transmitter. These flags and labels can also indicate to the transmitter nanomachine that the receiver has already sent an acknowledgement and it can start receiving molecular concentration from its neighbour. Furthermore, the flags have been employed in the model analysing process, i.e., property verification.

Thus, to analyse the model that has been described and constructed in PRISM it is required to identify one or more properties related to the model which can be evaluated and analysed by the tool [149]. In PRISM the property specification language is based on probabilistic temporal logic [101]. In assigning properties to a model, one of the main tasks is to identify a specific set of the model’s states; as an example, in order to verify if ‘an algorithm eventually terminated successfully with probability 1’, it is required to identify the states of the model which can identify the status in which ‘the algorithm has terminated successfully’ [149]. This can be achieved through writing an expression in the PRISM language containing references to variables (and constants) from the model that it relates. The expression evaluates a Boolean value, when the set of states corresponding to the expression evaluates as true, this means the expression is ‘satisfied’ in these states [102].

In PRISM property specification language, one of the most important operators is the $P$ operator, which can be used to reason about the probability of an event’s occurrence [149]. In PRISM properties verification, a wide range of paths properties are used with the $P$ operator and, where path property is a formula that evaluates either true or false for a specific path in a model [103]. There are different types of temporal operator which can be used inside the $P$ operator, one of which is ‘Eventual path property’: $F\ prop$. The property $F\ prop$ can be true for a specific path if the prop eventually becomes true at some point along the path [149].

The construction of the model according to PRISM language and verification analysis processes have been carried out, first on a model consisting of two channel nodes with transmitter and receiver nanomachines. The values of thresholds are: $B = 15$, $h = 5$, $X = 9$, while the initial values of the molecules concentration are: $\{8\}$ in the transmitter nanomachine, $\{6\}$ in the receiver nanomachine and $\{4, 3\}$ in the channel nodes. Then, the verification process has been repeated on a model of five channel nodes, with the same values of the thresholds and same initial molecular concentration of the transmitter and receiver nanomachines, but the initial molecules concentration of the channel nodes are: $\{4, 3, 8, 7, 4\}$. Then another experiment is repeated on a model of ten channel nodes, where the initial molecules concentration in these channels nodes are $\{4, 3, 8, 7, 4, 9, 4, 7, 3, 10\}$. Finally, an experiment on a model of twenty channel nodes is implemented, the initial molecules concentration of the channel nodes are: $\{4, 3, 8, 7, 4, 9, 4, 7, 3, 10, 5, 11, 4, 9, 13, 6, 8, 10, 5, 7\}$. The threshold values and the initial molecules concentration in the transmitter and receiver nanomachines of the last two experiments are the same values in the first and second experiments. Table 3.1 represents
the results of building these four PRISM models:

<table>
<thead>
<tr>
<th>Number of Channel Nodes</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reachability Iterations</td>
<td>19</td>
<td>48</td>
<td>68</td>
<td>95</td>
</tr>
<tr>
<td>Time of Model Construction</td>
<td>0.122</td>
<td>11.93</td>
<td>425.412</td>
<td>6373.23</td>
</tr>
<tr>
<td>No. of States</td>
<td>1136</td>
<td>125399</td>
<td>10296733</td>
<td>207448902</td>
</tr>
<tr>
<td>No. of Transitions</td>
<td>2530</td>
<td>222490</td>
<td>40140786</td>
<td>516044219</td>
</tr>
</tbody>
</table>

Table 3.1: Outputs after Building PRISM Models

The results in Table 3.1 are computed within PRISM model checker. These results are shown if the model built correctly. Each module in PRISM consists of two parts: variables and commands. The variables describe the possible states that the module can be in; the commands describe the way in which the state changes over time. Transition is the change in particular state, and that happens through giving new values of the variables in the module. Thus, according to the number of modules in PRISM model, the number of states and transitions are computed. Linear increase in size of system can result in an exponential increase in the size of the model.

The properties which have been verified are related to receiving molecular concentration by $Q_R$ when $Q_T$ emits its $X$ molecular concentration, and the receiving of an acknowledgement by $Q_T$ after $Q_R$ emits all its molecules concentration. Thus, some flags are used to refer to these events, in order to set the properties’ expressions. The first flag is $sent_X$ which is related to $Q_T$, initially this flag is $false$, and when $Q_T$ emits $X$ molecular concentration $sent_X$ becomes $true$. Two parameters $maxR_{prev}$ and $maxR_{new}$ have been defined, which represent the previous and current received molecules concentration by $Q_R$. If $(maxR_{new} - maxR_{prev} \geq h) \& (sent_X = true)$ then $Q_R = 0$, i.e. the receiver nanomachine $Q_R$ emits all its molecular concentration when these conditions are enabled, and through this it is possible to verify this property thus:

$$P = \text{=?[F}(Q_R = 0)]$$ (3.7)

Formula (3.7), when evaluated over the model, yields the probability that the molecular concentration of the receiver nanomachine $Q_R$ equals zero, eventually. This property has been verified in the four models described above, as Figure 3.7 shows:
The x-axis in Figure 3.7 (Verification Time) represents the time required for model checking, i.e., the time that PRISM took to verify property 3.7, while the y-axis signifies the probability that this property is (eventually) true in the model. The points in the figure denote the size of the modelled system (the number of the channel nodes between $Q_T$ and $Q_R$). Figure 3.7 shows that the probability of $Q_R$ detecting that $Q_T$ has emitted molecular concentration is inversely proportional to the size of the channel between $Q_T$ and $Q_R$. This is expected since the probability of molecules reaching $Q_R$ from $Q_T$ decreases significantly as the distance between transmitter and receiver increases. However, the figure shows that the time of model checking increasing as the size of the channel nodes increases. As the receiver nanomachine $Q_R$ can sense and collect molecules from the environment. These molecules are supposed to follow spontaneous diffusion, and thus, the time of their arrival at the receiver nanomachine $Q_R$ can vary. These molecules are defined as a random variable in the PRISM model as a random variable. This variable is affecting the deterministic process described in Section 3.2. 

To explain the precise meaning of the data points in Figure 3.7, here is a clarification example: In a network of five channel nodes the probability of verifying property (3.7) is 0.62. The time needed required to verify property (3.7) in a network of five channel nodes is 8.7 second. In Figure 3.7 the small square represents the result of the experiment with two nodes channel. The circle however represents the result of the experiment with five nodes channel. While the triangle represents the result of the experiment with ten channel nodes. Finally, the diamond shape represents the result of the experiment with twenty nodes channel.
When $Q_R = 0$, this enable the flag $sent_{all}$ to become true (which initially was false). This flag along with the two parameters $maxT_{prv}$, $maxT_{new}$ that represent the previous and current received molecules concentration by $Q_T$, can be used to find out if $Q_T$ recognizes that $Q_R$ has sent an acknowledgement, i.e. if flag $ack$ becomes true: If $(maxT_{new} - maxT_{prv} \geq h) \& (sent_{all} = true)$ then $ack = true$. Through these conditions, it is possible to verify the following property:

$$P = \mathbb{P}[F(ack = true)]$$  \hspace{1cm} (3.8)

Formula (3.8), when checked over the model, gives the probability that the transmitter nanomachine $Q_T$ receives an acknowledgement eventually, as flag $ack$ becomes true. This property has been verified in four experiments with different sized systems, having two, five, ten and twenty channel nodes, respectively, as Figure 3.8 shows:

![Figure 3.8: Verification Results of $Q_T$ Receiving Acknowledgement from $Q_R$](image)

Figure 3.8 shows that the probability of $Q_T$ receiving an acknowledgement from $Q_R$ is similar to the previous figure, the x-axis representing the required time to verify property 3.8 and the y-axis representing the probability that the flag $ack$ eventually equals true, and the points denote the number of the channel nodes of the verified models. Figure 3.8 shows that the probability of $Q_T$ receiving an acknowledgement is also inversely proportional to the size of the channel, as the distance between $Q_T$ and $Q_R$ increases. However, in term of the probabilities of each channel size in Figure 3.8 compared to the corresponding size in Figure 3.7 it is noticeable that the probability of receiving acknowledgement is always less than the probability of $Q_R$ detecting that $Q_T$ has sent the molecular concentration. This could occur because the number of
molecular concentration emitted by $Q_T$ is often higher than those which $Q_R$ transmits as an acknowledgement.

The following sections explore the effect of noise on the proposed system, then assuming that the system is a bi-directional model in a way that $Q_T$ and $Q_R$ can both transmit and receive molecular concentration; and after this representing multiple access channel model.

### 3.3 One-Dimensional Bio-Inspired Nano System with Noise

The same model described in subsection 3.2.1 is assumed here, but noise of the environment is considered. It is thought that the receiver nanomachine $Q_R$ can sense at least $\tau$ molecules during time slot $t$, where $\tau < h$, i.e., $\tau \in \{0, 1, 2, \ldots, h\}$, considering that $Q_R$ is able to receive molecules from other nodes in the environment. Here, it is assumed that the channel nodes $Q_i$ can also sense molecules from the environment, but what $Q_i$ senses is considered as noise, since $Q_i$ nodes are supposed to receive molecular concentration only from $Q_T$ and $Q_R$. Each one of the channel nodes $Q_i$ can sense $\mu$ molecular concentration during time slot $t$, where $\mu \in \{0, 1, 2, \ldots, h\}$. This affects the mechanism of channel nodes $Q_i$ in dealing with its excess molecular concentration $e_i$. Instead of deterministically dividing it into two equal parts and emitting it to its neighbours, the channel nodes distribute its excess randomly, it may emit all its excess molecular concentration to one neighbour rather than another, as explained below in Algorithm 5.

Let $Q_i(t)$ be the amount of node $i$ molecular concentration at time slot $t$ and $e_i$ be the excess molecules from a node and is obtained from Equation 3.1.

#### Algorithm 5: Effect of noise on channel nodes mechanism

1. If $Q_i(t-1) > h$ then
2. $p: [Q_{i-1}(t) \leftarrow Q_{i-1}(t-1) + e] + (1-p): [Q_{i+1}(t) \leftarrow Q_{i+1}(t-1) + e]$
3. End

In order to verify the system with the assumptions of noise effects on the channel nodes, the PRISM representation discussed in Subsection 3.2.3 was repeated, with changes on the channel module, and by making the transitions based on the probabilities, in this representation, it has been assumed that the excess concentration of a certain node in $Q_i$ can be emitted to $Q_{i+1}$ with 0.5 probability and 0.5 to be emitted to $Q_{i-1}$. Four experiments have been carried out, based on different sized channel nodes: (two, five, ten and twenty), with the same initial values of molecular concentration that set in Subsection 3.2.3 and the same threshold values of $(B, h, X)$. Table 3.2 represents the results of building these four PRISM models taking in consideration noise sensed by the channel nodes $Q_i$: 

---

Table 3.2: Results of building PRISM models with noise.
Number of Channel Nodes & 2 & 5 & 10 & 20  \\ 
Reachability Iterations & 75 & 110 & 150 & 185  \\ 
Time of Model Construction & 1.39 & 35.97 & 471.32 & 47122.15  \\ 
No. of States & 109003 & 2051359 & 24173211 & 531722815  \\ 
No. of Transitions & 320837 & 4875150 & 42151022 & 725631920  \\ 

Table 3.2: Outputs after Building PRISM Models with Noise

Besides verifying properties (3.7) and (3.8), in this experiment new properties have been verified, which are related to errors in receiving molecules from $Q_T$ or in receiving acknowledgement form $Q_R$. Errors are a consequence of receiving higher molecules concentration either by $Q_R$ or $Q_T$, even though flags $Sent_X$ and $Sent_{all}$ respectively are false. This increment in molecular concentration is due to the received molecular concentration from the environment by the channel nodes during each time slot. Thus, the error at the receiver nanomachine is the result of: If $(\max_{R_{new}} - \max_{R_{prev}} \geq h) \& (sent_X = false)$ then $error_R = true$, where $error_R$ is a flag indicating that the increment of the molecular concentration level received by $Q_R$ wasn’t due to the transmitting of molecules concentration by $Q_T$, and initially $error_R$ is false. The property to be verified is represented as the following:

$$P = \lnot[F(error_R = true)]$$ (3.9)

Evaluating Property (3.9) over the model yields the probability that the $Q_R$ senses an increment in the regular received molecular concentration, even if $Q_T$ has not emitted $X$ molecules. Both Properties (3.9) and (3.7) were verified in the four models, as described in Subsection 3.2.3 and shown in Figure 3.9.
The x-axis in Figure 3.9 signifies the time required to verify properties (3.9) and (3.7); the y-axis represents the probability that these properties are (eventually) true in the model. The points on the line denote the probability of occurring property (3.7); the points on the dashed line represent the probability of occurring property 3.9, the points represent the number of nodes between $Q_T$ and $Q_R$. It can be seen that the probability of both properties are inversely proportional to the size of the channel between $Q_T$ and $Q_R$, as the distance between the $Q_T$ and $Q_R$ expands. However, the probability of verifying Property (3.9) is higher. That could be a consequence of $Q_R$ receiving an increased level of molecular concentration even before $Q_T$ transmits $X$ molecules concentration. As the channel nodes $Q_i$ receive at least $\mu$ molecular concentration from the environment during each time slot and their concentration exceeds threshold $h$ many times.

The second error $error_T$ is related to receiving an acknowledgement even though $sent_{all} \neq true$. If $(max_{new} - max_{prev} \geq h) \& (sent_{all} = false)$ then $error_T = true$, initially $error_T$ is false. The property to be verified is represented as follows:

$$P = \mathbb{P}(error_T = true)$$ (3.10)

Figure 3.10 shows the verification probability of two properties, 3.8 and 3.10 which are related to receiving acknowledgement by $Q_T$ from $Q_R$, and the error in receiving this acknowledgement. These properties have been verified in four experiments on the models described in subsection 3.2.3.
Figure 3.10: Verification Results of properties (3.10) and (3.8)

The points on the line in Figure 3.10 denote the probability of the occurring of Property (3.8), and the points on the dashed line represent the probability of the occurring of Property (3.10), each point represents a specific channel size. The probability of verifying property (3.10) is not high as of Property (3.9) specified in previous figure, that could be a consequence of $Q_T$ waiting phase and not receiving excess concentration from neighbour after transmitting $X$; however, $Q_T$ might sense an increment in the level of received molecules concentration from neighbour even before transmitting $X$, and obviously $Sent_{all}$ is not true yet, and that what can trigger Property (3.10).

3.4 Bidirectional Bio-Inspired Nano System

The model described in Section 3.2 is considered, but with a few changes and new rules, in order to assume that the model is bidirectional, inspired by rules and conditions characterizing the model in [177], gives the following:

- $Q_T$ and $Q_R$

In this section, both $Q_T$ and $Q_R$ are assumed to have two modes: a transmission mode and a receiving mode. However, a nanomachine can not be in a transmission and receiving mode simultaneously. If, for example, $Q_R$ is in transmission mode, it cannot detect any transmitted molecular concentration. During each time slot $t$, both $Q_T$ and $Q_R$ can receive at least $\tau$ molecular concentration from the environment, where $\tau < h$ and $t$ has been defines in Subsection 3.2.1. Each nanomachine in the model has its own timer or a local clock $t_{local}$ and according to it a nanomachine switches between transmission and receiving mode. During each
time $t_{local}$ a nanomachine can transmit molecules concentration $u$, where $u < h$ with probability $p = \frac{1}{m}$, where $m$ represents the number of nanomachines in the model. Here $m$ is 2, i.e. $Q_T$ and $Q_R$; thus, $t_{local} = \log(\frac{u}{h})$. However, for each local clock a nanomachine either listens till the end of this $t_{local}$, or transmits $u$ molecular concentration at the beginning, and then it waits until the end of this $t_{local}$. The start of the duration of $t_{local}$ in $Q_T$ is not synchronized with the start of $t_{local}$ in $Q_R$. When a nanomachine transmits $u$ molecular concentration, there is a probability $\varepsilon$ of failure, where $\varepsilon > 0$. Thus, when $Q_T$ is in transmission mode and sends $u$ molecular concentration through the channel nodes $Q_i$, then $Q_R$ receives $u$ with a probability of at least $1 - \varepsilon$. In this model, it is assumed that nanomachines can transmit and receive molecules concentration, but sending acknowledgement is not considered here; however, verification of successful transmission and receiving has been carried out by employing PRISM model checker.

- **Channel nodes $Q_i$**

Channel nodes $Q_i$ have the similar mechanisms to those described in Section 3.2.1 however, there are few changes. Firstly, it is assumed that the initial value of molecular concentration in all $Q_i$ is $h$. So that all the excess molecules concentration would be sent to the next neighbour, if $Q_i(t) > h$ then $Q_{i+1}(t) = Q_{i+1}(t-1) + e$, where $e$ is obtained through Equation (3.1), ($e$ here represents $u$). Thus, $Q_{i+1}$ transmits $e$ to $Q_{i+2}$, and that continues until $u$ reaches $Q_R$, in case $Q_T$ had transmitted $u$ at the beginning of its $t_{local}$. If both $Q_T$ and $Q_R$ were in transmission mode and did not detect molecular concentration from $Q_i$ nodes. Then, either $Q_1$ (the first node of the channel near $Q_T$) or $Q_n$ (the last node of the channel near $Q_R$) transmits $e$ into the environment, so that all channel nodes return to their stable condition with $h$ molecules concentration. Some nodes $Q_i$ might receive $e$ from their neighbours on both sides during short duration, which can happen when $Q_T$ and $Q_R$ are in transmission mode within a close period.

- **Model Verification**

A PRISM model has been constructed according to the rules described in this section; thus, with probability 0.5, a nanomachine can be in transmission mode, otherwise it is in receiving mode, with 0.5 probability. Transmission mode means that a nanomachine would transmit a certain value, i.e. $u$, to its neighbour from the channel nodes $Q_i$ (either $Q_1$ or $Q_n$), then the channel nodes would deliver it to the destination nanomachine. In receiving mode, a nanomachine waits to receive something from its neighbour. Few flags have been defined to facilitate the verification process. Two experiments have been implemented on a model with a channel of two nodes, and model with a channel of five nodes. The initial values of molecular concentration in all the channel nodes are $h$. The values of the thresholds in both experiments are $B = 15$, $h = 5$, the initial values of the
molecules concentration are: 8 in $Q_T$ and 6 in $Q_R$, and the value of $u = 3$. Table 3.3 represents the results of building these two PRISM models:

<table>
<thead>
<tr>
<th>Number of Channel Nodes</th>
<th>2</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reachability Iterations</td>
<td>64</td>
<td>98</td>
</tr>
<tr>
<td>Time of Model Construction</td>
<td>5.72</td>
<td>71.23</td>
</tr>
<tr>
<td>No. of States</td>
<td>171541</td>
<td>2516220</td>
</tr>
<tr>
<td>No. of Transitions</td>
<td>311231</td>
<td>4984325</td>
</tr>
</tbody>
</table>

Table 3.3: Outputs after Building PRISM Models of Bi-directional System

Four properties have been verified that are related to the success of transition/receiving and the failure of transition/receiving. When either nanomachine in the mode is in a transmission mode, then a flag is enabled, i.e. $Q_Tsend = true$, $Q_Rsend = true$. When either nanomachine is in receiving mode, then other flags are enabled, i.e. $Q_Treceive = true$, $Q_Rreceive = true$. The property **Send-Success** is true:

\[
\text{If } (Q_Tsend = true) \& (Q_Rreceive = true) \& (Q_1 = (Q_T - u) + Q_1) \parallel (Q_Rsend = true) \& (Q_Treceive = true) \& (Q_n = (Q_R - u) + Q_n)
\]

This means that successful transmission requires that one of the nanomachines is in transmission mode, and the other in receiving mode, and that the nanomachine transmits $u$ molecular concentration to its neighbour. If one of these conditions has not been satisfied, then the **Send-Fail** property is not enabled.

The property **Receive-Success** would be true:

\[
\text{If } (Q_Treceive = true) \& (Q_Rsend = true) \& (Q_T = (Q_1 - h) + Q_1) \parallel (Q_Rreceive = true) \& (Q_Tsend = true) \& (Q_R = (Q_n - h) + Q_R)
\]

If one of these conditions is not satisfied, then the **Receive-Fail** property is not enabled.

Thus, the properties to be verified are:

\[
P = ?[F(Send - Success = true)] \quad (3.11)
\]

\[
P = ?[F(Send - Fail = true)] \quad (3.12)
\]

\[
P = ?[F(Receive - Success = true)] \quad (3.13)
\]

\[
P = ?[F(Receive - Fail = true)] \quad (3.14)
\]

The following figures show the results of verifying these properties:
Figures 3.11 and 3.12 show that the probability of success in sending and receiving is higher than the probability of failure, which is likely to be related to the simple model that has been verified, which consists of only two nanomachines; and, as the figures show that the effects of the channel size are not very high. This might be a result of the channel nodes rules in this model, in which it delivers the total amount of the molecules.
concentration (i.e. \( u \)) to the destination without many effects on this amount. However, if the size of the channel is bigger, one of the effects on transmission/receiving failure or success is that a destination nanomachine is in a receiving mode, but until \( u \) approaches from the transmitter through the channel nodes, its \( t_{\text{local}} \) ends and it might switches to a transmission mode, and thus be unable to detect \( u \).

### 3.4.1 Multiple-Access Channel System

Applying the same rules discussed in relation to the bi-directional model in Section 3.4 with few changes, in a system of four nanomachines, each one can transmit and receive molecules concentration, as Figure 3.13 shows. Thus, the difference here is that, during each time \( t_{\text{local}} \), a nanomachine can transmit molecular concentration \( u \), with probability \( p = \frac{1}{4} \). A nanomachine in transmission mode can send molecular concentration to a neighbour from one side, or to neighbours on both sides (i.e., sends \( u \) twice in the same \( t_{\text{local}} \)). However, a nanomachine in receiving mode can not receive molecular concentration sent from neighbours on both sides (i.e. two nanomachines transmit \( u \) to the same destination nanomachine in quite close duration) due to jamming in communication, which can be considered as another reason for transmitting/receiving failure.

![Multiple-Access Channel System](image)

**Figure 3.13: Multiple-Access Channel System**

The constructed PRISM model in previous section has been extended and modified according to the rules of multi-access channel; thus, with a probability of 0.25 a nanomachine can be in transmission mode, otherwise it is in receiving mode with 0.25
probability. Transmission mode means that a nanomachine transmits a certain value, i.e., \( u \), to one of its neighbours from the channel nodes, or to its two neighbours (on both sides, if it needs to communicate with nanomachines on its sides), then the channel nodes deliver it to the destination(s) nanomachine. Receiving mode, a nanomachine waits to receive something from either of its neighbours, and it simply cannot receive molecular concentration from both neighbours. Two experiments have been implemented on a model with a channel of two nodes between each two nanomachines, and a model with a channel of five nodes between each two nanomachines. The initial values of molecules concentration in all the channel nodes are \( h \). The value of thresholds in both experiments were: \( B = 15, \ h = 5; \) the initial value of the molecular concentration in the four nanomachines were: 8, 6, 7, 9; and the value of \( u = 3 \). Table 3.4 represents the results of building these two PRISM models:

<table>
<thead>
<tr>
<th>Number of Channel Nodes</th>
<th>2</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reachability Iterations</td>
<td>82</td>
<td>121</td>
</tr>
<tr>
<td>Time of Model Construction</td>
<td>9.54</td>
<td>83.25</td>
</tr>
<tr>
<td>No. of States</td>
<td>2354211</td>
<td>31435212</td>
</tr>
<tr>
<td>No. of Transitions</td>
<td>443112</td>
<td>6571213</td>
</tr>
</tbody>
</table>

Table 3.4: Outputs after Building PRISM Models of Multi-Access Channel System

Four properties have been verified through these two experiments; these properties have already described in Section 3.4. The following figures show the results of verifying (3.11), (3.12), (3.13) and (3.14) properties:

![Figure 3.14: Verification Results of Properties (3.11) and (3.12) in Multi-Access Channel](image-url)
Figure 3.14 represents the results of verifying these two properties (3.11) and (3.12). Where the dotted line represents the probability of fail in sending (i.e., result of verifying Property (3.12)) in two experiments with different sized network. Where the square represents the experiment with two nodes channel network and the circle represents the experiment with five nodes channel. While the line in Figure 3.14 represents the probability of success in sending (i.e., result of verifying Property (3.11)) in two experiments with different sized network.

Figure 3.15: Verification Results of Properties (3.13) and (3.14) in Multi-Access Channel

Figure 3.15 represents the results of verifying the properties of success and fail in receiving. Where the dotted line represents the probability of fail in receiving (i.e., result of verifying Property (3.14)) in two experiments with different sized network. Where the square represents the experiment with two nodes channel network and the circle represents the experiment with five nodes channel. While the line in Figure 3.15 represents the probability of success in receiving (i.e., result of verifying Property (3.13)) in two experiments with different sized network.

Figures 3.14 and 3.15 show that the probability of failure in sending and receiving is higher than the probability of success, compared to the results in the previous section, which could be related to the number of nanomachines in this model, and that each nanomachine in a transmission mode can send $u$ twice to each of its neighbours during one $t_{\text{local}}$. However, if one the destination nanomachines could not detect $u$ (either because it has already received $u$ from another nanomachines. Or because it is not in receiving mode), this can cause transmission failure (at the same time, it can cause
receiving failure as the destination nanomachine which is in receiving mode has already received $u$ from another nanomachine).

### 3.5 Summary

In this chapter, a time-slotted one dimensional communication system based on bio-inspired rules, between two nanomachines has been illustrated. Starting by defining the model, then introducing PRISM model checker which has been used to verify properties defined in the model. Later, the results of PRISM verification are presented. Then the defined model is modified to study the effects of the environment noise. The properties of the modified model are then verified using PRISM model checker. The verification results are presented later. That followed by, proposing a bi-directional system, the properties of this system are also verified through PRISM. The results of the bi-directional system then presented. The bi-directional system has been extended to represent a multi access channel system. Then, the analysis of the success and failure of sending and receiving in this system with its PRISM verification results are presented.
Chapter 4

Performance Analysis of Molecular Communication Model

4.1 Introduction

Molecular communication is considered a bio-inspired paradigm, in which molecules are transmitted, propagated and received between nanomachines [111]. Time slotted model consist of \( n \) nanomachines in a bounded environment is considered. These nanomachines are communicate according to diffusion based molecular communication. Information molecules are encoded based on the variation in the concentration of molecules in the communication medium. Thus, the receiver nanomachine decode the sensed information molecules during a certain time slot as ‘1’, if its concentration exceeds a certain threshold \( \tau \), and ‘0’ otherwise.

The main objective is to study the performance of diffusion based molecular communication model, an algorithm to find the maximum distance (transmission range) that information molecules can reach if a nanomachine kept diffusing molecules during certain time slots. The information molecules are represented as a 1-bit symbol with one threshold. Experiment results show the effects of noise and the medium diffusion coefficient on the transmission range of the diffused molecular concentration.

Next, the pattern of diffusion was explored, by inspecting how a receiver nanomachine could distinguish a message from one transmitter nanomachine at a distance \( d \) or two transmitter nanomachines at different distances. The information molecules were represented as 2-bits by using \( 2^2 \) different values with \( 2^2 - 1 \) thresholds. In the literature, the performance of the molecular propagation channel has been explored in [117, 119, 121, 145, 167]. Through the evaluation of their results, the factors that can affect the sensed molecular concentration at the receiver nanomachine are concluded. These factors have facilitate the model assumptions in this chapter. Including the assumption that the estimation of the interference from previous diffused information molecules on the current diffused information molecules, depends on distance, time and
sensed molecular concentration. Thus, in the implemented experiments the effects of
distance, time, sensed molecular concentration and interference are considered.

The chapter is organized as follows. In Section 4.2 the model is described. The
range of transmission algorithm and the experiment’s results are presented in Section
4.3. In Section 4.4 the proposed pattern of diffusion algorithm, the factors that af-
fect distinguishing the sensed molecular concentration, and the experiment results are
demonstrated. A summary of the discussed issues is described in Section 4.5.

4.2 Model

Network Environment: a system of $n$ nanomachines is considered, these nanoma-
achines communicate according to diffusion based molecular communication. The envi-
ronment of the communication might contain residual molecules from previous diffusion,
and also contain molecules from other nanomachines (that are not among $n$) and these
molecules can be considered as noise. In [100] the diffusion based communication system
has showed that only the molecules last previous diffusion can affect the current dif-
sussion. Nanomachines are assumed to have simple computational capability, and storage
space for the needed computations.

Time Slots: The model is time slotted with length $t$; thus, a transmitter nanomachine
can keep diffusing molecules during this $t$ time slot, where $t = \frac{d^2}{D}$.

Information Molecule Encoding: the concentration of received molecules is con-
sidered to be the information molecules (though it is also called the transmitted symbol).
Thus, a receiver nanomachine decode the received symbol as ‘1’ in case the number of
molecules sensed by the receiver nanomachine during $t$ time slot is higher than a given
threshold $\tau$; if not, then the symbol is decoded as ‘0’. Generally nanomachines are as-
sumed to sense at least $(\varepsilon + \mu)$ molecular concentration, where $\varepsilon$ represents the residual
molecular concentration and $\mu$ can represent the environmental noise. If the nanoma-
chine sense molecular concentration that is higher than $(\varepsilon + \mu)$; i.e., $\tau$, it can recognize
that at least one nanomachine is diffusing molecules. In [98] modulation techniques have
been explored, one of which is Concentration Shift Keying, where symbols (information
molecules) can be represented as $b$ bits through $2^b$ different values, and the levels of
threshold can be $2^b - 1$.

Network Communication: The nanomachines $n$ are assumed to communicate
through diffusion; thus, once the molecules are released by a transmitter nanomachine
into the propagation medium, these molecules shall be diffused freely according to the
Brownian motion dynamics. The function of the molecular concentration at the receiver
nodes in response to an impulse of information molecules (symbol) emission from the
transmitter with $Q$ molecules is of the form [125]:
\[ Qh(t) = \int_0^T (Q \times \frac{1}{(4\pi Dt)} \times \exp(-\frac{d^2}{4Dt})) \] (4.1)

where, \( t \) represents time and it is the integral variable and range from 0 to \( T \), \( d \) denotes the distance between the receiver and the source, \( D \) is the diffusion coefficient, \( Q \) number of diffused molecules. Thus, the receiver nanomachine sense the accumulated molecular concentration diffused through the time slot \( t \).

**Rang of transmission:** One of the model’s assumptions is that the communication environment is bounded. It is also assumed that when a transmitter nanomachine diffuses information molecules, it can somehow reach all nodes at distance \( d \). One of the objectives of this model is to compute the maximum distance which a diffusing transmitter nanomachine could reach if it kept on diffusing for a certain time. Besides that, to study through experiments, what could affect the value of the maximum distance.

**Pattern of Diffusion:** Assuming that the information molecules (symbol) are represented as 2 bits with \( 2^2 \) different values and \( 2^2 - 1 \) thresholds, the aim is to check how a receiver nanomachine can distinguish a message transmitted from a transmitter nanomachine at distance \( d \). A receiver nanomachine can sense the transmitted information molecules through the following expression, where [125] stated that the molecular concentration peak at a receiver nanomachine is obtained through:

\[ Q(p) = Q\left(\frac{3}{2\pi}\right)^{3/2} \frac{1}{d^3} \] (4.2)

where \( Q(p) \) means the function to compute the peak of the diffused \( Q \) molecules.

From Equation (4.2) the peak of molecular concentration at a receiver nanomachine is inversely proportional to the cube of the distance \( d \), and it is not affected by the diffusion coefficient \( D \) of the medium.

However, the time that it takes diffused molecules to reach their peak can be affected by \( D \); thus a receiver nanomachine at distance \( d \) from a transmitter nanomachine can sense that then molecular concentration at \( d \) peaks at \( t' = \frac{d^2}{6D} \), where \( t' \) here is computed from the derivative of Equation (4.1) [121].

### 4.3 Range of Transmission

There is a specific range in which the diffused molecules could be sensed or received. Thus, in order to compute the maximum distance (transmission range) \( d \) in which molecules from a transmitter nanomachine could be sensed by the receiver nanomachine, the assumption is that a transmitter nanomachine will keep diffusing as long as \( t \) less or equal to \( T \) which represents the maximum time the source can continue on diffusing. The receiver nanomachine will keep on sensing as long as the molecular concentration is higher or equal to \((\varepsilon + \mu)\) and \( t \) is less or equal to \( T \). The molecular concentration
sensed by the receiver nanomachine at each single time $t$ is computed through Equation (4.1).

Algorithm 6 computes range of transmission, assuming that the source keeps diffusing as long as $t$ is less or equal to $T$.

The initial values of $d$ and $t$ are incremented by 0.01 at each iteration, assuming that these molecules can be sensed at each 0.01nm, to utilize each 0.01millisecond of the time slot, where the initial values of $d = 0$ and $t = 0$. The diffusion coefficient $D = 10^{-16} cm^2/s$, the value of $\mu = 2 \times 10^{16}$ molecules.cm$^{-3}$, and number of molecules diffused per information molecule (symbol) is $Q \approx 2 \times 10^{10}$ molecules, $T = 1000 ms$. During simulation experiments, $\varepsilon$ value initiated by 0.05, then at each run incremented by 0.05 until it reaches 0.95. Algorithm 6 is considered as an external computation of the transmission range. Thus, Algorithm 6 is not executed by the nanomachines in the network.

**Algorithm 6:** Finding the Range of Transmission

**Input:** Initial values of parameters in Equation (4.1)

**Output:** Range of transmission that diffused molecules can reach

1. $t \leftarrow 0$
2. $d \leftarrow 0$
3. $f \leftarrow 0$
4. while $t \leq T_0$ do
   1. $d \leftarrow d + 0.01$
   2. $t \leftarrow 0.01$
   3. while $f \geq (\varepsilon + \mu)$ & $(t \leq T_0)$ do
      1. $f = f + \left[ Q \times \frac{1}{(4\pi D t)} \times \exp\left(-\frac{d^2}{4Dt}\right) \right]$
      2. $t = t + 0.01$
   5. $f \leftarrow 0$
5. return $d$

The transmission range of diffusion has been calculated for each single value of $\varepsilon$, to check its effect on diffusion. The results of the experiment are 19 figures, where each figure represents the transmission range of the diffused molecules with different $\varepsilon$ values. Another experiment was carried out to compute the transmission range with a different value of the medium diffusion coefficient, where $D = 10^{-2} cm^2/s$. The last experiment, assumed that a transmitter nanomachine has a message consisting of six bits, and at each time slot $t$ the transmitter nanomachine diffuses one bit as an information molecule and depending on the message the range of transmission is computed.

□ The results of the first experiment are 19 figures. However, in this part a selective figures are shown to demonstrate the different values of transmission range.
The x-axis in Figure 4.1 represents the value of $T$ and the required time to reach the maximum distance (highest range of transmission) when $\varepsilon = 0.05$. The y-axis represents the value of $d$, where the point $max_d = 7.130$ represents the highest range of transmission when $\varepsilon = 0.05$. The line in Figure 4.1 consists of several points which represents the value of $d$ at each certain $t$. As the value of $d$ was increased by 0.01 in the experiment at each 0.01ms of $t$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.1}
\caption{max$_d$ = 7.130, $\varepsilon = 0.05$}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.2}
\caption{max$_d$ = 6.970, $\varepsilon = 0.50$}
\end{figure}
Similar to 4.1, the x-axis in Figure 4.2 represents the value of $T$ and the required time to reach the maximum distance, but when $\varepsilon = 0.50$. The y-axis represents the value of $d$, where the point $max_d = 6.970$ represents the highest range of transmission when $\varepsilon = 0.50$. Figure 4.2 shows that the value of the transmission range decreases as the value of $\varepsilon$ increases;

![Figure 4.3: max$_d$=6.940, $\varepsilon$=0.75](image)

Figure 4.3: $max_d=6.940$, $\varepsilon=0.75$

![Figure 4.4: max$_d$=6.920, $\varepsilon$=0.95](image)

Figure 4.4: $max_d=6.920$, $\varepsilon=0.95$

Figures 4.3 and 4.4 show the value of the transmission range when $\varepsilon=0.75$ and 0.95 receptively. Where the values of $max_d=6.940$ and 6.920 represent the highest value of transmission range when $\varepsilon=0.75$ and 0.95 receptively. Figures 4.1 to 4.4 show that the value of the transmission range decreases as the value of $\varepsilon$ increases.
Figure 4.5 gives a 'zoom in' view of each line in the previous figures which represents the maximum transmission range. As the value of $d$ was increased by 0.01 in the experiment; thus, at each 0.01 there is a new value of $d$, but this wasn’t clear in Figures 4.1 to 4.4.

The following are the results of computing transmission range with a different value of the medium diffusion coefficient $D = 0.001 cm^2/s$. The values of the other parameters are the same as the values described in the first experiment. The figures shows the results of transmission range with selective values of $\varepsilon$: 
Figure 4.6: $max_d=1.570$, $\varepsilon=0.05$

The x-axis in Figure 4.6 represents the value of $T$ and the required time to reach the maximum distance (highest range of transmission) when $\varepsilon = 0.05$. The y-axis represents the value of $d$, where the point $max_d = 1.570$ represents the highest range of transmission when $\varepsilon = 0.05$.

Figure 4.7: $max_d=0.820$, $\varepsilon=0.30$
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Figure 4.8: \( \max_d = 0.510, \epsilon = 0.45 \)

Figure 4.9: \( \max_d = 0.240, \epsilon = 0.55 \)

The x-axis in Figures 4.7, 4.8 and 4.9 represents the value of \( T \), i.e., the required time to reach the highest range of transmission when \( \epsilon = 0.30, 0.45, 0.55 \) receptively. The y-axis represents the value of \( d \), where the point \( \max_d = 0.820, 0.510, 0.240 \) represents the highest range of transmission when \( \epsilon = 0.30, 0.45, 0.55 \) receptively.

The values of transmission range when \( D = 0.001 \text{cm}^2/\text{s} \) are less than the results when \( D = 10^{-16} \text{cm}^2/\text{s} \). In this experiment, the result of the transmission range is always 0.01 when the value of \( \epsilon \) is between [0.60, 0.95].

The following results are the transmission range value when a transmitter nanomachine has a message consisting of six bits. At each time slot \( t \) the transmitter nanomachine diffuses one bit (i.e., if the bit is 1, then, the transmitter nanomachine diffuses \( Q \) information molecules. Otherwise it does not diffuse any information.
molecules). The range of transmission has been computed for three different messages, with the same initial values described in the first experiment with different \( \varepsilon \) values. Thus Algorithm 6 is changed to represent Algorithm 7 as follows:

**Algorithm 7**: Transmission range of 6 bits message

1. \( d \leftarrow 0; \)
2. \( t \leftarrow 0; \)
3. \( f \leftarrow 0; \)
4. \( s \leftarrow [011101]; //\text{a message example} \)
5. \( x \leftarrow 0; \)
6. \( \text{while } t \leq T_0 \text{ do} \)
7. \( d \leftarrow d + 0.01; \)
8. \( t \leftarrow t + 0.01; \)
9. \( \text{while } f \leq (\varepsilon + \mu) \& (t \leq T_0) \text{ do} \)
10. \( \text{while } x \leq \text{length of } s \text{ do} \)
11. \( \text{if } s(x) == 1 \text{ then} \)
12. \( f = f + \left[ Q \times \frac{1}{(4\pi Dt)} \times \exp \left( -\frac{d^2}{4Dt} \right) \right]; \)
13. \( \text{else} \)
14. \( f = f + 0; \)
15. \( t = t + 0.01 \)
16. \( \text{if } f == 0 \text{ then} \)
17. \( \text{break}; //\text{if the message is all zeros} \)
18. \( \text{else} \)
19. \( f \leftarrow 0; \)
20. \( \text{return } d; \)

Three experiments have been carried out to check the range of transmission with three different messages:

1. Assuming that a transmitter nanomachine has [100000] message, range of transmission has been computed with four different \( \varepsilon \) values:
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Figure 4.10: $max_d=7.13$, $\varepsilon=0.05$

Figure 4.11: $max_d=7.02$, $\varepsilon=0.25$

Figure 4.12: $max_d=6.95$, $\varepsilon=0.65$
2. Assuming that a transmitter nanomachine has a message [101010], the values of transmission range of different $\varepsilon$ values are as follows:

Figure 4.13: $\text{max}_d=6.93$, $\varepsilon=0.90$

Figure 4.14: $\text{max}_d=7.21$, $\varepsilon=0.05$

Figure 4.15: $\text{max}_d=7.10$, $\varepsilon=0.25$
3. Assuming a transmitter nanomachine has a message \([111110]\), the transmission range values are as follows:
Figure 4.19: $\max d = 7.13, \varepsilon = 0.25$

Figure 4.20: $\max d = 7.06, \varepsilon = 0.65$

Figure 4.21: $\max d = 7.04, \varepsilon = 0.90$
The value of the transmission range decreases as the value of $\varepsilon$ increases; however, the higher value of $\max_d$ is achieved with the message that consists of highest number of '1'.

### 4.4 Pattern of Diffusion

This section examines how a nanomachine at distance $d$ can recognize the information molecule (symbol) that a transmitter nanomachine has been diffusing. Where the information molecules (symbol) is represented as 2 bits with $2^2$ different values and $2^2 - 1$ thresholds, i.e., the symbol is encoded according to the Quadruple Concentration Shift Keying (QCSK) [98, 167], as Figure 4.22 shows.

![Figure 4.22: QCSK technique for 2 bits per symbol](image)

Thus, the diffused symbol is represented as two bits in different forms: 00, 01, 10, and 11, and there are three different thresholds for the receiver nanomachine to distinguish the symbol. In order to give values to these thresholds, the transmitter nanomachine in this section is assumed to diffuse units of molecules throughout 8 time slots, each slot of length $t$; and the accumulated value of the diffused units throughout 8 $t$ would encode a symbol either $s_0 = (00)$, $s_1 = (01)$, $s_2 = (10)$, and $s_3 = (11)$. To encode a symbol, a transmitter nanomachine diffuses either $Q$ molecules to represent 1 or 0 molecules to represent 0, during each $t$ of the 8 $t$. Here, it is assumed that symbols are represented as the following:
Table 4.1: Symbols representation through 8 time slot

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Number of Molecules</th>
<th>Molecules diffused through each $t$ of 8 time slots</th>
<th>Thresholds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_0 = 00$</td>
<td>$n_0$</td>
<td>1 0 0 0 0 0 0 0</td>
<td>$\tau_0$</td>
</tr>
<tr>
<td>$s_1 = 01$</td>
<td>$n_1$</td>
<td>1 1 1 0 0 0 0 0</td>
<td>$\tau_1$</td>
</tr>
<tr>
<td>$s_2 = 10$</td>
<td>$n_2$</td>
<td>1 1 1 1 1 0 0 0</td>
<td>$\tau_2$</td>
</tr>
<tr>
<td>$s_3 = 11$</td>
<td>$n_3$</td>
<td>1 1 1 1 1 1 1 1</td>
<td>$\tau_3$</td>
</tr>
</tbody>
</table>

Although $s_0$ means that no information molecules would be diffused, but to distinguish between no diffusing and diffusing 0, it is assumed that $n_0$ is diffused to represent $s_0$. The number of molecules, for example $n_1$ equals to $(1 \times Q) + (1 \times Q) + (1 \times Q) + (0 \times Q) + (0 \times Q) + (0 \times Q) + (0 \times Q) + (0 \times Q)$. The expression in Equation (4.2) represents the peak of diffused information molecules, the values of thresholds can be computed through [125]:

$$\tau = X \times Q \left( \frac{3}{2\pi} \right)^{3/2} \frac{1}{d^3} + I$$  \hspace{1cm} (4.3)

where $X$ represents the diffused units in each time slot $t'$, i.e., 0 or 1. The Inter Symbol Interference (ISI), which means the residue molecules from the previous symbol that can affect the current symbol is denoted by $I$. The ISI in [125] is assumed to come from a sufficient number of interfering sources (nanomachines which are diffusing), in a way that $I$ follows a normal distribution. However, the experiments which have been carried out in this chapter, study the pattern of diffusion of one transmitter nanomachine and a receiver nanomachine, then assume that there are two transmitter nanomachines and one receiver. Thus, the diffused information molecules (symbol) will be affected by ISI from at least one nanomachine.

ISI can affect the successful detection of the (signal) diffused molecular concentration [121]. The effects of ISI can vary with the temporal spreading properties of molecules in the diffusion channel [117]. Thus, the increased distance between the transmitter and receiver nanomachines, and/or the higher data rate (sensed molecular concentration) can cause increased effects of ISI [121]. The authors in [145] proposed an enzyme-based scheme to reduce the effects of ISI, through diffusing enzymes which chemically interact with the ISI information molecules (from previous symbol) and form intermediate products; thus, in this way the information molecules from the previous symbol would not cause ISI in the current symbol. Symbol duration $t_s$ which represents the required time to transmit a symbol (information molecule), can also affect ISI, and a longer symbol duration can help to reduce the ISI caused by the previous symbol [98].

In the experiments to check the pattern of diffusion in this section, the value of ISI was assumed to vary depending on the distance, data rate and symbol duration, in a way that $ISI \leq \log (\frac{d}{t_s} \times \text{data rate})$.

The rest of this section includes an algorithm to distinguish the pattern of diffusion, followed by the results of different experiments based on the algorithm. In order for a
receiver nanomachine to distinguish the pattern of information molecules diffused by a
transmitter at distance \( d \), it should compute \( \tau_1, \tau_2, \tau_3 \) and \( \tau_4 \), through 4.3 and follow the steps in Algorithm [8]

**Algorithm 8: Diffusion Pattern Recognition**

**Input:** Initial values of Equation 4.3 parameters

**Output:** Recognize the Diffused Symbol

1. \( t_1 \leftarrow 0; \)
2. \( \tau \leftarrow 0; \)
3. \( i \leftarrow 1; \)
4. while \( i \leq 8 \) do
5. \( x \leftarrow X(i); \)
6. while \( t_1 \leq t \) do
7. \( \tau = \tau + \left( x \times Q \left( \frac{3}{2\pi} \right)^{3/2} \frac{1}{d^3} + I \); \)
8. \( t_1 = t_1 + 0.01; \)
9. if \( (\tau > (\varepsilon + \mu)) \) & \( (\tau \leq \tau_1) \) then
10. Symbol is 00 ;
11. else if \( (\tau > \tau_0) \) & \( (\tau \leq \tau_1) \) then
12. Symbol is 01 ;
13. else if \( (\tau > \tau_1) \) & \( (\tau \leq \tau_2) \) then
14. Symbol is 10 ;
15. else if \( (\tau > \tau_2) \) & \( (\tau \leq \tau_3) \) then
16. Symbol is 11 ;

In Algorithm [8] it is assumed that each bit of the transmitter message is diffused during \( t \) time slot. For simplicity, the time needed for molecular concentration to reach its peak near the receiver nanomachine \( t' \) and symbol duration \( t_s \) are assumed to equal \( (8 \times t) \). Recall that \( X \) represents the diffused units in each time slot. As there are 8 time slots, \( X(i) \) represents the diffused unit at a specific \( t \) from the 8 time slots.

Different experiments have been carried out to distinguish the pattern diffusion at a
receiver nanomachine following the steps in algorithm [8]

1. **Recognizing the Diffusion Pattern of One nanomachine**:

   The first experiment is to check how a receiver nanomachine can recognize the received information molecules. Taking in consideration the effects the time slot length and the inter symbol interference on the recognizing the received molecules correctly.
Figure 4.23 represents an experiment where four symbols were diffused by a transmitter nanomachine at distance 5 from a receiver nanomachine. In the experiments, \( Q \) is assumed to equal 1000, and \((\varepsilon + \mu)\) is assumed to equal 0.25. The assumed time slot \( t \) to diffuse one bit of the 8bits symbol is 0.02 \( ms \), and \( t', t_s=0.16 \) \( ms \). The ticked points at the y-axis in Figure 4.23 represents the values of thresholds, where, \( \tau_0=1.525, \tau_1=4.575, \tau_2=7.625 \) and \( \tau_3=12.2 \). The x-axis represents the time required before the diffused symbol reaches to its peak at the receiver nanomachine. The y-axis represents the sensed molecular concentration (peak of the diffused symbol) at certain \( t' \). Even though the receiver nanomachine can sense at least \((\varepsilon + \mu)\) in each time slot \( t \), the figures which represent the experiments results have an initial value of the sensed molecules by the receiver that equals 0.

The four diffused symbols in Figure 4.23 are: 10, 01, 00, 11. The effects of ISI during the first symbol duration is assumed to be quite low. Thus, it can be seen that the first diffused symbol sensed and distinguished correctly. However, the effects of ISI start from the second symbol; therefore, in Figure 4.23 the sensed molecular concentration during the second, third, and fourth \( t_s \) is higher than the actual diffused molecular concentration, and there is a chance of error in the process of distinguishing a symbol. Thus, symbols 01, 00, 11 have not distinguished correctly in Figure 4.23. This can be due to the short symbol duration \( t_s \).

In Figure 4.24 the assumed time slot \( t \) to diffuse one bit of the 8bit symbol is 0.4 \( ms \), and \( t', t_s=3.2 \) \( ms \). The diffused symbols in this figure are: 01, 11, 10, 00, 10, and the results show that the receiver nanomachine sensed and distinguished the
correct symbols. Thus, Figure 4.24 shows that the diffused symbols were not recognized correctly due to the short symbol duration.

Thus, the diffused symbols were not recognized correctly due to the short symbol duration in Figure 4.23. However, the receiver nanomachine was able to recognize the symbols correctly after increasing the symbol duration in Figure 4.24.

2. Recognizing the Diffusion Pattern of One nanomachine

In case there are two different transmitter nanomachines at different $d$ from a receiver nanomachine. These two transmitter nanomachines are assumed to be synchronized. In a way that, one nanomachine starts diffusing at a certain symbol duration, and the second one waits, then at the next symbol duration the second nanomachine diffuses and so on. The receiver nanomachine is assumed to have 8 thresholds to recognize the diffused symbol and to distinguish from which transmitter nanomachine it has come.

Figure 4.25 shows the results of the sensed molecular concentration by a receiver nanomachine that was diffused from two transmitter nanomachines in $d=3$, and 5.
The number of molecules diffused by each transmitter nanomachine is assumed to equal \( Q = 1000 \). The assumed time slot \( t \) to diffuse one bit of the 8bit symbol is 0.4 ms, and \( t', t_s = 3.2 \text{ ms} \). The threshold values of the transmitter nanomachine at \( d = 3 \) are: \( \tau_0 = 7.060, \tau_1 = 21.180, \tau_2 = 35.301, \tau_3 = 56.481 \). The remaining thresholds are as described in Figure 4.23. Thus, the ticks on the y-axis represent all 8 thresholds. The symbols diffused by the nanomachine at distance \( d = 3 \) are: 01, 00, 10, 11, and the symbols from the nanomachine at \( d = 5 \) are: 01, 11, 10, 00. The results in Figure 4.25 seem to show that the receiver nanomachine can distinguish the symbols correctly, but, as some threshold values overlap, it is difficult for the receiver nanomachine to distinguish whether a symbol comes from one nanomachine or another. However, the figure differentiates between the symbols of each nanomachine (as the sensed molecular concentration of each nanomachine saved in a different array), but the receiver mainly just compares the sensed molecular concentration with the thresholds.

The experiment is repeated, but with different values of \( d \), as Figure 4.26 shows:
The overlapping of the threshold values in Figure 4.26 might look quite low, but most values of one nanomachine are quite close to one threshold of the other nanomachine. The two transmitters are assumed to be at distances $d=3$, and $d=7$. The threshold values of $d=7$ are: $(\tau_0 = 0.962, \tau_1 = 2.887, \tau_2 = 4.813, \tau_3 = 7.700)$. The diffused symbols of the transmitter nanomachine at $d=3$ are: 01, 00, 10, 11, and symbols of transmitter nanomachine at $d=7$ are: 00, 10, 11, 01.

Thus, in Figure 4.25 the receiver nanomachine can recognize the diffused symbols correctly. However, it cannot distinguish whether symbol came from one nanomachine or another. It is due to the overlapping in the values of the sensed molecular concentration which come from each nanomachine in this experiment. Where the reason of the overlapping in these values came from the close distance between the two transmitter nanomachines. However, in Figure 4.26 changing the distance of the two transmitter nanomachines from the receiver nanomachine can make the overlapping quite low.

In case one transmitter nanomachine is in a close distance from the receiver nanomachine. And the other nanomachine is in a far distance from the receiver nanomachine. This case is presented to avoid overlapping between thresholds values. Thus, different distances were selected in the next experiment.

Figure 4.27 shows the sensed molecular concentration by a receiver nanomachine, when two transmitter nanomachines at $d=0.3$ and $d=3$ diffuse information molecules.
Figure 4.27: Sensed Symbols by Receiver during $t_s=3.2$ from Transmitters at $d=0.3$ and $d=3$

In Figure 4.27, the thresholds values of the sensed molecular concentration which come from the transmitter nanomachine at $d=0.3$ are: $(\tau_0 = 12228, \tau_1 = 36685, \tau_2 = 61143, \tau_3 = 97829)$, which shows a higher data rate at this distance. The symbols diffused by the nanomachine at $d=0.3$ are: 00, 01, 10, 11. The symbols diffused by the nanomachine at $d=3$ are: 01, 10, 00, 11. The diffused symbols from the nanomachine at $d=3$ are affected by ISI. However, the diffused symbols from the nanomachine at $d=0.3$ are not affected that much by ISI, as the range between its thresholds is high (for example, the difference between $\tau_0$ and $\tau_1$ is almost 24457). Besides this, the data rate of the diffused symbols from the nanomachine at $d=3$ is quite low.
In Figure 4.28 the assumed time slot $t$ to diffuse one bit of the 8bit symbol is $1\ \text{ms}$, and $t', t_s=8\ \text{ms}$. The diffused symbols from both nanomachine at $d=0.3$ and 3, are the same diffused symbols in Figure 4.27, as symbol duration increased the effects of ISI on the received symbols from the nanomachine at $d=3$ is decreased in Figure 4.28.

Thus, in Figure 4.27 the receiver nanomachine cannot recognize the diffused symbols correctly. Due to the higher data rate of the sensed molecular concentration from the close transmitter nanomachine. Thus, the sensed molecular concentration from the far nanomachine is affected by the interference of molecules from the previous symbol duration.

However, in Figure 4.28 by increasing the symbol duration, the receiver nanomachine can recognize the diffused symbols correctly. Beside distinguishing if the symbol came from one nanomachine or another.

4.5 Summary

In this chapter an algorithm to measure the range of transmission in a diffusion based molecular communication has been proposed, taking into consideration the environment noise and how it could affect the diffused molecules and the distance it can reach. The experiment results to compute the transmission range show that the transmission range decreases as the value of both noise and residual molecular concentration increase. Then, the diffusion coefficient of the medium was changed, in order to inspect its impact on the
distance of the diffused molecules. The experiment results show that the transmission range decreases as the value of the medium diffusion coefficient increases. Later, a message which consisted of six bits is assumed to be diffused by a transmitter nanomachine to find the range of transmission. The experiment results to compute the transmission range demonstrate that the higher transmission range is achieved with the message that consists of higher number of '1'.

The pattern of diffusion has been explored, by defining the factors which can affect the sensed molecular concentration by the receiver, such as distance, interference, symbol duration and data rate. Experiment results showed the effects of increasing the symbol duration of diffused symbols on the sensed molecular concentration at the receiver nanomachine.

Two cases were considered in the experiment. The first case is how a receiver nanomachine can distinguish the pattern of diffusion of one transmitter nanomachine at distance $d$. The experiment results of diffusion pattern recognition show that the diffused symbols were not recognized correctly due to the short symbol duration. (Symbol duration is the time duration between two consequent transmissions). In this experiment the symbol duration was 0.02 $ms$. Then, the receiver nanomachine was able to recognize the symbols correctly after increasing the symbol duration. The symbol duration increased to be 3.2 $ms$.

The second case is related to recognizing the pattern of diffusion by the receiver nanomachine, when there are two transmitter nanomachines at different distances, diffuse molecular concentration. The experiment results to check how the receiver nanomachine can recognize the pattern of diffusion show that, the receiver nanomachine can recognize the diffused symbols correctly. However, it cannot distinguish whether symbol came from one nanomachine or another. It is due to the overlapping in the values of the sensed molecular concentration which come from each nanomachine in this experiment. Where the reason of the overlapping in these values came from the close distance between the two transmitter nanomachines. However, changing the distance of the two transmitter nanomachines from the receiver nanomachine can make the overlapping quite low. In case one transmitter nanomachine is in a close distance from the receiver nanomachine. And the other nanomachine is in a far distance from the receiver nanomachine. The results show that the receiver nanomachine cannot recognize the diffused symbols correctly. Due to the higher data rate of the sensed molecular concentration from the close transmitter nanomachine. Thus, the sensed molecular concentration from the far nanomachine is affected by the interference of molecules from the previous symbol duration. By increasing the symbol duration, the receiver nanomachine can recognize the diffused symbols correctly. Beside distinguishing if the symbol came from one nanomachine or another.
Chapter 5

Consensus Problem in Molecular Communication with Leader Election and Energy Harvesting Algorithms

5.1 Introduction

This chapter considers a communication nanonetwork that consists of \( n \) nanomachines, where one of these nanomachines has some special responsibilities for directing and controlling processes inside this nanonetwork, and its notation is \( \text{node}_c \). The nanomachines communicate through a shared unguided medium by stipulating and controlling diffusion processes. The messages in diffusion based molecular communication are encoded as molecules and conveyed by the changes in the concentration of molecules in the environment. The medium of communication might contain residual molecules from previous diffusion, and also contains other types of molecules which can be considered as a noise. Consensus problem in molecular communication has been studied in this chapter, inspired by a model in [59], where the authors consider an iterative method for communication among nanomachines which enables information spreading and averaging in their nanonetwork.

A consensus protocol among nanomachines in diffusion based molecular communication has been proposed here. The proposed protocol, includes two phases that take place during different time rounds. The first phase, is to estimate the number of nanomachines via \( \text{node}_c \). Each nanomachine has an initial value of molecules concentration (which can represents a certain parameter in the environment). The second phase includes number of steps, starting by each nanomachine diffuses its initial value to \( \text{node}_c \); then, \( \text{node}_c \) computes the average of all initial value (which is considered as an important value for reaching consensus); finally, \( \text{node}_c \) diffuse the average value to the other nanomachines.
The number of nanomachines $n$ is not known; however, an upper bound $M$ of $n$ is known. Thus, the exact value of $n$ is calculated by the proposed protocol.

Two scenarios have been considered as ways of implementing the consensus protocol. In the first one, a leader election algorithm is utilized to elect $node_c$. In the second scenario, nanomachines are assumed to have an energy constraint; thus, an energy harvesting model has been defined, as a nanomachine might not be able to communicate due to the lack of energy. In each scenario, the consensus protocol’s number of rounds has been counted, taking into account the required time to elect $node_c$ and the time needed to harvest enough energy.

The chapter is organized as follows. In Section 5.2 the network model and the consensus problem are described. The consensus protocol steps after electing $node_c$ are discussed in Section 5.3 with the results of an experiment to implement the protocol. In Section 5.4 the proposed protocol steps are applied into an energy constraint nanonetwork, the number of rounds needed to implement the protocol steps is estimated, and an experiment results are demonstrated. A summary of the issues discussed in the chapter is given in Section 5.5.

5.2 Model

Network Environment and Communication: In this chapter a system of $n$ nanomachines is considered, communicating according to diffusion based molecular communication. Each nanomachine $n(i)$ (where, $i \in \{1, 2, ..N\}$) has the ability to sense the concentration of molecules from the environment and to emit molecules at a particular rate into the environment, and one of these $n$ nanomachines is considered to be a special node (leader node) $node_c$ (which has some responsibilities for directing and controlling processes of the consensus protocol), and other nanomachines in different positions from $node_c$ within its transmission range distance $d_{max}$. Information molecules are encoded based on the variation in the concentration of molecules in the
communication medium. The communication medium might contain residual molecules from previous diffusion (as it is not necessary that all molecules to be received by the other nanomachines), and also contains molecules from other nanomachines (that are not among \(n\)) and these molecules can be considered as noise. The nanomachines are assumed to be located within a close range, so that if one nanomachine diffuses then all other nanomachines can receive some molecules.

Communication between nanomachines is based on diffusing and sensing molecules. Each nanomachine \(i\) from \(n\) can decide to diffuse, for example, a unit \(u\) of molecules at time \(t\), and any other nanomachine \(j\) at distance \(d\) from the nanomachine \(i\) can sense the impulse of the released unit \(u\) of molecules within the interval \([t, t + T]\), through the following \[125\]

\[
c(u, d, T) = \int_0^T u \cdot \frac{1}{(4\pi Dt)^{\frac{3}{2}}} \cdot \exp(-\frac{d^2}{4Dt})
\]

(5.1)

where \(D\) is the diffusion coefficient of the communication medium. If more than one nanomachine diffuses a unit \(u\) molecules, a receiver nanomachine \(j\) accumulates the sensed molecules through the summation of the values of \(c(u, d, T)\) over diffusing nanomachines \(i\), i.e., nanomachine \(j\) senses molecules in total during the interval \([t, t + T]\)

\[
\sum_i c(u_i, d_{(i,j)}, T_i) - c(u_i, d_{(i,j)}, [T_i - T]_+)
\]

(5.2)

where, \(d_{(i,j)}\) is the distance between nanomachines \(i\) and \(j\), \(T_i\) is the time that passed from the diffusion of nanomachine \(i\) up to time \(t + T\), i.e., nanomachine \(i\) diffused at time \((t + T - T_i)\), \(u_i\) is the unit of molecules by nanomachine \(i\) at that time, and \([T_i - T]_+\) equals to max\(\{T_i - T, 0\}\). In other words, the receiver nanomachine senses the total amount of molecules that have been in its nearest proximity in the time interval \([t, t + T]\) without being able to distinguish which molecules come from which transmitter.

If the amount of sensed molecules is greater than or equal to threshold \(\tau\), it will be considered as 1, otherwise it is 0. The curve of the function is shown in Figure 5.2.
In Figure 5.2, \( c(u, d, T) \) (the detected molecules) is computed, which represents the peak of molecular concentration sensed by receiver nanomachines at \( d = 0.01, 0.5, \) and 1 from a transmitter nanomachine. The transmitter nanomachine is assumed to diffuse \( u=1 \) molecule, in a medium with diffusion coefficient \( D=10 \, cm^2/sec \), initial value of time \( t=0 \) (the parameters values are based on an experiment in [130]), the value of threshold is assumed to equal \( \tau=0.5 \), through the experiment \( t \) is incremented by 0.01. The peak of the sensed molecular concentration is inversely proportional to the distance between transmitter and receiver nanomachines.

**Consensus Problem:** In the model the input of the consensus problem is the initial values of each nanomachine. Then, these nanomachines follow different processes which include the communication among them. The out put of the model problem is that each nanomachine should receive the average of all initial values. Thus, each nanomachine has an initial value (represents an estimation of a certain parameter in the environment). The initial values are diffused into the environment to be sensed by node \( c \). By then, the task of node \( c \) is to compute the average of all initial values, where this measurement is important and can be considered as the goal in the network. To compute the average of all initial values, node \( c \) needs to estimate the number of nanomachines; thus, this should be achieved first. As mentioned earlier, the number of nanomachines \( n \) is not known, but it assumed that an upper bound \( M \) of \( n \) is known. The exact value of \( n \) though is calculated by the proposed protocol.

The consensus problem in this chapter is inspired by the work in [59], where the nanonetwork’s nodes attempt to estimate a certain parameter in the environment, the nodes communicate between each other to obtain the best estimation of that parameter. The
authors in [59] study a discrete model of time epochs with length equal to $T_0$. The length of the epoch depends on the diffusion coefficient of the medium $D$ and the network topology (specifically the effective radius of each node), $T_0 = k\frac{R^2}{D}$, where $k$ is constant and $R$ is effective radius (the authors assume a circle of radius $R$ around each node which includes the nodes that it can effectively communicate with). In each epoch, node $i$ estimates the environment parameter and convert this estimation into molecules concentration $P_i$. The authors assume that these estimated concentrations are drawn from Gaussian distribution $N(\mu, \sigma_0^2)$ with expected value $\mu$ and variance $\sigma_0^2$. Every node in the network needs to obtain the average of initial estimates of nodes $P_{av} = \frac{1}{N} \sum_{i=1}^{N} P_i$.

The differences between the proposed model here and the consensus problem discussed in [59] are:

1. In the explored problem here, the initial values are arbitrary. The estimation of the initial values is based on computing the average of all the initial values by node$_c$. Thus, the estimation of the initial values does not follow any particular distribution.

2. node$_c$ controls the process of consensus problem.

3. node$_c$ estimates the number nanomachines before the consensus protocol begin, and nanomachines estimates the effect of its distance from node$_c$ on the sensed molecules from node$_c$.

The proposed consensus protocol has been applied to two cases:

- In the first case, it is assumed that the nanonetwork does not include node$_c$; thus, a leader election algorithm is employed to elect node$_c$, then the consensus protocol steps proceed.

- In the second case, it is assumed that nanomachines have energy constraint. Therefore, an energy harvesting algorithm is proposed before implementing the consensus protocol steps.

**Rounds:** Nanomachines are assumed to be synchronized, and can communicate in predefined time round $T_0$, where $T_0$ is assumed to be a system parameter and its length depends on the network’s geometric properties, in a way that $T_0 = k\frac{d_{max}^2}{D}$, where $k$ is constant that can be equal 1, $d_{max}$ is the transmission range distance of node$_c$, and $D$ is the diffusion coefficient. The consensus protocol is consisting of number of different steps in different time rounds. After each step of the protocol nanomachines (n) wait at least for $k\frac{d_{max}^2}{D}$, the waiting time is needed to allow molecules to diffuse away from the communication environment.

**Leader Election:** In the first part of this chapter, the consensus protocol is applied on a nanonetwork without a distinguished node$_c$. Thus, a leader election algorithm based on a beeping model in [70] is adopted to elect node$_c$, where the authors in [70] studied the efficiency of electing a leader in a single-hop beeping network.
Energy Model: In the second part of this chapter, the nanomachine’s energy is considered, and how it can affect the time at which consensus is reached, since nanomachines need energy to produce molecules for communication. Thus, an algorithm for energy harvesting is proposed, and the maximum time needed to harvest enough energy for producing a certain amount of molecules concentration is estimated.

5.3 Consensus after Electing node\(_c\)

In this section, consensus problem is studied in the case that the nanonetwork has no node\(_c\); thus, it is reasonable to think about electing a nanomachine to be considered as the leader node. A randomized leader election algorithm proposed in [70] in a single hop network is adopted, where nodes communicate using beeps. The beeping model consists of a number of computational nodes, which interact by beeping in synchronous rounds. If a node decides to beep in a certain round, there will not be feedback from the channel to that node. Moreover, if a node chooses to listen, it can distinguish if no neighbour node in the network beeped during this round, and if one or more neighbour nodes beeped. This is similar to the cases of nanomachines in diffusion based molecular model, where it can differentiate if there are no nanomachines diffusing or one or more nanomachines diffusing at a certain time, which gives a motivation to select an algorithm from beeping model.

The leader election algorithm in [70] was proven for a given error bound \(\epsilon \in \{0, 1/2\}\) and probabilistic precision \(g\). The parameters of the algorithms were \(\epsilon, g\) and \(g' = \min\{g, (1/\epsilon)\}\). To apply the algorithm idea in [70] into the model described in this chapter, it is fair to assume that every nanomachine is initially active and able to diffuse molecules into the environment. Through the rounds of the algorithm’s loop, each nanomachine diffuses molecules with a probability \(\frac{1}{g'}\), otherwise, it senses (listen to channel) molecules from the surrounding environment. If a nanomachine ever receives molecules (sense molecules above threshold \(\tau\)), it is no longer active and would not diffuse during the remaining of the algorithm’s loop. When the rounds of the algorithm are
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terminated, any nanomachine that remains active becomes the leader node i.e. node$_c$.

**Algorithm 9: Leader Election-Leader Node node$_c$**

1. $active \leftarrow 1$;  // initially all nanomachines can diffuse molecules
2. $h \leftarrow 1$;
3. $g' \leftarrow \min\{g, (1/\epsilon)\}$;
4. $elect \leftarrow [\text{Termination.Subroutine}](active, h)$;
5. $h \leftarrow 0$;
6. while (not $elect$) do
   7.     $participate \leftarrow \text{random bit}(1/g')$;  // with probability $1/g'$
         // nanomachines can diffuse molecules
   8.     $SenseEnvironment \leftarrow 1$;  // loop continues as environment contains
         // diffused molecules
   9.     // The following is- Knocking Out from the loop part
          if $active \wedge participate$ then
             10.    $diffuse u$;  // nanomachine diffuses unit of molecules
          else
             11.    $SenseEnvironment \leftarrow \text{recv}();$  // nanomachine receives molecules
          if $active \wedge \text{not participate}$ then
             12.    if $SenseEnvironment = 1$ then
                    13.       $active \leftarrow 0$;
                    14.       $h \leftarrow 1$;
             if $SenseEnvironment = 0$ then  // Termination Detection part
                15.       $elect \leftarrow [\text{Termination.Subroutine}](active, h)$;
                16.       $h \leftarrow 0$;
         if $active$ then  // Active nanomachine would be Leader
             17.       $leader \leftarrow 1$;
         else
             18.       $leader \leftarrow 0$;
20. return($leader$)

**Algorithm Analysis**  The algorithm includes a termination subroutine, which returns true if there is node$_c$ (a leader), and false otherwise. This subroutine is called by all nanomachines simultaneously. The termination subroutine involves passing two parameters, the first is the value of $active$, which indicates whether or not the calling nanomachine is still competing to become node$_c$ (a leader). The second parameter is $h$, which indicates whether or not the nanomachine has been knocked out from the main loop in the algorithm.
The authors in [70] fixed a parameter \( R = 4 \log g'(\max(n, 1/\epsilon)) \), which represents a bound on the number of calls needed in the subroutine before the algorithm is possibly terminated, where \( n \) represents the number of nanomachines in the nanonetwork, and \( \epsilon \) is an error bound \( \in [0, 1/2] \). However, one of the assumptions in this model states that the number of nanomachines is not known. Thus, the upper bound \( M \) of \( n \) can be used in representing the value of \( R \).

This leader election algorithm can be correct if combined with a termination subroutine which fulfils a number of properties that can be defined with respect to \( \epsilon \) and \( R \): It is possible to have safety, so that through the first \( R \) calls, the probability that in call it returns true with more than one active nanomachine is at most \( \epsilon/2 \). The other property is eventual termination if the subroutine has been called infinitely with only one active nanomachine, eventually it returns true, with probability 1. Fast termination is possible if the subroutine is called with only one active nanomachine and with at least one nanomachine, where \( h = 1 \) then the subroutine would return true. The knockout loop in the algorithm is considered to be silent if no nanomachine diffuses during it, where the termination routine is executed only in silent iterations of the knockout loop. The important thing now is to determine how long is needed to reduce the number of active nanomachines.

The proof of Lemma 3 in [70] shows that at least one active nanomachine exists, as any nanomachine becomes inactive only if it detects diffused molecules above the threshold \( \tau \) from another active nanomachine. It has been shown that while there are at least 2 active nanomachines, the probability of \( R \) silent iterations of the knockout loop is bounded by \( n^2/g'^R \). The calculated time cost for each iteration of the knockout loop is \( t + O(1) \) time.

If \( n > 1 \), also from Lemma 3, it is known that with at least \( 1 - \epsilon \) probability, there is only one active nanomachine within \( O(tR) \) time. Taking into account the last round which begins with at least two active nanomachines, during this round, at least one nanomachine is knocked out. Consequently when there is only one active nanomachine and at least one nanomachine with \( h \) equal to true, then the termination routine is called. Thus, all nanomachines terminate after this call with consideration to the fast termination property. Theorem 4 in [70] can be applied to prove that the algorithm is correct leader election algorithm.

### 5.3.1 Proposed Consensus Protocol

#### 5.3.1.1 Estimate the Number of Nanomachines

After electing node \( c \), it is required to estimate the number of nanomachine in the network before the consensus protocol starts. Thus, node \( c \) diffuses a unit \( u \) of molecular concentration which equals a global parameter known for all the nanomachines in the network. The other nanomachines \( n(i) \) should respond to this by diffusing the same amount of molecular concentration. Then, node \( c \) accumulates the total diffused molecules and divides it by the value of \( u \), to estimate the number of nanomachines. Thus, during the
first round, node\textsubscript{c} diffuses a general parameter \textit{u}, and the other nanomachines \textit{n(i)} sense the diffused parameter \textit{u} through equation 5.1. The steps during the first round are described in the following algorithm (which are considered based on Algorithm 6):

\textbf{Algorithm 10:} Sensed molecular concentration after node\textsubscript{c} diffuses \textit{u}

\begin{itemize}
\item \textbf{Input:} Initial values of 5.1 parameters
\end{itemize}

\begin{itemize}
\item \textbf{Output:} Molecular concentration sensed by each of \textit{n(i)}
\end{itemize}

\begin{algorithmic}
\State \textbf{1} \textbf{t} \leftarrow 0.03; // time consumed from the round in diffusing by node\textsubscript{c}
\State \textbf{2} \textbf{while} \((c(\textit{u}, \textit{d}_i, T_0) \leq \tau) \land (\textbf{t} \leq T_0)\) \textbf{do}
\State \textbf{3} \hspace{1em} \(c(\textit{u}, \textit{d}_i, T_0) = \int_{t=0.3}^{T} \frac{1}{(4\pi Dt)^{3/2}} \cdot \exp(-\frac{d^2_i}{4Dt})\);
\State \textbf{4} \hspace{1em} \textbf{t} = \textbf{t} + \delta
\end{algorithmic}

During the first round, it is assumed that node\textsubscript{c} continues to diffuse unit \textit{u} of molecules during the first 0.3 millisecond of the length of the first round. Thus, in the Algorithm 10, the initial value of \textbf{t} is assumed to equal 0.3. During the rest of the first round, each nanomachine \textit{n(i)} at distance \textit{d}_i attempts to sense the diffused unit \textit{u}, and continues sensing as long as the amount of molecules is larger or equal to the threshold \textit{\tau} and the value of \textbf{t} is less than the length of \textit{T}_0. Thus, \textit{d}_i represents the distance of each specific nanomachine \textit{n(i)} from node\textsubscript{c}.

The sensed molecular concentration \(c(\textit{u}, \textit{d}_i, T_0)\) of each nanomachine \textit{n(i)} is considered to be an estimation of the diffused unite \textit{u} molecules, i.e., \textit{u\textsubscript{estimate}}. Each nanomachine from \textit{n(i)} should diffuse its estimation \textit{u\textsubscript{estimate}} to node\textsubscript{c}, during the next round; however, node\textsubscript{c} senses the accumulative molecular concentration of all the diffused \textit{u\textsubscript{estimate}}. During the first round node\textsubscript{c} diffused \textit{u} and the other nanomachines \textit{n(i)} compute \textit{u\textsubscript{estimate}}. The second round is assumed to be a waiting round, so that the molecules diffuse away from the communication environment. Thus, during the third round the other nanomachines \textit{n(i)} diffuse their estimations \textit{u\textsubscript{estimate}} to node\textsubscript{c} based on the following steps:

\textbf{Algorithm 11:} Sensed \textit{u\textsubscript{estimate}} by node\textsubscript{c}

\begin{algorithmic}
\State \textbf{1} \textbf{t} \leftarrow 0.03; // time consumed from the round in diffusing by \textit{n(i)}
\State \textbf{2} \textbf{while} \( (\textbf{t} \leq T_0) \) \textbf{do}
\State \textbf{3} \hspace{1em} \textit{u\textsubscript{estimate}} = \textit{u\textsubscript{estimate}} + (c(\textit{u\textsubscript{estimate}}, \textit{d}_i, \textbf{t}) - c(\textit{u\textsubscript{estimate}}, \textit{d}_i, [\textbf{t} - T_0]_+))
\State \textbf{4} \hspace{1em} \textbf{t} = \textbf{t} + \delta;
\end{algorithmic}

Each nanomachine of \textit{n(i)} is assumed to diffuse its \textit{u\textsubscript{estimate}} during the first 0.3 millisecond of the length of the third round. During the rest of the third round length node\textsubscript{c} attempts to senses the accumulative molecular concentration of all the diffused \textit{u\textsubscript{estimate}}. The value of \textit{d}_i in the algorithm represents the distance of each specific \textit{n(i)} from node\textsubscript{c}.

During the first round, depending on the distance from node\textsubscript{c}, the other nanomachines \textit{n(i)} might sense molecular concentration less than \textit{u}. Thus, when the other nanomachines \textit{n(i)} diffuse their estimations \textit{u\textsubscript{estimate}} during the third round, node\textsubscript{c} might
not receive the same amount of molecular concentration it diffused, i.e., \( u \). Eventually, \( node_c \) can’t estimate the number of nanomachines.

Figure 5.3 shows the results of diffusing \( u \) by \( node_c \), and the sensed molecular concentration by the other nodes \( n(i) \). Even though \( node_c \) senses the accumulative molecular concentration when the other nanomachine \( n(i) \) diffuse their estimation \( u_{estimate} \). In this experiment it is assumed that \( node_c \) senses molecular concentration from each nanomachine \( n(i) \) separately. In order to check the sensed molecular concentration by \( node_c \) when each nanomachines \( n(i) \) diffuses its \( u_{estimate} \).

**Figure 5.3:** The sensed molecular concentration of \( u \) by \( n(i) \) and the sensed molecular concentration of \( u_{estimate} \) by \( node_c \)

Figure 5.3 represents an experiment to implement diffusing/sensing of \( u \) and \( u_{estimate} \) respectively, on a nanonetwork consisting of five nanomachines in different distances from \( node_c \). where the transmission range of \( node_c \) is \( d_{max} = 0.1 \), time slot length \( T_0 = 0.1 \) millisecond, and the initial value of time \( t \) is 0.01. The nanomachines are assumed to be at distances (0.01, 0.02, 0.04, 0.05, and 0.08) from \( node_c \). The number of diffused units by \( node_c \) is \( u = 2 \times 10^9 \) molecules, the value of the threshold \( \tau = 2 \times 10^{16} \) molecules.cm\(^{-3} \), and the diffusion coefficient \( D = 10^{-16} \) cm\(^2\)/sec (those parameters are based on experiments in [125]). In Figure 5.3 the x-axis represents the position of nanomachines \( n(i) \) at certain distances from \( node_c \), and the length of the x-axis equals the maximum transmission range \( d_{max} \). The y-axis represents the amount of sensed molecules. When \( node_c \) diffuses unit \( u \) of molecules, the first line in Figure 5.3 represents the amount of sensed molecules \( u_{estimate} \) by the other nanomachines \( n(i) \), where each point in the line represents the sensed molecules of nanomachine \( n(i) \) at distance \( d_i \). The dashed line in the figure represents the amount of sensed molecules by \( node_c \) when the other nanomachines \( n(i) \)
diffuse their estimation $u_{estimate}$. It is possible to observe that the two lines in Figure 5.3 seem to be quite symmetrical. This could be due to the identical values of some of the used parameters. However, the difference is mainly in the amount of diffused molecules, where $node_c$ diffuses $u$ of molecules, and the other nanomachines $n(i)$ diffuse their estimations $u_{estimate}$ which is less than $u$ and could vary based on the distance of the nanomachine $n(i)$ from $node_c$.

Thus, the other nanomachines $n(i)$ expect to sense $u$ molecular concentration, but it sense $u_{estimate}$ depending on its distance from $node_c$, as figure 5.3 shows. Each nanomachine from $n(i)$ attempts to compute the effects of its distance from $node_c$, to ensure that, when it diffuses $u$ molecular concentration, $node_c$ senses approximately $u$ molecules concentration. Thus, before diffusing back to $node_c$, each nanomachine $n(i)$ aims to increase the amount of its diffused molecules with a specific value $\rho(i)$.

Where:

$$\frac{1}{\rho(i)} = \frac{u_{estimate}(i)}{u} \quad (5.3)$$

Thus, the amount of molecules that the other nanomachines would diffuse depends on its $\rho$. The value of $\rho$ can vary from one nanomachine to another depending on its distance from $node_c$. This means, each nanomachine from $n(i)$ diffuses:

$$u_{n(i)} = \rho(i) \times u \quad (5.4)$$

i.e. $u_{n(i)}$ is approximately $u$ when it reaches $node_c$, $\rho \times u \approx u$. Thus, during the third round, each nanomachine $n(i)$ diffuses it $u_{n(i)}$ to $node_c$, through the similar steps described in Algorithm 10.

Meanwhile, $node_c$ accumulates the sensed molecules from the diffused $u_{n(i)}$, in order to get $u_{total}$ by the end of the round. Then, $node_c$ estimates $N$ which equals the number of nanomachines $n(i)$, by dividing the value of the total units it has received $u_{total}$ by the value of unit $u$, where: $N = \frac{u_{total}}{u}$.

Thus, by now $node_c$ has estimated $N$, and each nanomachine from $n(i)$ has distinguished the effects on receiving the right amount of molecular concentration diffused by $node_c$ which equals $\rho(i)$.

5.3.1.2 Consensus Protocol Steps

After $node_c$ has estimated $N$, the consensus protocol steps can be initiated. The consensus protocol includes a number of steps in different time rounds. Each nanomachine $n(i)$ has an initial value, which represents an estimation of a certain parameter in the environment. In order to avoid the Inter Symbol Interference, it is assumed that there are waiting rounds. These waiting rounds are utilized so that molecules diffused a way from the communication environment. Thus, the 4th and 6th rounds are waiting rounds. The consensus protocol steps start from round five, can be explained as follows:
1. Each nanomachine from \( n(i) \) diffuses its initial value to \( node_c \) during the fifth round, in such a way, that \( node_c \) senses almost the same diffused molecules concentration amount (i.e. the initial value of each \( n(i) \)). Thus, if \( \zeta(i) \) is the initial value of a nanomachine from \( n(i) \), this means, it should diffuse:

\[
\zeta(i) \times \rho(i)
\]

(5.5)

To ensure that at least \( \zeta(i) \) molecular concentration reaches \( node_c \). Thus, \( node_c \) shall follow the steps described in Algorithm 11 in order to sense the initial values of \( n(i) \).

2. By the end of the fifth round, \( node_c \) computes the average of all initial values:

\[
\omega_{av} = \frac{N}{\sum_{i=1}^{N} \zeta(i)}
\]

(5.6)

3. Throughout the seventh round, \( node_c \) diffuses the average of all initial values \( \omega_{av} \), while the other nodes attempt to sense the diffused molecules in order to recognize the average of all initial values. Each nanomachine from \( n(i) \), identified the effects of distance on the received concentration from \( node_c \), before the consensus protocol steps started. Therefore, each nanomachine \( n(i) \) would count on its \( \rho(i) \) to distinguish the right value of \( \omega_{av} \):

\[
\frac{1}{\rho(i)} = \frac{\omega_{av}(i)_{received}}{\omega_{av}}
\]

(5.7)

Thus:

\[
\omega_{av} = \rho(i) \times \omega_{av}(i)_{received}
\]

(5.8)

Thus, in the steps of this consensus protocol, it is assumed that when the nanomachines are communicating, all the computed values of molecular concentration are exact values. Since the nanomachines utilize its \( \rho(i) \) value to recognize the exact molecular concentration.

**Time to Reach Consensus** To compute the time needed to achieve the average of all initial values, it requires that the time needed for terminating Algorithm 9 and electing \( node_c \) to be added.

\[
t_{\omega_{av}} = \text{length of round} \cdot R(t + O(1)) + \text{length of round} \cdot \text{number of rounds}
\]

(5.9)

Recall that \( R(t + O(1)) \) is the time needed to elect a leader node, i.e., \( node_c \). To elect \( node_c \) using the adopted leader election algorithm, the bound number of the subroutine calls before it possibly terminated is \( R \), and time cost needed of each iteration of the
knockout loop is $t + O(1)$, so total time is $R(t + O(1))$. The length of each round as mentioned earlier equals $T_0 = k^2 D_{max}$. The number of rounds in the proposed consensus protocol are 7. Thus, $t_{\omega_{av}}$ would be:

$$t_{\omega_{av}} = T_0 \cdot R(t + O(1)) + 7T_0$$

Equation $5.3.1.2$ represents the total needed time to complete the proposed consensus protocol. It shows that the time needed to elect a leader node dominates the whole computation.

Figure 5.4: Consensus Protocol Steps

Figure 5.4 represents an experiment of the protocol steps on a nanonetwork consists of $node_c$ and five other nanomachines at distances $(0.01, 0.02, 0.04, 0.05, 0.08)$ from $node_c$. The values of: $\varepsilon \times \mu = 2 \times 10^{14}$, $D = 1 \times 10^{-16}$, $u = 2 \times 10^{12}$, $max_d = 0.1$, $T_0 = 0.1$. During the first round each nanomachine senses the diffused $u$ molecular concentration according to their distances from $node_c$. The results are in form of $1.0e + 6$, but in Figure 5.4 they have been rounded. The second round is a waiting round. During the third round $node_c$ sense the accumulative molecular concentration diffused by the other nanomachines, the results are in form $1.0e + 14$ (as the other nanomachines raised their diffused molecular concentration), in the figure the results have been rounded. In the fifth round $node_c$ sense the accumulative molecular concentration of the diffused initial values related to each of the other nanomachines. The initial values of each nanomachine are: $(1 \times 10^8, 1 \times 10^7, 1 \times 10^9, 1 \times 10^7, 789044344)$ respectively. Finally, during the seventh round, each nanomachine senses the average of all initial values depending its distance from $node_c$. The x-axis represents the sensed molecular concentration, and y-axis denotes the time duration of each round. The length of each round is 0.1, initially $t = 0.01$, and through
the process of diffusing or senseing it is incremented by 0.01, until it equals $T_0$, i.e., 0.1. The ticks on y-axis represents the utilized rounds to implement the protocol steps.

5.4 Consensus in Energy Constraint Nanonetwork

Considering the same model of $n$ nanomachines, including node $c$, these nanomachines have an energy constraint, which means that a nanomachine might not be able to produce its estimated rate of molecules due to a lack of energy, and it has to wait in order to harvest energy from resources (by absorbing molecules in the surrounding environment). Consequently there might be a delay in reaching consensus in the nanonetwork.

In this section, it is assumed that each nanomachine has a buffer of energy, part of it is used for routine activities and the rest for communication purposes (where a nanomachine would be able to generate molecules and diffuse them). Molecules can be counted as resources for nanomachines; thus, generating and diffusing new information molecules by nanomachines require resources harvesting. The idea is inspired by the harvesting mechanisms in [45, 46] which is accomplished by absorbing discrete particles into the nanomachine’s buffer. A resource can be found either inside a nanomachine’s reservoir (in a pure resource form) or at large in the operating environment. Resources (molecules) in the operating environment can have two different forms, either as information molecules (represent the communication molecules), or as other types of molecules which are considered to be noise; thus, nanomachines can harvest energy by absorbing molecules of either forms.

Each nanomachine is assumed to have an energy buffer $b$, which is divided into two parts: one part of the energy is used for routine background activities (living operations—from a biological perspective) $b_l$, and the rest of the energy $b_c$ is utilized for communication purposes, where

$$b_c = b - b_l$$

(5.10)

For simplicity, in energy harvesting the focus is on the communication part $b_c$ of the energy buffer, and assume that the part for routine background activities $b_l$ is constant and not affected by the energy constraint. If $b_c$ of a nanomachine is less than $\beta$, then it will not be able to produce molecules, where: $\beta$ is the minimum required energy for communication. In this case the nanomachine needs to wait for sometime to harvest energy. As [45] suggested that in order for a nanomachine to diffuse $Q$ molecules, it should have already harvested at least $Q$ resources from the environment, assuming that $b_c = 0$, where: $Q$ can be considered as the number of molecules a nanomachine intend to diffuse.
The number of absorbed molecules per time unit can be assumed to be $m$. Thus, the time required to harvest enough energy for communication can be computed as follows:

**Algorithm 12:** Node’s Energy Harvesting

```plaintext
1 \( t_{\text{harvest}} \leftarrow 0; \)
2 \( \textbf{while} \ (b_c \leq \beta) \ \textbf{do} \)
3 \( \quad b_c \leftarrow b_c + m; \)
4 \( \quad t_{\text{harvest}} \leftarrow t_{\text{harvest}} + 0.1; \)
```

Algorithm 12 assumes that when the nanomachine’s communication energy \( b_c \) is less than the minimum required energy \( \beta \) to generate a message (information molecules) and that \( b_c < (b - b_l) \), the nanomachine will attempt to harvest energy by absorbing molecules, and as assumed, the amount of energy harvesting per single time unit of \( t_{\text{harvest}} \) is \( m \), and time unit is assumed to equal to 0.1\( \text{ms} \).

One of the main concerns is the length of time round \( T_0 \) and whether a nanomachine needs longer time to harvest energy, which could exceed the length of one round. The value of \( t_{\text{harvest}} \) represents the required time to harvest enough energy, i.e., for a nanomachine with \( b_c=0 \), \( t_{\text{harvest}} \) is the time to reach a point where \( b_c = b - b_l \). As a nanomachine can absorb \( m \) resources per time unit, it is possible to assume that \( t_{\text{harvest}} \leq (b - b_l)/m \).

In general, it is possible to assume that in algorithm 12 a nanomachine is able to harvest energy within \( O(b - b_l) \).

### 5.4.1 Consensus Protocol

#### 5.4.1.1 Estimating the Number of Nanomachines

The consensus protocol starts by estimating the number of nanomachines by \( node_c \), as explained in the previous section. Thus, during the first round, \( node_c \) diffuses a unit \( u \) of molecular concentration, where \( u \) equals a global parameter that is known for all the nanomachines. Based on Equation (5.1), as with the steps described in Algorithm 10, \( node_c \) diffuses \( u \) and the other nanomachines \( n(i) \) sense molecular concentration according to their distance from \( node_c \).

The other nanomachines \( n(i) \) estimate \( u \) according to the sensed molecular concentration to compute \( u_{\text{estimate}} \). As explained in the previous section, the other nanomachines \( n(i) \) might sense molecules less than \( u \), depending on their distance from \( node_c \), as shown in Figure 5.3. However, most importantly the difference here is that nanomachines \( n(i) \) might not have enough energy to diffuse what it received \( (u_{\text{estimate}}) \) in one round, and possibly need to harvest energy through Algorithm 12.

Starting from the third round, each nanomachine from \( n(i) \) should diffuse \( u_{n(i)} \) molecular concentration to \( node_c \). In the meantime \( node_c \) accumulates the sensed molecules from the diffused \( u_{n(i)} \) to compute \( u_{\text{total}} \). Due to energy constraint, nanomachines \( n(i) \) might need more than one round to be able to diffuse \( u_{n(i)} \); subsequently, \( node_c \) needs to wait longer to estimate \( N \) which represents the number of nanomachines \( n(i) \).
Algorithm 13 shows the steps that each \( n(i) \) follows to diffuse \( u_n(i) \) to node \( c \). It is assumed that the maximum amount of molecular concentration \( n(i) \) can diffuse when \( b_c = (b - b_l) \) is \( sub_u_n(i) \). The initial amount of molecular concentration \( n(i) \) can diffuse is \( sub \).

**Algorithm 13: Steps to diffuse \( u_n(i) \) by the other nanomachines \( n(i) \) to node \( c \)**

1. \( less \leftarrow 0; \)  // to count rounds, in case energy harvesting is needed
2. \( no\_round \leftarrow 0; \)  // sub \( u_n(i) \) molecular concentration generated per full \( b_c \)
   \[ \textrm{// sub initial amount that } n(i) \textrm{ can diffuse} \]
3. while \((b_c < (b - b_l)) \& (\textrm{sub} < u_n(i))\) do  // if \( n(i) \) has no enough energy
   4. Call Node’s Energy Harvesting Algorithm;
   5. if \( t_{harvest} \geq T_0 \) then  // if harvesting time longer than one round
      6. \( no\_round = no\_round + 1; \)
   7. else if \( t_{harvest} + t \geq T_0 \) then
       8. \( no\_round = no\_round + 1; \)
     9. else
      10. \( less \leftarrow 1; \)  // in case \( t_{harvest} < T_0 \)

   // nanomachine at \( d_i \) from node \( c \) diffuses \( sub_u_n(i) \)
11. // after harvesting enough energy
12. \( t \leftarrow 0.03; \)  // time consumed from the round length in diffusing
13. \( c(u_n(i), d_i, T_0) = \int_{t=0.03}^{T_0} u_n(i) \cdot \frac{1}{(4\pi Dt)^{3/2}} \cdot \exp\left(-\frac{d_i^2}{4Dt}\right) \)
14. \( t = t + \delta; \)
15. \( sub = sub + sub_u_n(i); \)

In the situation that a nanomachine from \( n(i) \) does not have enough energy to produce molecules in order to diffuse \( u_n(i) \), it follows the steps in Algorithm 12 to harvest energy.

With energy constraint, diffusing \( u_n(i) \) might require more than one round; thus, a parameter \( no\_round \) is set to count the likely overall number of rounds, by checking when \( t_{harvest} \) is larger than \( T_0 \).

Diffusing \( u_n(i) \) starts from the third round, but depending on the energy of each nanomachine of \( n(i) \), it could require longer than one round. As it is assumed in Algorithm 12, that the number of absorbed molecules per time unit is \( m \), in other words a nanomachine would harvest energy to produce \( m \) molecules per time unit. Thus, the time needed to harvest energy to diffuse \( u_n(i) \) is:

\[
t_{harvest1} \leq \left\lfloor \frac{u_n(i)}{m} \right\rfloor
\] (5.11)
Throughout the processes explained in Algorithm 13 considering a general example in which a nanomachine from \( n(i) \) has an energy buffer \( b_c = 0 \). If the number of times which this nanomachine from \( n(i) \) needs to harvest energy in order to diffuse \( u_{n(i)} \) is assumed to be on average \( w_1 \). Where \( w_1 \) is assumed to be an external parameter. The total time needed to diffuse \( u_{n(i)} \) is likely to be:

\[
t_{\text{total}1} \leq t_{\text{harvest}1} \cdot w_1 \tag{5.12}
\]

Thus, to compute the number of rounds needed to diffuse \( u_{n(i)} \) by an average nanomachine with energy constraint, it is possible to assume that:

\[
\text{roundTotal1No.} \leq \left\lfloor \frac{t_{\text{total}1}}{T_0} \right\rfloor \tag{5.13}
\]

Hence, to compute \( u_{\text{total}} \), in section 5.3 \( \text{node}_c \) waits till the end of the third round. However, here with energy constraint as explained earlier, diffusing \( u_{n(i)} \) in average can last at least for \( \text{roundTotal1No.} \). Thus, \( \text{node}_c \) waits at least for \( \text{roundTotal1No.} \) to accumulate the sensed molecules from the diffused \( u_{n(i)} \), and compute \( u_{\text{total}} \). Then, \( \text{node}_c \) estimates \( N \) which represents the number of nanomachines \( n(i) \), through dividing the value of the total units it had receive \( u_{\text{total}} \) by the value of unit \( u \), where: \( N = \frac{u_{\text{total}}}{u} \). Energy harvesting is also needed for \( \text{node}_c \), though it invests the waiting time \( \text{roundTotal1No.} \) and the sensed molecules \( u_{n(i)} \) to harvest enough energy.

### 5.4.1.2 Consensus Protocol Steps

Although the steps of the consensus protocol are similar to those explained in section 5.3 However, the energy constraints could affect the time and number of rounds needed to reach consensus.

Each nanomachine from \( n(i) \) has an initial value, which represents an estimation of a certain parameter in the environment. The initial value of each nanomachine should be diffused to \( \text{node}_c \). All nanomachines \( n(i) \), before diffusing their initial value, it would attempt to increase the value of the diffused molecular concentration, so that \( \text{node}_c \) can sense a concentration level that amounts to the initial values of each \( n(i) \), as in equation 5.5. Due to energy constraint, some nanomachines might not have enough energy to diffuse this amount \( (\zeta(i) \times \rho(i)) \); thus, each nanomachine from \( n(i) \) follows the steps described in Algorithm 13 in order to harvest energy while diffusing its raised initial value \( (\zeta(i) \times \rho(i)) \).

In Algorithm 12, the number of absorbed molecules per time unit is assumed to equal \( m \), which means a nanomachine would harvest energy to produce \( m \) molecules per time unit. Thus, in general; the time needed to harvest energy to diffuse \( (\zeta \times \rho) \) is as follows:

\[
t_{\text{harvest}2} \leq \left\lfloor \frac{\zeta \times \rho}{m} \right\rfloor \tag{5.14}
\]
According to Algorithm 13, if a general example of a nanomachine from \( n(i) \) with energy buffer \( b_c = 0 \) is considered. Assuming that the number of times which this nanomachine from \( n(i) \) needs to harvest energy in order to diffuse \( (\zeta(i) \times \rho(i)) \) on average can be \( w^2 \) (which is assumed to represent an external parameter). So that the total time needed to diffuse this amount is likely to be:

\[
t_{\text{total}2} \leq t_{\text{harvest}2} \cdot w^2
\]  
(5.15)

In order to compute the number of rounds needed to diffuse \( \zeta \times \rho \) for an average nanomachine with energy constraints, it is assumed that:

\[
\text{roundTotal}2No. \leq \left\lfloor \frac{t_{\text{total}2}}{T_0} \right\rfloor
\]  
(5.16)

Meanwhile, \( node_c \) senses and accumulates the molecules by following the steps described in Algorithm 11 to compute the average of all the initial values through equation 5.6. However, the waiting time of \( nod_c \) is at least \( \text{roundTotal}2No. \) according to equation 5.16.

Next, during the final step of the protocol, \( node_c \) diffuses the average of all initial values \( \omega_{av} \), while the other nodes attempt to sense the diffused molecules, in order to recognize the average of all initial values. Before the consensus protocol steps are begun, each nanomachine from \( n(i) \) has identified the effects of distance on the received concentration from \( node_c \). Thus, each nanomachine \( n(i) \) counts on its \( \rho(i) \) to distinguish the right value of \( \omega_{av} \), as stated in equation 5.8.

**Time to Reach Consensus** To compute the total time to reach consensus in a nanonetwork with energy constraint, the required time for \( node_c \) to estimate \( N \), plus the needed time to compute \( \omega_{av} \) should be taking in to account, where the nanomachines \( n(i) \) has to invest some time for energy harvesting, during both processes. Adding to these, two rounds; one represents the first round in which \( node_c \) diffused \( u \), and one represents the last round in which \( node_c \) diffused \( \omega_{av} \).

\[
t_{\omega_{av}} \leq T_0 \cdot \text{roundTotal}1No. + T_0 \cdot \text{roundTotal}2No. + 2T_0
\]  
(5.17)

Thus, with energy constraint, the number of rounds in the proposed consensus protocol will increase, due to the waiting time for energy harvesting, as explained above.
Figure 5.5 represents an experiment of the protocol steps in a nanonetwork with energy constraint nanomachines. The parameters values in this experiment and the results are the same as in previous experiment in Figure 5.4. However, the difference is in the required time for nanomachines to diffuse their estimation and initial values; thus, more than one round has been utilized to diffuse these values. Based on the nanomachines energy and their initial values, $nod_c$ senses the accumulative molecular concentration by the end of different rounds. The summation of the accumulated molecular concentration on each round would almost equal the molecular concentration that $nod_c$ sensed in Figure 5.4 during round 3 and 5 respectively.

5.5 Summary

A protocol to reach consensus among nanomachines communicating via diffusion has been proposed in this chapter. In order to pursue the consensus protocol, it has been applied first on a nanonetwork which required a leader election algorithm initially. Then effects of nanomachine’s energy constraint on the consensus protocol implementation have been studied. In both cases, the time needed to reach consensus, taking into account how long is required to elect a leader nanomachine, and the duration required to harvest enough energy, has been computed.
Chapter 6

Verification of Consensus Protocol for Diffusion based Molecular Communication

6.1 Introduction

This chapter considers a model of a nanonetwork with \( n \) nanomachines, that are arranged in a 2D network topology. These nanomachines are communicating through diffusing and sensing information molecules. The diffused molecules are propagated across the medium according to a stochastic process of Brownian motion. A protocol is proposed to study the consensus problem in such a model. Then, the proposed protocol is verified using PRISM model checker, on a grid of \((n \times n)\) nodes, taking into account deterministic and probabilistic cases. Consensus problem proposed in [59] is verified using PRISM model checker by considering a general case of \((n \times n)\). This chapter is organized as follows: In Section 6.2, a detailed description of the model is given. Then, the proposed consensus protocol steps are introduced in Section 6.3. This is followed by the model verification results using PRISM for different experiments on different grid sizes in Section 6.4. Section 6.5 includes PRISM verification results of the consensus model described in [59]. A summary of the issues discussed in the Chapter is provided in Section 6.6.
6.2 Model

**Network Environment:** A system of \((n \times n)\) nanomachines is considered, where these nanomachines communicating through a shared, unguided medium by stipulating and controlling diffusion process Figure 6.1. Each nanomachine \(n(i, j)\), (where \(i, j \in \{1, 2, 3, \ldots, n\}\)) has the ability to sense the concentration of molecules from the environment and to emit molecules at a particular rate into the environment. One of these \((n \times n)\) nanomachines is considered as a central node \(node_c\), and the other nodes \(n(i, j)\) are distributed arbitrarily within the central node’s transmission range. The medium of communication might contain residual molecules from previous diffusion, and also molecules from other nanomachines (that are not among \((n \times n)\)) which can be considered as noise. These nanomachines are assumed to be placed within a close range so that if onediffuses then all other nanomachines can receive some molecules.

**Communication Model:** As it been described in Chapter 5 in Section 5.1, the communication between nanomachines is based on diffusing and sensing molecules. When a nanomachine diffuses a unit \(u\) of molecular concentration into the propagation medium, these molecules are assumed to spread freely, and their dynamics can be described by the Brownian motion. The molecular concentration at the receiving points in response to the impulse of the released unit of molecules \(u\) from the transmitter can be found by

![Figure 6.1: Model Representation](image-url)
Equation (5.1). If more than one nanomachine diffuses a unit $u$ of molecules, a receiver nanomachine $j$ accumulates the sensed molecules through the summation of the values of $c(u, d, T)$, as in Equation (5.2).

**Time slot:** Nanomachines are assumed to be synchronized, and can communicate in a predefined time epoch $T_0$. Where $T_0$ is a system parameter and its length depends on the network topology, $T_0 = k \frac{d_{max}}{D}$, where $k$ is constant, and can be equal 1, $d_{max}$ is the transmission range distance of the central node $node_c$, and $D$ is the diffusion coefficient.

**Consensus Protocol:** The proposed protocol includes a number of processes throughout different time epochs, starting in diffusing a unit $u$ of molecules by the central node $node_c$ during the first epoch. Where, $u$ represents the initial value of $node_c$. The other nanomachines will attempt to estimate $u$, and diffuse their estimations to the central node $node_c$ during the next epochs. Subsequently the central node checks whether the system reaches consensus via a few computations. It is assumed that consensus is reached if the average estimation value approaches to the value of $u$ with a deviation of $\varepsilon$. The consensus problem in Chapter 5 is different from the consensus problem discussed in Chapter 6 mainly in the model and the assumed approach to reach consensus. In Chapter 6 it is assumed that $node_c$ computes the average of the other nodes initial values. The number of nanomachines is assumed to be computed by $node_c$ in Chapter 5. Nanomachines utilize its $\rho(i)$ value to recognize the exact (diffused/sensed) molecular concentration in Chapter 5. In Chapter 6 the idea of the proposed consensus protocol is inspired by a two-phase commit protocol, and the topology of the assumed model is different. The other nanomachine $n(i)$ are assumed to compute the average of $node_c$ initial value in Chapter 6. Reaching consensus in Chapter 6 have been verified using PRISM model checker.

**Verification using PRISM:** In diffusion based molecular communication, the molecules propagation in the environment is a stochastic process, as it is a consequence of spontaneous diffusion [109]. Besides this; noise in the medium can affect sensing the diffused molecules, and Equation (5.1) indicates that the sensed molecular concentration is inversely proportional to the cube of the distance. This is a motivation to use the probabilistic model checker, PRISM, to verify the proposed model. PRISM is used twice, (1) to verify the proposed consensus protocol. For simplicity, the model is represented as a grid of nodes where $node_c$ is in the centre, and the other nodes are distributed within its transmission range at different distances. Then, (2) as the proposed consensus protocol is inspired by the consensus problem in [59], where an iterative method is considered for communication among nodes which enables information spreading and averaging in the network. The authors in [59] stated that the general case of networks is more difficult to analyse. Thus, PRISM model checker is used to verify the acquisition of consensus in this model. In [59] it is assumed that each node observes the same distances to the other
nodes in the network. However, in the verification process, it is assumed that nodes are deployed at different distances.

6.3 Proposed Consensus Protocol

Based on the model described above, where it consists of a nanonetwork of \((n \times n)\) nanomachines, and one of these nanomachines is distinct as central node \(node_c\) and other nanomachines \(n(i, j)\) are in different positions around \(node_c\) within its transmission range distance \(d_{\text{max}}\), it is assumed that the central node \(node_c\) has an initial value \(u\) of molecular concentration, and this initial value can represent a certain parameter in the environment.

The first step is that the central node \(node_c\) diffuses its initial value \(u\) through the environment where the other nanomachines \(n(i, j)\) are spread within the central node’s \(node_c\) transmission range distance \(d_{\text{max}}\). The potential aim of the other nanomachines \(n(i, j)\) is to estimate the concentration of the diffused initial value \(u\). Thus, the other nanomachines \(n(i, j)\) attempt to estimate \(u\) and then diffuse their estimations \(u_{\text{estimate}}\) to the central node \(node_c\). Meanwhile, the central node, \(node_c\), attempts to compute the average of all estimations \(u_{\text{av}}\) diffused by \(n(i, j)\), and then diffuse the average of estimations to the other nodes \(n(i, j)\). The verification process is based on checking if the deviation value of the average of all estimations \(u_{\text{av}}\) from the original value \(u\) is less or equal \(\varepsilon\).

6.3.1 Consensus Protocol Steps

The consensus protocol consists of a number of different steps in different time epochs. The length of the time epoch is assumed to be quite enough, so that the molecules diffuse away from the communication environment:

1. During the first epoch, the central node \(node_c\) diffuses its initial value which is represented as unit \(u\) of molecules. Algorithm 10 shows the steps that follow diffusion of \(u\) by \(node_c\), and the sensed molecular concentration by the other nanomachines \(n(i, j)\) through Equation (5.1). The other nanomachines \(n(i, j)\) attempt to compute \(u_{\text{estimate}}\) from the sensed molecular concentration.

2. Over the second epoch, each nanomachine \(n(i, j)\) diffuses its estimated unit of molecules \(u_{\text{estimate}}\) to the central node, \(node_c\). Through this epoch, the central node \(node_c\) accumulate the sensed molecular concentration following the steps in Algorithm 11.

3. The accumulative sensed molecular concentration of the diffused \(u_{\text{estimate}}\) during the second epoch is considered as \(u_{\text{total}}\). Through the next epoch, \(node_c\) will attempt to compute the average of the total sensed estimations \(u_{\text{total}}\) which have been diffused by \(n(i, j)\). For simplicity, it is assumed that \(node_c\) is able to recognize the number of nanomachines \(N\) within its transmission range.
The central node $node_c$ computes the average of all estimations $u_{av}$ by dividing the total received molecules units $u_{total}$ by the number of nanomachines $N$.

$$u_{av} = \frac{u_{total}}{N} \tag{6.1}$$

When the central node $node_c$ obtains the average of estimations $u_{av}$; it diffuses $u_{av}$ into the medium. The other nanomachines $n(i, j)$ will sense $u_{av}$ according to their distance from $node_c$ following the steps in Algorithm 10.

**Reaching Consensus:** The model assumption suggests that consensus is reached when the average estimation value $u_{av}$ approaches to the value of $u$ with $\varepsilon$ deviation, i.e.

$$\text{deviation of average estimations from original value is } |(u - u_{av})| \leq \varepsilon \tag{6.2}$$

where, $\varepsilon \leq 10$. The second assumed condition to reach consensus is that the variance between the sensed molecular concentration by $node_c$ (when each nanomachine from $n(i, j)$ diffuses its $u_{estimate}$) and the average of estimations $u_{av}$ is less or equal $\varepsilon 1$, where $\varepsilon 1 \leq 1$. This, however is not applicable on Algorithm 11 as $node_c$ senses accumulative concentration and does not recognize that this $u_{estimate}$ is from this $n(i, j)$. However, in the verification process using PRISM, each nanomachine has a specific module, and that enables to identify each $u_{estimate}$ sensed by $node_c$, as it is explained in Section 6.4.

**Time to reach consensus:** The time to get the average of estimations $t_{u_{av}}$ can be found by:

$$t_{u_{av}} = \text{length of epoch} \times \text{number of epochs} \tag{6.3}$$

Which can be equal to:

$$t_{u_{av}} = T_0 \times 3$$

### 6.4 Model Verification

#### 6.4.1 PRISM Model Checker

PRISM is a flexible tool for working with probabilistic real-life models, as it allows for the specification of probabilities inside the model and in the properties. Additionally, the software will calculate the probability of failure of a given property after verification [104]. Many systems from different application domains, such as communication protocols, randomised distributed algorithms and biological systems have utilize PRISM for analysis purposes [148], giving a motivation for us to employ PRISM in verifying
our proposed protocol, besides that, the diffusion based molecular communication and molecules propagation through the environment are based on a stochastic process.

The proposed protocol is verified using PRISM, through representing the steps of the protocol as an MDP (Markov Decision Process) model. MDP is considered as an extension of DTMCs, which allows nondeterministic choice. Thus, it is similar to DTMC, in that it consists of discrete set of states representing possible configurations of the system being modelled, and in that the transitions between states occur in discrete time-steps \[149\]. This model has been applied to many randomized algorithms, including the consensus algorithm \[42\]. Consensus algorithms are often hard to model check, because the state space grows exponentially with the number of participating processes. In \[104\], PRISM is applied only to a shared-coin subroutine, while full correctness relies on verification using Cadence SMV, as well as higher level manual proofs.

To analyse and verify the proposed protocol using PRISM, the model’s specifications described in Section 6.2 are constructed in the PRISM state-based language. In order to simplify the PRISM representation of the proposed protocol, the nanonetwork is depicted as a grid of nanomachines, where node\(_c\) is in the centre and the other nanomachines \(n(i,j)\) are distributed at different distances, within the transmission range of node\(_c\). Each nanomachine is defined in a separate module, and within each module the processes that could emerge at specific time epochs are assigned. Allocating the processes of each nanomachine during each epoch of the proposed protocol. ‘Labels’ are used to facilitate the synchronization between processes that could be initiated during a specific epoch. This is done alongside a distinctive module for node\(_c\) processes. Hence, different experiments are carried out to verify the proposed protocol, a deterministic experiment (without taking in consideration environment noise) and probabilistic experiments. The process of system verification was undertaken using PRISM 4.2.1 running on MS Windows 7, Intel(R) Core(TM)i3-2370M CPU 2.40GHz, 4.00 GB of RAM.

6.4.2 3x3 Grid

6.4.2.1 Representation of 3x3 Grid in PRISM Language

The model of (3x3) grid network is represented in PRISM language, through defining a module for each node and representing the process of the proposed protocol.

```plaintext
mdp
const int N=8; //number of nanomachines in the network
const double dist1=0.02; //distance1
dist2=0.3; //distance2

//central node module
module node_c

active_c:[0..1] init 1; //flag to show that node_c is active
```
// and can diffuse molecules

diffuse_c: [0..1] init 0; //flag to indicate that node_c

// has't diffuse u yet

[] active_c=1 & diffuse_c=0 -> (diffuse_c' = 1) & (active_c' = 1); //indicates node_c

// diffused u

endmodule

Thus, the PRISM model starts by diffusing the initial unit of molecules u by the
central node. Using labels the processes at each time epoch is represented. Two values
are identified for the distance between the central node and the other nanomachines
depending on their position from the central node in the same gird: 0.02 which is close
to the central node and 0.3.

//module of nanomachine 1

module node1

active1: [0..1] init 1; //flag indicates node1 is active and can diffuse

diffuse1: [0..1] init 0; //flag indicates if node1 diffused its

// estimation or not

u1: [0..u] init 0; //sensed molecular concentration by node1 from node_c

x1: [1..2] init 1; //flag to differentiate between process

//in epoch 1 and 2

u_c1: [0..u] init 0; //diffused estimation by node1 to node_c

[tick1] active1=1 & diffuse_c=1 & u1<=u & x1=1 -> (u1' = sensed_1) & (x1' = 2);

[tick2] u1>0 & active1=1 & diffuse1=0 & u_c1<=u & x1=2 -> (u_c1' = estimate_1)

& (diffuse1' = 1);

endmodule

The modules for the rest of the nanomachines have the same structure, except for the the
values of sense_i and estimate_i which depend on their distance from node_c, their sensed
molecular concentration, and their estimation of u. Labels [tick1], [tick2] represent
the processes whereby a nanomachine can perform at each epoch. Label assists in
synchronizing all modules; hence, [tick1] is implemented simultaneously in all modules
of the nanomachines (i.e., all nanomachines from n(i, j) compute the sensed molecules
form the central node). The same is the case for [tick2], (i.e., all nanomachines from
n(i, j) diffuse their estimations to the central node). Then, the central node diffuses the
average of all the received concentrations, which represent the final stage of the protocol.

The calculations of Algorithm 11 and 10 are quite complicated to represent in PRISM
as with these parameters’ high values the calculations for building the PRISM model
take much time. Therefore, all the related computations of Algorithm 11 and 10 were
implemented in MATLAB, and the output results employed inside PRISM command
updates in values of sense_i and estimate_i, (where, i ∈ {1, 2, ···, N}). Thus, the sensed
molecular concentration (i.e., uestimate) of each nanomachine when node_c diffuses u, and
the sensed molecular concentration of node_c when the other nanomachines diffuse their
estimations uestimate are computed outside PRISM.
Figure 6.2 represents an experiment to implement the protocol first two steps (i.e.,
diffusing $u$ by node $c$ and sensing the diffused molecular concentration by the other
nanomachines $n(i,j)$, then the diffusing of $u_{estimate}$ by the other nanomachines $n(i,j)$
and the accumulative molecular concentration sensed by node $c$). The implementation
is on a nanonetwork consisting of eight nanomachines at different distances around the
central node, where $d_1=0.02\text{nm}$, and $d_2=0.3\text{nm}$. The transmission range of the central
node, where $d_{\text{max}}=1\text{nm}$, and time slot length $T_0$ is equal to $1.5\text{ms}$. The initial value of
time $t$ is 0.01, the number of diffused units $u$ by node $c$ is $2 \times 10^{15}\text{molecules}$, the value
of the threshold $\tau$ is $1 \times 10^{16}\text{molecules.cm}^{-3}$, and the diffusion coefficient $D$ is $1 \times 10^{-6}$
$\text{cm}^2/\text{s}$.

In Figure 6.2 the x-axis represents time, where the length of one epoch (i.e., $T_0$) is
1.5. The y-axis represents the amount of sensed molecular concentration. The first part
(epoch 1) of the figure shows the sensed molecular concentration of each nanomachine
from $n(i,j)$ after node $c$ diffuses $u$. The second part (epoch 2) shows the accumulative
sensed molecular concentration by node $c$, after each nanomachine from $n(i,j)$ diffuses
its $u_{estimate}$.
Figure 6.3: Assumed 3x3 grid representation

Figure 6.3 depicts the assumed 3x3 grid (like) model, where the filled colour circle represents the central node $node_c$, and the other outlined circles signify the other nanomachines $n(i,j)$. In Figure 6.3, the distance between the central node $node_c$ and all the other nodes on row 1 is $d_1$. While the distance between $node_c$ and all the other nodes on row 2 and 3 is $d_2$. However, the model topology is assumed to be grid-like topology.

In PRISM model each nanomachine of $n(i,j)$ has its specific module. Thus, the sensed molecular concentration by $node_c$ from each nanomachine needs to be computed, rather than the accumulative value of the sensed concentration as Figure 6.2 shows. Thus, the experiment in Figure 6.2 is repeated with the same parameter values for each individual nanomachine separately, to compute what $node_c$ can sense when a certain node at a certain distance diffuses its $u_{estimate}$. However, in Figure 6.2, the sensed molecular concentration by each of $n(i,j)$ when $node_c$ diffuses $u$ is already computed.
Figure 6.4 represents an experiment to compute the sensed molecular concentration by each nanomachine \( n(i,j) \) from the diffused \( u \) by \( node_c \), and the sensed molecular concentration by \( node_c \) from each nanomachine from \( n(i,j) \). The x-axis represents the number of nanomachines (nodes) in the experiment, where the first two points are nanomachines at distance 0.02 from the central node \( node_c \) and the rest points are nanomachines at a distance of 0.3 from \( node_c \). The y-axis represents the amount of sensed molecules.

When the central node, \( node_c \), diffuses unit \( u \) of molecules, the first line in Figure 6.4 represents the amount of sensed molecules \( u_{\text{estimate}} \) by the other nanomachines \( n(i,j) \), where each point in the line represents the sensed molecules of nanomachine \( n(i,j) \) at distance \( d_i \). The dashed line in the figure represents the amount of sensed molecules by the central node, \( node_c \), when the other nodes diffuse their estimation \( u_{\text{estimate}} \). It is observed that the two lines in Figure 6.4 seem to be quite symmetric, due to the identical values of some parameters used; however, the difference is mainly in the amount of diffused molecules, where the central node \( node_c \) diffuses \( u \) of molecules, and the other nanomachines \( n(i,j) \) diffuse their estimations \( u_{\text{estimate}} \) which is less than \( u \) and could vary, depending on the distance of the nanomachine from \( node_c \).

The result values of the MATLAB experiments were used in PRISM to represent the values of the sensed molecular concentration by each \( n(i,j) \) during the first epoch, and the sensed molecular concentration by \( node_c \) from each \( n(i,j) \) during the second epoch. The following code segment represents the module of nanomachine number 8.

```plaintext
//node8
module node8
```
active8: [0..1] init 1;
diffuse8: [0..1] init 0;
u8: [0..u];
x8: [1..2] init 1;
u_c8: [0..u];

[tick1] active8=1&diffuse_c=1&u8<=u&x8=1->(u8'=sensed_8)&(x8'=2);
[tick2] active8=1&diffuse8=0&u_c8<=u&x8=2->(u_c8'=estimate_8)&(diffuse8'=1);
endmodule

This part of PRISM code \((u_8' = \text{sensed}_8)\) (it represents a command’s update), means that the new value of \(u_8\) equals \(\text{sensed}_8\) value. Where \(u_8\) represents \(u_{\text{estimate}}\) of nanomachine 8 at distance \(d_2\) from node \(c\), and the value of \(\text{sensed}_8\) is the computed \(u_{\text{estimate}}\) of nanomachine 8 in the MATLAB experiment, while this part \((u_8' = \text{estimate}_8)\) means the new value of the \(u_8\) equals \(\text{estimate}_8\). Where, \(u_8\) represents the sensed molecular concentration by node \(c\) from nanomachine 8 in particular when it diffuses its \(u_{\text{estimate}}\), and the value of \(\text{estimate}_8\) is the computed value of the sensed molecular concentration by node \(c\) from nanomachine 8 when it diffuses its \(u_{\text{estimate}}\) in the MATLAB experiment. This process is repeated in the same way in the modules of nanomachines \(\{1, 2, \cdots , 7\}\).

Three experiments were performed to represent the \(3\times 3\) model in PRISM language:

- **Deterministic experiment**: where the noise effects on the received concentration are not considered, such that, the PRISM command’s updates include one value of \(\text{sensed}_i\) and one value of \(\text{estimate}_i\), (where, depending the nanomachine module \(i \in \{1, 2, \cdots , 8\}\)). As the example of node 8 module code segment.

- **Probabilistic experiment-1**: the noise effects on the received concentration is considered, such that, the PRISM command’s updates include the summation of two probability values. Firstly; the value of sensed molecules (calculated using MATLAB), secondly; zero value, that when the noise is too high and nodes cannot sensed the diffused molecules. As an example:

\[
[tick1] \text{active1} = 1 \& \text{diffuse}_c = 1 \& u1 <= u \& (x1 = 1) -> 0.6: (u1' = \text{sensed}_1) \& (x1' = 2) + 0.4: (u1' = 0) \& (x1' = 2);
\]

- **Probabilistic experiment-2**: where the effects of threshold value on the sensed molecules are considered, besides the noise effects, so that the PRISM command’s updates include three values. Beside the two values explained above, the third value would be the sensed molecular concentrations, in case that the assumed threshold is less than the actual value of \(\tau\). Thus, this can affect the values of \(\text{sensed}_i\) and \(\text{estimate}_i\) that are computed in the MATLAB experiment. As an example:
While performing all these experiments, a number of properties needed to be verified. These properties and the results of verification are discussed in the following Subsection 6.4.2.2.

### Verification of 3x3 Grid

The properties in Chapter 3 were based on the $P$ operator. Using **quantitative properties** we can compute the actual probability that some behaviour of a model is observed, rather than just verifying whether or not the probability is above or below a given bound [149] in a form of $P = ? [path \rightarrow prop]$. In this chapter, **quantitative properties** are also used, but in the form of: $P_{min} = ? [path \rightarrow prop]$ and $P_{max} = ? [path \rightarrow prop]$ to verify the specifications of the MDP PRISM models.

In this chapter, properties that relate to rewards are also used. The specification and analysis of properties based on costs and rewards are possible using PRISM. Thus, PRISM can be used to reason, not only about the probability that a model behaves in a certain manner but also about a wider range of quantitative measures relating to model behaviour [149]. For example:

```
rewards
  true : 1;
endrewards
```

This example assigns a reward of 1 to every state of the model, the left part of which (true) is a guard and the right part of which (1) is a reward. The reward is assigned to the states of the model which satisfy the predicate in the guard [149].

In a PRISM model, in order to verify that consensus between nanomachines is reached, the following computations and labels are used:

```
//compute $u_{total}$ and $u_{av}$
formula $u_{total} = u_c1 + u_c2 + u_c3 + u_c4 + u_c5 + u_c6 + u_c7 + u_c8$;
formula $u_{av} = \text{floor}(u_{total}/N)$;

//compute variance and deviation
formula variance = $(\text{pow}((u_c1-u_{av}), 2) + \text{pow}((u_c2-u_{av}), 2) + \text{pow}((u_c3-u_{av}), 2) + \text{pow}((u_c4-u_{av}), 2) + \text{pow}((u_c5-u_{av}), 2) + \text{pow}((u_c6-u_{av}), 2) + \text{pow}((u_c7-u_{av}), 2) + \text{pow}((u_c8-u_{av}), 2))/(N-1)$;
formula deviation = $|u-u_{av}|$;

//labels to be used in the properties formation
label "agree" = variance > 0 & variance <= 1;
```
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label "agree2" = deviation > 0 & deviation <= 10;

label "finish" = diffuse1 = 1 & diffuse2 = 1 & diffuse3 = 1 & diffuse4 = 1 &
diffuse5 = 1 & diffuse6 = 1 & diffuse7 = 1 & diffuse8 = 1;

rewards "steps_no"
  true : 1;
endrewards

where: \( u_c,1, u_c,2, \ldots, u_c,8 \) in the variance formula, represents the sensed molecular concentration by node \( c \) where each nanomachine from \( n(i, j) \) diffuses its \( u_{\text{estimate}} \).

While performing the three different experiments listed in Subsection 6.4.2.1, a number of properties were considered to be verified, such as:

\[
P_{\text{min}} = \mathcal{F} \cdot \text{finish}\]

which computes the probability that all actions of the protocol have been calculated. Other properties are:

\[
R^n \cdot \text{steps} - \text{no}^n \cdot \text{min} = \mathcal{F} \cdot \text{finish}\]
\[
R^n \cdot \text{steps} - \text{no}^n \cdot \text{max} = \mathcal{F} \cdot \text{finish}\]

which represent the minimum and maximum expected number of steps required for the completion of the model, through defining a reward part in PRISM model.

However, the focus is on the main properties:

\[
P_{\text{min}} = \mathcal{F} \cdot \text{agree}\]
\[
P_{\text{min}} = \mathcal{F} \cdot \text{agree2}\]

which represent the probability of eventually reaching agreement between the nanomachines according to the described protocol, based on the defined formulas of \( \text{variance} \) and \( \text{deviation} \) in PRISM model. The following Figure 6.5 shows the result of verifying property (6.7)
The x-axis in Figure 6.5 represents the time needed (in seconds) to verify the consensus property, and y-axis denotes the probability of reaching consensus, though the scale of y-axis is edited only to clarify the probability of the deterministic experiment. Figure 6.5 represents the results of different experiments on $3 \times 3$ grid to verify property (6.7), where, the first experiment is a deterministic one, and the probability of satisfying property (6.7) is 1. The other two experiments are probabilistic. In each, different probabilities are assumed for update. For example, in the two updates probabilistic experiment:

\[
\text{tick1} \quad \text{active4}=1\&\text{diffuse}_c=1\&u4<=u\&x4=1 \rightarrow 0.5:(u4'=\text{sensed}_4)\&(x8'=2)+0.5:(u8'=0)\&(x8'=2);
\]

Starting with (0.5+0.5) where the probability that the sensed molecular concentration=$\text{sensed}_4$ is 0.5 and the probability that the molecular concentration= zero is 0.5, then, the probabilities are changed into (0.6+0.4), (0.7+0.3), and (0.8+0.2). In these experiments, it is assumed that sensing molecular concentration $\text{sensed}_i$ has the higher probability. Each point on the line in Figure 6.5 represents an experiment with different probabilities, starting with (0.5+0.5) and ending with the last point where the probability is (0.8+0.2). It is noticeable that verifying property (6.7) at the last point on the line has a higher probability than the assumed probability of sensing zero molecular concentration which equals 0.2. Similarly, the dotted line in Figure 6.5 represents the experiment with three updates, where the probabilities of each point start by (0.5+0.25+0.25), as in this example:

\[
\text{tick2} \quad \text{active3}=1\&\text{diffuse3}=0\&u\_c3<=u\&x3=2 \rightarrow 0.5:(u\_c3'=\text{estimate}_3.1)\&(\text{diffuse3}'=1)+0.25:(u\_c3'=\text{estimate}_3.2)\&(\text{diffuse3}'=1)+
\]
0.25: (u_c3=0)\&(d_i\mbox{ffuse3'}=1);

The next points probabilities are (0.6+0.2+0.2), (0.7+0.15+0.15) and (0.8+0.2+0.2) respectively. In the same way, the probability of reaching consensus is higher at the last point, as it is assumed that the probability of sensing molecular concentration (without the elevated effects of noise and the effects of the value of threshold) equal to 0.8.

In a similar way the deviation property [6.8] is verified in three experiments and with different probabilities, as explained in verifying property [6.7] above. The following Figure 6.6 shows the verification of property 6.8:

![Figure 6.6: Verification of property 6.8 in 3 x 3 Grid](image)

The probability of verifying property [6.8] in general is slightly higher than the probability of property [6.7].

**Building PRSIM model Results:** The results of building a model of 3 x 3 nanomachines using PRISM are:

- Deterministic Experiment  Reachability (BFS): 4 iterations in 0.01 seconds (average 0.002500, setup 0.00)

<table>
<thead>
<tr>
<th>Time of Model Building (in seconds)</th>
<th>0.06</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>4</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>4</td>
</tr>
</tbody>
</table>

**Table 6.1: Model Construction (3 x 3) grid- Deterministic experiment**
Reachability in MDP PRISM model, represents the minimum and maximum probability of reaching target set. Target set is all states labelled with proposition that the protocol reach to its main goal. Where the goal of the protocol is defined in the properties that have been verified.

- Probabilistic Experiment with two updates Reachability (BFS): 4 iterations in 0.00 seconds

<table>
<thead>
<tr>
<th>Time of Model Building(in seconds)</th>
<th>0.02</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>33026</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>65921</td>
</tr>
</tbody>
</table>

Table 6.2: Model Construction (3 × 3) grid- probabilistic experiment

- Probabilistic Experiment with three updates Reachability (BFS): 4 iterations in 0.00 seconds

<table>
<thead>
<tr>
<th>Time of Model Building(in seconds)</th>
<th>0.13</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>28704377</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>57404377</td>
</tr>
</tbody>
</table>

Table 6.3: Model Construction (3 × 3) grid- probabilistic experiment

6.4.3 Verification of 5x5 Grid

The same experiments applied to 3×3 grid, are repeated with grid of 5×5 nanomachines.

![Figure 6.7: Assumed 5x5 grid representation](image)

Figure 6.7 shows the assumed 5 × 5 grid model, where the filled colour circle represents node \( c \), and the other outlined circles signify the other nanomachines \( n(i,j) \), where
nanomachines were distributed in three different distances from node\(_c\). In Figure 6.7 the distance between node\(_c\) and all the other nodes on row 1 is \(d_1\). While the distance between node\(_c\) and all the other nodes on row 2 and 3 is \(d_2\). However, \(d_3\) is the distance between node\(_c\) and all the other nodes on row 4 and 5.

Thus, in order to represent the 5\(\times\)5 model in PRISM, the sensed molecular concentration by \(n(i, j)\) and node\(_c\) were computed in MATLAB experiments.

Figure 6.8: Sensed concentration by \(n(i, j)\) and node\(_c\) in 5\(\times\)5 grid

Figure 6.8 represents an experiment to implement the first two steps of the protocol: The diffusing of \(u\) by node\(_c\) and sensing the diffused molecular concentration by the other nanomachines \(n(i, j)\). Then the diffusing of \(u_{\text{estimate}}\) by the other nanomachines \(n(i, j)\), the accumulative molecular concentration sensed by node\(_c\). With the same parameter values presented in Figure 6.2.

Then, in order to compute the sensed molecular concentration by node\(_c\) coming from each individual nanomachine in \(n(i, j)\) and not as accumulated molecular concentration, the experiment of Figure 6.8 is repeated for each nanomachine separately as Figure 6.9 shows.
Figure 6.9: Sensed concentration by node \( c \) from each \( (i, j) \) and sensed concentration by \( (i, j) \) from node \( c \) in \( 5 \times 5 \) grid.

Figure 6.9 displays the sensed molecular concentration by \( (i, j) \), when node \( c \) diffuses \( u \), which take place during the first epoch, and the sensed molecular concentration by node \( c \) from each nanomachine \( (i, j) \) when it diffuses its \( u_{estimate} \).

The result values of the MATLAB experiments used in PRISM to represent the values of the sensed molecular concentration by each \( (i, j) \) during the first epoch, and the sensed molecular concentration by node \( c \) from each \( (i, j) \) during the second epoch. As explained in subsection 6.4.2.1, however, the difference here is that PRISM model is consisting of 24 modules for each nanomachine from \( (i, j) \) and a module for node \( c \). PRISM allows one to define modules based on predefined modules, instead of rewriting the code of the module, as an example:

```plaintext
// node15
module node15
active15: [0..1] init 1;
diffuse15: [0..1] init 0;
u15: [0..u];
x15: [1..2] init 1;
u_c15: [0..u];

[tick1] active15=1&diffuse_c=1& u15<=u & x15=1 -> 0.6:(u15'=sensed_15)&(x15'=2) +0.4:(u15'=0)&(x15'=2);
[tick2] active15=1& diffuse15=0& u_c15<=u&x15=2 -> 0.6:(u_c15'=estimate_15)&(diffuse15'=1) +0.4:(u_c15'=0)&(diffuse15'=1);
endmodule
```
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//The processes of module node15 which represents nanomachine 15 at distance
d//d3 from node_c, are the same processes of modules of nodes16 node20

module node16=node15 [active15=active16, send15=send16, diffuse15=diffuse16,
u15=u16, x15=x16, u_c15=u_c16] endmodule
module node17=node15 [active15=active17, send15=send17, diffuse15=diffuse17,
u15=u17, x15=x17, u_c15=u_c17] endmodule
module node18=node15 [active15=active18, send15=send18, diffuse15=diffuse18,
u15=u18, x15=x18, u_c15=u_c18] endmodule
module node19=node15 [active15=active19, send15=send19, diffuse15=diffuse19,
u15=u19, x15=x19, u_c15=u_c19] endmodule
module node20=node15 [active15=active20, send15=send20, diffuse15=diffuse20,
u15=u20, x15=x20, u_c15=u_c20] endmodule

Verification Process: In 5 × 5 the verification of property (6.7) and property (6.8)
is carried out through three different experiments (deterministic, probabilistic with two
updates, probabilistic with three updates). In each experiment the probabilities are
changed as explained in Subsection 6.4.2.2.

![Figure 6.10: Verification of property (6.7) in 5 × 5 Grid](image)

Figure 6.10 shows the results of verifying property (6.7) in 5 × 5 grid. Time of
verification (in general, time of building PRISM model) increased in 5 × 5 compared
to the 3 × 3 grid model (Figure 6.5), due to its increased number of defined modules.
However, the probability values of verifying property (6.7) in 5 × 5 are quite significantly
less than the verification probability in 3 × 3 grid.
Figure 6.11 shows the results of verifying property (6.8) in $5 \times 5$. The verification probability in Figure 6.11 is slightly higher than the probability in Figure 6.10.

**Building PRSIM model Results:** The results of building a model of $5 \times 5$ nanomachines, using PRISM are as follows:

- Deterministic Experiment
  
  Reachability (BFS): 4 iterations in 0.00 seconds

<table>
<thead>
<tr>
<th>Time of Model construction</th>
<th>0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>4</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 6.4: Model Construction $5 \times 5$ grid - deterministic experiment

Recall that reachability in MDP PRISM model, represents the minimum and maximum probability of reaching target set.

- Probabilistic Experiment with two updates
  
  Reachability (BFS): 4 iterations in 0.02 seconds (average 0.005000, setup 0.00)

<table>
<thead>
<tr>
<th>Time of Model construction</th>
<th>0.32</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>3707929545504</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>7415858829849</td>
</tr>
</tbody>
</table>

Table 6.5: Model Construction $5 \times 5$ grid - probabilistic experiment
• Probabilistic Experiment with three updates
  Reachability (BFS): 4 iterations in 0.00 seconds

<table>
<thead>
<tr>
<th>Time of Model construction</th>
<th>0.13</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>6504921322212</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>9202301157631</td>
</tr>
</tbody>
</table>

Table 6.6: Model Construction 5 × 5 grid - probabilistic experiment

6.4.4 Verification of 7x7 Grid

The processes which are applied to 3 × 3 and 5 × 5 grid were repeated in the 7 × 7 grid of nanomachines. Thus, the difference is that the number of nanomachines is 48 which are distributed at four different distances from node\(_c\), as shown in Figure 6.12.

In Figure 6.12 the distance between node\(_c\) and all the other nodes on row 1 is \(d_1\). \(d_2\) is the distance between node\(_c\) all the other nodes on row 2 and 3. While the distance between node\(_c\) and all the other nodes on row 4 and 5 is \(d_3\). \(d_4\) is the distance between node\(_c\) all the other nodes on row 6 and 7.

As the processes of MATLAB and PRISM experiments have already been explained in previous subsections, only the output results for the 7 × 7 grid will be shown in this subsection.
Figure 6.13: Sensed concentration by $n(i,j)$ and $node_c$ in $7 \times 7$ grid

Figure 6.13 represents a MATLAB experiment to implement the protocol’s first two steps of diffusing $u$ and sensing it by $n(i,j)$, then diffusing $u_{estimate}$ and sensing the accumulated concentration by $node_c$.

Figure 6.14: Sensed concentration by $node_c$ from each $n(i,j)$ and sensed concentration by $n(i,j)$ from $node_c$ in $7 \times 7$ grid

The main aim of Figure 6.14 is to show the sensed molecular concentration by $node_c$ from each nanomachine $n(i,j)$ when it diffuses its $u_{estimate}$. 
Verification Process: In $7 \times 7$ the verification of properties (6.7) and (6.8) was implemented through three different experiments, and in each experiment the probabilities were changed as explained in previous subsections.

![Figure 6.15: Verification of property (6.7) in $7 \times 7$ Grid](image)

Figure 6.15 shows the results of verifying (6.7) in the $7 \times 7$ grid. The verification time increased in $7 \times 7$ compared to $5 \times 5$ grid model (Figure 6.10). The time taken to build PRISM model in $7 \times 7$ grid also increased. However, the probability values of verifying property (6.7) in $7 \times 7$ were slightly less than the verification probability in $5 \times 5$. 
Figure 6.16: Verification of property (6.8) in $7 \times 7$ Grid

Figure 6.16 shows the results of verifying property (6.8) in $7 \times 7$. The verification probability in Figure 6.16 can still be seen to be slightly higher than the probability in Figure 6.15.

**Building PRSIM model Results:** The results of building a model of $7 \times 7$ nanomachines, using PRISM are as follows:

- **Deterministic Experiment**
  - (BFS): 4 iterations in 0.01 seconds (average 0.002500, setup 0.00)
  
<table>
<thead>
<tr>
<th>Time of Model construction</th>
<th>0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>4</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>Infinity</td>
</tr>
</tbody>
</table>
  
  **Table 6.7:** Model Construction $7 \times 7$ grid

- **Probabilistic Experiment with two updates**
  - Reachability (BFS): 4 iterations in 0.37 seconds (average 0.092250, setup 0.00)
  
<table>
<thead>
<tr>
<th>Time of Model construction</th>
<th>3.251</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>6.235007847244561E21</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>Infinity</td>
</tr>
</tbody>
</table>
  
  **Table 6.8:** Model Construction $7 \times 7$ grid - probabilistic experiment
• Probabilistic Experiment with three updates

Reachability (BFS): 4 iterations in 0.29 seconds (average 0.072500, setup 0.00)

<table>
<thead>
<tr>
<th>Time of Model construction</th>
<th>3.852</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>1.8878432524958716E24</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>Infinity</td>
</tr>
</tbody>
</table>

Table 6.9: Model Construction 7 × 7 grid - probabilistic experiment

6.5 Verification of Consensus Protocol from [59]

The consensus protocol discussed in this chapter and Chapter [59] are inspired by the work in [59], where the nanonetwork’s nodes attempted to estimate a certain parameter in the environment. The authors in [59] studied a discrete model of time epochs of length $T_0$. The length of epoch depends on the diffusion coefficient of the medium $D$ and the network topology—specifically depends the effective radius of each node, $T_0 = kR^2_D$, where $k$ is constant and $R$ is the effective radius between each node and the central node. In each time epoch, node $i$ estimates the environment parameter and converts this estimation into molecules concentration $p_i$. The authors assumed that these estimated concentrations are drawn from Gaussian distribution $N(\mu, \sigma_0^2)$ with excepted value $\mu$ and variance $\sigma_0^2$. Every node in the network needs to obtain the average of initial estimates of nodes $p_{av} = \frac{1}{N} \sum_{i=1}^{N} p_i$. Consensus is reached when the estimation value of each node approaches the average of all estimations and the variance of the nodes estimations approaches $\sigma_0^2 / N$.

The authors in [59] stated that the general case of networks is more difficult to be analysed. Thus, in this section PRISM model checker was used to verify the acquiring of consensus in this model. However, nanomachines are assumed to be deployed arbitrarily, and it is therefore not necessarily the case that each node observes the same distance to the other nodes in the network, as considered in [59].

The model is represented as a 5 × 5 grid of nanomachines. Each nanomachine has an initial value of a certain parameter in the environment. The nanomachines diffuse their estimations during the first epoch. Then, during the next epoch each nanomachine starts to sense molecular concentration to change its initial value. The process of diffusing and sensing molecular concentration continues for each nanomachines until the sensed molecular concentration approaches the average of all initial values.

In PRISM model representation, it is assumed that the process of diffusing and sensing continues until the sensed molecular concentration is less or equal to average of all estimations. Each nanomachine is represented in a separate module. The following example shows the PRISM code of one nanomachine, and how to compute the average of all estimations and its variance.

```latex
\textbf{formula av} = \textbf{floor} ((\text{init}1+\text{init}2+\text{init}3+ \text{init}4+\text{init}5+\text{init}6+\text{init}7+\text{init}8+}\
```
\[ \text{init}_9, \text{init}_{10}, \text{init}_{11}, \text{init}_{12}, \text{init}_{13}, \text{init}_{14}, \text{init}_{15}, \text{init}_{16}, \text{init}_{17}, \text{init}_{18}, \text{init}_{19}, \text{init}_{20}, \text{init}_{21}, \text{init}_{22}, \text{init}_{23}, \text{init}_{24}, \text{init}_{25} / N \]

//node 1
module node1

active1: [0..1] init 1; // flag indicates node 1 is active and can diffuse
diffuse1: [0..1] init 0; // flag indicates if node 1 diffused its estimation or not
sense_again1: [0..1] init 0; // flag indicates that node 1 can sense molecules again
sense1: [0..u]; // sensed molecular concentration by node 1 from environment
send1: [0..u]; // diffused molecular concentration by node 1

//diffuse the estimation of the environment parameter by node 1
[tick1] active1=1 & diffuse1=0 & sense1 >= u & sense_again1=0 ->
(send1 = init1) & (sense_again1' = 1) & (diffuse1' = 1)

//sense environment parameter
[tick2] active1=1 & sense_again1=1 & sense1 <= u & sense1' <= u & diffuse1=1 ->
(sense1' = init1) & (sense_again1' = 0) & (diffuse1' = 0);
endmodule

formula variance = 
\[ \frac{\left( (\text{init}_1 - \text{av})^2 + (\text{init}_2 - \text{av})^2 + \right. \left. (\text{init}_3 - \text{av})^2 + \right. \left. (\text{init}_4 - \text{av})^2 + \right. \left. (\text{init}_5 - \text{av})^2 + \right. \left. (\text{init}_6 - \text{av})^2 + \right. \left. (\text{init}_7 - \text{av})^2 + \right. \left. (\text{init}_8 - \text{av})^2 + \right. \left. (\text{init}_9 - \text{av})^2 + \right. \left. (\text{init}_{10} - \text{av})^2 + \right. \left. (\text{init}_{11} - \text{av})^2 + \right. \left. (\text{init}_{12} - \text{av})^2 + \right. \left. (\text{init}_{13} - \text{av})^2 + \right. \left. (\text{init}_{14} - \text{av})^2 + \right. \left. (\text{init}_{15} - \text{av})^2 + \right. \left. (\text{init}_{16} - \text{av})^2 + \right. \left. (\text{init}_{17} - \text{av})^2 + \right. \left. (\text{init}_{18} - \text{av})^2 + \right. \left. (\text{init}_{19} - \text{av})^2 + \right. \left. (\text{init}_{20} - \text{av})^2 + \right. \left. (\text{init}_{21} - \text{av})^2 + \right. \left. (\text{init}_{22} - \text{av})^2 + \right. \left. (\text{init}_{23} - \text{av})^2 + \right. \left. (\text{init}_{24} - \text{av})^2 + \right. \left. (\text{init}_{25} - \text{av})^2 \right) / (N-1) \] / (N-1));

//label to be used in the properties formation
label "agree_var" = variance > 0 & variance <= 1;

The initial values init are given for each nanomachines at the beginning of the implementation, thus, av is computed first. Then, nanomachines diffuse their initial values during the first epoch. The value of init is changed during the next epoch when the nanomachines start sensing molecular concentration from the environment. The transitions [tick1], [tick2] continue as long as the conditions in the guard are true. The maximum molecular concentration that nanomachines can diffuse/sense is assumed to equal u (for the purpose of adding extra constraints into the guard, as each of the used values need to have a specific range).

Two experiments were implemented to represent the model in [59]. The first one is
deterministic, and the second is probabilistic, with two updates, taking into consideration the noise effects, as explained in subsection 6.4.2.1. The probabilistic experiment was repeated four times with different values of probabilities, starting from 0.5 + 0.5 and ending with 0.8 + 0.2, as the following example shows:

```plaintext
// diffuse the estimation of the environment parameter
[tick1] active15=1 & diffuse15=0 & sense15>av & send15<=av & x15=2 & sense.again15=0 ->
 0.6: (send15'=init15) & (sense.again15'=1) & (diffuse15'=1) +
 0.4: (send15'=0) & (sense.again15'=1) & (diffuse15'=1);
```

**Property Verification:** In each experiment of PRISM model that constructs the described model in [59], property (6.9) is verified, which represents the probability of eventually reaching agreement between the nanomachines according to the described model, based on the defined formula of variance defined in PRISM model.

\[
P_{\text{min}} = \text{?}[F^\omega \text{agree}_{var}]
\]  
(6.9)

The following Figure 6.17 shows the verification results of property (6.9) in the 5 × 5 grid of nanomachines, during deterministic and probabilistic experiments.

![Figure 6.17: Verification of property (6.9) in 5 × 5 Grid of the model in [59]](image)

In the deterministic experiment, the result of verifying (6.9) equals one. In the probabilistic experiment, the verification probability is varied, and each point on the line represented in Figure 6.17 shows the result of a certain experiment. The point with the highest probability represents the experiment with 0.8 + 0.2 updates, as the assumed probability of noise effect is 0.2. The time for verifying property (6.9) is higher compared to the verification time of property (6.7) in 5 × 5 grid in Figure 6.10.
Building PRSIM model Results: The results of building the model in [59] represented as a $5 \times 5$ nanomachines grid, using PRISM are as follows:

- **Deterministic Experiment**
  Reachability (BFS): 38 iterations in 0.54 seconds (average 0.00764, setup 0.00)

<table>
<thead>
<tr>
<th>Time of Model construction</th>
<th>7.568</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>38</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>38</td>
</tr>
</tbody>
</table>

Table 6.10: Model Construction $5 \times 5$ grid - deterministic experiment of [59]

- **Probabilistic Experiment with two updates**
  Reachability (BFS): 38 iterations in 1.35 seconds (average 0.015100, setup 0.00)

<table>
<thead>
<tr>
<th>Time of Model construction</th>
<th>15.87</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of states</td>
<td>5150416231214</td>
</tr>
<tr>
<td>No. of transitions</td>
<td>8123132215216</td>
</tr>
</tbody>
</table>

Table 6.11: Model Construction $5 \times 5$ grid - probabilistic experiment of [59]

6.6 **Summary**

The consensus problem has been explored in time slotted model of $(n \times n)$ nanomachines grid. These nanomachines communicate through diffusion. A protocol which includes number of processes throughout different time epochs was proposed. Then, using PRISM model checker, the acquisition of consensus in the model was verified, in different grids of different sizes. The verification process carried out in three different experiments, the first one is a deterministic experiment, while, the other two experiments take into consideration the effects of noise in the environment and the effects of changing the value of the threshold on the sensed molecular concentration. Thus, the transitions in the represented PRISM model consist of updates with probabilities.

The idea of the proposed consensus protocol was inspired by a two-phase commit protocol. In a network of $n$ nodes, in order to apply the dynamic of a two-phase commit protocol, one of the nodes should be considered as master (coordinator), and the rest of the nodes as participants (cohorts). The protocol can be broken down into: first, Commit-Request Phase, in which the coordinator node attempts to prepare (or wakeup) all the participants (the other nodes) to commit. Secondly, Commit Phase, where the coordinator node completes the protocol. In other words, there is a need to broadcast at most three messages in the two-phase commit protocol. The first one is to: requesting to commit, the second one is to: collecting the answers of the participant to commit, and the final one is to: distribute the results of the commit decision [158]. In distributed system, commit protocols are considered as a special type of agreement protocols, one
example of these protocols is two-phase commit protocol [94]. However, in the proposed consensus protocol the assumption is that all nanomachines shall 'commit', (i.e., diffuse their estimations). In a two-phase commit protocol not necessary all the nodes commit to the request of the master node.

In this chapter, besides verifying the proposed protocol, the defined consensus model in [59] has also been verified. As the authors stated, the general case of networks is more difficult to analyse. Thus, PRISM model checker was used to verify the acquisition of consensus in this model.
Chapter 7

Consensus Problem with the Existence of an Adversary Nanomachine

7.1 Introduction

In this chapter the consensus problem in diffusion based molecular communication is considered in a network of $n$ nanomachines. A nanomachine $\text{node}_c$ that can control and direct processes in the network is one of the $n$ nanomachines. The considered model is time slotted. An adversary nanomachine $\text{node}_A$ is located within the transmission range of the network, where $\text{node}_A$ aims to jam the communication among these $n$ nanomachines. The adversary nanomachine $\text{node}_A$ is assumed to follow Poisson probabilistic distribution in diffusing its jamming molecules. The $n$ nanomachines need to estimate the concentration of the jamming molecules, in order to improve the possibility of reaching consensus, taking into account the additional jamming molecules in the environment. Thus, during the first $k$ time slots, each nanomachine from $n$ senses (listens to) the jamming molecules diffused by $\text{node}_A$, and stores the sensed molecular concentration during each time slot in a vector of length $k$. Based on the stored molecular concentration in its vector, each nanomachine from $n$ attempts to estimate the average of diffused jamming units. After estimating this value, the processes to reach consensus start. Each nanomachine $n$ has an initial value, the initial values of all nanomachines are diffused to $\text{node}_c$. Then $\text{node}_c$ computes the average of all initial values. However, $\text{node}_c$ also needs to take into account the jamming molecules when it computes the average of initial values. Thus, same as nanomachines $n$, $\text{node}_c$ is assumed to estimate the jamming molecular concentration during the first $k$ time slot. Then, $\text{node}_c$ diffuses the average of the initial values to the other nanomachines $n$.

Furthermore, this chapter explores the biological process of quorum sensing in bacteria. This process is a form of consensus among bacteria population. In order to activate bacteria to perform its task (whether it is useful or harmful), bacteria need to reach
consensus first. Thus, the nanomachines \( n \) are employed to prevent a harmful bacteria from launching an attack, through proposing a protocol that nanomachines \( n \) follow, and assuming that these nanomachines \( n \) are jamming the communication among bacteria, through diffusing a molecule which has been tested in biological experiments to lock the bacteria receptors.

This chapter is organized as follows. In Section 7.2 the proposed model is described. Section 7.3 discusses the process of estimating parameter \( \lambda \) (which is related to the jamming molecules distribution) by all \( n \) nanomachines in the network. The steps of the proposed consensus processes are presented in Section 7.4. Section 7.5 explores the biological perspective of bacteria communication, and then presents the proposed protocol to prevent bacteria from launching an attack, through employing the network’s \( n \) nanomachines. Section 7.6 gives a summary of the discussed issues in the chapter.

7.2 Model

The model described in this chapter is based on the model discussed in Chapter 5:

**Network Environment:** The considered system in this chapter is a diffusion based network of \( n \) nanomachines, one of which is distinguished as node \( c \) that has some responsibilities for directing and controlling processes in the network. Within the transmission range \( d_{\text{max}} \) of node \( c \), the other nanomachines are distributed in different positions. The network also includes an adversary nanomachine node \( A \) which diffuses units of molecules with the aim of jamming the communication between the network’s \( n \) nanomachines. Thus, the network environment contains jamming molecules, besides the noise molecules (i.e., the residual molecules from previous diffusions, and the molecules from other nanomachines, which are not among \( n \)).

**Communication among Nanomachines:** The communication between the \( n \) nanomachines is based on diffusing and sensing molecules. In such a way, that each nanomachine \( n(i) \) (where, \( i \in \{1, 2, \ldots, n\} \)) in the network has the ability to sense the concentration of molecules from the environment and to diffuse molecules at a particular rate into the communication medium. Information molecules are encoded based on the variation in the concentration of molecules in the communication environment. Thus, when a nanomachine from \( n(i) \) decides to diffuse a unit \( u \) of molecules at time \( t \), the other nanomachines at distance \( d \) from it can sense the concentration of the diffused molecules through Equation (5.1). In case more than one nanomachine diffuses a unit \( u \) of molecules, the receiver nanomachine accumulates the sensed molecular concentration during a specific interval as in Equation (5.2).

**Adversary Nanomachine:** The adversary nanomachine node \( A \) continues to diffusing jamming molecules. The distribution of the jamming molecules is stochastic. All the other \( n \) nanomachines are assumed to be placed in such a way that it can sense the
same distribution range of the jamming molecules; thus, the distance between node_A and the other nanomachines n is d_A. The adversary nanomachine is assumed to follow Poisson probabilistic distribution in diffusing its jamming molecules as shown in (7.1).

\[ P(j) = \frac{\lambda^j e^{-\lambda}}{j!} \]  

(7.1)

The number of molecules diffused by adversary nanomachine node_A can vary in each time it diffuses; thus, j represents the observed units of molecular concentration from node_A, i.e., j \in \{0,1,2,\cdots,N\}, while \lambda represents the average of diffused molecular concentration (units of molecules) by node_A. P(j) represents the diffusion rate of node_A and the sensed molecular concentration by the other nanomachines n.

The other nanomachines n in the network need to estimate the value of \lambda in order to improve the possibility of reaching consensus, taking into account the additional jamming molecules in the environment. Thus, during the first part of the model, the nanomachines n including node_c are assumed to sense the diffused molecular concentration for k time slots (each one with the length T_0), and store these molecular concentration in a vector. The statistics to estimate the value of \lambda show that it is the arithmetic mean of the samples [41].

\[ \lambda = \frac{\text{summation of samples}}{\text{number of samples}} \]  

(7.2)

**Consensus Problem**  Each nanomachine n(i) has an initial value. Through k time slots, each nanomachine n(i) diffuses its initial value to node_c. The accumulative molecular concentration of the initial values and the jamming molecules from node_A are sensed by node_c. Thus, node_c stores the sensed molecular concentration in a vector of length k. Then, node_c computes the average of the sensed molecular concentration during the k time slots, while attempting to exclude the jamming molecules from the sensed initial values. Then, node_c computes the average of the estimated initial values and diffuses it to the other nanomachines n(i). The initial values of each nanomachine from n(i) are assumed to be relatively close to the value of a known global parameter u in the network. Thus, consensus is reached, if the average of the initial values sensed by each nanomachine from n(i) has a deviation of \epsilon compared to the global parameter u. Although only the sum of the sensed jamming molecules is needed; however, the sensed jamming molecules in each time slot are stored in a vector. This can enable nanomachines to perform more specific computations that require a comparison between the received molecular concentration for example.

**Time Slots Length:**  All the nanomachines n in the network are assumed to be synchronized, and can communicate in a predefined time slot T_0. Where T_0 is a system parameter and its length depends on the network’s geometric properties, such that 

\[ T_0 = v \frac{d_{max}^2}{D} \]

where v is a constant that can be equal 1; d_{max} is the transmission range distance of node_c, and D is the diffusion coefficient. During the first k time slots, all
nanomachines sense molecular concentration from node_\textit{A} to estimate \( \lambda \). Then, after estimating \( \lambda \), the process of consensus and the diffusion of the initial values to node_\textit{c} begins, each node \( n(i) \) diffuses its initial value to node_\textit{c} through \( k \) time slots. However, in order to avoid Inter Symbol Interference, each nanomachine \( n(i) \) waits for at least \( v_d^2 \) before diffusing its initial value again.

### 7.3 Estimating \( \lambda \) by Nanomachines \( n \)

Each nanomachine from \( n \) is assumed to recognize that the distribution of the jamming molecules from node_\textit{A} is based on Poisson distribution. Thus, each nanomachine from \( n \) aims to sense the jamming molecules through \( k \) time slots and stores the sensed molecular concentration in a vector, in order to estimate \( \lambda \). Through the observation of the sensed molecular concentration, each nanomachine from \( n \) attempts to estimate \( \lambda \).

The following steps show the sensed molecular concentration by a nanomachine from \( n \) when an adversary nanomachine node_\textit{A} diffuses units of molecules \( u_A \), during each time slot \( ts \) from the observed \( k \) time slots. The molecular concentration is stored in a vector of the nanomachine \( n(i) \).

\begin{align*}
1 & \quad ts \leftarrow 0; \\
2 & \quad t \leftarrow 0.1; \\
3 & \quad \textbf{while } ts \leq k \textbf{ do} \\
4 & \quad \quad \textbf{while } (c(u_A, d_A, T_0) \geq \tau) \&\& (t \leq T_0) \textbf{ do} \\
5 & \quad \quad \quad c(u_A, d_A, T_0) = \int_{t}^{T_0} u_A \cdot \frac{1}{(4\piDt)^{3/2}} \cdot \exp(-\frac{d^2}{4Dt}) \\
6 & \quad \quad \quad \text{vector}[ts] = c(u_A, d_A, T_0); \\
7 & \quad \quad ts = ts + 1;
\end{align*}

As equation 7.2 shows that \( \lambda \) is the mean of samples. The maximum likelihood of \( \lambda \) estimation can be as follows [73]:

\[
P(u_A) = \frac{e^{-\lambda} \lambda^{u_A}}{u_A!}
\]

Where \( u_A = \{0, 1, 2, \cdots, N\}, j=\{1, 2, \cdots, k\} \). Thus, using the log likelihood, the function would be:

\[
l(\lambda) = \log \prod_{j=0}^{k} P(u_A(j), \lambda) \\
= \sum_{j=1}^{k} \log \frac{e^{-\lambda} \lambda^{u_A(j)}}{u_A(j)!} \\
= \sum_{j=1}^{k} \log e^{-\lambda} + \sum_{j=1}^{k} u_A(j) \log \lambda - \sum_{j=1}^{k} \log u_A(j)!
\]
Then, the first derivative is used to find the maximum likelihood of \( \lambda \) estimation:

\[
\frac{\partial l(\lambda)}{\partial \lambda} = 0
\]

\[
\frac{\partial}{\partial \lambda} \sum_{j=1}^{k} \log e^{-\lambda} + \sum_{j=1}^{k} u_A(j) \log \lambda - \sum_{j=1}^{k} \log u_A(j)! = 0
\]

\[-k + \frac{1}{\lambda} \sum_{j=1}^{k} u_A(j) = 0\]

\[
\lambda = \frac{1}{k} \sum_{j=1}^{k} u_A(j)
\]

i.e.

\[
\lambda = \frac{\sum_{j=1}^{k} u_A(j)}{k}
\] (7.3)

Thus, each nanomachine from \( n \) computes the average of the sensed molecular concentration during \( k \) time slots, and considers it to be an estimation of \( \lambda \). To compute the sensed molecular concentration from other \( n \) nanomachines diffusions, each nanomachine \( n(i) \) deducts the estimated value of \( \lambda \) from the total amount of the sensed molecular concentration during a certain time slot \( T_0 \). Thus, in the case of communication between nanomachines \( n \), each nanomachine \( n(i) \) can sense units of molecular concentration \( u_n \) diffused by the other nanomachines \( n \), plus the jamming molecules from the adversary nanomachine \( u_A \). If the total amount of the sensed molecular concentration by a nanomachine \( n(i) \) during a certain time slot \( T_0 \) is \( R_i \), then nanomachine \( n(i) \) can assume that:

\[
u_n(i) \approx \begin{cases} R_i - (\lambda + \varepsilon), & \text{if } \varepsilon \leq \frac{1}{k} \\ R_i - (\lambda - \varepsilon), & \text{if } \varepsilon \geq 1 - \frac{1}{k} \end{cases}
\] (7.4)

where \( \varepsilon \) is also estimated by each nanomachine based on the number of nanomachines \( n \) in the network, during estimating \( \lambda \), in such a way that:

\[
\varepsilon \begin{cases} \leq \frac{1}{k}, & \text{if } k \leq n \\ \geq 1 - \frac{1}{k}, & \text{otherwise} \end{cases}
\] (7.5)

In [128], Chernoff bound is used for Poisson random variable estimation in Theorem 5.4, which shows that:

1. If \( u_A > \lambda \) then

\[
Pr(X \geq u_A) \leq \frac{e^{\lambda} (e\lambda)^{u_A}}{u_A^{u_A}};
\]

2. If \( u_A < \lambda \), then

\[
Pr(X \leq u_A) \leq \frac{e^{\lambda} (e\lambda)^{u_A}}{u_A^{u_A}}.
\]
Consensus Processes

After waiting for \( k \) time slots to estimate \( \lambda \) (so that the jamming molecules from \( \text{node}_A \) are taken into account in the communication among nanomachines \( n \)), the processes to reach consensus begins. Each nanomachine \( n(i) \) has an initial value \( \zeta(i) \). Starting from time slot \( k + 1 \) each nanomachine \( n(i) \) diffuses its initial value to \( \text{node}_c \). Thus, each nanomachine \( n(i) \) raise its initial value according to Equation (5.5) as explained in Chapter 5. In the meantime, \( \text{node}_c \) follows the steps described in Algorithm 11 in order to sense the accumulative molecular concentration of initial values from each \( n(i) \) plus the jamming molecular concentration from the adversary nanomachine \( \text{node}_A \). Each nanomachine \( n(i) \) keeps diffusing its initial value to \( \text{node}_c \) through \( k \) time slots, and \( \text{node}_c \) keeps storing the sensed molecular concentration in its vector. However, these \( k \) time slots are not consecutive, as a nanomachine \( n(i) \) diffuses its initial value during a time slot, then waits for at least \( T_0 \), before diffusing its initial value again, where, \( \text{node}_c \) does not store the sensed molecular concentration during the waiting time slot as it is mainly jamming units. Thus, the sensed molecular concentration by \( \text{node}_c \) during \( k \) time slots represents \( R_c \):

\[
R_c = \left( \sum_{i=0}^{n} \zeta(i) + u_A1 \right) + \left( \sum_{i=0}^{n} \zeta(i) + u_A2 \right) + \cdots + \left( \sum_{i=0}^{n} \zeta(i) + u_Ak \right)
\] (7.6)

\[
R_c = \sum_{j=1}^{k} \left( \sum_{i=0}^{n} (\zeta(i) + u_{Aj}) \right)
\] (7.7)

where \( (\zeta(i)) \) is the initial value of nanomachine \( n(i) \), and \( u_A \) is the amount of the jamming molecules from \( \text{node}_A \). After waiting for \( 2k \) time slots, and sensing molecular concentration during one of these \( k \) time slots, \( \text{node}_c \) estimates the initial values from the total stored molecular concentration in its vector that has been computed in \( R_c \).

\[
\text{Init}R_c = \frac{R_c - \sum_{i=1}^{k} u_{Ai}}{k}
\] (7.8)

i.e.

\[
\text{Init}R_c \approx \begin{cases} 
\frac{R_c - (k\lambda + \epsilon)}{k}, & \text{if } \epsilon \leq \frac{1}{k} \\
\frac{R_c - (k\lambda - \epsilon)}{k}, & \text{if } \epsilon \geq 1 - \frac{1}{k^2}
\end{cases}
\] (7.9)

Then, during \( 2k + 1 \) slot, \( \text{node}_c \) computes the average of the estimated initial values \( \text{Init}R_c \), assuming that \( \text{node}_c \) knows \( n \) the number of nanomachines in the network. Otherwise estimating the number of nanomachines as described in Subsection 5.3.1.1 of Chapter 5. However, here \( \text{node}_c \) should take into consideration the jamming molecules while estimating the number of nanomachines according to Subsection 5.3.1.1. Thus,
the average of the estimated initial values can be:

\[ \text{Init}_{av}R_c = \frac{\text{Init}R_c}{n-1} \]  

(7.10)

The estimated initial values \( \text{Init}R_c \) is divided by \( (n-1) \), as \( n_{odc} \) is assumed to be one of the \( n \) (non-jamming) nanomachines in the network. During the next time slot, \( n_{odc} \) diffuses \( \text{Init}_{av}R_c \) to the other nanomachines, through the same steps described in Algorithm 10.

In the meantime, the other nanomachines attempt to sense the molecules diffused by \( n_{odc} \) (through the steps described in Algorithm 11), in order to recognize the average of all initial values. As explained in Chapter 5, each nanomachine from \( n(i) \), identified the effects of distance on the received concentration from \( n_{odc} \); thus, each nanomachine \( n(i) \) counts on its \( \rho(i) \) to distinguish the right value of \( \text{Init}_{av}R_c \), as in Equation (5.8). However, besides \( \rho(i) \), here each nanomachine from \( n(i) \) takes into consideration the jamming molecular concentration and the estimated value of \( \lambda \), as shown in the following:

\[
\text{Init}_{av}R_c \approx \begin{cases} 
\rho(i) \times \text{Init}_{av}R_c(i)_{\text{received}} - (\lambda + \varepsilon), & \text{if } \varepsilon \leq \frac{1}{k} \\
\rho(i) \times \text{Init}_{av}R_c(i)_{\text{received}} - (\lambda - \varepsilon), & \text{if } \varepsilon \geq 1 - \frac{1}{k^2}
\end{cases} 
\]  

(7.11)

where, \( \text{Init}_{av}R_c(i)_{\text{Received}} \) is the sensed (received) molecular concentration by a nanomachine \( n(i) \) when \( n_{odc} \) diffuses the estimated average of initial values.

**Reaching Consensus:** The model assumes that consensus is reached when the average of the initial values \( \text{Init}_{av}R_c(i) \) approaches to the value of \( u \) with \( \epsilon \) deviation, i.e., the deviation of average of the initial values from the assumed global parameter \( u \) is:

\[ |u - \text{Init}_{av}R_c(i)| \leq \epsilon \]  

(7.12)

where, \( \epsilon > 0 \). As the initial values of each nanomachine from \( n(i) \) are assumed to be relatively close to the value of \( u \), in order to increase the possibility to reach an agreement among the networks’ nanomachines.

**Time to Reach Consensus** In order to compute the time needed to compute the average of all initial values \( \text{Init}_{av}R_c \), the time needed to estimate \( \lambda \) and the time required for the consensus processes, should be taken into consideration. Thus, the first \( k \) time slots needed to estimate \( \lambda \) are multiplied by the length of the time slot, i.e., \( T_0 \). Besides this, the next \( 2k \) time slots needed for diffusing the initial values of nanomachines \( n(i) \) with the two time slots required to compute the average of the initial values and then diffusing it by \( n_{odc} \), are also multiplied by \( T_0 \).

\[ t_{\text{Init}_{av}R_c} = (T_0 \times k) + (T_0 \times (2k + 2)) \]  

(7.13)
7.5 Preventing Consensus among Bacteria

Quorum sensing process \cite{77,142} is an example of signalling between bacteria, where bacteria can use it to estimate the density of their population in the environment through estimating the concentration of a certain type of molecules. In \cite{2,4} quorum sensing was proposed as a valid tool for signal amplification and synchronization between nodes in a nanonetwork, respectively.

7.5.1 Communication among Bacteria: Biological Background

Bacteria are one cell organisms, their life is based on nutrition consumption, then growing and dividing into two cells, and that process continues \cite{49}. However, bacteria in its different types interact with human body. Bacteria have very important roles in human health, but there are types of bacteria that can cause terrible harm to the human body \cite{142}. However, one bacterium cannot do any harmful or useful role inside the human body, it needs to communicate with other cells of its type first by releasing a certain type of molecules (known as autoinducer) \cite{77}. As the number of bacteria increases the concentration of that molecule increases in the environment, when the concentration of this molecule reaches a certain threshold, that can allow the bacteria to recognize how many neighbours it has. This process is known as quorum sensing \cite{147}. The process of quorum sensing can be considered as a consensus between bacteria, i.e., each bacteria vote by emitting this molecule, then the vote is counted, and after this all bacteria respond to the vote \cite{174}. Thus, the harmful bacteria when they get inside the human body, wait until their number increases, and through this specific molecule they count its population, which is when bacteria recognize that they have the right population size, make all the bacteria release their toxin in a synchronized way \cite{174}.

From the chemistry point of view, the autoinducer molecule in different types of bacteria consists of two parts, the left part of this molecule in every single type of bacteria is identical, but the right part is slightly different in every single type of bacteria \cite{32,67,77,142,162,166}. This shows, that each species of bacteria has its own language of communication and that it uses a specific molecule which can fit into a specific receptor of bacteria from the same type \cite{142,174}. However, bacteria can communicate with all other types of bacteria, by having a generic molecule which can be sensed by specific receptors on all types of bacteria \cite{32,67,162,166,174}.

Molecular biologist Bonnie Bassler and her team \cite{32,67,77,142,162,166,174} were able to make molecules which look like the molecules that bacteria release for communication but with a little difference. These molecules lock bacteria receptors, and prevent bacteria recognizing the real number of their population, thus, preventing the bacteria from launching their attack. Thus, these molecules can be considered as anti-quorum sensing molecules, eventually can think about these molecules as antibiotics.
7.5.2 Anti-Quorum Sensing Nanomachines

Suppose that the model discussed in Section 7.2 without the adversary nanomachine, in which \( n(i) \) nanomachines will attempt to jam the communication between bacteria through diffusing the modified autoinducer molecules (i.e., the anti-quorum sensing molecules). Further more, node \( c \) is responsible for detecting the release of the autoinducer molecule from the bacteria, and then triggering the other nanomachines \( n(i) \) to start diffusing the modified autoinducer to jam quorum sensing and eventually prevent bacteria from launching their attack.

Consider that \( Q \) molecules are diffused by bacteria at time \( t \) into the environment with \( D \) diffusion coefficient. The molecular concentration sensed by a bacterium (or a nanomachine) at distance \( d \) at certain time \( t \) is [37]:

\[
c(Q, d, t) = \frac{2Q}{(4\pi Dt)^{3/2}} \exp\left(-\frac{d^2}{4Dt}\right) \tag{7.14}
\]

When (for example) a nanomachine releases molecules, generally the molecular concentration at any given distance gradually decreases over time. However, in the case that a nanomachine continues to emit molecules (which is what happen in quorum sensing), then the molecular concentration will keep increasing. If a nanomachine continues on diffusing molecules for a long time, the molecular concentration could approach [4]:

\[
c(Q, d) = \frac{Q}{4D\pi d} \tag{7.15}
\]

Thus, bacteria constantly release autoinducer, until reaching a certain threshold \( \tau_{qs} \). This threshold is an important parameter for activating bacteria (i.e., launching their attack, in case of considering a harmful bacteria type) in quorum sensing phase; thus, threshold \( \tau_{qs} \) value could approach the maximum achievable molecular concentration \( c(Q, d) \) [4]:

\[
\tau_{qs} \approx c(Q, d) = \frac{Q}{4D\pi d} \tag{7.16}
\]

Molecular concentration of autoinducer at a certain point \( d \) in the medium is the accumulated molecular concentration from the diffusion of all the bacteria \( N \) in the environment [4]:

\[
c(Q, d, N) = \sum_{i \in N} c(Q, d_i) \tag{7.17}
\]

Where \( d_i \) is the distance between the point \( d \) and the other bacteria in the medium:

\[
\sum_{i \in N} (d_i - d)^2 \tag{7.18}
\]
Thus, bacteria will be activated when molecular concentration approaches threshold $\tau_{qs}$, and the time needed for molecular concentration at distance $d$ approaches $\tau_{qs}$ is:

$$t_{\tau_{qs}}(d) \approx c(Q, d, N) = \sum_{i \in N} c(Q, d_i) \quad (7.19)$$

**Steps to Prevent Quorum Sensing:** Molecular biologist Bonnie Bassler and her team \[32, 67, 162, 166\] injected the harmful bacteria into a mouse and at the same time injected the modified autoinducer molecule. At this stage, the nanomachines $n(i)$ of the defined model are deployed to diffuse the modified autoinducer.

1. node$_c$ will attempt to monitor the environment within its transmission range. If it senses molecular concentration of autoinducer greater than or equal to threshold $\tau$, it attempts to activate the other nanomachine $n(i)$ to diffuse the modified autoinducer. The receptors of node$_c$ are assumed to be able to distinguish between the real autoinducer molecule and the modified one.

2. Thus, node$_c$ diffuses unit $u$ of the modified autoinducer to nanomachines $n(i)$, through time slot $T_0$, ($T_0$ is less than $t_{\tau_{qs}}(d)$). node$_c$ follows the steps in Algorithm 10 to diffuse unit $u$.

3. The other nanomachines $n(i)$ are activated when they sense the modified autoinducer. Then, nanomachines $n(i)$ attempt to diffuse their modified autoinducer into the environment following Poisson random distribution for $k$ time slots (i.e. $kT_0$).

4. Meanwhile, node$_c$ attempts to estimate $t_{\tau_{qs}}(d)$. If $kT_0$ is less than the estimated $t_{\tau_{qs}}(d)$, then node$_c$ diffuses the modified autoinducer molecule again after $kT_0$, in order to activate nanomachines $n(i)$ to activate them again.

5. Nanomachines $n(i)$ follow Poisson distribution to diffuse their modified autoinducer again for $kT_0$.

6. After the next $kT_0$ finish, node$_c$ waits for $2T_0$ and attempt to sense the molecular concentration of the real autoinducer. If it is greater than or equal to the threshold $\tau$, then it repeats the above steps; if it is not, node$_c$ keeps monitoring the environment.

These steps are assumed to be in a specific transmission range of node$_c$, it is possible to assume that different networks are deployed in different positions. However, to present a more general way of preventing bacteria from launching their attacks, the important topic of nanomachines motility needs to be explored; in order to assume that theses nanomachines are moving in different positions and attempt to monitor the environment. Thus, this can be a motivation for future research.
7.6 Summary

In this chapter, consensus problem in diffusion based network is explored with the existence of an adversary nanomachine. The adversary nanomachine follows Poisson random distribution in diffusing molecules to jam the communication among the network’s $n$ nanomachines. The network’s nanomachines attempt to estimate the jamming molecular concentration, through sensing molecular concentration for $k$ time slots and storing this value in a vector. Then, the network nanomachines compute the average of the sensed jamming molecular concentration during $k$ time slots, and take in consideration estimation error $\varepsilon$. The consensus processes start after estimating the jamming molecular concentration. Moreover, this chapter discusses a biological process that can be considered as consensus between bacteria. This process is the key to activate bacteria to launch an attack, or to do something useful (depending on the bacteria type). Then, the network’s $n$ nanomachines of the model are employed to perform a protocol to prevent bacteria from reaching consensus and eventually from performing harmful activities.
Chapter 8

Conclusions and Future Work

Different communication techniques are proposed for information exchange among nanomachines. Molecular communication is one of these techniques, it is a bio-inspired communication mechanism. The characteristics and rules that govern molecular communication are motivated by communication in biological systems. The main goal of this dissertation is to explore and analyse molecular communication. Through proposing models and defining different scenarios to study channel transmission reliability, the distance that transmitted molecules can reach, the effects of medium noise, the effects of interference between the current transmitted molecules and previous transmitted molecules, nanomachines energy, consensus problem, and security issues in communication among nanomachines.

In this chapter, Section 8.1 summarizes the contributions of the dissertations. Section 8.2 discusses the main findings of the desertification and gives a summary of the work. Section 8.3 includes suggestions for future directions and explorations.

8.1 Contributions

The main contributions of the work in this dissertation are as follows:

- Receiving acknowledgement in molecular communication channel is verified using PRISM model checker.

- The parameters that can affect the maximum distance that a diffused molecule can reach, and the parameters that have an impact on the pattern of diffusion recognition, are explored through experimentation.

- A consensus protocol among nanomachines is proposed. The steps of the protocol are implemented twice: after electing a leader nanomachine in the network, then after proposing an energy harvesting model.

- Reaching a consensus among $n \times n$ nanomachines is verified using PRISM model checker.
• The consensus problem in [59] is verified using PRISM model checker, through assuming a general case of $n \times n$ nanomachines, deployed arbitrarily in the environment.

• The consensus problem in diffusion based network with the existence of an adversary nanomachine is presented, in an attempt to explore security issues in molecular communication.

• In terms of security relevant issue, a protocol is proposed in order to apply a nanonetwork to jam the communication among bacteria, to prevent them from launching an attack.

8.2 Main Findings and Contributions

Channel reliability and the insurance that the transmitted molecules are sensed (received) by the receiver nanomachine are an important challenge in molecular communication. In Chapter 3 the channel between the transmitter and receiver nanomachines is explored. The channel between nanomachines is assumed to consist of a number of locations (nodes) placed at a distance between the transmitter and receiver nanomachines. The mechanism of the channel node is based on the sandpile model. To analyse the proposed model and the communication channel, a PRISM model checker was utilized to verify the reception of acknowledgement in one dimensional channel. The verification experiments were carried out on different sized channels. Then, the process of verification was repeated on the same model, taking into account the effects of the medium noise. Furthermore, the model has extended to represent a bi-directional and multi-access channel. Then, PRISM model checker was employed to check the probability of success/ failure of both transmission/ receiving information molecules in the proposed model. The results demonstrate that receiving acknowledgement can be affected by the size of the channel between the transmitter and receiver. The effects of noise and the amount of transmitted information molecules on the channel reliability are also demonstrated. The verification results show that PRISM model checker can be utilized in studying molecular communication models. However, building and verifying more complex models with larger sized networks requires longer time.

The propagation of molecules in the communication medium is a significant topic to be explored. In order to study the effects of noise, the residual molecules from previous communications and properties of the medium itself, on the sensed molecules by the receiver nanomachine(s). In Chapter 4 the issues related to the performance of nanomachines were studied. In a diffusion based molecular communication network an algorithm to measure the maximum distance that transmitted molecules can reach, has been proposed, taking into consideration medium noise and assuming that the transmitter nanomachine continues diffusing during a defined time interval. The experiment results of the proposed algorithm show the effects of noise and the medium diffusion.
coefficient on the range of the maximum distance of the diffused molecules. Moreover, the pattern of diffusion is explored, by inspecting how a receiver nanomachine could distinguish a message from one transmitter nanomachine at a distance \( d \) or two transmitter nanomachines at different distances. Through the implemented experiments, the effects of distance, time, sensed molecular concentration and interference are considered.

The experimental results to compute the transmission range show that the transmission range decreases as the value of both noise and residual molecular concentration increase. The transmission range decreases as the value of the medium diffusion coefficient increases. The higher transmission range is achieved with the message that consists of higher number of '1'. The experimental results of diffusion pattern recognition were as follows, the diffused symbols were not recognized correctly due to the short symbol duration. Then the receiver nanomachine was able to recognize the symbols correctly after increasing the symbol duration. The other case is two different transmitter nanomachines at different distances from the receiver nanomachines diffuse information molecules. The experiment results to check how the receiver nanomachine can recognize the pattern of diffusion show that the receiver nanomachine can recognize the diffused symbols correctly. However, it cannot distinguish whether symbol came from one nanomachine or another. It is due to the overlapping in the values of the sensed molecular concentration which come from each nanomachine in this experiment. The reason of the overlapping in these values came from the close distance between the two transmitter nanomachines. Changing the distance of the two transmitter nanomachines from the receiver nanomachine can make the overlapping quite low. In case one transmitter nanomachine is in a close distance from the receiver nanomachine. And the other nanomachine is in a far distance from the receiver nanomachine. The results are as follow, the receiver nanomachine cannot recognize the diffused symbols correctly. Due to the higher data rate of the sensed molecular concentration from the close transmitter nanomachine. Thus, the sensed molecular concentration from the far nanomachine is affected by the interference of molecules from the previous symbol duration. By increasing the symbol duration, the receiver nanomachine can recognize the diffused symbols correctly. Beside distinguishing if the symbol came from one nanomachine or another.

The consensus problem is essential in any distributed system to fulfil an overall agreement or commitment to perform tasks. Thus, reaching consensus among nanomachines in molecular communication is an important topic. Chapter 5 studies consensus problem in diffusion based molecular communication have been presented. Inspired by the consensus model in [59], a consensus protocol has been proposed. Each step of the protocol is performed in a specific round, and there is a waiting round after each step to reduce the effects of interference that comes from molecules of previous diffusion. The consensus protocol steps are initiated after estimating the number of nanomachines in the network through a special node in the network. To implement the consensus protocol, two scenarios are considered, (1) a network without special node that control the protocol steps; thus, a leader election algorithm is adopted to elect that special node;
and (2) a network with energy constraint nanomachines; thus, an energy harvesting algorithm is proposed. In both scenarios, the number of rounds required to implement the protocol steps were computed.

The conducted experiments include: Compute the number of nodes in the nanonetwork. Compute the sensed molecular concentration by each nanomachine during each time slot. Compute the total number of time slots that are needed to perform the protocol steps. The results show the effects of energy constraint on the needed time slots number.

In Chapter 6 the consensus problem in time slotted model of a grid of \((n \times n)\) nanomachines has been explored. The communication among these nanomachines is through diffusing and sensing molecules. This model is also inspired by the consensus problem described in [59], but the aim here is to study this problem in multi-dimensional model. The acquiring of consensus in the model is verified using PRISM model checker. The authors in [59] stated that the general case of networks is more difficult to analyse. Thus, PRISM model checker was also used to verify reaching consensus in their model. However, the nodes are assumed to be deployed arbitrarily, and not necessarily that each node observes the same distances to the other nodes in the network, as considered in [59]. The experiments results are: The acquiring of consensus in the model is verified using PRISM model checker. The consensus problem in [59] is verified using PRISM model checker, through assuming a general case of \(n \times n\) nanomachines, deployed arbitrarily in the environment.

In Chapter 7 the consensus problem in a diffusion based network is explored with the existence of an adversary nanomachine, which aim is to jam the communication between the network nanomachines. The adversary nanomachine follows Poisson random distribution in diffusing its jamming molecules. The network nanomachines attempt to estimate the concentration of the jamming molecules. Thus, through \(k\) time slots, each nanomachine senses the molecular concentration and stores it in a vector. Then, each nanomachine attempts to estimate the average of the jamming molecular concentration, based on the stored molecular concentration during \(k\) time slots. After estimating the jamming molecular concentration, the processes to reach consensus begin, where, each nanomachine in the network has an initial value. Each nanomachine diffuses its initial values to a special node in the network. This special node computes the average of all initial values and diffuses it to the network nanomachines. The special node is assumed to estimate the jamming molecular concentration in the same way and during the same interval that the network nanomachine attempted to estimate it. Thus, the special node takes in consideration the jamming molecular concentration when it computes the average of all initial values. Furthermore, this chapter explores the biological process of quorum sensing in bacteria. This process is a form of consensus among bacteria population. In order to activate bacteria to perform its task (whether it is a useful or harmful), bacteria need to reach consensus first. Thus, the nanomachines in the defined model are
employed to prevent a harmful bacteria from launching their attack. Through proposing a protocol that nanomachines follow. Thus, these nanomachines attempt to jam the communication among bacteria, through diffusing a molecule which has been tested in biological experiments to lock the bacteria receptors.

### 8.3 Future Work

There are still many unaddressed issues and challenges in this area. Future work can be inspired from the following potential research issues:

- **Diffusion with Drift**: to explore models of nanonetworks taking into consideration the drift of molecules in the medium. Research studies that address flow-based molecular communication are currently quite limited. The propagation medium in some of the nanonetworks applications can be in motion, as an example, nanomachines in biomedical applications are placed in human blood. Thus, it is not feasible to assume that the propagation medium is always stable. In some cases, a drift velocity may be applied on purpose to increase a molecular communication systems low throughput. Thus, it would be good to study model of molecular communication with drift as well as channel capacity, noise effects and other related issues.

- **Nanomachines motility**: As mentioned in Chapter 7, nanomachine movement is a very significant issue, especially when thinking about the medical applications of nanonetworks. Thus, the subject of cell motility needs to be explored and a way needs to be found to formulate the rules and mechanisms that cells use to move, which can then be employed it into nanomachines.

- **Security Protocol for Molecular Communication**: As explained in Chapter 1, the application domains of nanonetworks are quite critical and thus, any changes in the functionality of nanomachines can cause huge consequences. Therefore, more explorations of security issues in molecular communication are needed, with the objective of proposing a security protocol. This can be achieved either by combining and enhancing existing relevant security protocols, or through studying the immune system in the human body, and then attempting to formulate the immune system mechanism into a security protocol for nanomachines.

- **Mutual Exclusion**: A proposal for future work is to consider mutual exclusion property on multiple access molecular communication channel. The aim is to design an algorithm to control the channel access by the nanomachines in the network, inspired by Peterson’s algorithm (for example).

- **Theoretical Work**: There is a large scope for theoretical work to develop a theoretical methodology for analysing nanonetwork protocols. In all the above topics there is very little of theoretical analysis of algorithms and processes, because
they are complex. However, it would be very helpful to have theoretically-proven and
guaranteed properties of algorithms and processes in nanonetworks, especially for
large-scale systems for which it is difficult to run simulations.

- **Verification Tools**: In order to analyse more complex models and larger networks sizes, a verification tool that can handle the amount of computation is needed. Such as dReach and dReal, where, dReach is a tool for safety verification of hybrid systems, and dReal is an automated reasoning tool [39].
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