Experimental test of the heating and cooling rate effect on blocking temperatures
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SUMMARY
The cooling rates at which rocks acquire thermoremanent magnetizations (TRMs), affect their unblocking temperatures in thermal demagnetization experiments; similarly the heating rates at which the thermal demagnetization experiments are done also affect the unblocking temperature. We have tested the effects of variable cooling and heating rates on the unblocking temperatures of two natural non-interacting, magnetically uniform (single-domain, SD) (titanom)agnetite samples and a synthetic SD magnetoferritin sample. While previous studies have only considered unblocking temperatures for stepwise thermal demagnetization data (i.e. the room-temperature magnetization after incremental heating), in this work we derive an expression for continuous thermal demagnetization of both TRMs and viscous remanent magnetizations (VRMs) and relate the heating rate to an effective equivalent hold time of a stepwise thermal demagnetization experiment. Through our analysis we reach four main conclusions:

First, the theoretical expressions for the heating/cooling rate effect do not accurately predict experimentally observed blocking temperatures. Empirically, the relation can be modified incorporating a factor that amplifies both the temperature and the heating rate dependence of the heating/cooling rate effect. Using these correction factors, Pullaiah nomograms can accurately predict blocking temperatures of both TRMs and VRMs for continuous heating/cooling.

Second, demagnetization temperatures are approximately predicted by published ‘Pullaiah nomograms’, but blocking occurs gradually over temperature intervals of 5–40 K. Third, the theoretically predicted temperatures correspond to $\sim 54$–$82$ per cent blocking, depending on the sample. Fourth, the blocking temperatures can be used to obtain estimates of the atomic attempt time $\tau_0$, which were found to be $3 \times 10^{-10}$ s for large grained (titanom)agnetite, $1 \times 10^{-13}$ s for small grained (titanom)agnetite below the Verwey transition and $9 \times 10^{-10}$ s for magnetoferritin (\sim 8 nm).
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1 INTRODUCTION

When magnetic minerals cool from above their Curie temperature $T_C$ in the Earth’s magnetic field they acquire a thermoremanence (TRM). At temperatures just below $T_C$, the intrinsic magnetic energies can be easily overcome by thermal fluctuations, and the magnetic moment of a crystal is free to move between local energy minima. On cooling to ambient temperature, there comes a point where the thermal fluctuations are no longer sufficient to overcome the energy barriers to other states. The magnetization is then frozen in a particular configuration and is referred to as being blocked. Accurate estimation of blocking temperatures plays an important role in palaeomagnetism, for example, in the determination of emplace-
discrepancies are attributed to the response of larger pseudo-SD (PSD) and/or multidomain (MD) grains (Dunlop & Özdemir 2000), but more experimental evidence is needed.

As Pullaiah nomograms relate acquisition times and temperatures to demagnetization times and temperatures, they strictly only apply to VRMs that are acquired at a constant temperature $T_A$ over a finite time $t_A$ and to stepwise thermal demagnetization where a temperature $T_D$ is held constant over a time $t_D$. TRMs, however, are acquired during continuous cooling of a rock and therefore do not have a constant acquisition temperature. York (1978a, b) and Dodson & McClelland-Brown (1980) derived relationships between the cooling rate $r_{c}$ at which a TRM is acquired, the demagnetization temperature, and time during stepwise thermal demagnetization. Experimental confirmation of their equations are, however, difficult because they rely on accurate knowledge of the cooling rates of geological samples, and stepwise thermal demagnetization experiments do not allow for a high temperature accuracy to measure the cooling rate effect at high precision. Walton (1980) derived an alternative expression to the one used by Pullaiah et al. (1975), to relate acquisition and demagnetization times and temperatures taking into account their grain-size distributions. Enkin & Dunlop (1988), however, pointed out that Walton’s relation answer a different question than Pullaiah’s: they relate temperatures/times to produce equal total magnetic moments (i.e. palaeointensities), while Pullaiah describes what temperature is necessary to fully demagnetize (or re-magnetize) a given magnetic component (i.e. activate the same set of grains). Both expressions are valid and useful, however, for the study of blocking temperatures only Pullaiah’s equation is relevant. Many studies have investigated the effect of cooling rates on TRMs, but largely focussed on their influence on palaeointensity determinations rather than blocking temperatures (Fox & Atitken 1980; Halgedahl et al. 1980; McClelland-Brown 1984; Williams & Walton 1988; Ferk et al. 2010; Muxworthy & Heslop 2011; Muxworthy et al. 2011; Biggin et al. 2013; Muxworthy et al. 2013).

The converse of this cooling rate problem, is that of thermal demagnetization by continuous heating: continuous thermal demagnetization (CTD) is a technique by which the temperature of a sample is continuously increased while measuring the three components of its remanent magnetic moment as a function of temperature (Creer 1967). This permits the determination of palaeodirections (Schmidt & Clark 1985; Dunlop 2009), Thellier & Thellier (1959) and Wilson (1961) type palaeointensity experiments (Le Goff & Gallet 2004) and the dating of viscous overprints (VRM dating) caused by events such as floods (Muxworthy et al. 2015). Advantages of CTD include minimal sample handling, full automation, reduction of heating cycles compared to stepwise thermal demagnetization and a high temperature resolution, the latter of which is essential for VRM dating (Berndt & Muxworthy 2017). For stepwise thermal demagnetization, blocking temperatures can be interpreted using Pullaiah nomograms with the timescale $t_D$, the time the temperature is held constant in the thermal demagnetizer. In CTD, however, an expression is needed to relate blocking temperatures to the heating rate $r_H$ rather than the hold time.

The aim of this study is twofold: first, to provide more direct experimental evidence for Pullaiah nomograms using well characterized SD samples. Second, an expression relating heating rate to blocking temperatures based on the ideas of York (1978a, b) is derived and experimentally tested using CTD to demagnetize previously induced VRMs and pTRMs of known acquisition times and temperatures. This expression would play an important role in interpreting palaeomagnetic data obtained from CTD experiments.

2 REVIEW OF THE COOLING RATE EFFECT

According to Néel (1949) theory of identical SD particles, the net magnetic moment $n$ (i.e. the number of magnetic moments that are aligned with the applied field minus the number of magnetic moments that are in the opposite direction), approaches its equilibrium value $n_q$ according to the differential equation

$$\frac{dn}{dt} = \frac{n_{eq} - n}{τ},$$

where $t$ is time and $τ$ the relaxation time. For fields larger than about 0.3 mT for magnetite (Néel 1949), $τ$ is given by

$$τ = \frac{1}{\tau_0} \exp \left( - \frac{ε(T)}{kT} \right),$$

where $τ_0$ is the atomic attempt time, $ε$ is the energy barrier for coherent rotation of an SD magnetic moment, $k$ is the Boltzmann constant, $T$ is temperature, $H_0$ is the externally applied magnetic field, and $H_{K}$ is the microscopic coercive force. For weak fields, the relaxation time is given by (Néel 1949)

$$τ = \frac{2}{τ_0} \exp \left( - \frac{ε(T)}{kT} \right).$$

From this, it can be seen that the magnetization changes gradually rather than blocks instantaneously. York (1978a, b) derived an expression for the time at which the net magnetization has reached a proportion $p$ of its equilibrium value (e.g. 95 per cent) by integrating eq. (3). He showed that if the temperature is a function of time, $T(t)$, and the spontaneous magnetization is given by the analytical approximation for magnetite,

$$M_s(T) = M_{00} \left[ 1 - \frac{T}{T_C} \right],$$

where $M_{00}$ is the spontaneous magnetization at room temperature and $T_C$ is the Curie temperature, then the expression for $τ$ in eq. (3) can be rewritten as

$$ε(T) = \ln \left( \frac{2τ_kT (1 - T/T_C)}{τ_0 T_e ln p} \right),$$

where $ln \approx 0.577$ is Euler’s constant and $T$ is the time derivative of the temperature. York (1978a, b) calculated $p$ = 5 per cent and 95 per cent blocking intervals. If $p$ is set to $e^{-1} \approx 0.37$, corresponding to the temperature/temperature at which blocking is 37 per cent complete, the $ln(p)$ term inside the brackets vanishes. Compared to the concept of blocking by Néel (1949), defined by the relaxation time $τ \approx τ$: for a constant temperature, eq. (1) predicts a net magnetization of

$$n(t) = n_0 e^{-t/τ} + n_{eq} \left( 1 - e^{-t/τ} \right),$$

to retain 37 per cent of its initial magnetization during blocking.

Differing from Néel’s concept of a blocking temperature where the relaxation time is equal to the experimental time, Dodson (1976) defined the blocking temperature $T_{B}$ to be the temperature at which the thermodynamic equilibrium magnetization is equal to the ‘frozen-in’ value of the rock. The slower the cooling rate, the more time the grains have to get closer to thermodynamic equilibrium; slower cooling rates will lead to higher temperatures necessary for subsequent demagnetization. In Dodson & McClelland-Brown (1980), an expression building on this theory is derived that relates the blocking temperature of a slowly cooling rock to the unblocking temperature during thermal demagnetization at constant
3 DERIVATION FOR CONTINUOUS HEATING

Largely following the ideas of York (1978a,b), we derive an expression for the demagnetization temperature in the converse problem of continuous heating rather than continuous cooling. As continuous heating experiments are most conveniently done at a constant heating rate \( r \), the temperature at any time \( t \) is given by

\[
T(t) = T_0 + rt,
\]

where \( T_0 \) is the initial temperature (typically room temperature). In the case of demagnetization, the field is zero and hence eq. (1) becomes

\[
\frac{dn}{dt} = -\frac{n}{\tau},
\]

which, inserting the relaxation time from eq. (3) gives

\[
\frac{dn}{dt} = -\frac{2n}{\tau_0} \exp \left\{ -\frac{\varepsilon(T)}{kT} \right\}.
\]

This differential equation has to be integrated in order to obtain the remaining normalized magnetization \( n \), relative to the initial normalized magnetization \( n_0 \),

\[
\ln(p) = -\frac{2}{\tau_0} \int_{T_0}^{T} \exp \left\{ -\frac{\varepsilon(T)}{kT} \right\} dT,
\]

where \( p = n/n_0 \). Substituting \( t \) for \( T \) by means of eq. (10), eq. (13) can be expressed as

\[
\ln(p) = -\frac{2T}{r_0 \tau_0} \int_{T_0}^{T} \exp \left\{ -\frac{\varepsilon(T)}{kT} \right\} dT.
\]

By using the analytic \( M_s(T) \) approximation for magnetite (eq. 4) with shape anisotropy \( (H_\chi(T) \propto M_s(T)) \), this becomes

\[
\ln(p) = -\frac{2\varepsilon_0}{kT_0} \int_{T_0}^{T} \exp \left\{ -\frac{\varepsilon_0}{kT} \left( 1 - \frac{1}{T_C} \right) \right\} dT
\]

\[
= -\frac{2\varepsilon_0}{kT_0} e^{\varepsilon_0/kT_0} \int_{T_0}^{T} \exp \left\{ -\frac{\varepsilon_0}{kT} \right\} dT,
\]

where \( \varepsilon_0 \) is the energy barrier at room temperature. The integration then results in the expression

\[
\ln(p) = -\frac{2\varepsilon_0}{r_0 \tau_0} e^{\varepsilon_0/kT_0} \left[ \frac{\varepsilon_0}{kT} E (1 - \frac{1}{T_C}) - \frac{\varepsilon_0}{kT} \right]
\]

\[
+ T_0 e^{-\varepsilon_0/kT_0} - T_0 e^{-\varepsilon_0/kT_0},
\]

where \( Ei \) is the exponential integral. In this equation, the two terms containing \( T_0 \) are much smaller than the respective terms involving \( T \), and so we can neglect them. The simplified equation is

\[
\ln(p) = -\frac{2T}{r_0 \tau_0} e^{\varepsilon_0/kT} \left[ \frac{\varepsilon_0}{kT} E \left( 1 - \frac{\varepsilon_0}{kT} \right) + e^{-\varepsilon_0/kT} \right].
\]

As \( \varepsilon_0/kT \) is somewhere in the range of 25 to 60 for grains with relaxation times between laboratory and geological time scales, we can use the first two terms of a divergent series to approximate the exponential integral

\[
Ei(x) \approx \frac{e^{-\nu x}}{\nu x} + \frac{e^{-\nu x}}{\nu^2 x^2} + \cdots.
\]

The first term of this series then cancels with the second term in (17). The equation then simplifies to

\[
\ln(p) = -\frac{2T}{r_0 \tau_0} e^{\varepsilon_0/kT} \frac{1}{\varepsilon_0} \left( \frac{1}{T} - \frac{1}{T_C} \right).
\]

In a similar way that \( p \) in eq. (5) is the ratio of the magnetization to its equilibrium value (York 1978a,b), in eq. (19) \( p \) is the ratio of the magnetization to its initial value. According to the blocking condition \( t \approx \tau \), the demagnetization temperature \( T_0 \) can then be defined as the temperature where the ratio \( n/n_0 \) corresponds to an intensity decay by a factor of \( e \) (i.e. \( p = e^{-1} \)),

\[
\frac{\varepsilon_0}{k} \exp \left\{ \frac{\varepsilon_0}{kT} \left( \frac{T_{D,\text{continuous}}}{T_C} - \frac{1}{T_C} \right) \right\} \approx \frac{2T_{D,\text{continuous}}}{r_0 \tau_0}.
\]

where the subscript ‘continuous’ has been added to make clear that this expression refers to continuous heating experiments. The temperature necessary to demagnetize the same set of grains (described by their room-temperature energy barrier of \( \varepsilon_0 \)) will in general be different in continuous and in stepwise thermal demagnetization experiments, that is, the temperature \( T_{D,\text{stepwise}} \) will in general differ from \( T_{D,\text{continuous}} \). Repeating the same calculation for a constant temperature \( T_{D,\text{stepwise}} \) held over a time interval \( t_0 \) yields an analogous expression for stepwise thermal demagnetization. As the integrand in eq. (13) is independent of time, this can be expressed as

\[
\ln(p) = -\frac{2t_{D}}{r_0 \tau_0} \exp \left\{ -\frac{\varepsilon_0}{kT} \left( \frac{T_{D,\text{continuous}}}{T_C} - \frac{1}{T_C} \right) \right\}.
\]

Again, setting \( p = e^{-1} \) and solving for the activation energy yields

\[
\varepsilon_0 = \frac{k}{r_0 \tau_0} \ln \left\{ \frac{2t_{D}}{T_{D,\text{continuous}} - T_C} \right\}.
\]

For convenience, we now introduce the concept of an effective relaxation time \( t_{eff} \). We define this to be the hold time of a stepwise demagnetization experiment at temperature \( T \) that is necessary to deactivate (demagnetize) the same grains that are activated as in a continuous heating experiment up to temperature \( T \). In other words, the effective relaxation time corresponds to the hold time such that \( T_{D,\text{stepwise}} = T_{D,\text{continuous}} = T \). By inserting this into eq. (20) one obtains an expression

\[
\frac{2t_{eff}}{r_0 \tau_0} \ln \left( \frac{2t_{eff}}{r_0 \tau_0} \right) = 2T \left( 1 - \frac{T}{T_C} \right).
\]

The effective relaxation time \( t_{eff} \) is a theoretical concept that makes it possible to easily interpret data from CTD experiments on Pullaiah diagrams: Traditionally, Pullaiah diagrams can only show constant intensity decay by a factor of \( e \) (i.e. \( p = e^{-1} \)),

\[
\frac{\varepsilon_0}{k} \exp \left\{ \frac{\varepsilon_0}{kT} \left( \frac{T_{D,\text{continuous}}}{T_C} - \frac{1}{T_C} \right) \right\} \approx \frac{2T_{D,\text{continuous}}}{r_0 \tau_0}.
\]

where the subscript ‘continuous’ has been added to make clear that this expression refers to continuous heating experiments. The temperature necessary to demagnetize the same set of grains (described by their room-temperature energy barrier of \( \varepsilon_0 \)) will in general be different in continuous and in stepwise thermal demagnetization experiments, that is, the temperature \( T_{D,\text{stepwise}} \) will in general differ from \( T_{D,\text{continuous}} \). Repeating the same calculation for a constant temperature \( T_{D,\text{stepwise}} \) held over a time interval \( t_0 \) yields an analogous expression for stepwise thermal demagnetization. As the integrand in eq. (13) is independent of time, this can be expressed as

\[
\ln(p) = -\frac{2t_{D}}{r_0 \tau_0} \exp \left\{ -\frac{\varepsilon_0}{kT} \left( \frac{T_{D,\text{continuous}}}{T_C} - \frac{1}{T_C} \right) \right\}.
\]

Again, setting \( p = e^{-1} \) and solving for the activation energy yields

\[
\varepsilon_0 = \frac{k}{r_0 \tau_0} \ln \left\{ \frac{2t_{D}}{T_{D,\text{continuous}} - T_C} \right\}.
\]

For convenience, we now introduce the concept of an effective relaxation time \( t_{eff} \). We define this to be the hold time of a stepwise demagnetization experiment at temperature \( T \) that is necessary to deactivate (demagnetize) the same grains that are activated as in a continuous heating experiment up to temperature \( T \). In other words, the effective relaxation time corresponds to the hold time such that \( T_{D,\text{stepwise}} = T_{D,\text{continuous}} = T \). By inserting this into eq. (20) one obtains an expression

\[
\frac{2t_{eff}}{r_0 \tau_0} \ln \left( \frac{2t_{eff}}{r_0 \tau_0} \right) = 2T \left( 1 - \frac{T}{T_C} \right).
\]

The effective relaxation time \( t_{eff} \) is a theoretical concept that makes it possible to easily interpret data from CTD experiments on Pullaiah diagrams: Traditionally, Pullaiah diagrams can only show constant intensity decay by a factor of \( e \) (i.e. \( p = e^{-1} \)),
which is known). This allows to then obtain information about acquisition times and temperatures for CTD in exactly the same way as one would with stepwise thermal demagnetization data.

The equation can either be solved iteratively, or we can make use of the Lambert $W$ function, which is defined as the solution of $x = W(x)e^{W(x)}$. Then the effective time can be written as

$$t_{\text{eff}} = \frac{\tau_0}{2} \exp \left[ W \left( \frac{2T}{r \tau_0} \left( 1 - \frac{T}{T_C} \right) \right) \right].$$  \hspace{1cm} (24)

To get an intuitive understanding of the shape of this function, one can use $W(x) \approx \ln(x) - \ln(\ln(x)) + O(1)$ to obtain the first order approximation

$$t_{\text{eff}} = \frac{T}{r} \left( 1 - \frac{T}{T_C} \right) \ln \left( \frac{2T}{r \tau_0} \left( 1 - \frac{T}{T_C} \right) \right).$$  \hspace{1cm} (25)

This shows that the effective time is approximately inversely proportional to the heating rate. For illustration purposes, let us consider a simple numerical example: assume a magnetite sample ($T_C = 580^\circ$C) is heated at a rate of $r = 1^\circ$Cs$^{-1}$ and is demagnetized at 300°C. The effective time is then (assuming $\tau_0 = 10^{-9}$ s) $t_{\text{eff}} = 8$ s. Intuitively speaking, while it takes about 280 s to heat the sample from room temperature up to 300°C, it is only the final 8 s that really demagnetize the other words. If the sample was heated instantaneously to 300°C, one would have to hold the temperature for only 8 s (rather than 280 s) to demagnetize it.

Note that in comparison with eq. (9) the product $\gamma \theta$ can be considered an effective time in the theory of Dodson & McClelland-Brown (1980), which would yield the same expression as eq. (24), up to the factor $\gamma$ in the Lambert $W$ function.

Pullaiah nomograms are given by (Pullaiah et al. 1975)

$$T_d \ln \left( \frac{2T_d / \tau_0}{T_d / T_C} \right) = T_0 \ln \left( \frac{2T_0 / \tau_0}{T_0 / T_C} \right),$$  \hspace{1cm} (26)

which follows directly from eq. (3) for weak fields (under the assumption of shape anisotropy and eq. 4) and relates acquisition time $t_d$ and temperature $T_d$ to demagnetization time $t_0$ and temperature. Strictly, Pullaiah nomograms are derived for remanence acquisition/demagnetization at constant temperatures, which is equivalent to VRM acquisition/viscous decay or remanence. Pullaiah nomograms have, however, often been employed to analyse thermoremanent magnetizations (TRMs), for example, to relate demagnetization temperatures from stepwise thermal demagnetization (strictly a viscous process, as it occurs at constant temperature) to approximate TRM acquisition times (strictly a continuous cooling process and hence not applicable to Pullaiah nomograms). By replacing $t_0$ by $t_{\text{eff}}$ (eq. 24), Pullaiah-style nomograms can be extended to CTD (continuous heating process).

4 SAMPLES

Three samples were used for the experiments: Two Tiva Canyon Tuff samples provided by the Institute of Rock Magnetism (IRM) of the University of Minnesota and a magnetoferritin sample produced at the Institute of Geology and Geophysics, Chinese Academy of Sciences (IGGCAS) in Beijing. These are well characterized samples that contain almost exclusively SD or SP (titanom)agnetite grains, which, at low temperatures, can be used to explore SD behaviour. Due to ageing, the magnetoferritin sample may have oxidized to maghemite.

4.1 Tiva Canyon Tuff

Samples from the Tiva Canyon Tuff have previously been described by Jackson et al. (2006), Till et al. (2011) and others (Schlinger et al. 1988, 1991; Rosenbaum 1993; Worm & Jackson 1999; Egli 2002; Shcherbakov & Fabian 2005). These samples contain mostly non-interacting SD grains of slightly impure magnetite of narrow grain-size distributions, although the larger grained samples may contain PSD grains (Till et al. 2011). The impurities are around 10 per cent (TM10) and are mainly Ti, Mn and Cr (Jackson et al. 2006). The two samples, TC04-12-01 and TC04-12-07 (12-01 and 12-07, respectively) originate from two different layers of the Tiva Canyon. As described by Till et al. (2011), the grain-size varies with stratigraphic height, from approximately 15 nm in length at the base of the Canyon to about 1000 nm at the top. Sample 12-01 is from one of the bottom layers (i.e. containing the smallest and therefore purely SD), and 12-07 is from a higher layer (i.e. containing the largest grains employed for this study, and may contain PSD grains). The samples were crushed into a powder and filled into gel capsules for the experiments. The grain-sizes of various samples of the Tiva Canyon Tuff have been investigated by various different studies and methods: direct observation by transmission electron microscopy (TEM) by Schlinger et al. (1991), thermal demagnetization of an isothermal remanent magnetization (IRM) or TRM (Worm & Jackson 1999), frequency-dependent susceptibility analysis (Shcherbakov & Fabian 2005), thermal fluctuation tomography (Jackson et al. 2006), viscous decay of an IRM (Berndt et al. 2015). Grain-sizes are estimated from TEM (Schlinger et al. 1991) to be around 85 nm with a width/length ratio of 0.11 for the larger-grained samples (like 12-07) and around 15 nm with a width/length ratio of 0.36 for the fine-grained samples (like 12-01). Curie temperatures were determined from spontaneous magnetization $M_s(T)$ curves to be 514°C (12-07) and 471°C (12-01), respectively, and the atomic attempt time $\tau_0$ was determined to be about $2 \times 10^{-9}$ s (12-07) and $4 \times 10^{-10}$ s (12-01), respectively (Berndt et al. 2015).

4.2 Magnetoferritin

Magnetoferritins are an ideal material for the study of magnetic properties of non-interacting, randomly oriented, SP ferrimagnetic particles (Cao et al. 2010, 2014). Magnetoferritins are nanometre-sized magnetic particles that are individually surrounded by a spherical protein shell, the human H chain ferritin, with an outer diameter of around 10 K has an IRM acquisition and
back-field demagnetization cross over value of 0.45, which indicates minor interactions. The back-field curves indicate a coercivity of remanence of \( H_{cr} = 20 \text{ mT} \). Hysteresis loops show that the sample saturates around \( \sim 200 \text{ mT} \) at 10 K and is superparamagnetic (SP) at room temperature (Fig. 3b). The hysteresis parameters were \( M_s = 0.087 \text{ Am}^2, M_i = 0.34 \text{ Am}^2, H_i = 15 \text{ mT} \), leading to the ratios \( M_s/M_i = 0.26 \) and \( H_i/H_s = 1.30 \) which suggest dominant uniaxial single-domain behaviour (Day et al. 1977). A field cooling (FC) curve shows that all remanence is lost at \( \sim 150 \text{ K} \), while a zero-field cooling curve confirms that no grains acquire a remanence at room temperature (Fig. 3c). Additionally, a thermal demagnetization curve of a saturating isothermal remanent magnetization (Fig. 3c) is similar to the FC curve and reveals that most unblocking occurs at low temperatures below \( \sim 50 \text{ K} \) and no remanence remains above \( \sim 150 \text{ K} \). Frequency-dependent susceptibility curves show a broad peak around \( \sim 200 \text{ K} \) (Fig. 3d), and the out-of-phase curve drops to zero at 300 K, confirming the SP behaviour of the grains at room temperature.

5 EXPERIMENTAL METHODS

This study aims to experimentally test the two relationships given by eqs (24) and (26): the first is needed to relate the heating rate \( r \) of a CTD experiment to the effective time \( t_{eff} \), and the second is used to create Pullaiah-style nomograms. Together they can be used to interpret CTD data to obtain, for example, acquisition times or temperatures of magnetic remanences, or cooling rates of rock bodies.

This was done by inducing a VRM of known acquisition time and temperature in the laboratory and then thermally demagnetizing it using CTD to determine the demagnetization (unblocking) temperature. The demagnetization time \( t_D \) is then calculated from eq. (26) and compared to the effective time calculated from the heating rate by eq. (24): comparing the two allows us to experimentally test eq. (24). Additionally, for calibration purposes described below, partial TRMs (pTRM) were acquired during cooling at known cooling rates in a second set of experiments, and then thermally demagnetized, thus comparing acquisition at a known cooling rate to demagnetization at a known heating rate. Experiments were carried out on Magnetic Properties Measurement Systems (MPMS) at the IRM (Superconducting quantum interference device MPMS2) and at IGGCAS (MPMS XL).

5.1 Method for VRMs: acquisition at constant temperature, demagnetization by continuous heating

The validity of eq. (24) (under the assumption that eq. (26) holds) was experimentally tested, that is,

\[
\frac{T_A \ln \left( \frac{2 t_A / \tau_0}{T_C} \right)}{1 - \left( \frac{T_A}{T_C} \right)} = \frac{T_D \ln \left( \frac{2 t_{eff}(r_D) / \tau_0}{T_C} \right)}{1 - \left( \frac{T_D}{T_C} \right)},
\]

(27)

where the notation \( t_{eff}(r) \) has been adopted to describe the effective time as a function of heating rate, according to eq. (24). A VRM of known acquisition time \( t_A \) and temperature \( T_A \) is compared to the demagnetization temperature \( T_D \) and heating rate \( r_D \) of a continuous heating thermal demagnetization experiment. The experimental procedure was:

(1) The sample was cooled to the acquisition temperature \( T_A \) in zero field.
(2) Once the temperature was stabilized, a magnetic field \( H_0 \) of 1 mT was applied and held for a time \( t_A \) between 1000 s and 16 000 s.
(3) The field was switched off and the sample was immediately heated in zero field at a set heating rate \( r_D \) between 0.25 and 5 K min\(^{-1}\), while continuously measuring its remanent magnetization.
(4) Once the sample reached room temperature, it was alternating-field (AF) demagnetized to erase any remaining remanence.

The process was then repeated at various different acquisition times and temperatures, and different heating rates. The 1 mT field

Figure 1. Transmission electron microscopic image of the magnetoferritin sample.

Figure 2. Histograms of the grain size distribution of the magnetoferritin sample determined by TEM.
was chosen because it is a reasonable low field that still allowed a good field control on the MPMS.

5.2 Method for pTRMs: acquisition by continuous cooling, demagnetization by continuous heating

Another set of experiments were performed to test eq. (26),

\[ \frac{T_A \ln \left( \frac{2t_{\text{eff}}(r_A)}{\tau_0} \right)}{1 - (T_A/T_C)} = \frac{T_D \ln \left( \frac{2t_{\text{eff}}(r_D)}{\tau_0} \right)}{1 - (T_D/T_C)}, \]

(28)

where the left-hand side refers to remanence acquisition on cooling at rate \( r_A \) and the right-hand side to demagnetization of the same set of grains on heating at rate \( r_D \). This experiment serves two important calibration purposes that will become clear in the following sections: first, determining the demagnetization temperature from the magnetic moment measurements \( M_r(T) \) (a function that can in principle have any shape) is difficult and must be calibrated, and second, an important rock magnetic property, the atomic attempt time \( \tau_0 \) (which appears in 26) is needed to plot Pullaiah nomograms, and must be determined—the data of this experiment can be used for this purpose as shown below.

The experimental procedure was:

1. The MPMS was set to cool the sample at a set cooling rate \( r_A \) (between 0.25 and 8 K min\(^{-1}\)) to a target temperature of \( T_0,i nz e r \) field.

2. During this process, as soon as the sample swept through a predefined acquisition temperature \( T_A \), a 1 mT field was switched on, without interrupting the cooling process.

3. Once the temperature had reached \( T_0 \), the field was switched off and the sample was heated in zero field at a set heating rate \( r_D \) between 0.25 and 5 K min\(^{-1}\), while continuously measuring its remanent magnetization.

4. Once the sample reached room temperature, it was AF demagnetized to erase any remaining remanence.

The process was then repeated at various different cooling and heating rates and acquisition temperatures. While the previous procedure creates VRMs and demagnetizes them, this procedure creates pTRMs and demagnetizes them thermally.

5.3 Determination of the demagnetization temperature \( T_D \)

Typically, the demagnetization temperature is determined by choosing the temperature where the remanent magnetization \( M_r(T) \) drops
and measured, M described above. This full TRM was then demagnetized by CTD to the minimum temperature used in the experiment. TRM was created by cooling a sample in a 1 mT field from room temperature to the minimum temperature used in the experiment. The aim of eqs (27) and (28) is to find the demagnetization temperature is the temperature a sample is heated in field. This process magnetizes all grains with blocking temperatures below and up to the demagnetization temperature, as opposed to blocking and unblocking temperatures: TD for grain size/coercivity spectrum of the grains (with blocking temperatures below TA necessary to demagnetize the same temperature. The aim of eqs (27) and (28) must be modified using eq. (2), giving

\[ T_D \ln \left( \frac{\tau_D}{\tau_0} \right) \left( 1 - \frac{|H_0|}{H_K} \right)^{-2} = T_D \ln \left( 2 \frac{\tau_D}{\tau_0} \right) / T_C \]

and

\[ T_A \ln \left( \frac{\tau_A}{\tau_0} \right) \left( 1 - \frac{|H_0|}{H_K} \right)^{-2} = T_D \ln \left( 2 \frac{\tau_D}{\tau_0} \right) / T_C \]

For convenience, and in order to be able to plot both kinds of data on a single plot, we define a field-corrected (effective) acquisition time,

\[ \tilde{t}_A = \frac{t_A}{2 \tau_0} \]

and

\[ \tilde{t}_A \left( r_A, H_0 \right) = \frac{\tau_0}{2} \left( r_A, H_0 \right) \]

respectively, where

\[ \eta = \left( 1 - \frac{H_0}{H_K} \right)^{-2} \]

### 5.4 Field correction

Eq. (3) is valid for weak fields; for stronger fields above \( \sim 300 \mu \text{T} \), eq. (2) is applicable (Dunlop & Özdemir 1997). As the acquisition field is \( H_0 = 1 \text{ mT} \), eqs (27) and (28) must be modified using eq. (2), giving

\[ M_{\text{FullTRM}} = \int M_f(V) n_{\text{FullTRM}}(V) \, dV \]

and

\[ M_{pTRM or VRM} = \int M_f(V) n_{pTRM or VRM}(V) \, dV \]

and therefore

\[ \dot{M} = \frac{dM_{pTRM or VRM} /dT}{dM_{\text{FullTRM}} /dT} = n_{pTRM or VRM} / n_{\text{FullTRM}} \]

where \( \dot{M} \) does not depend on the grain size distribution, but only on the equilibrium magnetization at the respective blocking volume/temperature.

### 5.5 Calibration of demagnetization temperature determination

Before taking the derivatives of the demagnetization data it is necessary to smooth the data, which is done using a spline fit to both \( M_{\text{FullTRM}} \) and \( M_{pTRM or VRM} \) curves. Theory predicts that \( \dot{M} \) should be a step-function, however, in practice this is rarely the case, for the following reasons:

(1) Because the acquisition temperatures differ between the pTRMs/VRMs and the full TRM, the magnetic moment caused

\[ \dot{M} = \frac{dM_{pTRM or VRM} /dT}{dM_{\text{FullTRM}} /dT} = n_{pTRM or VRM} / n_{\text{FullTRM}} \]

should be close to one below the demagnetization temperature. However, above the demagnetization temperature the differential of the VRM or pTRM should be close to zero, while the differential of the full TRM should still be large; the derivative should sharply drop from one to zero at the demagnetization temperature. More mathematically,

\[ M_{\text{FullTRM}} = \int M_f(V) n_{\text{FullTRM}}(V) \, dV \]

and

\[ M_{pTRM or VRM} = \int M_f(V) n_{pTRM or VRM}(V) \, dV \]

Figure 4. Schematic drawing of the remanent magnetization during thermal demagnetization experiments of a full TRM and of a partial TRM or VRM. Note that the shape of the curves depend on both the shape of \( M(T) \) and on the grain size distribution.
by the same blocked grains will differ according to the different equilibrium states given by a Maxwell–Boltzmann distribution ($n_{eq} = \tanh(\frac{VHn_{eq}/kT}{\gamma})$, Néel 1949): lower acquisition temperatures $T_A$ lead to a higher equilibrium magnetization $n_{eq}(T_A)$. Therefore the shape of the demagnetization curve differs slightly for the VRMs from the full TRMs.

2) Various different heating rates are used for the demagnetization of the pTRMs/VRMs, but the $M$ curves for all of them are calculated with the same full TRM demagnetized at only one heating rate. The difference in heating rate will cause slight differences in the demagnetization curves.

3) Although heating and cooling rates are set to constant values, the MPMS does have some deviation from the target rates. In particular, the first few minutes and the last few minutes have significant deviations, most notably for the highest and the lowest heating/cooling rates. On the MPMS at IGGCAS, there were also slight oscillations in the cooling rate.

4) The field is supposed to be instantaneously switched on, but in practice it takes a finite time. In the pTRM experiments, this means that the field is ramping up while the temperature is decreasing at a given rate, smearing out the blocking temperature.

5) The thermal demagnetization is assumed to be in zero field, however, there are typical residual fields in the MPMS of the order of $\mu$T.

6) All of the samples had a non-zero magnetic moment at room temperature, which may be due to a remaining remanent magnetization and/or because of a residual field.

The remaining magnetic moment at room temperature was removed from the data by applying and subtracting a line fit over the highest temperature range and the $M$ curves were normalized. The $M$ curves then approximated step functions with a smooth decay from one towards zero over a finite temperature range. The ‘measured demagnetization temperatures $T_D$’ were chosen to be the temperatures where $M$ decayed to $p$ times its initial value (Fig. 5). The parameter $p$ is chosen as a best-fit parameter that minimizes the mismatch between the ‘measured demagnetization temperatures’ and the ‘expected demagnetization temperatures $T_D$’ (i.e. those calculated from the known acquisition temperatures and rates using eq. 34). Ideally, for some choice of $p$, the mismatch between the two should be zero. One could minimize the sum of the squares of the misfits of the demagnetization temperatures (arrows in Fig. 5), but this would be inappropriate, as eq. (34) that is used to calculate the expected $T_D$, depends on the attempt time $\tau_0$, which is unknown and has to be determined from the pTRM experiments (Section 5.6). For this reason, the $p$ is chosen that minimizes total residual error of $\tau_0$ (sum of the squares of the misfit in blocking volumes). The same $p$ was then used for the VRM experiments.

5.6 Determination of the attempt time $\tau_0$

The atomic attempt time $\tau_0$ in eq. (28) strongly influences the shape of Pulliaah nomograms and it is therefore critically important for any study aiming to infer VRM/TRM acquisition times, temperatures or cooling rates, to determine it accurately. It also needs to be known for eq. (24), to calculate effective timescales so that CTD experiments can be interpreted. Literature values for the attempt time vary by orders-of-magnitude, however (see Berndt et al. 2015, and references therein). Fortunately, it can be determined from the pTRM data described in Section 5.2 using a least-squares algorithm:

Either side of the equation is equal to the blocking volume, therefore the blocking volume $V$ can be calculated from: (1) $t_{eff}(\tau_0)$ and $T_A$ and (2) from $t_{eff}(\tau_0)$ and $T_D$. The difference ($\ln(V_A - \ln(V_D)$ gives a measure of the deviation from the equation. The attempt time was chosen to be the value that minimizes the sum of the squares of the differences ($\ln(V_A - \ln(V_D)$ of all the data points (for various different heating and cooling rates, and acquisition temperatures).

6 RESULTS

Fig. 6 shows the magnetoferritin data of the raw demagnetization curves after smoothing. At low temperatures both the pTRM and the VRM curves follow the shape of the full TRM curve at low temperatures, although the first few measurements of the VRMs are likely to have experienced some thermal lag and show less decay than expected.

Despite the noise introduced by taking the derivatives the approximate step function shape is visible in the $M$ curves (Fig. 7). For the magnetoferritin sample, most pTRM unblocking occurs over a range of $\sim 10$ K, and for the VRMs over $\sim 5$ K. The percentages $p$ of the magnetization decay that yielded best fits for the demagnetization temperatures were strongly sample-dependent and lay between 54 per cent and 82 per cent, with values of the atomic attempt time being $9 \times 10^{-10}$ s for the magnetoferritin, $1 \times 10^{-13}$ s for 12-01 and $3 \times 10^{-10}$ s for 12-07 (Table 1).

Fig. 8 relates the resulting demagnetization temperatures and times to the acquisition temperatures and times on a nomogram. The grey contour lines are calculated after Pulliaah et al. (1975) using the $\tau_0$ value as determined for each sample. Sample 12-01 (Fig. 8b) is very noisy, which may explain the low value of $\tau_0$ obtained. In all of the plots, there are various acquisition–demagnetization (solid diamonds and open circles, respectively) pairs with almost equal effective times $t_{eff}$. These are data points for which the heating rate was set to be twice the cooling rate, such that, according to eq. (34), the field-corrected effective time is approximately equal. In these cases, the acquisition and demagnetization temperatures should be equal, which is true to about 1 K accuracy in most cases.

After $p$ and $\tau_0$ were obtained from the pTRM data, the VRM data were plotted on nomograms using the same $p$ and $\tau_0$ values.
Heating and cooling rate effect on blocking temperatures

Figure 6. Magnetic moment on continuous thermal demagnetization at different heating rates \( r_D \) of the magnetoferritin sample MFn1 for VRMs and pTRMs acquired at various different acquisition temperatures \( T_A \), acquisition times \( t_A \) (VRMs) / cooling rates \( r_A \) (pTRMs). For clarity, only \( T_A \), \( t_A \), \( r_A \) and \( r_D \) are given only for some curves. Full TRM curves were acquired on cooling from 300 to 10 K.

Figure 7. \( \hat{M} \) curves on continuous thermal demagnetization at different heating rates \( r_D \) of the magnetoferritin sample MFn according to eq. (29) for VRMs and pTRMs acquired at various different acquisition temperatures \( T_A \), acquisition times \( t_A \) (VRMs) / cooling rates \( r_A \) (pTRMs). For clarity, only \( T_A \), \( t_A \), \( r_A \) and \( r_D \) are given only for some curves. Circles indicate blocking temperatures as determined by the method described in Section 5.5.

Table 1. Summary of best-fit values.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( p ) (per cent)</th>
<th>( \tau_0 ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetoferritin</td>
<td>54 per cent</td>
<td>( 9 \times 10^{-10} )</td>
</tr>
<tr>
<td>TC04-12-01</td>
<td>82 per cent</td>
<td>( 1 \times 10^{-13} )</td>
</tr>
<tr>
<td>TC04-12-07</td>
<td>70 per cent</td>
<td>( 3 \times 10^{-10} )</td>
</tr>
</tbody>
</table>

(Fig. 9). For most combinations of \( T_A \) and \( t_A \) (solid diamonds), three to four different heating rates (open circles) were used to obtain \( T_D \) and \( r_D \). The figures show that the open circles (\( T_D \) and \( r_D \)) generally fall onto straight lines with a slope that tends to be slightly lower than the nomograms. The lines connecting the acquisition times/temperatures to the demagnetization times/temperatures tend to be slightly steeper than predicted by the nomograms. This means that, compared to eq. (24): (1) longer demagnetization times are offset downwards, while (2) shorter demagnetization times are offset upwards; the effective time should therefore have a stronger heating rate dependence than predicted by theory. Moreover, the mismatch seems to be more pronounced in sample 12-07 (Fig. 8c), particularly at higher temperatures. This suggests that eq. (24) should also have a stronger temperature dependence than predicted. As these deviations are not observed in the pTRM experiments, they cannot be explained by thermal lag on heating.

To quantify the deviation from theory, the effective times calculated from eq. (24) are plotted against the expected demagnetization time \( t_D \) calculated from eq. (26) for all the samples in Fig. 10(a). If eq. (24) is correct, then all points should fall onto the diagonal \( t_{eff} = t_D \), dashed line). However, it is observed that while there is a strong linear correlation between the two on a log-log scale, the slope deviates significantly. A linear least-squares regression yields a slope of 0.54 ± 0.03 with a y-offset of 2.66 ± 0.10. It is also observed that in the central area of the plot (10–100 s), the data points of sample 12-07 that had the highest blocking temperatures consistently lie below the regression line, whereas the data points of the other two samples that had lower blocking temperatures fall above. Moreover, for each of the individual samples, the slope of a regression line would be slightly steeper than for the whole data set. As the temperature range for each sample was rather limited (a few
Figure 8. Nomograms of pTRMs acquired at $T_A$ and $t_A$ given by solid diamonds and demagnetized at $T_D$ and $t_D$ given by open circles, where the effective times $t_A$ and $t_D$ are obtained from cooling rates $r_A$ and heating rates $r_D$ by eq. (24). Pullaiah et al. (1975) nomograms (eq. 26) are indicated for $T_A$ and $t_A$ given by open circles, where the slopes along both axes equal to one (Fig. 11). A least-squares regression plane yields the slopes $c_1$, $c_2$, and $c_3$ that best fits the experimental data. From eq. (25), we find that on a logarithmic scale

$$\ln t_{\text{eff}} = c_1 \ln \left( \frac{T}{T_C} \right) + c_2 \ln \left( \frac{C}{r} \right) + \ln \left( \frac{2T}{T_C r_0} \left( 1 - \frac{T}{T_C} \right) \right).$$

(38)

where $c_1 = c_2 = c_3 = 1$, the value of $\ln t_{\text{eff}}$ is dominated by the first two terms, with the third term being a relatively constant term at temperatures significantly below the Curie temperature. On logarithmic scales, $t_{\text{eff}}$ should approximately be a plane in $r - T/T_C$-space with the slopes along both axes equal to one (Fig. 11). A least-squares regression plane yields the slopes $c_1 = 1.87 \pm 0.10$, $c_2 = 1.48 \pm 0.10$ and $c_3 = 0.53 \pm 0.09$ Ks$^{-1}$. This suggests that eq. (25) should be modified with a correction factor

$$t_{\text{eff}}' = \frac{r_0}{2} \exp \left\{ W \left( \frac{2}{T_C} \left( \frac{c_1}{r} \right)^c_2 \left( T - T_C \right) \right) \right\},$$

(39)

that amplifies the temperature and heating rate dependence of the effective time.

The nomograms are redrawn using the corrected $t_{\text{eff}}'$ and compared to the uncorrected $t_{\text{eff}}$ nomograms (Fig. 9) where the improvement in agreement of the data with the nomograms can be clearly seen. To quantify the improvement, the sum of squares of the differences in theoretical and empirical blocking volumes ($\ln V_a - \ln V$) as described in Section 5.6 is calculated. The total errors show a substantial improvement from the uncorrected to the corrected nomograms for all samples: from $1.14 \times 10^{-3}$ to $4.58 \times 10^{-4}$ for the magnetoferritin, from $1.16 \times 10^{-3}$ to $1.71 \times 10^{-4}$ for sample 12-01 and from $5.34 \times 10^{-4}$ to $3.47 \times 10^{-4}$ for sample 12-07 (Table 2).

7 DISCUSSION

This study has shown that eq. (24), which follows from Néel (1949) theory, should theoretically make it possible to use standard Pullaiah nomograms to relate demagnetization temperatures from CTD experiments to acquisition times, temperatures or cooling rates. However, the equation does not accurately predict our experimental observations: Empirically, the relation was modified incorporating coefficients that amplify both the temperature and the heating rate dependence of the effective time. After the correction Pullaiah nomograms accurately relate acquisition and demagnetization times/temperatures/rates. This result has two important implications: First, it can help establish CTD as a mainstream palaeomagnetic method, as it helps to interpret blocking temperatures from them, which was previously not possible. Second, it is likely that the converse also holds true, that is, an empirical correction is also needed to relate stepwise thermal demagnetization data to cooling rates of slowly cooling rock bodies – a fact that is important for the geological interpretation of such bodies.

The correction was needed for all three studied samples and reduces the effective time by up to one order-of-magnitude. Physically, the modification of the effective time means that continuous heating is less effective at removing a magnetization than stepwise heating: higher temperatures (or longer times, i.e. slower heating rates) than predicted from eq. (26) and (24) are needed to remove a magnetization. This would be the case, if higher temperatures have a relatively stronger demagnetizing effect compared to lower temperatures, than predicted by Néel (1949) theory: stepwise thermal...
demagnetization keeps the highest temperature step for a prolonged time, whereas the highest temperature in CTD is a transient state (i.e. instantaneous). This may be the case for PSD grains, where the energy barriers to rotate a vortex structure are a function of temperature (Muxworthy et al. 2003; Almeida et al. 2016). However, only one sample (12-07) is likely to contain some PSD grains, and the magnetoferritin sample, which contained only SD grains (SP at room temperature), also required the correction. Magnetostatic interactions are weak in the samples, but may be strong enough to have an impact, and may explain the discrepancy for the magnetoferritin sample. In a similar way to PSD grains, interactions may lead to higher energy barriers at lower temperatures and vice versa, making CTD less effective at demagnetization. A further effect may be magnetocrystalline anisotropy, in which case the

Figure 9. Nomograms of VRMs acquired at $T_A$ and $t_A$ given by solid diamonds and demagnetized at $T_D$ and $t_D$ given by open circles, where the effective times $t_D$ are obtained from the heating rates $r_D$ by eq. (24). Pullaiah et al. (1975) nomograms (eq. 26) are indicated for the $\tau_0$ that best fits the experimental pTRM data shown in Fig. 8.
Figure 10. Plot of the quantity effective time $t_{\text{eff}}(t_D)$ as calculated from equation (24) versus the expected demagnetization time $t_D$ as predicted from Néel (1949) theory from equation (26), uncorrected and corrected. In theory, $t_{\text{eff}}$ and $t_D$ should be equal and the dots should fall onto the diagonal (dashed line in Fig. 10a).

Figure 11. Regression to determine correction coefficients in equation (39).

Table 2. Summary of the sum of squares of the differences in theoretical and empirical blocking volumes ($\ln V_A - \ln V_D$) calculated for the nomograms using the uncorrected effective time (equation 24) and the corrected effective time (equation 39).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Uncorrected $t_{\text{eff}}$</th>
<th>Corrected $t'_{\text{eff}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetoferritin</td>
<td>$1.14 \times 10^{-3}$</td>
<td>$4.58 \times 10^{-4}$</td>
</tr>
<tr>
<td>12-01</td>
<td>$1.16 \times 10^{-3}$</td>
<td>$1.71 \times 10^{-4}$</td>
</tr>
<tr>
<td>12-07</td>
<td>$5.34 \times 10^{-4}$</td>
<td>$3.47 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

This explanation is compelling, because the magnetoferritin sample contains a large proportion of almost equant grains that may likely be dominated by magnetocrystalline anisotropy, and the Tiva Canyon samples contain titanium which increases the contribution of magnetocrystalline anisotropy relative to pure magnetite, the effect is weak. For the magnetoferritin sample, a recalibration using dominant magnetocrystalline anisotropy yields effective times less than 20 per cent shorter than using shape anisotropy (versus an order-of-magnitude mismatch to the Pullaiah nomograms). For the Tiva Canyon 12-07 sample on the other hand, magnetocrystalline anisotropy would over-correct the effective times, but this sample is least likely to have a significant magnetocrystalline anisotropy due to its large grain size, high elongation, high blocking temperatures and low titanium content.

In addition to this main result, a number of other important observations were made in this study. The first one is that blocking occurs over a temperature range of 5–40 K (Figs 7 and 12). Lower-temperature experiments had a narrower blocking range 5–10 K and the higher temperature experiments of sample 12-07 had a broader blocking range around 30 K. This means that the concept of a blocking temperature introduced by Néel (1949), due to the strong exponential temperature dependence of the relaxation time, holds only approximately in practice: This range is narrow enough to be approximated by a single blocking temperature for most geological applications, although some studies in fundamental rock magnetism require a higher precision. The phenomenon is well known from Néel (1949) theory and was previously observed in synthetic stoichiometric 37 nm diameter SD magnetite by Dunlop & Özdemir (1993) in stepwise thermal demagnetization experiments that showed gradual unblocking over ranges of 40–55 K at high temperatures of 556–687 K (283–414 °C), suggesting that blocking occurs more gradually at higher temperatures, as would be expected from equation (19). This trend is confirmed by the data of this study with an almost linear trend as indicated by a regression line (slope 0.12) on the blocking range as a function of acquisition temperature (Fig. 12).
The method presented here offers a way to empirically determine the percentage of magnetic decay corresponding to the blocking temperature from demagnetization data, but it has a strong sample dependence, ranging from 54 per cent to 82 per cent of the initial magnetization. No consistent trend of this value with neither temperature, grain-size nor domain state was found. PSD and MD grains are known to violate the simple relationship of blocking temperatures (eq. 26; Dunlop & Özdemir 2000), but only sample 12-07, which had an intermediate value of 70 per cent, is likely to contain PSD grains. Interacting SD and non-uniaxial SD grains also violate eq. (26) and may have played a role for the slightly interacting magnetoferritin sample. Dunlop & Özdemir (1993) found that for the 37 nm SD magnetite, the blocking temperature corresponded to a decay of 50 per cent of the initial magnetization, but their temperature resolution is relatively low (tens of degrees) due to the use of stepwise thermal demagnetization.

After determining the percentage to estimate blocking temperatures, eq. (26) (Néel 1949; Pullaiah et al. 1975) is shown to predict CTD blocking temperatures of pTRMs to $\sim$1 K (Fig. 8), which is within experimental uncertainties, if eq. (24) is used on both sides of eq. (26).

The pTRM experiments provided a method to determine $\tau_0$: obtained values are $3 \times 10^{-10}$ s for large grained (titano)maghemite (12-07), $1 \times 10^{-13}$ s for small grained (titano)maghemite below the Verwey transition (12-01) and $9 \times 10^{-10}$ s for magnetoferritin below the Verwey transition. The value for sample 12-01 is smaller than previously determined for a similar magnetoferritin sample with smaller grain sizes ($\tau_0 = 1.1 \times 10^{-11}$ s, Cao et al. 2010), but in the range of commonly quoted values for magnetite.

### 8 Conclusions

Three main conclusions can be drawn from this study. First, eq. (24) derived from Néel (1949) theory, overestimates the effective demagnetization time of CTD experiments, or underestimates demagnetization temperatures. Empirically, the equation can be corrected to accurately predict effective times and demagnetization temperatures of all studied samples, but the physical reasons for the modification need to be further investigated. Second, the concept of a blocking temperature introduced by Néel (1949) holds only approximately in practice: depending on the temperature, blocking occurs gradually over an interval of 5–20 K. The predicted blocking temperature from Néel (1949) theory lies within this range, but does not generally correspond to 50 unblocking as observed by Dunlop & Özdemir (1993). Instead, the blocking temperature corresponds to a loss of $p$ per cent of the magnetic moment, which is sample-dependent and can be determined experimentally. Third, the atomic attempt time $\tau_0$ can be estimated by a best fit to Pullaiah nomograms. The nomograms predict blocking temperatures of pTRMs to a high accuracy ($\sim$1 K). Compared to other methods to determine $\tau_0$ (McNab et al. 1968; Dickson et al. 1993; Labarta et al. 1993; Iglesias et al. 1996; Moskowitz et al. 1997; Worm & Jackson 1999; Berndt et al. 2015) the one presented here is fast and easy, making use of only one instrument (MPMS), and being able to measure sufficient data for a $\tau_0$ estimate in about a day.
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