Adaptive Fractional-Order PID Control of PMSG based Wind Energy Conversion System for MPPT using Linear Observers
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Abstract: This paper designs a novel adaptive fractional-order PID (AFOPID) control of a permanent magnetic synchronous generator (PMSG) based wind energy conversion system (WECS), which attempts to extract the maximum wind power by using a linear perturbation observer. The combinatorial effect of generator nonlinearities and parameter uncertainties, unmodelled dynamics, stochastic wind speed variation is aggregated into a perturbation, which is then estimated in the real-time by a linear extended-state observer (ESO) called high-gain state and perturbation observer (HGSPO). Besides, the perturbation estimate is employed as an auxiliary control signal which is fully compensated by a fractional-order PID (FOPID) controller to achieve a globally robust control consistency, simple structure and high reliability, as well as an improved tracking performance compared to that of PID control. In addition, AFOPID does not require an accurate PMSG model while only the measurement of d-axis current and mechanical rotation speed is required, which parameter is optimally tuned by particle swarm optimization (PSO). Four case studies are carried out, including step change of wind speed, low-turbulence stochastic wind speed, high-turbulence stochastic wind speed, and generator parameter uncertainties, respectively. Simulation results verify the effectiveness and superiority of AFOPID compared to that of PID, FOPID, and nonlinear control.
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Nomenclature

<table>
<thead>
<tr>
<th>Variables</th>
<th>Abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_{\text{wind}} )</td>
<td>wind velocity</td>
</tr>
<tr>
<td>( \rho )</td>
<td>air density</td>
</tr>
<tr>
<td>( C_p )</td>
<td>power coefficient</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>tip-speed-ratio</td>
</tr>
<tr>
<td>( \beta )</td>
<td>blade pitch angle</td>
</tr>
<tr>
<td>( T_e )</td>
<td>electromagnetic torque</td>
</tr>
<tr>
<td>( T_m )</td>
<td>mechanical torque</td>
</tr>
<tr>
<td>( \omega_{\text{a}} )</td>
<td>electrical rotation speed</td>
</tr>
<tr>
<td>( \omega_{\text{n}} )</td>
<td>mechanical rotation speed of turbine</td>
</tr>
<tr>
<td>( V_{d}, V_{q} )</td>
<td>dq-axis stator voltages</td>
</tr>
<tr>
<td>( i_{d}, i_{q} )</td>
<td>dq-axis currents</td>
</tr>
<tr>
<td>( L_d, L_q )</td>
<td>dq-axis inductances</td>
</tr>
<tr>
<td>( p )</td>
<td>the number of pole pairs</td>
</tr>
<tr>
<td>( R )</td>
<td>turbine radius</td>
</tr>
<tr>
<td>( J_{\text{tot}} )</td>
<td>total inertia of the drive train</td>
</tr>
<tr>
<td>( D )</td>
<td>viscous damping coefficient</td>
</tr>
<tr>
<td>( R_s )</td>
<td>stator resistance</td>
</tr>
<tr>
<td>( K_e )</td>
<td>field flux</td>
</tr>
<tr>
<td>( c_i )</td>
<td>coefficients</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AFOPID parameters</th>
<th>System parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_i )</td>
<td>Luenberger observer gains</td>
</tr>
<tr>
<td>( \epsilon_j )</td>
<td>observer constant</td>
</tr>
<tr>
<td>( B_s )</td>
<td>constant control gain matrix</td>
</tr>
<tr>
<td>( k_n )</td>
<td>proportional gain</td>
</tr>
<tr>
<td>( K_i )</td>
<td>integral gain</td>
</tr>
<tr>
<td>( K_D )</td>
<td>derivative gain</td>
</tr>
<tr>
<td>( \lambda_j )</td>
<td>fractional differentiator order</td>
</tr>
<tr>
<td>( \mu_j )</td>
<td>fractional integrator order</td>
</tr>
</tbody>
</table>

1. Introduction

The continuously rising of energy demand and the urgent need to mitigate the malignant effects of climate changes resulted from global warming have driven an enormous variety of research interests to harness renewable energy sources in recent years [1-5]. Meanwhile, the severe issues associated with fast depleting reserves and ever-growing costs of fossil fuels such as oil, coal, and natural gas are also responsible for the growth and rise of emerging renewable energy applications, including hydro, wind, solar, and biomass, etc. [6].

Thus far, wind energy conversion system (WECS) plays a very crucial role and becomes very popular due to its elegant merits of cleanliness, abundance, and wide distribution [7]. Variable speed wind turbine systems are normally based on either (a)
The rest of the paper is organized as follows: Section 2 is devoted to develop the PMSG model. In Section 3, AFOPID is presented while Section 4 designs the AFOPID of PMSG for MPPT. Case studies are carried out in Section 5. Lastly, conclusions are summarized in Section 6.
2. Modelling of PMSG based Wind Energy Conversion System

Figure 1 illustrates the configuration of a PMSG system which is connected to the power grid bus via back-to-back voltage source converter (VSC). The produced active power and reactive power of PMSG is regulated through the generator-side VSC, while the grid-side VSC attempts to deliver active power to the power grid through the DC-link and to maintain the DC-link voltage at the rated value. Two VSCs are controlled independently while the dynamics of the PMSG and the power grid is fully decoupled via the DC-link [17,25]. As the MPPT mainly relies on the control of the generator-side VSC, the dynamics of grid-side VSC is ignored in this paper.

![Figure 1. The configuration of a PMSG based WECS.](image)

2.1 Variable speed wind turbine modelling

The tip-speed-ratio $\lambda$ of wind turbine is defined as

$$\lambda = \frac{\omega_m R}{v_{\text{wind}}}$$  \hspace{1cm} (1)

where $\omega_m$ denotes the mechanical rotation speed of wind turbine and $v_{\text{wind}}$ represents the wind speed; $R$ is the blade radius of wind turbine, respectively. According to the wind turbine dynamics, the power coefficient $C_p(\lambda, \beta)$ can be described by [17,25]

$$C_p(\lambda, \beta) = c_1 \left( \frac{\omega_m}{\lambda^{1.5}} - c_3 \beta - c_4 \right) e^{\frac{c_5}{\lambda^{1.5}}}$$  \hspace{1cm} (2)

with

$$\frac{1}{\lambda_{i}} = \frac{1}{\lambda + 0.066 \beta} - \frac{0.035}{\beta^{2} + 1}$$  \hspace{1cm} (3)

where the coefficients $c_1$ to $c_5$ are selected as $c_1=0.22$, $c_2=116$, $c_3=0.4$, $c_4=5$, and $c_5=12.5$, respectively [17,25]. In addition, $\beta$ denotes the pitch angle;

Furthermore, the mechanical power extracted by the wind turbine from various wind speeds is determined by

$$P_m = \frac{1}{2} \rho \pi R^2 C_p(\lambda, \beta) v_{\text{wind}}^3$$  \hspace{1cm} (4)

where $\rho$ represents the air density. During MPPT the wind turbine only operates in the sub-rated speed range, thus its pitch control is deactivated.

2.2 Permanent magnetic synchronous generator modelling

The dynamics of PMSG in the d-q reference frames are written as [17,25]

$$V_d = i_d R_s + L_d \frac{d i_d}{dt} - \omega_e L_q i_q$$  \hspace{1cm} (5)

$$V_q = i_q R_s + L_q \frac{d i_q}{dt} + \omega_e (L_d i_d + K_e)$$  \hspace{1cm} (6)

$$T_e = p \left( (L_d - L_q) i_d i_q + i_q K_e \right)$$  \hspace{1cm} (7)

where $V_d$ and $V_q$ are the stator voltages in the d-q axis; $R_s$ is the stator resistance; $L_d$ and $L_q$ are d-q axis inductances; $i_d$ and $i_q$ are the currents in the d-q axis; $\omega_e = p \omega_m$ is the electrical rotation speed; $K_e$ is the permanent magnetic flux given by the magnets; and $p$ is the number of pole pairs, respectively.

2.3 Mechanical shaft system modelling

The dynamics of mechanical shaft system and mechanical torque of PMSG are given by [17,25]

$$J_{\text{tot}} \frac{d \omega_m}{dt} = T_m - T_e - D \omega_m$$  \hspace{1cm} (8)

$$T_m = \frac{1}{2} \rho \pi R^5 \frac{c_p(\lambda, \beta)}{\lambda^3} \omega_m^2$$  \hspace{1cm} (9)
where $J_{tot}$ is the total inertia of the drive train which equals to the summation of wind turbine inertia constant and generator inertia constant; $D$ is the viscous damping coefficient; $T_m$ is the mechanical torque of the wind turbine, respectively. In addition, active power is calculated as

$$ P_a = T_e \omega_m $$

with $T_e$ being the electromagnetic torque.

In order to achieve MPPT, the power coefficient $C_p(\lambda, \beta)$ should be maintained at its maximum point $C_p^*$ at various wind speeds within the operation range. The pitch angle is taken as $\beta = 2^\circ$, the optimal tip-speed-ratio $\lambda^* = 7.4$ while maximum power coefficient $C_p^* = 0.4019$ [17,25].

### 3. Adaptive Fractional-Order PID Control Design

#### 3.1 Linear observer based perturbation estimation

Consider an uncertain nonlinear system with the following canonical form

$$ \dot{x} = A x + B(a(x) + b(x)u + d(t)) $$

$$ y = x_1 $$

where $x = [x_1, x_2, \cdots, x_n]^T \in \mathbb{R}^n$ is the state variable vector; $u \in \mathbb{R}$ and $y \in \mathbb{R}$ are the control input and system output, respectively; $a(x): \mathbb{R}^n \to \mathbb{R}$ and $b(x): \mathbb{R}^n \to \mathbb{R}$ are unknown smooth functions which represent the aggregated effect of nonlinearities, parameter uncertainties, and unmodelled dynamics; and $d(t): \mathbb{R}^+ \to \mathbb{R}$ represents the time-varying external disturbances. The state matrix $A$ and state matrix $B$ are of the canonical form as follows:

$$ A = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 0
\end{bmatrix}_{n \times n},
B = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
1_{n \times 1}
\end{bmatrix} $$

The perturbation of system (11) is defined as [23,24,26]

$$ \psi(x, u, t) = a(x) + (b(x) - b_0)u + d(t) $$

where $b_0$ is a user-defined constant control gain, by which the uncertainties of the control gain $b(x)$ can be aggregated into the perturbation.

From the original system (11), the last state, e.g., $x_n$, is rewritten as follows

$$ \dot{x}_n = a(x) + (b(x) - b_0)u + d(t) + b_0u = \psi(x, u, t) + b_0u $$

Here, state (14) is consisted of two terms, e.g., perturbation term $\psi(x, u, t)$ which contains all types of uncertainties and control term $b_0u$ which is user-determined.

Define an extended state to describe the perturbation term, e.g., $x_{n+1} = \psi(x, u, t)$. Then, system (11) can be directly extended into

$$ \begin{cases}
\dot{y} = x_1 \\
\dot{x}_1 = x_2 \\
\vdots \\
\dot{x}_n = x_{n+1} + b_0u \\
\dot{x}_{n+1} = \psi(\cdot)
\end{cases} $$

Therefore, the extended state $x_{n+1}$ is able to separate the unknown perturbation term from the original state $x_n$.

The extended state vector is written as $x_e = [x_1, x_2, \cdots, x_n, x_{n+1}]^T$ for the purpose of simple representation of Eq. (15), with the following two assumptions [23,24,26]

**A.1** $b_0$ is chosen to satisfy: $|b(x)/b_0 - 1| \leq \theta < 1$, where $\theta$ is a positive constant.

**A.2** The function $\psi(x, u, t): \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^+ \to \mathbb{R}$ and $\dot{\psi}(x, u, t): \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^+ \to \mathbb{R}$ are locally Lipschitz in their arguments and bounded over the domain of interest, with $\psi(0,0,0) = 0$ and $\dot{\psi}(0,0,0) = 0$.

Here, Assumption A.2 is used to guarantee that the closed-loop system is ultimately bounded under HGSPO and the proposed control law. Moreover, Assumption A.1 is used, together with consideration of the perturbation assumed as a smooth function of time, to ensure the existence of the bounds of perturbation and its derivative as described by assumption A.2. The detailed proof can be found in reference [26] for interested readers.

Throughout this paper, $\tilde{x} = x - \hat{x}$ refers to the estimation error of $x$ whereas $\hat{x}$ represents the estimate of $x$, together with $x^*$ denotes the reference of variable $x$. Design an $(n+1)$th-order HGSPO for the extended system (15) to simultaneously estimate the states and perturbation, it gives [23,24,26]

$$ \dot{\hat{x}}_e = A_0 \hat{x}_e + B_1 u + H(x_1 - \hat{x}_1) $$

with
\[ A_0 = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix}_{(n+1) \times (n+1)}, \quad B_1 = \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 1 \\ 0 \end{bmatrix}_{(n+1) \times 1} \]  

where \( A_0 \) and \( B_1 \) are the extended state matrix and extended control matrix, respectively; observer gain \( H = [\alpha_1/\varepsilon, \alpha_2/\varepsilon^2, \ldots, \alpha_n/\varepsilon^n, \alpha_{n+1}/\varepsilon^{n+1}]^T \) which determines the estimation rate; thickness layer boundary of observer \( 0 \leq \varepsilon \ll 1 \), such that a high-gain could be achieved; and Luenberger observer gains \( a_i, i = 1, 2, \ldots, n + 1 \), are chosen to place the poles of polynomial \( s^{n+1} + \alpha_1 s^n + \alpha_2 s^{n-1} + \cdots + \alpha_{n+1} = (s + \lambda_a)^{n+1} = 0 \) being in the open left-half complex plane at \(-\lambda_a\), with

\[ a_i = \frac{(n+1)!}{\Gamma(n+1-i)}, \quad i = 1, 2, \ldots, n + 1. \]  

### 3.2 Fractional-order PID control framework

Fractional calculus (FC) is an extension of regular integral calculus (IC) to non-integer case. In comparison to IC, FC is adequate and natural to fully characterize many physical phenomena. In general, the extra degrees of freedom from the use of fractional-order integrator and differentiator could further enhance the control performance compared with that of traditional integer-order controller. The non-integer order fundamental operator \( D_\alpha^\tau \) is defined as [28, 29] where \( \alpha \) and \( \tau \) are the lower and upper limits and \( \alpha \in R \) is the operation order. Here, Riemann-Liouville (RL) definition for fractional-order derivative is used.

FOPID control attracts an increasing amount of interest from the control domain, which is based on the use of a fractional integrator of order \( \mu \) and a fractional differentiator of order \( \lambda \), instead of the classical integer order integrator and differentiator. Previous studies [14-16] have proved that such generalization can realize an improved shaping of the closed-loop system dynamical responses thanks to the introduction of the two supplementary tuning parameters.

The transfer function \( G(s) \) of FOPID control is given by

\[ G(s) = K_p + \frac{K_i}{s^\mu} + K_d s^\lambda \]  

where \( K_p, K_i \) and \( K_d \) are the proportional gain, integral gain, and derivative gain, respectively. Moreover, \( \mu \) and \( \lambda \) (between 0 to 2) denote the fractional integrator order and fractional differentiator order, respectively.

### 3.3 Adaptive fractional-order PID control

The AFOPID control for system (11) can be designed as

\[ u = \frac{1}{b_0} [x_1^{(n)} - \hat{\varphi}(\cdot) + K_p(x_1 - x_1^*) + \frac{K_i}{s^\mu}(x_1 - x_1^*) + K_d s^\lambda(x_1 - x_1^*)] \]  

where \( x_1^* \) denotes the reference of state \( x_1 \) while \( x_1^{(n)} \) is the \( n \)th-order derivative of reference \( x_1^* \).

Figure 2 illustrates the overall control framework of AFOPID with PSO for the control parameter tuning. From Fig. 2, one can find that perturbation estimate compensation, e.g., \(-\hat{\varphi}(\cdot)\), is introduced to achieve an adaptive control performance as it can fully compensate the effect of various uncertainties. The adaptive control performance through such perturbation estimation and compensation has been proved in reference [24]. On the other hand, FOPID framework, e.g., \( K_p(x_1 - x_1^*) + \frac{K_i}{s^\mu}(x_1 - x_1^*) + K_d s^\lambda(x_1 - x_1^*)\), is synthesized to realize an improved tracking performance compared to that of PID control thanks to the use of fractional integrator and a fractional differentiator, which has been proved in reference [28]. Lastly, particle swarm optimization (PSO) [35] is employed to optimally tune the control parameters of AFOPID. As a result, AFOPID control is developed via a proper hybrid of the nonlinear perturbation estimation based approach and the linear FOPID framework, which can beneficially exploits the merits of linear control and nonlinear control, with moderate control structure complexity in comparison to linear control (low control structure complexity) [27] and nonlinear control (high control structure complexity) [24].
The overall design procedure of AFOPID control for system (11) can be summarized as follows:

**Step 1:** Define perturbation (13) for the original \( n \)th-order system (11);
**Step 2:** Employ an extended state \( x_{n+1} = \psi(t) \) to represent perturbation (13);
**Step 3:** Extend the original \( n \)th-order system (11) into the extended \((n+1)\)th-order system (15);
**Step 4:** Use the \((n+1)\)th-order HGSPO (16) for the extended \((n+1)\)th-order system (15) to simultaneously estimate the state estimate \( \hat{x} \) and perturbation estimate \( \hat{\psi}(t) \) online with the only measurement of the output \( y = x_1 \);
**Step 5:** Design AFOPID control (20) for the original \( n \)th-order system (11).

### 4 AFOPID Control Design of PMSG for MPPT

Define the tracking error \( e = [e_1, e_2]^T = [i_d^* - i_d, \omega_m^* - \omega_m]^T \), with \( i_d^* \) and \( \omega_m^* \) being the d-axis current reference and mechanical rotation speed reference, respectively. Differentiate the tracking error \( e \) until the control input \( u = [u_1, u_2]^T = [V_d, V_q]^T \) appears explicitly, yield

\[
\begin{bmatrix}
\dot{e}_1 \\
\dot{e}_2
\end{bmatrix} = 
\begin{bmatrix}
\dot{f}_1(x) \\
\dot{f}_2(x)
\end{bmatrix} + B \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} - \begin{bmatrix} i_d^* \\ \omega_m^* \end{bmatrix}
\]

where

\[
f_1(x) = -\frac{R}{L_d}i_d + \frac{K\omega_q}{L_d}i_q
\]

\[
f_2(x) = \frac{r_m}{L_{rot}} - \frac{p_i}{L_{rot}}(L_d - L_q)(-R_d i_d + L_q \omega_q i_q) + \frac{p}{L_{rot}}[Ke + (L_d - L_q)i_d](L_d \omega_d i_d + R_d i_q + \omega_e)\]

with

\[
B(x) = \begin{bmatrix}
\frac{1}{L_d} & 0 \\
\frac{1}{L_{rot}} & \frac{p}{L_{rot}}[Ke + (L_d - L_q)i_d]
\end{bmatrix}
\]

Here, functions \( f_1(x) \) and \( f_2(x) \) and matrix \( B(x) \) represent the combinatorial effect of the generator nonlinearities and parameter uncertainties, as well as stochastic wind speed variation. In practice, their accurate values are difficult to obtain thus need to be estimated by HGSPO.

In order to make the above input-output linearization valid, the control gain matrix \( B(x) \) is required to be nonsingular in its whole operation range, thus

\[
\det(B(x)) = -\frac{p[K\omega_q + (L_d - L_q)i_d]}{L_{rot}} \neq 0
\]

which can be always satisfied when \( K\omega_q + (L_d - L_q)i_d \).

Define the perturbations \( \psi_1(t) \) and \( \psi_2(t) \) for tracking error dynamics (21) to aggregate all the PMSG nonlinearities and parameter uncertainties, as well as wind speed randomness into a lumped term, as follows.
\[
\begin{bmatrix}
\psi_1(t) \\
\psi_2(t)
\end{bmatrix}
= \begin{bmatrix}
f_1(x) \\
f_2(x)
\end{bmatrix} + (B(x) - B_0) \begin{bmatrix}
u_1 \\
u_2
\end{bmatrix}
\] (26)

and the constant control gain matrix \( B_0 \) is chosen in the diagonal form, such that the control of d-axis current and mechanical rotation speed can be fully decoupled, it gives

\[
B_0 = \begin{bmatrix}
b_{11} & 0 \\
0 & b_{22}
\end{bmatrix}
\] (27)

where \( b_{11} \) and \( b_{22} \) are constant control gains of PMSG.

Hence, tracking error dynamics (21) can be rewritten in terms of perturbation and constant control gain matrix by

\[
\begin{bmatrix}
i_d \\
i_q
\end{bmatrix} = \begin{bmatrix}
\psi_1(t) \\
\psi_2(t)
\end{bmatrix} + B_0 \begin{bmatrix}
u_1 \\
u_2
\end{bmatrix} - \begin{bmatrix}
i_d^* \\
i_q^*
\end{bmatrix}
\] (28)

For the second-order d-axis current dynamics, there exist no internal state which needs to be estimated or measured, thus a second-order high-gain perturbation observer (HGPO) is employed to estimate perturbation \( \psi_1(\cdot) \) as

\[
\begin{cases}
i_d = \dot{\psi}_1(\cdot) + \frac{a_{11}}{\epsilon_1}(i_d - \dot{i}_d) + b_{11}u_1 \\
\dot{\psi}_1(\cdot) = \frac{a_{21}}{\epsilon_1}(i_d - \dot{i}_d)
\end{cases}
\] (29)

where Luenberger observer gains \( a_{11} \) and \( a_{12} \) are all positive constants, with \( 0 \leq \epsilon_1 \ll 1 \).

Meanwhile, a third-order HGPO is applied to estimate perturbation \( \psi_2(\cdot) \) and one internal state, e.g., the first-order derivative of mechanical rotation speed, as follows

\[
\begin{cases}
\dot{\omega}_m = \dot{\psi}_2(\cdot) + \frac{a_{22}}{\epsilon_2}(\omega_m - \dot{\omega}_m) + b_{22}u_2 \\
\dot{\psi}_2(\cdot) = \frac{a_{32}}{\epsilon_2}(\omega_m - \dot{\omega}_m)
\end{cases}
\] (30)

where observer gains \( a_{21}, a_{22}, \) and \( a_{23} \) are all positive constants, with \( 0 \leq \epsilon_2 \ll 1 \).

The AFOPID control for tracking error dynamics (28) can be designed by

\[
\begin{bmatrix}
u_1 \\
u_2
\end{bmatrix} = B_0^{-1} \begin{bmatrix}
\dot{i}_d^* - \dot{\psi}_1(\cdot) + K_P(i_d - i_d^*) + K_{I1}(i_d - i_d^*) + K_{D1}\lambda_i(i_d - i_d^*) \\
\dot{\omega}_m^* - \dot{\psi}_2(\cdot) + K_P(\omega_m - \omega_m^*) + K_{I2}(\omega_m - \omega_m^*) + K_{D2}\lambda_2(\omega_m - \omega_m^*)
\end{bmatrix}
\] (31)

where PID control gains \( K_{P1}, K_{P2}, K_{I1}, K_{I2}, K_{D1}, K_{D2}, \) fractional integrator order \( \mu_1 \) and \( \mu_2, \) differentiator order \( \lambda_1 \) and \( \lambda_2, \) are chosen to realize a satisfactory convergence of tracking error dynamics (20).

The AFOPID control parameters in Eq. (31) and observer gains in Eq. (29) and Eq. (30) are optimally tuned through PSO [35] under three cases, e.g., (a) step change of wind speed; (b) low-turbulence stochastic wind speed; and (c) high-turbulence stochastic wind speed. The optimization goal is to minimize the tracking error of mechanical rotation speed and d-axis current, together with the corresponding control costs, which model is given as follows

Minimize \( F(x) = \sum_{\text{Three cases}} \int_0^T (|\omega_m - \omega_m^*| + |i_d - i_d^*| + \omega_1|u_1| + \omega_2|u_2|) \) dt

subject to \( K_{P1}^{\min} \leq K_{P1} \leq K_{P1}^{\max}, \ K_{I1}^{\min} \leq K_{I1} \leq K_{I1}^{\max}, \ K_{D1}^{\max} \leq K_{D1} \leq K_{D1}^{\max}, \ \lambda_i^{\min} \leq \lambda_i \leq \lambda_i^{\max}, \mu_1^{\min} \leq \mu_i \leq \mu_i^{\max}, \quad i=1,2. \) (32)

where the weights \( \omega_1 \) and \( \omega_2 \) are used to scale the magnitude of control costs which are chosen to be 0.1/5. \( T=25 \) s denotes the simulation time.

The proportional gains \( K_{P1} \) lie in \([-400, 0]\), integral gains \( K_{I1} \) is between \([-600, 0]\), derivative gains \( K_{D1} \) is among \([-100, 0]\), fractional integrator orders \( \mu_1 \) and differentiator orders \( \lambda_1 \) are bounded in \([0, 2]\), observer roots \( \lambda_{al} \) is located in \([10, 50]\), constant control gains \( b_{11} \) is chosen among \([-8000, 0]\), respectively. Besides, the thickness layer boundary of observer \( \epsilon_1, \epsilon_2 \approx 0.1 \). As the control inputs may exceed the admissible capacity of the generator side VSC at some operation points, their values are bounded in \([-0.65, 0.65]\) per unit (p.u.). The PSO parameters are chosen as the total number of iteration \( N=80, \) minimum velocity \( v_{min}=0.1, \) maximum velocity \( v_{max}=1, \) weight coefficients \( c_1/c_2=2/2, \) iteration index \( k=2, \) respectively [35]. In addition, the convergence criteria is chosen as

\[
|F_i - F_{i-1}| \leq \epsilon
\] (33)
where $\varepsilon$ is the tolerance of convergence error, which value is chosen to be $10^{-4}$ in this paper; $F_j$ and $F_{j-1}$ represent the fitness function value calculated at the $j$th iteration and the $(j-1)$th iteration, respectively.

To this end, Figure 3 describes the overall AFOPID control structure of PMSG for MPPT. Here, only the d-axis current $i_d$ and mechanical rotation speed $\omega_m$ need to be measured. Lastly, the obtained control inputs are modulated by the sinusoidal pulse-width modulation (SPWM) technique [29,30].

5 Case Studies

The proposed AFOPID control is applied on PMSG for MPPT while the PMSG based WECS parameters are tabulated in Table 1. The control performance of AFOPID control is evaluated and compared to that of conventional PID control [12], FOPID control [16], and FLC [17], respectively. Here, in order to achieve a fair comparison, the parameters of these four controllers are all optimally tuned by PSO. In particularly, the control parameter range of PIF control and FOPID control is the same to that of AFOPID control given in previous section, while the control parameter range of FLC is bounded as $\lambda_1 \in [0, 40]$ and $\lambda_2 \in [0, 50]$. Moreover, PSO runs for 30 times and the best results are adopted for each controller. The obtained optimal control parameters of each controller can be found in Table 2 while the statistic results are tabulated in Table 3, respectively. From Table 3, it can be seen that FLC just needs the shortest convergence time as it has only two control parameters that need to be tuned. Moreover, FOPID control can obtain a lower fitness function than that of PID control due to the fractional-order mechanism. At last, AFOPID control owns the lowest fitness function thus it has the best performance among all controllers.

Table 1. The PMSG based WECS parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMSG rated power $P_{\text{base}}$</td>
<td>2 MW</td>
</tr>
<tr>
<td>Field flux $K_s$</td>
<td>136.25 V/s/rad</td>
</tr>
<tr>
<td>Radius of wind turbine $R$</td>
<td>39 m</td>
</tr>
<tr>
<td>Pole pairs $p$</td>
<td>11</td>
</tr>
<tr>
<td>Parameter</td>
<td>Value</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>d-axis stator inductance</td>
<td>$L_d$ 5.5 mH</td>
</tr>
<tr>
<td>q-axis stator inductance</td>
<td>$L_q$ 3.75 mH</td>
</tr>
<tr>
<td>Air density</td>
<td>$\rho$ 1.205 kg/m$^3$</td>
</tr>
<tr>
<td>Rated wind speed</td>
<td>$v_{\text{wind}}$ 12 m/s</td>
</tr>
<tr>
<td>Total inertia</td>
<td>$J_{\text{tot}}$ 10000 kg-m$^2$</td>
</tr>
<tr>
<td>Stator resistance</td>
<td>$R_s$ 50 $\mu$Ω</td>
</tr>
</tbody>
</table>

Table 2. The optimal control parameters of different controllers obtained by PSO in 30 runs.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>d-axis current</th>
<th>mechanical rotation speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>PID</td>
<td>$K_{p1} = -243$</td>
<td>$K_{i1} = -458$</td>
</tr>
<tr>
<td>FOPID</td>
<td>$K_{p1} = -177$</td>
<td>$K_{i1} = -344$</td>
</tr>
<tr>
<td>FLC</td>
<td>$\mu_1 = 1.18$</td>
<td>$\lambda_1 = 1.65$</td>
</tr>
<tr>
<td>AFOPID</td>
<td>$\mu_1 = 1.5$</td>
<td>$\lambda_1 = 0.75$</td>
</tr>
</tbody>
</table>

Table 3. The statistical results of obtained by different controllers in 30 runs.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Fitness function (p.u.)</th>
<th>Convergence time (hour)</th>
<th>Iteration number of convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max.</td>
<td>Min.</td>
<td>Mean</td>
</tr>
<tr>
<td>PID</td>
<td>2.08</td>
<td>1.57</td>
<td>1.74</td>
</tr>
<tr>
<td>FOPID</td>
<td>1.64</td>
<td>1.33</td>
<td>1.42</td>
</tr>
<tr>
<td>FLC</td>
<td>1.28</td>
<td>1.02</td>
<td>1.15</td>
</tr>
<tr>
<td>AFOPID</td>
<td>1.09</td>
<td>0.86</td>
<td>0.97</td>
</tr>
</tbody>
</table>

5.1. Step change of wind speed

At first, four consecutive step changes of wind speed increased from 8 m/s to 12 m/s with 10 m/s$^2$ rate are tested, which attempt to simulate a series of sudden gust. Meanwhile, the d-axis current reference varies to study the control performance of AFOPID control. The wind speed profile and the corresponding PMSG responses are shown in Fig. 4, which demonstrates that PID control presents the highest active power overshoot during each step change of wind speed, as well as the slowest tracking rate. In addition, FOPID control can reduce the overshoot with a faster tracking rate thanks to the two additional adjustable coefficients, thus the transient responses can be considerably improved. However, they both have an inconsistent control performance when operation points vary due to the one-point linearization.

In contrast, FLC and AFOPID control can offer a global control consistency since the all the PMSG nonlinearities are fully compensated. However, AFOPID control only need the measurement of d-axis current and mechanical rotation speed while FLC requires the full state measurement and PMSG parameters. Hence, AFOPID control structure is much simpler than that of FLC.
(a) Step change of wind speed

(b) Power coefficient

(c) Mechanical rotational speed
5.2. Low-turbulence stochastic wind speed

A low-turbulence stochastic wind speed varies between 7 m/s to 11 m/s are investigated to, which aims to mimic a general wind variation [31]. The corresponding PMSG responses are demonstrated by Fig. 5, from which it can observe that the power coefficient of AFOPID control is the closest to the optimum among all controllers, such that it can extract the maximum power from wind. This is because that the stochastic wind speed variation can be rapidly estimated by HGSPO and fully compensated by the controller in the real-time.
5.3. High-turbulence stochastic wind speed

In some extreme weather conditions, i.e., plateau, coast, desert etc., the wind speed might dramatically change which makes the MPPT a very challenging task as it requires a rapid and timely controller response. Here, a high-turbulence stochastic wind speed varying among 6 m/s to 12 m/s is tested to study the MPPT performance of each approaches. The PMSG responses are illustrated in Fig. 6, in which one can find that AFOPID control can still maintain a satisfactory control performance and outperform other methods associated with maximum power extraction, lowest power overshoot, and fastest tracking rate.
Figure 6. System responses obtained under a high-turbulence stochastic wind speed between 6 m/s to 12 m/s. (a): Wind speed profile; (b): Active power; (c): Mechanical rotational speed; (d): Power coefficient

5.4. Generator parameter uncertainties

It is worth noting that the accurate generator parameters are usually difficult to obtain as their values might be affected by the ambient environment temperature, wear- and- tear, generator aging, pressure, measurement error, etc. [32-34], such that the use of their nominal value in the controller loop would somehow result in an inaccurate response, particularly when a PMSG has operated for years. Hence, it is quite crucial to study the robustness of the proposed controller. Here, a series of plant-model mismatches of stator resistance $R_s$ and d-axis inductance $L_d$ associated with $\pm 20\%$ variation around their nominal
value are carried out, in which a 1 m/s step increase of wind speed from the rated value (12 m/s) is applied and the peak absolute value of active power $|P_e|$ of each controller is compared. Figure 7 shows that the variation of $|P_e|$ obtained by PID control, FOPID control, FLC, and AFOPID control is 16.1%, 13.7%, 23.4%, 9.5%, respectively. As a consequence, AFOPID control is able to effectively avoid the control performance degradation resulted from generator parameter uncertainties via real-time perturbation compensation, thus it can offer the strongest robustness.
In order to quantitatively compare the control performance of each controller, the integral of absolute error (IAE) indices are employed, where $\text{IAE}_x = \int_0^T |x - x^*| \, dt$ with the simulation time $T = 25$ s. Table 4 shows that AFOPID control owns the lowest IAE indices of mechanical rotation speed and $d$-axis current (in bold) in all cases. In particular, its $\text{IAE}_{\omega m}$ obtained in high-turbulence stochastic wind speed is merely 63.72%, 67.85%, and 71.72% to that of PID control, FOPID control, and FLC, respectively. As a result, it can achieve the most satisfactory MPPT performance with moderate structure complexity.

<table>
<thead>
<tr>
<th>Case</th>
<th>Step change of wind speed</th>
<th>Low-turbulence stochastic wind speed</th>
<th>High-turbulence stochastic wind speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controller</td>
<td>IAE index $\text{IAE}_{\omega m}$ of mechanical rotation speed</td>
<td>IAE index $\text{IAE}_{i d}$ of $d$-axis current</td>
<td></td>
</tr>
<tr>
<td>PID</td>
<td>1.46E-01</td>
<td>6.77E-01</td>
<td>9.87E-01</td>
</tr>
<tr>
<td>FOPID</td>
<td>1.21E-01</td>
<td>6.35E-01</td>
<td>9.27E-01</td>
</tr>
<tr>
<td>FLC</td>
<td>1.02E-01</td>
<td>5.86E-01</td>
<td>8.77E-01</td>
</tr>
<tr>
<td>AFOPID</td>
<td><strong>8.16E-02</strong></td>
<td><strong>4.97E-01</strong></td>
<td><strong>6.29E-01</strong></td>
</tr>
<tr>
<td>Controller</td>
<td>IAE index $\text{IAE}_{i d}$ of $d$-axis current</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PID</td>
<td>1.58E-02</td>
<td>6.48E-03</td>
<td>8.21E-03</td>
</tr>
<tr>
<td>FOPID</td>
<td>1.26E-02</td>
<td>6.09E-03</td>
<td>7.79E-03</td>
</tr>
<tr>
<td>FLC</td>
<td>9.68E-03</td>
<td>5.54E-03</td>
<td>7.15E-03</td>
</tr>
<tr>
<td>AFOPID</td>
<td><strong>8.87E-03</strong></td>
<td><strong>4.23E-03</strong></td>
<td><strong>6.17E-03</strong></td>
</tr>
</tbody>
</table>

Finally, the overall control costs of each controllers required in three cases are illustrated by Fig. 8, which is calculated as $\int_0^T (|u_1 - u_1^*| + |u_2 - u_2^*|) \, dt$. One can find that AFOPID control just requires the minimum overall control costs in all cases among all controllers thanks to the real-time perturbation compensation. Particularly, the summed control costs of AFOPID control of three cases is just 87.60%, 90.82%, and 93.63% to that of PID control, FOPID control, and FLC, respectively.
6. Conclusions

In this paper, a novel AFOPID control is proposed for PMSG based WECS to extract the maximum power from various wind speed, while the main contributions can be summarized into the following four aspects:

(1) An HGSPO is used to simultaneously estimate the PMSG nonlinearities and parameter uncertainties, unmodelled dynamics, as well as stochastic wind speed variation in the real-time, which is then fully compensated by an FOPID controller. Thus, AFOPID control can effectively handle complex nonlinearities and various modelling uncertainties;

(2) The merits of globally robust control consistency of nonlinear robust/adaptive control and advantages of structure simplicity of FOPID framework are beneficially incorporated by AFOPID control, while its control structure complexity is moderate;

(3) AFOPID control does not require an accurate PMSG system model while only the d-axis current and mechanical rotation speed need to be measured. Moreover, a fully decoupled control of mechanical rotation speed and d-axis current is achieved as the constant control gain matrix is chosen in the diagonal form. Hence, AFOPID control is quite easy to be implemented in practice;

(4) Simulation results verify that AFOPID control can realize a globally robust control consistency while optimally extract the wind power from various wind speed, together with a relatively low control costs among all approaches.

Future studies will be focused on the following two directions:

(a) Apply AFOPID control on the grid-side VSC to enhance the low-voltage ride-through (LVRT) capability of PMSG;

(b) Validate the implementation feasibility of AFOPID control via the real-time digital simulator (RTDS) based hardware-in-loop (HIL) test.
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